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Preface

Nowadays, intensive research and collaborative projects dealing with the installation 
of large wind turbines are taking place in many countries. The goal of this work is the 
decarbonization of electricity grid systems through the exploitation of wind power. In 
this context, modern and larger offshore wind turbines with power capacity reaching 
15 MW and rotors of more than 230 meters in diameter are under continuous devel-
opment to minimize the unit cost of energy production.

This book presents research in wind turbine design, manufacture, and operation. 
Its main topics include basic aspects of wind turbine design, low-specific power 
turbines, offshore wind industry and floating wind turbines, wind measurement 
and forecasting models, design and manufacturing of rotor blades, manufacture of 
power transmission bearings, and challenges in control strategies and computational 
aerodynamics.

Chapter 1 outlines the major design aspects of wind turbines. It analyzes the main 
structures to build a general optimization model. It defines and measures the most 
significant design objectives as well as design environment and constraints. It also 
identifies and discusses all effective system design variables and parameters. Several 
design alternatives are considered to see how the various design criteria are affected 
in each case.

Chapter 2 describes wind turbine generator protection based on fault current and 
voltage analysis, which can identify the instantaneous operation, delay operation, or 
immune operation. The fault scenarios are explained using simulation results on the 
wind turbine generator system modeled in a software environment.

Chapter 3 discusses the technological advantages provided by the low specific power 
(SP) turbine synthesized close to a target SP of 100 W/m2, which was determined 
by ground-based measurements. The findings imply that low-specific power wind 
turbines can improve the capacity utilization factor, lower the cost of energy, boost 
the value of wind, and better utilize the transmission system in all wind situations, 
albeit at varying magnitudes, according to the given results.

Chapters 4–9 focus on offshore wind farms, which are forecast to reach power 
capacity near 1000 GW by 2050 and will be a crucial part of the transition to net-zero 
emission. Chapter 4 gives insight into the forthcoming challenges and highlights 
potential solutions to make wind farms more self-reliant. It is concluded that the 
advent of a new class of converter-based power modules viz. grid forming will 
support the stability of offshore wind power plants and provide the needed services 
to ensure reliable and secure operation of future decarbonized electric networks. 



IV

Chapter 5 describes a new method for operating an offshore wind farm (OWF) with 
a diode-rectifier unit (DRU). A phase shifting transformer (PST) is applied on the 
onshore side of the medium-voltage submarine cable to avoid uncontrolled current 
flow through the cable. The application of PST is to ensure the smooth black-start 
and stable operation of the OWF and DRU-HVDC links. Both static and dynamic 
behaviours of the proposed method are presented, and the simulation results validate 
the given mathematical model.

Chapter 6 deals with the optimization of a crew transfer vessel (CTV) against an 
offshore wind turbine. It presents a proposal for improving the CTV by promoting 
the use of surface effect ships (SES) to minimize their heave under the constraint 
of fuel consumption. The study shows that another possible axis of development 
would be to design an additional wall to existing boat landings, providing sheltered 
water. 

Chapter 7 discusses the prediction of sound pressure levels from a wind farm. The 
main characteristics are taking into account atmospheric stability to determine 
the acoustic power of the wind turbines; describing the generation of noise along 
the blades due to turbulent phenomena; and calculating the noise propagation at 
different distances from the tower taking into account atmospheric absorption, 
turbulence energy dissipation, and geometric divergence. 

Chapter 8 addresses the different models for wind power forecasting, which is 
becoming increasingly significant due to the high penetration of wind power in 
the energy grid. Two main groups related to wind speed prediction are considered. 
The first group is based upon analysis of historical time series of wind, and the 
second uses forecasted values from a numerical weather prediction (NWP) model 
as an input. It is concluded that future research should focus on the following areas: 
implementation of artificial intelligence approaches to increase forecast accuracy; 
new strategies dealing with complicated terrain; more research into hybrid methods 
to combine physical and statistical approaches for achieving good results in both  
long-term and short-term prediction; and additional research into NWP models 
designed for use in an offshore environment.

Chapter 9 presents a droop-fed direct power control strategy in the variable speed 
pumped storage (VSPS) of a wind farm grid integration system. Modeling of the 
system is carried out based on the phasor model technique. The frequency spectrum 
analysis approach is used in the VSPS system for determining the dynamic perfor-
mances of the grid in case of wind power fluctuation compensation and contingencies 
and validated in the MATLAB/Simulink platform. Results show that the frequency 
spectrum analysis method is effective for determining the wind power fluctuation 
and stability requirement in the large power system. 

Chapter 10 focuses on the influences of the integration of wind power generators into 
power grid systems. The rotor side converter controller is used for active and reactive 
power control by controlling rotor current and the speed control of the Doubly Fed 
Induction Generator (DFIG). The control scheme and the simulation mode controller 

XII
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employed for the study assure the wind generator supplying the grid at varying wind 
speeds behaves like a synchronous generator at a 0 Hz rotor frequency.

Chapter 11 presents the fundamentals of wind turbine aerodynamics and the related 
terminologies to the design of blades. It discusses the three-dimensional computa-
tional aerodynamics of the blades as well as the design of vortex generators as an 
effective passive control device for airflow. The optimum dimensions and arrange-
ment of these devices along the blade span are also studied aiming at the increase of 
the power output. It is concluded that integrating vortex generators in wind turbines 
is the next giant leap in aerodynamic research. 

Chapter 12 discusses some techniques for the design and manufacturing of wind 
turbine blades, including the appropriate selection of the airfoil type, the design 
optimization methods, and manufacturing techniques. It highlights the superiority 
of using chord-wise and span-wise stiffeners to increase the stiffness of the skin of 
carbon fiber wind turbine blades. These stiffeners are not bonded externally to the 
skin, but rather they are layers of carbon fibers that are buried inside the skin of the 
wind turbine blades. 

Chapter 13 describes the author’s experience of a lifetime of casting metals and how 
the casting technique relates to the quality of the metal and offers answers to engi-
neering failures. It is a concern that the failure of wind turbine bearings continues, on 
occasions, to defy substantial metallurgical efforts. It is proposed that there is good 
reason to identify the casting process as the generator of pervasive defects, which 
the author calls bifilms. These defects originate from the casting process during the 
pouring of the liquid steel. They exist in finished steel components as a substantial 
population of cracks. These pre-existing cracks are usually the initiators of fatigue 
failure as well as other failure modes. 

Chapter 14 discusses wind turbine characteristics to design low-power rating genera-
tors, which is necessary for remote and rural electrification. The generator specifica-
tions have been obtained from wind turbine models such as torque, speed, and power. 
The rotor design reducing q-axis inductance of this generator is analyzed and the 
relationship between generated EMF voltage and torque with the change of time is 
evaluated. The effects of stator resistance on electromagnetic torque with a variation 
of power angle are also considered. 

Chapter 15 discusses the optimization of operational safety and efficiency of wind 
energy conversion equipment. The proposed method involves flat blades or space prisms 
that perform translation motion due to the interaction with airflow. Theoretical results 
obtained are used in the design of new devices for energy extraction from airflow. 
Models of wind energy conversion devices equipped with one vibrating blade are devel-
oped (quasi-translatory blade’s motion model; model with vibrating blade equipped 
with crank mechanism). Operation of the system due to the action of airflow is simu-
lated with computer programs. Possibilities to obtain energy with generators of different 
characteristics, using mechatronic control, have been studied. The effect of wind flow 
with a constant speed and with a harmonic or polyharmonic component is considered.

XIII
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Chapter 1

Introductory Chapter: General
Design Aspects of Horizontal-Axis
Wind Turbines
Karam Maalawi

1. Introduction

Numerous research contributions in developing wind industry technologies
worldwide have been initiated since the oil crisis in 1973, and various configurations
of wind turbines and large-scale wind farms have been installed in many places. These
clean energy sources can make a substantial and economically competitive contribu-
tion to the future energy needs.

Irrespective of the specific application, a wind turbine system design should be
based on the cost-effective production of energy. The main objective should be based
on the minimum cost of energy depending on the rotor diameter, rated power as well
as the wind characteristics for a given site. The economic feasibility of large-scale
wind turbines operated as a part of electrical power systems has been considered by H.
M. Bae [1]. In this paper, the design variables were taken to be the rotor diameter,
rated power, and number of the installed machines. Maximization of the total net
value of the generated power, which is equal to the annual expected fuel cost savings
minus the total cost of the system, was taken as the main system objective. Power was
considered as constraint rather than design objective. Hansen [2] addressed optimum
blade shapes for maximizing the power coefficient of the rotor. He presented a
method to obtain the optimum blade chord and twist distributions for better aerody-
namic performance. Another important consideration in the design of wind energy
generator systems is to reduce vibration without increasing structural weight. This is
because the economics require that large wind turbines operate reliably for long
periods of time while subject to significant vibratory loads [3, 4].

In this chapter, the wind turbine will be analyzed as a system in order to build a
general model for its structural design optimization. The most significant design
objectives as well as design environment and constraints are defined and measured.
All effective system design variables and parameters are identified and discussed.
Several design alternatives will be considered to see how the various design criteria are
affected in each case.

2. System definition and main function

A wind turbine can be defined as a device that converts the wind’s kinetic energy
into useful mechanical power. This produced power can be exploited in many appli-
cations such as:

1XIV
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1. Introduction

Numerous research contributions in developing wind industry technologies
worldwide have been initiated since the oil crisis in 1973, and various configurations
of wind turbines and large-scale wind farms have been installed in many places. These
clean energy sources can make a substantial and economically competitive contribu-
tion to the future energy needs.

Irrespective of the specific application, a wind turbine system design should be
based on the cost-effective production of energy. The main objective should be based
on the minimum cost of energy depending on the rotor diameter, rated power as well
as the wind characteristics for a given site. The economic feasibility of large-scale
wind turbines operated as a part of electrical power systems has been considered by H.
M. Bae [1]. In this paper, the design variables were taken to be the rotor diameter,
rated power, and number of the installed machines. Maximization of the total net
value of the generated power, which is equal to the annual expected fuel cost savings
minus the total cost of the system, was taken as the main system objective. Power was
considered as constraint rather than design objective. Hansen [2] addressed optimum
blade shapes for maximizing the power coefficient of the rotor. He presented a
method to obtain the optimum blade chord and twist distributions for better aerody-
namic performance. Another important consideration in the design of wind energy
generator systems is to reduce vibration without increasing structural weight. This is
because the economics require that large wind turbines operate reliably for long
periods of time while subject to significant vibratory loads [3, 4].

In this chapter, the wind turbine will be analyzed as a system in order to build a
general model for its structural design optimization. The most significant design
objectives as well as design environment and constraints are defined and measured.
All effective system design variables and parameters are identified and discussed.
Several design alternatives will be considered to see how the various design criteria are
affected in each case.

2. System definition and main function

A wind turbine can be defined as a device that converts the wind’s kinetic energy
into useful mechanical power. This produced power can be exploited in many appli-
cations such as:
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a. Corn grinding and wood sawing.

b. Battery charging.

c. Water pumping (e.g. irrigation and agricultural purposes).

d. Domestic use (e.g. heating and illumination).

e. Electricity producing (wind/diesel systems, wind farm, and utility operation).

The present chapter focuses on horizontal-axis wind turbines (HAWTs) utilized
for electricity generation.

3. System components and subcomponents

To carry out its intended function, a wind turbine system must have the following
main subsystems:

a. Momentum exchange device (main wind rotor): This consists of rotating
aerodynamical surfaces, called the blades that provide the main
driving aerodynamic forces. The blades are mounted on a rotting hub/shaft
assembly.

b. Power transmission mechanism (power train unit):

This is composed of the following subcomponents:

• Shaft/bearing assembly

• Speed-up mechanism (gearbox)

• Braking system

• Energy utilizer (generator)

c. Control system for changing the blade setting angle to limit the turbine output
at high wind speed and for yawing the rotor so that it may face the wind
properly.

d. Casing unit (Nacelle) for housing the power train and control units. It is the
interfacing device that connects these units together with the rotor and the
supporting tower structure.

e. Tower, which supports the above units and elevates the rotor above the earth’s
boundary layer.

f. Foundation, which provides firm fixation of the system to the ground.

A typical horizontal-axis wind turbine system is shown in Figure 1.

2
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4. Design variables

The definition of wind turbine variables and parameters is of great importance in
formulating a design optimization model. Actually, a wind turbine is a complicated
network composed of thousands of interconnected elements. However, a breakdown
of the system may help identify the most important design variables for each
subsystem.

The following list shows the main design variables of wind turbine subsystems,
with emphasis on variables related to the blade and tower structures.

4.1 Rotor variables

a. Main variables

• Diameter (rotor size)

• Location with respect to tower (e.g., upwind or downwind rotor)

• Number of blades (one, two, or three)

b. Blade variables

• General layout (length – chord and twist distributions – coning angle).

• Cross section (airfoil type – construction).

• Blade-Hub connection (semi-articulated – fully articulated – hingeless).

Figure 1.
Horizontal-axis wind turbine system components.
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• Material of construction (aluminum – steel – fiberglass composites, etc.).

c. Rotor support (hub/shaft) variables

• Type of hub (fixed – teetered)

• Type of bearings

• Shaft construction and dimensions

Type of mounting of rotor shaft onto gearbox.

4.2 Power transmission variables

a. Gearbox

• Type (e.g., parallel shaft – planetary – … ).

• Size and type of casing

• Gear ratio

b. Generator

• Type (induction – synchronous – permanent magnet – … ..).

• Mechanical and performance characteristics (torque-speed relation, rated
power, … ..)

4.3 Control system variables

a. Rotor yaw control

b. Blade pitch control

4.4 Nacelle variables

Configuration – dimensions – construction – mounting – material

4.5 Tower variables

a. Type (truss – tubular – guyed pole)

b. Layout parameters (height – width)

c. Type of cross section

d. Material of construction (steel – concrete – … )

4
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5. System objectives

A successful wind turbine design should ensure efficient, safe, and economic
operation of the machine. It should provide easy access for maintenance and easy
transportation and erection of the system components and subcomponents. Good
designs should incorporate esthetic features of the overall machine shape. In fact,
there are no simple criteria for measuring the above set of objectives. However, it
should be recognized that the success of structural design ought to be judged by the
extent to which the wind turbine main function is achieved.

5.1 Cost of energy production

The effectiveness of the design should be based on the end-product economics; i.e.,
the cost of energy produced. This may be expressed on an annual basis as:

Minimize;Unit energy cost ¼ Total annual cost
Annual energy produced

$=Kw:hð Þ (1)

In Ref. [5], it was demonstrated that designs of large wind turbines are projected to
be cost competitive for utility applications when produced in quantity. The cost of
electricity produced can be decreased when operated at sites with a mean annual wind
speed of about 6.5 m/s at 10 m height.

5.1.1 Annual cost

The main cost items of a wind turbine are incurred in the following major stages:

a. Initial capital cost

b. Operation, maintenance, and repair costs

c. Other cost items

A breakdown of cost components of each stage is shown in Figure 2.

Figure 2.
Main cost items of a wind turbine.
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Capital cost analysis depends on the development of statistical cost estimates,
which relate the various design parameters and variables of the turbine to its total
capital cost or its subsystem costs. The most significant design variables that have a
bearing on wind turbine system costs are:

a. Rotor size

b. Rated power

c. Rated wind speed

d. Expected service life of the machine

e. Quantity of production

f. Type and material of construction of the various components

g. Degree of utilization of the machine

h. Type of generator and power transmission systems

For large-scale machines, Figure 3, taken from Ref. [1], shows typical machine
cost as a function of rated power for different rated wind speeds and rotor sizes. The
curves were determined by interpolating statistical cost estimates and shown on a
logarithmic scale.

The initial capital is transferred to annual rates by multiplying with annualization
factor (charge rate), which depends on the interest rates and machine life. Operation
and maintenance costs are usually given as a fraction of the total capital. They are greatly
influenced by how easy it is to exchange components for maintenance and repair.

Figure 3.
Wind turbine machine cost as a function of rated power [1].
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5.1.2 Annual energy productivity

The annual energy yield of a wind turbine is readily defined as the total number of
kilowatt hours (Kwh) actually produced by the machine installation in a year
(8760 hours). It depends very much on the site wind characteristics and machine
performance characteristics. W. R. Powell [6] derived the following expression for the
annual energy, E:

E¼ 8:760 Pr
Exp �v̂2in

� ��Exp �v̂2r
� �

v̂2r � v̂2in
�Exp �v̂2ou

� �" #
∗availability factor Kwhð Þ (2)

where Pr is the rated power, and the term between brackets is called the capacity
factor, which is given by the ratio of the average output power to the maximum rated
power. All wind speed terms are described in a non-dimensional form, V̂ ¼ V

V

ffiffiπ
4

p
, and

are defined as:
Vin: Cut-in speed at which the machine starts to develop power
Vout: Cut-out speed at which the machine shuts down in high winds
V: Mean wind speed in a year
The availability factor accounts for the availability of the wind turbine for service

in the period in which the wind speed is in its operating range. Powell’s expression was
based on a Rayleigh wind distribution and a quadratic power-speed curve.

In general, wind machines with higher rated to cut-in speed ratios can both pro-
duce more energy and have higher capacity factors, but, unfortunately, they cost
more. The selection of optimum rated to mean wind speed ratio is also a compromise.
High capacity factors are available at low rated speeds, but less energy will be pro-
duced. The rated speed depends on the specific load application and rotor size, while
the cut-in speed depends on the mechanical and power transmission system design.
Variable pitch machines can adjust the blade angles to the wind in order to capture
more energy over a wide range of wind speeds. However, cost will be incurred in the
needed control systems.

The maximization of the annual energy production may be attained by maximiza-
tion of the rotor power coefficient, Cp. Several authors have studied optimum blade
shapes for maximizing Cp, which, for a prescribed value of the design tip-speed ratio
(rotational speed*radius/wind speed), depends on the following design variables:

• Type of airfoil section (CL/CD ratio)

• Blade configuration and chord distribution

• Blade twist variation

• Number of blades (i.e., rotor solidity)

Optimization results show that:

a. The higher the lift-to-drag ratio, the better the aerodynamic performance of the
machine.

b. The greater the blade number, the better the performance.
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c. There is an optimum value for the power coefficient at a certain tip-speed ratio,
called the design tip-speed ratio.

5.2 Weight considerations

An improved technology would result in a lightweight design, which performs the
intended function efficiently. Lightweight also furthers some other objectives such as
lower cost and better performance characteristics. Therefore, minimization of struc-
tural weight can be taken as a useful criterion for measuring the success of a wind
turbine design. This would include both the tower and rotating blades as they are the
main structural components of the machine. The component’s weight depends on the
material of construction, dimensions, and configuration.

5.3 Fatigue life

The fatigue life of the major structural components must be adequate to allow the
production of enough energy to balance the initial investment. Approximately half the
failures caused by fatigue occurred in the rotor assembly. This is expected because
the rotor is the primary structure, which transfers wind loads to other structural
components.

The design variables necessary for predicting fatigue life may be classified as
follows [7]:

a. Wind speed characteristics of the site

b. Material strength levels and safety factors

c. Statistical distribution of stress levels

d. Choice and definition of applied loads, which are stratified in Figure 4.

Figure 4.
Definition of wind turbine loads.
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5.4 Design for minimum vibration

The reduction or control of the vibration of wind turbine structural components is
an important design consideration. Vibration can greatly influence the commercial
acceptance of the machine because of its adverse effects on performance, cost, stabil-
ity, fatigue life, and noise. Such undesired effects become more pronounced in the
case of large horizontal-axis wind turbines [8], which have the unique feature of
slender rotating blades mounted on flexible tall towers.

When the machine is operating, the rotating blades of the main rotor are the prime
source of vibration, which is then transmitted to the supporting tower structure
primarily through a time-dependent shearing force at the hub. The forcing frequen-
cies are integer multiples of the rotation rate. A common way to present natural
frequency data and look for possible resonances is to plot the Campbell diagram as
shown in Figure 5.

The intersection of one of the radial lines with one of the system natural frequency
curves indicates a potential for resonant vibration near the rotor speed at the inter-
section point.

A good design philosophy for vibration reduction is to separate the natural fre-
quencies of the structure from the harmonics of air loads or other excitation. This
would avoid resonance where large amplitudes of vibration could severely damage the
structure. Frequency placement is one of the techniques that have been used for
reducing helicopter rotor blade vibrations [9]. The mass and stiffness distributions of
the blades are to be tailored in such a way to give a predetermined placement of blade
natural frequencies. Frequency placement can also help in controlling the forced

Figure 5.
Campbell diagram for a two-bladed wind turbine.
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response of the blade. Another way of vibration reduction is to minimize the induced
shearing forces transmitted to the supporting structure by the rotating blades.

5.5 Noise reduction

Wind turbine design may also be judged by its noise annoyance potential per-
ceived by the nearby residents in both indoor and outdoor environments. The main
sources of sound radiated from a wind machine are summarized in the following
subsections.

5.5.1 Mechanical noise sources

These are mainly associated with the power-transmission system operation. This
noise depends on the types and sizes of the gear box, generator, and bearings, and
their mechanical and performance characteristics.

5.5.2 Aerodynamic noise sources

These are mainly associated with rotation of the blades in the surrounding air. It
comprises three major components:

a. Rotational noise produced by the steady thrust and in plane torque loads acting
on the blades. This noise is characterized by a large number of discrete
frequency bands [10], which are harmonically related to the blade passage
frequency. As a result of the low rotational speed of wind turbines, the
associated acoustic energy resides in the low-frequency and sub-audible ranges
(≤ 20 HZ). It was shown that the acoustic pressure depends on the following
design variables:

Position of the receiver – wind velocity – R.P.M – diameter – number of blades –
airfoil type – plan form geometry of the blades – coning and pitch angles of the blades.

b. Ground shear noise produced by the unsteady blade loads that vary with the
position around the rotor disk as a consequence of wind shear effect. The
developed sound is characterized by low-frequency patterns and is largely
dependent upon the shape of the wind shear profile.

c. Impulsive noise due to passage of the blades through the tower wake. It is
identified with short, transient fluctuations in the radiated acoustic field. This is
the most annoying source of noise because of its high degree of coherence and
radiation efficiency. It depends, to a great extent, on the structural
configuration of the tower.

d. Impulsive noise caused by cross-flow unsteadiness, which is identified by low-
frequency sound radiation.

e. Vortex noise generated by vortices in the rotor wake, which are shed by the
blades during rotation. This noise is characterized by largely incoherent
radiation over a wide frequency range.
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It has been demonstrated that noise due to steady and unsteady aerodynamic
loading arising from wind shear does not substantially contribute to the acoustic signal
from wind machines. On the other hand, it was shown that community annoyance
associated with turbine operations was related to coherent impulsive noise and the
subsequent coupling of acoustic energy with residential structures. Figure 6, taken
from Ref. [10], summarizes the acoustic pressure spectrum associated with large wind
turbines for dominate noise sources as a function of frequency.

5.5.3 Noise caused by vibrations of structural components

Sound can be radiated from a wind turbine as a consequence of tower and blade
vibrations. The efforts aiming at bringing structural vibrations to a minimum decrease
this noise source automatically.

6. System environment and constraints

There are many limitations that restrict wind turbine design, manufacturing, and
operation. The most significant among these are given below:

a. Type of application (e.g. electricity generation)

b. Site conditions (location, wind speed characteristics, wind shear, turbulence
level, available area, transportation, soil conditions, local electricity system,
etc.)

Figure 6.
Wind turbine noise spectrum characteristics [10].
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c. Project budget and financial limitations

d. Technological and manufacturing limitations

e. Manpower skills and design experience

f. Availability of certain material types

g. Safety, strength, and stiffness requirements

h. Dynamic and stability requirements of the whole structure

i. Performance requirements

The problem of wind turbine system optimization is that of finding values of the
design variables, which best achieve the system objectives and, in the meantime,
satisfy all design constraints.

7. Design alternatives and solutions

There are tremendous differences among horizontal axis wind turbines, depending
on the size of the rotor and the specific energy application. However, the differences
become contained in general design categories for turbines operating in the same
environment and for the same application. Based on the selected design objectives, it
is possible to identify a number of design solutions that are governed by the choice of
the main design variables. Table 1 gives some of the alternatives that concern the
blades and tower designs.

Design solution Effects on system objectives

(1) Rotor
Size

(a) Small Low energy productivity, light weight, low vibration levels, long
machine life.

(b) Large High energy, heavy weight, high cost, high vibrations and fatigue
loads.

(2) Rotor
Position

(a) Upwind Low noise and long fatigue life (No tower shadow effects), cost of
control increases (requires yaw drive), has tower clearance problem.

(b) Downwind Noisy (tower shadow), reduce cost of control (free yaw), No tower-
blade clearance problems.

(3) No. of
Blades

(a) One Less popular, noisy (unbalanced forces), less energy capture,
cheaper, easy to erect.

(b) Two Reduce cost of transmission, long fatigue life and low vibrations
(with teetered hub), cost of hub construction is high.

(c) Three More energy capture, more blade weight, low cost of hub
construction, balanced gyroscopic forces, more esthetic.

(4) Blade
Coning

(a) Without Precone More energy, high cyclic loads (shorter fatigue life).

(b) With Precone Light weight, long fatigue life (reduce bending loads at blade root).
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Design solution Effects on system objectives

(5) Blade
Material

(a) Wood Epoxy Light weight, long life, high tooling cost, low stiffness.

(b) Glass-Reinforced
Polyester (GRP)

Lightweight, high tooling costs, possible to form complex shapes.

(c) Steel Low tooling costs-heavier weight, high stiffness, established
technology.

(d) Aluminum Light weight, high stiffness.

(6) Tower
type

(a) Lattice (Truss) Cheap-easy transportation and erection – high strength and
stiffness.
Poor visual appeal-external access to nacelle – high tower shadow
effects.

(b) Tubular Expensive – more esthetic – less tower shadow effects – internal
access to nacelle.

(c) Guyed tower Low weight – low cost – high vibration (very soft) – less popular.

(d) Concrete Can be economical for large wind turbines.

Table 1.
Some alternatives for wind turbine blade and tower designs.
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Chapter 2

An Algorithm for Default Detection
of Wind Turbine Generators
Jigneshkumar P. Desai

Abstract

The protection of the wind turbine generator (WTG) required discrimination
between internal and parallel WTG faults. Furthermore, it must discriminate the fault
of its feeder line and parallel feeder line. This chapter describes the protection of wind
turbine generators based on fault current and voltage analysis, which can identify the
instantaneous operation, delay operation, or immune operation. A proposed Algo-
rithm based digital relay is presented to provide all the different fault detection in a
single unit suitable for internal and external fault protection of wind turbine genera-
tor. The main challenge to this scheme is that fault resistance may wrongly operate the
scheme in some rare conditions. The phase angle of negative sequence current com-
ponents determines the type of fault. The algorithm used negative sequence current
and voltage to positive sequence current and voltage ratio, which is less than the set
value in case of external fault. The fault seniors have been explained using simulation
results on the wind turbine generator system modeled in a software environment.

Keywords: internal fault, feeder, positive sequence current, relay, wind turbine
generator

1. Introduction

The parts of the wind turbine generator are shown in Figure 1. Blades are connected
to this rotor hub. By rotating the motor shaft angle, one can turn the blade’s direction,
resulting in a change in mechanical power. This rotational mechanical energy rotates
the rotor, and by using a gearbox, speed can be changed. By changing the speed, torque
will be changed. The frequency of the generated voltage depends on the speed and
number of poles. The variable frequency is converted into the constant frequency using
a power converter. At this stage, two converters are used. One is an AC-DC converter,
and the second is a DC-AC converter called a back-to-back converter. This is often
called a gear-less wind turbine generator [2]. As electrical technology is very advanced,
mechanical energy to electrical energy can be converted with different machines. Based
on this machine used, the wind turbine generators are classified. The most common
challenges for the wind turbine are as follows: (1) highly variable wind power injection
into the grid, (2) increased penetration of wind energy, (3) Electrically weak distribu-
tion network, and (4) heavy reactive power burden by Induction generator (IG).

The classification of wind energy conversion system (WECS) is shown in Figure 2.
Squirrel cage induction generators (SCIG) are a traditional method, but one cannot
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get maximum power at different wind speeds. The SCIG is generally known as a
fixed-speed wind turbine. At variable rates, wind turbine generators are two types
which are gear-less and with gear. Gear-less wind turbine generators may be running
at a slower speed, but one can change the number of poles. The wound rotor syn-
chronous generator (WRSG) and permanent magnet synchronous generator (PMSG)
is the gear-less wind turbine. The wound rotor synchronous generator (WRSG) and
permanent magnet synchronous generator (PMSG) maybe with gear also [3]. Doubly
fed induction generator (DFIG), SCIG, wound rotor induction generator (WRIG)
with variable rotor resistance also come under the gear category.

2. Grid connected operation of SCIG

The SCIG has the following main parts: (1) Gear Box, (2) cage induction generator,
(3) soft starter, and (4) Capacitor for power factor compensation.

Figure 1.
Parts of wind turbine generator adapted from [1].
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The SCIG is a very simple structure of WTG used in the system. SCIG is directly
connected to the grid using a starter and transformer. A soft starter is available in
starting only to limit high inrush current. This is the most widely used structure
worldwide due to less maintenance and simple design. The main disadvantage is that
full power cannot be extracted from the grid. The SCIG needs high reactive power,
which the capacitor bank locally supplies, as shown in Figure 3. The machine is run
above synchronous speed using pitch control.

3. Configuration of wind farm

A wind farm composed of six 1.5 MW wind turbines is connected to a 25 kV
distribution system that exports electricity to a 120 kV network via a 25 km long
feeder from a 25 kV bus 4. Three 1.5 MW wind turbines pairs simulate the 9-MW
wind farm. Wind turbines use squirrel cage induction generators (SCIG) [5].

Figure 2.
Classification of wind turbine generator.

Figure 3.
Fixed speed SCIG wind turbines from [4].
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Figure 4 shows the system considered for protection in which three wind turbine
generators are connected to the grid.

The stator winding is connected directly to the 60 Hz grid, and a controllable-pitch
windmill drives the rotor [6, 7]. The pitch angle is controlled to limit the generator’s
output power to its nominal value for winds exceeding the little velocity (9 m/s). A
protection system is installed at each wind generator fromW1 toW3, which measures
voltage, current, and speed. Reactive power absorbed by the IGs is partly compen-
sated by capacitor banks connected at each wind turbine low voltage bus [8–10]. The
rest of the reactive power required to maintain the 25-kV voltage at bus B4 close to 1
pu is provided by a 3-Mvar STATCOM with a 3% droop setting. Modeling of Wind
Turbine Generator is carried in MATLAB Software [11]. The data of wind turbine
generator modeling is shown in Appendix A.

4. Protection of wind turbine generator

The digital protection system installed on W1 to W3 consist of following protec-
tions covers in single digital relay for wind turbine generator [12].

1. Instantaneous AC overcurrent

2.Positive-sequence AC overcurrent

3.Unbalance AC current

4.Positive-sequence under voltage

5.Positive-sequence under voltage

6.Negative-sequence unbalanced voltage

7.Zero-sequence unbalanced voltage

Figure 4.
9 MW—Wind farm connected to the grid.
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The desired protection for relay 1 at W1, relay 2 at W2, and relay 3 at W3 are
shown in Table 1 for different fault locations.

4.1 Protection algorithm

The relay R1, R2, and R3 are located at Bus 1, Bus 2, and Bus 3. The algorithm is
explained in this section by considering Relay R1 to protect W1 against internal faults
F1. For faults F4, F5 and F6 at POC at Bus 4, R1 reacts instantaneously as both these
three faults impact the W1 directly. On the other hand, the relay R1 remains stable for
F2, F3 and F7 and maybe operate as a backup to the primary relay addressing these
faults. Here, F2 and F3 are parallel feeder faults considered external faults for F1. F7 is
a external fault in the grid system. The protection algorithm for such desired operation
as per Table 1 is shown in Figure 5. As per the Algorithm, relay R1 measured three-
phase voltage and current Vabc and Iabc with the help of PT and CT in the beginning
[13]. Using the symmetrical component method, Positive sequence, negative

Fault position Relay 1 operation Relay 2 operation Relay 3 operation

F1 Instantaneous Non-operation Non-operation

F2 Non-operation Instantaneous Non-operation

F3 Non-operation Non-operation Instantaneous

F4 Instantaneous Instantaneous Instantaneous

F5 Instantaneous Instantaneous Instantaneous

F6 Instantaneous Instantaneous Instantaneous

F7 Delayed Delayed Delayed

Table 1.
Desired operation of digital relay R1, R2, and R3 at W1, W2, and W3 respectively.

Figure 5.
Protection algorithm for WTG.
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sequence, and zero sequence voltage and current are V1, V2, V0 and I1, I2, I0
respectively have been calculated. Based on the different conditions as shown in
Figure 5, the tripping commands have been sent to the circuit breaker of W1. The
next section will describe how the Algorithm detects LG, LL, LLL, LLLG faults for
internal and external fault conditions.

5. Different internal and external fault detection by digital relay

5.1 LG faults

LG faults have been applied at F1 to F7 locations as internal and external faults.
Considered F1 fault as LG fault and used at 15 s of simulation time for 0.3 s duration
which is an internal fault for W1. in this case-1, the voltages are unbalanced signif-
icantly which has V0/V1 ratio found 0.985pu which is greater than a set value and as
per algorithm the relay issue tripping after 0.001 s which instantaneous. It is impor-
tant to note that in this case, relay R2 at W2 and R3 at W3 are not affected and
remain immune. The tripping coordination of R1 to R3 for this case-1 is shown in
Figure 6. Figure 7 shows that positive sequence and zero sequences are present
significantly during the fault, and the ratio of V0/V1 exceeds the set value. Similarly,
LG fault has been applied at the F6 location. In this case, the fault is at POC, which
required the operation of all the relays operated at 0.2 s. Table 2 shows the other
faults and measurement of current and voltage sequence components during the
faults at bus 1.

5.2 LL faults

As internal and external faults, LL faults have been applied at F1 to F7 locations.
Considered F2 fault as LL fault and used at 15 s of simulation time for 0.3 s duration
which is an internal fault for W2. In this case-2, the positive sequence voltages less
than set value and as per the algorithm the relay issue tripping after 0.001 s. It is
important to note that in this case, relay R1 at W1 and R3 at W3 are not affected

Figure 6.
Tripping of at W1, W2, and W3 while LG fault near bus 1.
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and remain immune. Additionally, It provides backup protection after 0.15 s and
0.14 s by R1 and R3 to R2. The V1 and V2/V1 variations are shown in Table 2 during
the LL fault at bus 2.

5.3 LLG faults

As internal and external faults, LLG faults have been applied at F1 to F7 locations.
Considered F3 fault as LLG fault and used at 15 s of simulation time for 0.3 s
duration which is an internal fault for W3. in this case-3, the positive sequence
voltages less than set value and as per algorithm the relay issue tripping after
0.001 s. It is important to note that in this case, relay R1 at W1 and R3 at W3 are

Figure 7.
Positive, negative, and zero sequence voltage variation during internal fault at W1.

Internal
fault type

Fault
location

Max (Ia,Ib,Ic)
(p.u)

I1 (p.u) I2/I1 (p.u) V1 (p.u) V2/V1 (p.u) V0/V1 (p.u)

LG Bus 1 R1:0
R2: 0.977
R3:0.979

R1:0
R2:0.983
R3:0.9846

R1:0
R2:0
R3:0

R1:0.998
R2:0.979
R3:0.979

R1:0
R2:0
R3:0

R1:0.985
R2:0.0001
R3:0.0001

LL Bus 1 R1: 0
R2:0
R3:0

R1: 0
R2:0
R3:0

R1:0.037
R2:0.022
R3:0.022

R1:0.821
R2:0.9015
R3:0.9015

R1:0.458
R2:0.2568
R3:0.2568

R1:0
R2:0
R3:0

LLG Bus 1 R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

R1:0.037
R2:0.022
R3:0.022

R1:0.0821
R2:0.9015
R3:0.09015

R1:0.458
R2:0.2568
R3:0.2568

R1:0.662
R2:0
R3:0

LLL Bus 1 R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

R1:0
R2:0
R3:

R1:0.738
R2:0.738
R3:0.738

R1:0 R2:0
R3:0

R1:0
R2:0
R3:0

LLLG Bus 1 R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

R1:0.665
R2:0.738
R3:0.738

R1:0 R2:0
R3:0

R1:0
R2:0
R3:0

Table 2.
Internal fault on feeder 1, 2, and 3 near SCIG.
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not affected and remain immune. Additionally, It provides backup protection after
0.15 s and 0.14 s by R1 and R2 to R3.

5.4 LLLG faults

LLLG faults have been applied at F1 to F7 locations as internal and external faults.
Considered F4 fault as LLLG fault and used at 15 s of simulation time for 0.3 s
duration which is the internal fault for W1. in this case-4, the positive sequence
voltages less than set value and as per algorithm the relay issue tripping after 0.001 s.
In this case, relay R2 at W2 and R3 at W3 is also instantaneous as the fault is on the
point of Common Coupling (POC). Table 3 shows that I2/I1 and V1 change signifi-
cantly during fault at bus 4.

5.5 LLL faults

LLL faults have been applied at F1 to F7 locations as internal and external faults.
Considered F5 fault as LLL fault and used at 15 s of simulation time for 0.3 s duration
which is the internal fault for W2. In this case-5, the positive sequence voltages less
than set value and as per algorithm the relay issue tripping after 0.001 s. It is impor-
tant to note that in this case, relay R1 at W1 and R3 at W3 is also instantaneous as the
fault is on the point of Common Coupling (POC).

5.6 External fault

When LG fault is applied on the F7 location, which is in the grid and considered an
external fault to the wind farm, the ratio of negative sequence voltage to positive
sequence voltage and negative sequence current to positive sequence current is less
than the set value [14]. So, as per the algorithm, relays R1 to R3 issued delayed
tripping at 0.21 s after the fault instant. For all the other external faults, the variation
of V1, V2/V1, and I2/I1 are shown in Table 4.

Fault
type

Fault
location

Max (Ia,Ib,Ic)
(p.u)

I1 (p.u) I2/I1 (p.u) V1 (p.u) V2/V1 (p.u) V0/V1 (p.u)

LG Bus 4 R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

R1:0.02
R2:0.02
R3:0.02

R1:0.88
R2:0.88
R3:0.88

R1:0.24
R2:0.24
R3:0.24

R1:0.76
R2:0.76
R3:0.76

LL Bus 4 R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

R1:0.05
R2:0.05
R3:0.05

R1:0.545
R2:0.545
R3:0.545

R1:1.0
R2:1.0
R3:1.0

R1:0
R2:0
R3:0

LLG Bus 4 R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

R1:0.046
R2:0.046
R3:0.046

R1:0.473
R2:0.473
R3:0.473

R1:1.0
R2:1.0
R3:1.0

R1:0.994
R2:0.994
R3:0.994

LLL Bus 4 R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

R1:0.0007
R2:0.0007
R3:0.0007

R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

LLLG Bus 4 R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

R1:0.0007
R2:0.0007
R3:0.0007

R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

Table 3.
Internal fault on feeder 1, 2, and 3 near POC.
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6. Challenges and possibilities

The main challenge in this protection scheme is that the relays R1 to R3 are
affected by fault resistance while power swing occurs near them, and they cannot
detect it. It is important to note that power swing blocking and out-of-step tripping
functions are available to handle these challenges in the existing system [15].

7. Results and discussions

The results of Tables 2–4 clearly show the quantity such as instantaneous
overload current (Ia, Ib, Ic), I1, I2/I1, V1, V2/V1, and V0/V1 changes during different
faults differently. This variation is used in the digital relay to identify internal and
external feeder faults. The relays at W1 to W3 remain immune due to correct settings
during grid faults. In this protection scheme, instantaneous overload current (Ia, Ib,
Ic) provides instantaneous AC Over current, I1 provides AC Overcurrent (positive-
sequence), I2/I1 provides Ac Current unbalance, V1 provides AC over and under-
voltage (positive sequence), V2/V1 provides AC unbalance voltage (negative
sequence), V0/V1 provides C unbalance voltage (zero sequences) protection to W1
to W3 against internal and external feeder faults correctly.

8. Conclusions

F1 from F2 and F3 can be detected using positive sequence voltage because the
fault current of F2 and F3 can be seen at W1 via step-up transformer and feeder, due
to which current is reduced compared to F1 in case of LG fault. While W2 sees F2
directly and W3 sees F3 directly, that is not affected F1, which is a parallel feeder

Fault
type

Fault
location

Max (Ia,Ib,Ic)
(p.u)

I1 (p.u) I2/I1 (p.u) V1 (p.u) V2/V1 (p.u) V0/V1 (p.u)

LG Bus 5 R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

R1:0.024
R2:0.024
R3:0.024

R1:0.845
R2:0.845
R3:0.845

R1:0.289
R2:0.289
R3:0.289

R1:0
R2:0
R3:0

LL Bus 5 R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

R1:0.051
R2:0.051
R3:0.051

R1:0.574
R2:0.574
R3:0.574

R1:0.897
R2:0.897
R3:0.897

R1:0
R2:0
R3:0

LLG Bus 5 R1:0
R2:
R3:

R1:0
R2:
R3:

R1:0.042
R2:
R3:

R1:0.479
R2:
R3:

R1:0.877
R2:
R3:

R1:0
R2:
R3:

LLL Bus 5 R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

R1:0.001
R2:0.001
R3:0.001

R1:0
R2:0
R3:0

R1:0 R2:0
R3:0

LLLG Bus 5 R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

R1:0.001
R2:0.001
R3:0.001

R1:0
R2:0
R3:0

R1:0
R2:0
R3:0

Table 4.
External fault of W1, W2, and W3 at grid side.
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fault. In the case of external fault, zero sequences cannot be used as they are trapped
in the winding. So algorithm used negative sequence current and voltage to positive
sequence current and voltage ratio, which is less than the set value in case of external
fault. So, R1 to R3 does not operate. The proposed Algorithm based digital relay pro-
vides all the different fault detection in a single unit suitable for internal and external
fault protection of WTG. The main challenge to this scheme is that fault resistance
may mal-operate the scheme in some rare events.
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Abbreviations

WTG wind turbine generator
IG Induction generator
WECS wind energy conversion system
SCIG squirrel cage induction generators
WRSG wound rotor synchronous generator
PMSG permanent magnet synchronous generator
WRSG wound rotor synchronous generator
WRIG wound rotor induction generator
KV Kilo Volt
STATCOM Static Var Compensator
W1 Wind turbine 1
F1 Fault 1
POC Point of Common Coupling
R1 Relay 1
LG Line to ground
LL Line to line
LLL Line to line to line
LLG Line to line to ground
LLLG Line to line to line to ground
I1 Positive sequence Current
V1 Positive sequence Voltage
I2 Negative sequence Current
V2 Negative sequence Voltage
I0 Zero Sequence Current
V0 Zero Sequence Voltage
pu Per unit
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Appendix A: wind turbine generator modeling

SCIG data

Parameter Symbol Unit Value

Nominal power Pn VA 3.33 MVA

Line-to-line voltage Vn Volt 575

frequency fn Hz 60

Stator Rs pu 0.004843

Stator Lls pu 0.1248

Rotor Rr’ pu 0.004377

Rotor Llr’ pu 0.1791

Magnetizing inductance Lm pu 6.77

Inertia constant H s 5.04

Friction factor F pu 0.001

Pairs of poles P 3

Nominal wind turbine mechanical output Power (W) Pm W 3 MW

Base wind speed Nw m/s 9

Base rotational speed N pu 1

Maximum power at base wind speed Pm(max) pu 1

Pitch angle controller gain Kp and Ki pu 5 and 25

Maximum pitch angle βmax deg 45

Maximum rate of change of pitch angle dβ=dt deg/s 2
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Chapter 3

Low Specific Power Wind Turbines
for Reduced Levelized Cost of
Energy
Balaraman Kannan and Bastin Jeyaraj

Abstract

Wind turbines with Low Specific Power (LSP) are envisaged as one of the modern-
day manifestations to reduce the variability in wind generation, lower the cost of
energy, increase the penetration to larger areas and better utilize the transmission
system. In this regard, this chapter analyzes the characteristics of a LSP turbine
synthesized close to a target Specific Power of 100 W/m2 (LSP-105) based on ground-
based measurements at varying site conditions representing various IEC wind classes.
The overall analysis suggests that, under reasonable scenarios, low-specific power
turbines could play a significant role in the future wind energy fleet, with their impact
being particularly noticeable in low wind areas of the world. The analysis reveals that
LSP turbines would provide a higher capacity utilization factor (CUF), even in low
wind sites, and may reduce the Levelized Cost of Energy (LCOE) to an extent of 60%.
On the other hand, the grid utilization pattern is found to be improving with LSP wind
turbines in the medium and high wind sites. The results further suggest that reducing
the cut-off wind speed could be one of the successful strategies to optimize the cost of
LSP turbine in low wind sites.

Keywords: capacity utilization factor, grid utilization, LCOE, power curve, specific
power, wind class, wind turbine

1. Introduction

Although renewable energy is now a considerable element of our energy mix [1], it
is predicted that it will play an even greater role in the future transition toward clean
energy and sustainable power supply. Wind and solar power, two of the most impor-
tant sources of the clean energy transition, suffer from intermittency and variability,
which, if not addressed, could slow the pace of the climate-neutral transition and raise
total energy system costs [2]. Furthermore, with increasing penetration, the variabil-
ity will increase the portion of underutilized grid infrastructure, necessitating the
need for grid flexibility and ancillary support. From the standpoint of market value,
this may also result in lower marginal costs, which will have an impact on the project’s
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economics [3]. During high wind periods, the marginal value of wind is expected to
reduce due to the higher amount of wind energy flowing into the grid [4], and during
low wind hours, the generation tends to be low to meet the demand.

In general, considering different wind regimes, wind turbines are designed to
withstand a class of wind speeds as specified by International Electro-technical
Commission (IEC). IEC Class I is for the high windy sites, those with an annual
average wind speed of 10 m/s. Class II is designed for locations with an average
wind speed of 8.5 meters per second at hub height. Class III is for even lower windy
sites, with an average wind speed of no more than 7.5 m/s. Class IV was also
described in older IEC Standards, which is for very low-wind sites with an average
wind speed of 6 m/s, but it has been superseded by Class S. This Special class “S”
turbines are with design values chosen by the designer based on site-specific
conditions. It is worth noting that while the majority of class I and class II wind
sites are exhausted and presently large areas suitable for class III and IV are
available for development. Due to their extremely low CUF and higher LCOE, wind
turbines now available in the market are uneconomical to operate in class III and IV
locations. With LCOE being the prominent factor in deciding the share of the
renewable mix, solar PV generation has surpassed wind generation in many countries.
When these considerations are taken into account, the solution that is foreseen is the
design of wind turbines with low specific power (LSP) in order to increase the
deployment of wind power with reduced variability, lower LCOE, and suitability for
low wind sites.

Modern-day wind turbines, especially the dominant, three-bladed, upwind turbine
configuration, have undergone significant design improvements toward increased
energy generation and reduced cost of energy [5]. Wind turbines have also become
physically larger in several dimensions, including rotor diameter, hub height, and
nameplate/rated capacity. Wind turbine design has also become tailor-made to the
market environment in which the technology is going to be deployed, based on wind
regimes, grid access, etc., and low specific power (LSP) turbines are considered as one
of such manifestations.

As swept area increases with the square of blade length, increasing the blade length
of a turbine will increase the power extraction and, with fixed generator capacity
(rated power), reduce the Specific Power (SP) rating of the turbine. On the other
hand, theoretically, decreasing the generator capacity while maintaining a constant
swept area will also result in the desired designed specific power.

Reduced Specific Power turbines provide a number of advantages that have
resulted in their widespread use in several wind markets, including India, China, and
the United States, among others. Due to the larger size of the rotor, more energy can
be captured when the wind moves past the blades of the wind turbine. Hence, for a
given turbine generator capacity, the generator runs closer to or at its rated capacity
for an increased percentage of the time duration in such reduced specific power wind
turbine.

Hence, reduced specific power wind turbines naturally result in higher energy
generation for their installed capacity, resulting in a higher capacity utilization factor
(CUF). With the highly sophisticated control systems of modern wind turbines, this
higher capacity utilization factor can often be achieved with a relatively limited
impact on the overall turbine cost. In such cases, LSP wind turbines provide a direct
path toward a lower levelized cost of energy (LCOE) by providing a higher generation
per investment.
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Further, as reduced specific power turbines have lower-rated wind speeds,
resulting in evenly distributed power production over a wide range of wind speeds,
the variability of wind generation is well mitigated with such turbines. With signifi-
cant penetration of RE generation into the grid, such variability management will be
extremely beneficial to grid managers, and the overall energy mix can be well man-
aged with reduced storage requirements.

Further, the energy generation profiles resulting from reduced specific power
turbines have also been found to increase the wholesale market value of wind energy
[6]. Turbines with reduced specific power and taller towers can be conceptually
correlated with higher electricity prices in some markets by producing less during
high wind hours and producing more during low wind hours [7, 8].

With such a background, this chapter analyses the LSP turbine synthesized for a
target SP of close to 100 W/m2 (for the study, a wind turbine with 105 W/m2 is
considered). Based on ground-based measurements, these LSP wind turbines are
compared with other prevalent wind turbines in the Indian market with a view
toward evaluating the opportunities to continue the specific power reduction in the
future.

This chapter analyses the improvement in %CUF with these turbines for the IEC
site classifications (i.e., high wind, medium wind, low wind, and also one of the
coastal site conditions) and induces thoughts on how grid utilization will be
influenced by the low-specific power turbine compared to the present-day wind
turbines. In order to reduce the cost of wind turbines, the chapter further analyses the
opportunity of reducing the cost of wind turbines by reducing cut-off wind speeds
(varying cut-off wind speeds to 20 m/s, 18 m/s, 15 m/s, and 13 m/s) in LSP turbines as
it allows the turbine blades to be lighter [9].

This chapter is expected to be useful to various stakeholders in the sector by
encouraging further research in this area, as LSP wind turbines are expected to play a
vital role in the wind generation fleet going forward, particularly as wind penetration
increases in lower wind speed regions.

2. Low specific power (LSP) wind turbine

This section explains the key properties of the LSP wind turbine, as well as the
characteristics of other wind turbine types currently on the market, in greater detail.
The influence of the CUF on different sites with the wind turbines under consider-
ation is also investigated.

2.1 Wind turbine characteristics

The study covers available wind turbines with specific power (SP) ranging
from 379 W/m2 to 173 W/m2, which represent multi-MW scale turbine types
prevalently installed in the Indian Market. These wind turbine types considered
in this study, when correlated with its period of deployment, clearly show that
there is a definite, reduced specific power trend in India, the United States,
China, and Brazil. However, this stands in contrast to most of the European
market, where the average specific power is found to be high, although it is
difficult to generalize.
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Table 1 shows the wind turbines considered in the comparison study against the LSP
wind turbine model. The respective power curves (normalized) are shown in Figure 1.
It is clearly evident from Figure 1 that the power curve moves toward the left and is
able to generate more energy at lower wind speeds, while the specific power is decreas-
ing. To eliminate the influence of hub height variation in the comparison study, all wind
turbines in the study are considered with the same hub height of 120 m.

2.2 Power curve of LSP wind turbine

The power curve of the LSP wind turbine is derived/synthesized in a unique way
from one of the latest wind turbine models (SP-173) in the Indian market, not by
increasing the blade length, but by reducing the generator capacity and keeping

Figure 1.
Power curves considered for the study.

Turbine name (units) Rated power (kW) Rotor diameter (m) Specific power (W/m2)

SP-379 2000 82 379

SP-345 2100 88 345

SP-295 2000 93 295

SP-271 2000 97 271

SP-245 3000 125 245

SP-210 3465 145 210

SP-200 2000 113 200

SP-180 2100 122 180

SP-173 3300 156 173

Table 1.
Wind turbine models considered in this study.
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the blade length constant. Considering the logistical and transportation-related
constraints imposed by the longer blades [10], especially in complex terrain
conditions, such a reverse approach seems to be justifiable. Figure 2 shows the
normalized power curves of SP-173 and LSP-105 (derived from SP-173 by reducing
the rated capacity to 2000 kW from 3300 kW).

2.3 Wind sites

In order to understand the impact of Low Specific Power wind turbines on varying
wind climate, four different wind sites have been chosen for the study. The sites have
been chosen to represent high (High W), medium (Med W), low (Low W), and low-
coastal wind (Low coast W) regimes, considering the future wind farm development
possibilities. The sites are defined by 120 m hub height wind speed data derived from
one continuous year of met. Mast-based standard measurement. Table 2 depicts the
site details, wherein Figure 3 shows the wind speed distribution of the said four sites
as below:

Figure 2.
Comparison of SP-173 and LSP-105. (derived from SP-173 by reducing the rated capacity to 2000 kW instead of
3300 kW).

Site name (units) Average wind speed @ 120 m (m/s) Weibull “A” (m/s) Weibull “k”

High W 10.4 11.69 2.29

Med W 8.5 9.60 2.62

Low W 6.9 7.80 2.66

Low coast W 6.3 7.02 2.82

Table 2.
Details of sites considered for the analysis.
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2.4 Comparative analysis

The generation for the entire year is estimated for each of the considered wind sites
and wind turbines using the latest tools and % CUF are plotted in Figure 4. The trend
seems instructive and shows the industry’s ability to achieve higher capacity

Figure 3.
Wind speed distribution of the sites considered in the study. (a) Represents the histogram of high W site, wherein
(b), (c), and (d) represents the histograms for med W, low W and low coast W sites.

Figure 4.
Turbines representing specific power vs. net capacity utilization factor (%).
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utilization factors by lowering the Specific Power of the turbines in the low and
medium wind sites. Although the %CUF varies with respect to the wind potential, as
obvious, there is a strong positive correlation found between the reductions in Specific
Power with the increase in Capacity Utilization Factor (%) estimations. However, the
increase in generation in the high wind sites is considerably lower (in the order of
around 30%) compared to low wind sites (an increase of 110–145%). Moreover, the
futuristic Low Specific Power wind turbine (LSP-105) simulated in the study is
expected to produce appreciable generation in low wind sites resulting in lower LCOE.
This is an encouraging phenomenon in particular for a situation when the wind
penetration is increasing into the lower wind-speed regions.

Hence, it is evident that reducing Specific Power is undoubtedly enhancing the %
CUF in all type of site conditions considered in this study, but highly significant in low
wind sites. Of course, a higher capacity utilization factor is a mid-point, and it is not
necessary that such wind turbine will have the economic superiority, as there is a cost
to achieve it – a larger rotor assembly needs to be built and maintained for a given
wind turbine capacity. As it is a trade-off between the increment in %CUF (indirectly,
Energy yield) and cost for maintaining the larger rotor assembly, Levelized Cost of
Energy (LCOE) may be the better metric to understand the realistic benefits (in terms
of revenue) achieved from reducing Specific Power.

Interestingly, till date, the industry is able to maintain in such a way that the cost
increment toward reducing Specific Power has not been enough to outweigh the
LCOE benefit derived from the corresponding increase in generation. The empirical
data from the United States shows that the historical trend toward reduced Specific
Power turbines in the United States produces a trend with higher capacity factors and
lowers LCOE [11].

In order to understand such trade-offs between cost and generation in the
reducing specific power scenario, at varying wind regimes, LCOE was computed
with respective cost and capacity factor differentials. The model inputs align with
the traditional scaling theory - lower SP turbines will have a higher initial cost. For
the financial estimation, standardized terms and numbers were assumed, which
include, Debt: Equity of 70:30, Interest rate of 8%, Return on Equity (RoE) of
12% with the lifetime of the plant as 25 years. With regard to O&M expense, the
same was assumed to be 1.5% of Capital Expense (CAPEX) with 3.84% escalation
every year.

Figure 5 present the LCOE trend with the wind turbines with different SP for
varying wind regimes. It is clearly evident from Figure 5 that LCOE trend seems to
be marginal variation for High and Medium wind sites but a definite LCOE reduction
is seen in Low wind sites with the lower SP wind turbines. In case of the Low coast W
site, the LCOE shows almost a 60% reduction with the LSP-105 wind turbine. It is
noted that the trend shown is portrayed under the traditional scenario aligning with
the scaling theory (lower SP turbines will have higher initial cost). In case, a
favorable lower SP scenario is assumed, wherein cost/MW of both higher SP and
lower SP turbines are same, then LCOE reduction in High and Medium wind sites
may also be assured with reduced SP. We cannot ignore such favorable lower SP
scenarios as Low SP turbines, being the present trend and gaining more market share,
can have reduced cost through supply chain optimization and increased purchase
volume [11].

In addition to the %CUF and LCOE, when looking into the market value of wind
also, research results reveal that LSP turbines appear to be advantageous and generally
provide greater wholesale market value than higher Specific Power turbines by
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shifting generation to lower wind hours. Recent European research [7, 12, 13] suggests
that, in the future, the enhancement in market value provided by LSP turbines could
become an increasingly significant selling point, presuming that wind penetration
continues to increase.

3. Impact of low specific power wind turbine on grid infrastructure

One of the major problems of having high wind penetration in the grid is higher
variability. On the one hand, this will call for under-utilized grid infrastructure
(during low wind times). On the other hand, it will necessitate more grid flexibility
and ancillary services/storage to compensate for the fluctuation. With more wind
penetration into the grid expected in the future, it will be interesting to see how a LSP
wind turbine will impact grid utilization versus conventional wind turbines. One such
analysis is carried out and is represented in Figure 6. The hourly power production
from all the wind turbines considered in the study is plotted against the number of
hours (in percentage). For the purpose of comparison, all the turbines are normalized
to 1000 kW. Figure 6 clearly depicts that the grid utilization pattern generally
increases with decreasing specific power. In particular, the futuristic LSP-105 is
expected to utilize the allotted grid capacity (by generating at rated power) for a
significantly longer time. At the high wind site, it is expected that the LSP-105 can
generate at rated capacity for more than 50% of the time, even after accounting for
the realistic loss factors. Despite the fact that the percentage time decreases with
respect to medium and low wind sites, as shown in Figure 6b and d, we can see an
improvement in grid utilization with lower specific power in all sites, with an
outstanding performance from LSP-105.

With LSP turbines having higher capacity utilization factors, which lead to more
consistent energy generation, the need for grid flexibility is expected to be less with a
reduction in ancillary support. The European energy modeling study [9] justifies the
same as the share of low Specific Power technology is seen to be higher in places
where transmission constraints prevail. The study further emphasizes the

Figure 5.
LCOE trend with respect to specific power for different wind conditions.
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introduction of low Specific Power technology into the Northern European energy
system leads to a decrease in transmission investment, solar PV investment, and
offshore wind investment.

4. LSP wind turbine with reduced cut-off wind speed

The square-cube law states when the diameter of a wind turbine’s rotor increases,
theoretical energy output increases by the square of the rotor diameter, but the volume
and mass of material required to scale the rotor increases as the cube of the rotor
diameter [14]. As on date, the wind industry has been able to maintain the scaling
process economically by streamlining its processes, operations, material selection, etc.
[15, 16]. Consequently, at some size, the cost of a LSP turbine may increase faster than
the resulting energy output, making the further reduction of Specific Power uneco-
nomical [17]. In such a scenario, reducing the cut-off wind speed of the wind turbine
may be an area for consideration to reduce the cost. This low cut-off wind speed is
particularly important since it does not need to be able to operate during high wind
conditions leading to lighter turbine blades and reduced overall cost.

A recent European study used such unique LSP feature/Wind technology combin-
ing lower Specific Power (100 W/m2) and low cut-off wind speed of 13 m/s [18] and
the impact that both of these specifications has been found significant [9], wherein
the comparative study reveals that the reduction of cut-off wind speed from 25 m/s to
13 m/s could have a blade mass that is up to 33% lighter than a conventional turbine of

Figure 6.
Graphs to depict grid utilization pattern at high (a), medium (b), low (c) and low-coastal (d) sites.
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the same rotor diameter and that could lead to cost reduction. Furthermore, the mass
of the blades is likely to have an impact on the cost of the rest of the turbine, meaning
there could be savings in other parts such as nacelle, tower, and foundation as well.

Inspired by European studies [9, 18], a wide range of cut-off wind speeds were
analyzed. The change in energy generation possibility at different wind sites is evalu-
ated by reducing the cut-off wind speed of our Low Specific Power wind turbine
(LSP-105) from 25 m/s to 20 m/s (LSP-105-20), 18 m/s (LSP-105-18), 15 m/s (LSP-
105-15) and 13 m/s (LSP-105-13) as shown in Table 3. It can be seen from Figure 7
that energy generation reduces on different scales, with respect to the wind sites, as
cut-off wind speed reduces. It is seen that, in the low wind regions (Low W & Low
coast W), the reduction in the generation is found to be very minimal and even the
LSP-105-13 shows a similar generation profile compared to the LSP wind turbine with
a 25 m/s cut off wind speed—a 2% reduction for the LowW site and a 0.6% reduction
for the Low coast W site. This would have a major economic effect on the low wind
sites, which have hitherto proved to be uneconomical.

It is noted that in the high and medium wind sites, it is not so economical to reduce
the cut-off speed wherein there is a considerable reduction in generation (as

% Energy difference with respect to LSP-105 (25 m/s Cut-off wind speed)

Sites LSP-105-20 LSP-105-18 LSP-105-15 LSP-105-13

High W 3.58% 7.66% 19.65% 34.78%

Med W 0.01% 0.11% 2.56% 11.25%

Low W 0.00% 0.00% 0.22% 2.03%

Low coast W 0.00% 0.02% 0.12% 0.60%

Table 3.
Reduction in energy generation (%) while reducing the cut-off wind speed of the low SP wind turbine.

Figure 7.
Reduction in energy generation (%) while reducing the cut-off wind speed of the low SP wind turbine.
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compared to a cut-off wind speed of 25 m/s, there is a reduction to the extent of 35%
in terms of energy). The LCOE estimation also supports the said statement, as shown
in Figure 8. The figure depicts a sensitivity analysis to understand the impact of
reducing cut-off wind speed on LCOE, wherein the sensitivity analysis was carried out
by reducing the capital cost of the LSP-105 by 2%, 3%, 4%, and 5% with respect to the
reduction in cut-off wind speeds. Based on the graph, it is evident that even if the
capital cost is categorically reduced to 5% for every cut-off wind speed reduction
(viz., 20 m/s, 18 m/s, 15 m/s, and 13 m/s), the LCOE seems to be on an increasing
trend in high and medium wind sites, mainly because of the anticipated energy loss at
the higher wind speeds.

The results suggest that though reducing the cut-off wind speed will lead to signif-
icant energy loss in high wind sites and may impact the revenue and energy generation
balance, in low wind sites it is economical to reduce cut-off wind speeds, as the
expected reduction in blade mass and related savings will definitely outweigh the drop
in energy generation. This is an encouraging takeaway in the present scenario and may
lead to a conducive environment for more wind penetration into low wind sites.

5. Conclusion

The design of modern wind turbines has seen major changes over the course of
history. For example, one of the most noticeable manifestations is the steady decline in

Figure 8.
LCOE sensitivity analysis for the reduction in cut-off wind speed of the low SP wind turbine – (a) shows 2%
reduction in capital cost and (b), (c) and (d) shows 3%, 4% and 5% reduction respectively.
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the specific power of wind turbines over time. With an eye toward analyzing the
prospects of further specific power reduction in the future, this chapter discusses the
technological advantages provided by the low specific power (SP) turbine
synthesized close to a target SP of 100 W/m2, which was determined by ground-based
measurements.

In accordance with the findings, low-specific power wind turbines can improve the
capacity utilization factor, lower the cost of electricity, increase the value of wind, and
better utilize the transmission system in all wind circumstances, albeit varying degrees.
However, while the continuation of this trend toward lower specific power may not be
sustainable, this analysis suggests that, under reasonable scenarios, low-specific power
turbines could play a significant role in the future wind energy fleet, with their impact
being particularly noticeable in low-wind areas of the world. Research into this area is
predicted to be critical in the future, particularly in medium-to-low wind regimes, as
these LSP wind turbines may be useful in identifying new potential sites and facilitating
increased wind penetration into the grid.
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Appendix A: Basic definitions

A.1 Capacity utilization factor

Capacity Utilization Factor (CUF) is defined as the ratio of actual energy genera-
tion (kWh) to the maximum possible energy generation from a wind turbine/wind
farm in a year.

CUF ¼ Actual Energy Generation
Rated Capacity x 365 x 24:

(A.1.1)

CUF is a metric often used to evaluate the technical performance of a wind
turbine/wind farm. It is a measure of “how well the plant is utilized”.

A.2 Levelized Cost of Energy (LCOE)

Levelized Cost of Energy (LCOE) is the cost of generating electricity over its
lifetime. It is an economic assessment and defines the minimum price at which energy
must be sold for a project to break even.

A.3 Specific Power

Specific Power (SP) is defined as the ratio between the rated power of the turbine
and its swept area [19], and is expressed in units of Watts per square meter (W/m2) as
shown below:
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Specific Power SPð Þ ¼ Rated Power
Swept Area

(A.3.1)

The specific power is required to be lower in order to extract more output from
lower wind speeds. The following equation can explain the reason behind it by show-
ing that power is proportional to the rotor area and wind speed [20].

P ¼ 1
2
ρAV3 (A.3.2)

Where, P–Power in the wind (W), ρ – Air Density (kg/m3), A–Rotor swept area
(m2) and V–Wind Speed (m/s)

A.4 Wind class of a wind turbine

Wind class of a wind turbine helps to choose a suitable turbine for a particular
site. The design of wind turbine and site conditions should complement each other
for the successful operation of the wind turbine at the particular site, throughout its
design life. As per the International Electro-technical Commission (IEC) standard
IEC 61400-1, three wind classes (Class I, II & III) are categorized to represent
high, medium, and low wind regimes. The classification is governed by the
average annual wind speed (measured at the turbine’s hub height), the speed of
extreme gusts that could occur over 50 years, and how much turbulence is there at the
wind site.

Generally, Class I turbines are designed to cope up with high average wind speeds
in the range of 10 m/s. A Class II turbine is designed for windier sites up to 8.5 m/s
average wind speed, whereas a Class III turbine is designed for a low wind site with
the annual average wind speed up to 7.5 m/s. Each of the mentioned Wind Class
further has subclasses to design turbines matching up with the wind turbulence at
the site.

A.5 Power curve of wind turbine

Power curve of a wind turbine shows the relationship between the output power of
the turbine and wind speed, provides a convenient way to model the performance of
wind turbines. A typical power curve for a pitch regulated wind turbine is shown
below (Figure A1):

A.6 Wind speed frequency distribution

Wind speed frequency distribution refers to the probability density function of
wind speed and shows how well the wind speed values are distributed over the time
period (maybe in a year).

The Weibull distribution is a two-parameter function (A & k) commonly used to
fit the wind speed frequency distribution.
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Weibull “A” (m/s) is known as the Weibull scale parameter; a measure for the
characteristic wind speed of the distribution and it is proportional to the mean wind
speed.

“k” is the Weibull shape parameter. It specifies the shape of a Weibull distribution
and normally falls between 1 and 3. A small value for “k” signifies highly variable
winds, while larger “k” describes relatively constant winds.

Author details

Balaraman Kannan* and Bastin Jeyaraj
National Institute of Wind Energy, Chennai, India

*Address all correspondence to: balaraman@rediffmail.com

©2022TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms of
theCreative CommonsAttribution License (http://creativecommons.org/licenses/by/3.0),
which permits unrestricted use, distribution, and reproduction in anymedium, provided
the originalwork is properly cited.

Figure A1.
Power curve of pitch-regulated blades.As shown in the figure, the power output in region-I is zero, as the wind
speeds are less than the threshold minimum, known as the cut-in speed. In region-II, between the cut-in and the
rated speed, the power production increases proportionally to the wind speed. In the region-III, a constant output
(rated) is produced until the cut-off speed is attained through regulating the system. Beyond this speed (region IV)
the turbine is shut down to protect its components from high winds; hence, it produces zero power in this region.
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Chapter 4

Toward Self-Reliant Wind Farms
Anubhav Jain

Abstract

Large-scale integration of renewable energy generators, inverter-based resources
and network interconnections into the grid brings forth a massive penetration of
power electronic converters. This results in a highly dynamic environment that poses
a risk to stability of system voltage and frequency and can ultimately trigger wide-area
blackouts. Since conventional synchronous generation is being phased out, alternate
sources must be included to provide support through ancillary services in future
power networks. In a completely decarbonized system, they must also take the lead in
ensuring stability and security by participating in blackout defense and network
restoration. Offshore wind power plants are deemed suitable candidates due to their
capability of providing large amounts of power with fast startup times and advanced
control functionalities. However, a change in control philosophy to grid forming is
required to enable a more active participation from the next-generation wind tur-
bines. Such changes also have the potential to minimize dependence on auxiliary
diesel gensets for a greener carbon footprint. This chapter aims to give insight into the
forthcoming challenges and highlight potential solutions to make wind farms more
self-reliant resulting in wind energy as cornerstone of the future electricity supply.

Keywords: wind, power electronics, converters, grid forming, greenstart, islanding,
transient, stability

1. Introduction

It is evident that the undeniable rise of global warming owing to global greenhouse
gas emissions from worldwide energy consumption that is not showing any signs of
slowing down must be curbed to avoid its irreversible impact. Fossil fuels accounted
for nearly 70% of the growth in energy demand in 2018 despite solar and wind
growing at a double-digit pace since renewables were not able to catch up, with the
power sector accounting for nearly two-thirds of emission growth [1]. Thus, green
energy transition is of paramount importance, and the highest levels of ambition and
effort on a global scale are needed to achieve the 1.5°C Paris climate goal, as
highlighted in Figure 1. It is clear that the energy system of the carbon-neutral world
of the future will have electricity as its backbone being responsible for almost half of
the increase in total energy demand in 2018. However, a threefold expansion of power
generation is required for electricity to assert itself as the fuel of the future, with its
total share exceeding 60% by 2050 compared with 20% today [2].

The integration of renewable energy sources (RESs) on a large scale into power grids
all around the world is currently the most efficient, cleanest and cost-effective way of
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electrifying the world. Out of 170 countries in the world that have set up ambitious
targets for decarbonization, 30 are already set to achieve net zero in the coming decades
with strategic action plans [2]. A recent example of a significant milestone in a country’s
energy system can be seen in Denmark, where 50% of the electricity consumption in
2019 was supplied by wind and solar—with the former contributing a staggering 47%
[3]. Overall strong renewables growth is expected beyond 2022 when the global
installed capacity of coal-fired plants is set to peak before starting to decline in the
following years and be overtaken by solar and wind energy in 2025 [4].

Since conventional thermal generation is being replaced by RES distributed across
different time zones and climates, located far from consumers, cross-border inter-
connections over long distances have an undeniable role to play in the unified electric
network of the future. They allow cost-effective grid expansion without significantly
upgrading the current transmission grid infrastructure, thus ensuring efficient, flexi-
ble and resilient flow of clean energy. Although high-voltage alternating current
(HVAC) connections are currently more common, its requirement of special reactive
power compensation to prevent capacity drop-off becomes costly at longer distances.
This makes high-voltage direct current (HVDC) connections a more economic alter-
native for efficient long-range bulk power transmission between countries, islands
and offshore resources, and additionally their controllability due to voltage source
converters (VSC) allows advanced functionalities to enhance stable grid operation [5].

1.1 The changing power grid

The aforementioned steps to electrify the globe, namely large-scale integration of
renewables and dense interconnections via high-voltage corridors, are the key to

Figure 1.
Annual net CO2 emissions (in Gt/yr) from 2021 to 2050: it is clear that current planned policies will yield only
stabilization of global emissions by 2050 but a 27% baseline rise is likely if not fully implemented; reproduced from [2].
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achieving the climate neutrality target. However, such a transformation in the grid
infrastructure introduces a massive amount of power electronic converters (PECs)
that is essential to manage the variability of wind and solar energy sites. Additionally,
the widely scattered distribution of resources necessitates larger power transits, which
must be coped with expanding the transmission network either through capacity
boosting using FACTS1 or new HVDC corridors that both rely on PEC. Such a change
in operational philosophy is paramount for efficient grid usage [6].

This paradigm shift in generation, transmission and demand naturally results in
future power grids being very different from the current one, mainly owing to PEC
introducing control interactions with faster time constants although needed for faster
decision-making and advanced control functionalities. This creates a highly dynamic
environment and poses a risk to power system stability, which has been investigated
in detail in the MIGRATE2 project [7]. Firstly, the PEC interface leads to inertial
decoupling of rotating machines such as wind turbine generators (WTG) leading to a
reduction in total inertia, which causes frequency stability issues due to to higher
RoCoF3 and dynamic frequency nadirs or peaks during power imbalance. Secondly,
reduced fault-current contribution due to limited overloading capability of semicon-
ductors makes fault detection harder in a converter-dominated environment.
Morevoer, overburdened reactive power reserves due to increasing distance between
load centres and generation, coupled with limited voltage control capabilities in the
transmission grid, can lead to local/regional voltage stability issues and a reduced
transient stability margin, especially during system contingencies.

The declining strength of the network and increasing threat to stability make it
challenging to contain voltage and frequency excursions due to faults exposing a
greater proportion of PEC-interfaced units to sudden under-voltage trips, which
ultimately can trigger wide-area blackouts if large generation such as offshore wind
farms4 is involved, as has already been seen, for example, in South Australia (2016)
and around London in the United Kingdom (2019) [8, 9].

1.2 Offshore wind as a cornerstone

The massive penetration of PEC in the grid due to the prevalence of renewable
generation and inverter-based resources (IBR)5 has increased the risk to power system
stability and reliability, which translates to more frequent blackouts, especially in
areas with high volume of RES [10]. Thermal generation plants that are convention-
ally responsible for maintaining power system stability and security are now being
phased out in favor of renewables and non-traditional technologies due to societal
decarbonization aims, rising fuel costs coupled with aging assets and decreasing load
factors. Since this increases the cost of ancillary services and of warming-up the
generators (cold start) to provide blackstart services, maintaining the status quo is not
an option. Thus, considerable changes are required in developing technological

1 Flexible AC transmission system.
2 Massive integration of power electronic devices @ www.h2020-migrate.eu.
3 Rate-of-change of frequency.
4 Interchangeably referred to as offshore wind power plants.
5 Encompassing FACTS, batteries, HVDC links and PEC-regulated loads such as electric vehicle battery

chargers and variable speed motor drives.
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capabilities and opening up new markets that facilitate non-traditional technologies6

to support the system, adding more resilience against dependence on a single tech-
nology and alleviating reliance on specific transmission routes [11, 12].

Offshore wind is one of the fastest growing RESs in the world, and its rise has been
possible thanks to technological innovations and strong policy support despite higher
capital and operational costs to cope with the rough sea conditions. Contrary to space
constraints for onshore wind, higher capacity factors and full load hours due to steady
wind conditions together present a good business case for offshore wind, and coupled
with economies of scale, its LCoE7 is expected to drop to about 6–7 = €c/kWh by 2025,
becoming competitive with onshore wind prices, which is the cheapest generation
source in majority of places in the world [13]. Moreover, wind power has been shown to
have CO2 emissions about four times lower than solar and with offshore wind turbines
and farms getting enormous in size, as highlighted in Figure 2, their carbon footprint
could beat even the original large-scale zero-carbon source nuclear power [15].

Thus, offshore wind power has a significant role to play as an electricity generation
source in the future power system. However, only decarbonization of the grid is not
sufficient to meet our climate goals since sectors such as heavy industry and transport8

are difficult-to-electrify. This highlights the need for alternate energy vectors that can
be obtained from renewable sourced electricity, referred to by the umbrella term
Power-to-X (P2X). Recently, offshore wind has gained attention to generate hydrogen
for sector coupling as P2X can reduce curtailment needs since excess wind output can
be transformed into hydrogen as energy storage also, thus enabling flexible demand
and conferring grid benefits. Thus, green hydrogen has the potential to transfer the
benefits of renewables beyond the electricity sector by facilitating decarbonization of
all sectors of the economy, where currently no climate-neutral alternatives exist [16].

2. Looking into the future

As discussed above, large offshore wind power plants (WPPs) are deemed suitable
candidates to take up the responsibility of maintaining power system stability and
security, potentially even participating in early state network restoration. Since the
fast-growing capacity of the overall site and the individual turbines is pushing off-
shore WPPs further away from the shore and into deeper waters, as indicated in
Figure 3, HVDC transmission is more suited to export the power to the onshore grid.
Although more expensive, the fully controllable VSC interface allows HVDC to pro-
vide various dynamic grid support services that enhance system stability and resil-
ience [5].

However, large offshore WPPs today consist of upto 100s of WTGs connected in a
large inter-array network of upto 70 km of subsea cables, with long HVAC or HVDC
transmission corridor that transports the bulk power onshore, requiring either special
reactive power compensation or large converter substations both offshore and
onshore to manage the power flow efficiently. This makes the offshore WPP an
aggregated unit with a converter-dominated environment and a very rich resonance

6 Like interconnectors, sites with trip-to-houseload operation and aggregated units such as wind and solar,

supported by energy storage systems.
7 Levelised cost of electricity.
8 For example, refining and metallurgical industry, long-distance trucking and shipping.
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spectrum that must be first operated in a stable and robust manner before providing
onshore grid services [17].

2.1 Toward next-generation wind farms

Traditionally, the first-generation grid-connected PEC-interfaced grid-feeding
sources only supplied set-point based real and reactive power with basic survivability
over a certain voltage and frequency range, while the second-generation devices now

Figure 2.
Evolution of yearly average newly installed capacity of offshore wind turbines and farms; reproduced from [14].
Today the world’s largest offshore wind farm is 1.2 GW Hornsea-1 (UK) and offshore wind turbines are already
reaching ratings upto 15 MW, as of 2021.

Figure 3.
Average water depth and distance to shore of bottom-fixed offshore wind farms: the overall site capacity is
indicated by bubble size; reproduced from [14].
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are required to provide more support to the grid, especially in areas of high RES
energy penetration, hence classified as grid-supporting units [6], shown in Figure 4.
Today wind turbines and wind farms already contribute to system stability through
provision of ancillary services such as fast power reduction as frequency response to
create a spinning reserve margin for primary frequency regulation, steady-state and
dynamic reactive power control for voltage support, and fault ride through charac-
teristics that involve reactive current injection for improving voltage stability during
faults. In countries of high RES penetration, more active participation of wind power
in voltage and frequency stability is required. Thus, local vocal control in weak grid
scenario and fast frequency response is being increasingly demanded by the new grid
codes. Furthermore, latest requirements include power oscillation damping and syn-
thetic inertia provision that mimics the exchange of kinetic energy from a synchro-
nous rotating mass by injecting active power in proportion to calculated RoCoF [19].

However, while synthetic inertia is an important service to compensate for
reduced inertia in the power system, it requires measurement-based activation unlike
conventional inertia that is based on inherent physical characteristics of synchronous
machines [20]. This makes it an insufficient replacement for inertia as true synchro-
nous inertia-like response can be achieved only by grid-forming units [21]. Today wind
turbines are grid-following (GFL) in that they rely on an external grid voltage9 to
which the control latches using a PLL10 for stable operation, effectively making the
WTG behave as a current source injecting controlled power. Such wind turbines are
currently exempt from network restoration services as not only can they not create
their own voltage and lack controlled islanding capabilities but also connection in
early stages of blackstart process can result in a recurrence of blackout due to the grid
not being strong enough for large wind farms [17].

Now as the penetration of PEC increases, assumptions valid for stronger, tradi-
tional grids may no longer hold resulting in improper PLL behavior causing a negative
impact of the controller power sharing and system stability [22]. This necessitates the
next generation of converter-based units, called grid-forming (GFM) and shown in
Figure 4, to be capable of proactively supporting the grid in all states, especially
emergency and blackout without having to rely on services from synchronous gener-
ators. Thus, such GFM units must be able to take the lead in creating system voltage to
control instead of just supporting its amplitude and frequency, prevent adverse control

Figure 4.
Working philosophy of (a) grid feeding, (b) grid supporting and (c) grid forming units. Together (a) and (b) are
referred to as grid following [18].

9 Either the main onshore grid or the offshore grid formed by the HVDC converter.
10 Phase locked loop.
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interactions, counter harmonics and unbalances and support system survival while
contributing to short circuit power and system inertia—limited by the boundaries of
energy storage capacity and available power rating [6]. These are key to ensure
flexible, efficient and reliable operation of future decentralized converter-rich grids.

2.2 Some potential advantages

Contrary to conventional WTGs, a GFM wind turbine behaves as a voltage source,
thus not only allowing outward energization without having to wait for completion of
network reconstruction, but also potentially participating in sectionalizing strategy for
defense against blackouts by ensuring continuity of power supply in a regional island
or at the very least switching to trip-to-houseload operation that reduces restoration
time compared with cold startup and facilitates bottom-up grid recovery [19].

Moreover, GFM-WTGs can potentially minimize dependence on the offshore
auxiliary diesel generator that is associated with capital and operational costs11, not to
mention the high emissions—especially when the diesel generator is operating at full-
load during unscheduled outages that can last upto 4–6 months. Since a GFM-WTG
can produce produce power to keep itself warm avoiding the risk to its health12 as long
as the wind blows, replacing the diesel genset with few of these can yield significant
economic and reliability benefits over the project’s lifetime [17]. The CO2 displace-
ment can also contribute to reducing carbon-footprint taxes and ensure a smoother/
faster granting of permits in the future.

Additionally, GFM-WTGs will also come in handy in the future to supply charging
stations offshore essential for maritime vessel electrification, thus displacing a signif-
icant amount of marine fuel with green electricity and ultimately playing a key role in
achieving our climate goals. Thus, blackstart and islanding capabilities unlocked by
GFM-WTGs are an essential feature of self-reliant WPPs that not only make them
more actively participate in advanced voltage and frequency control but also enable
them to take up the responsibility of ensuring stable and robust grid operation without
relying on synchronous generation, thus accelerating net-zero transition.

3. Wind-powered virtual synchronous generators

With the displacement of conventional generation, the most cost-effective way of
ensuring reliable and secure operation of the power system while continuing with the
decarbonization strategies is to make converters integrated into the grid behave like
synchronous machines as it is impractical to now change the entire philosophy of
operation and control of the entire power system without incurring significant losses
to economy and livelihood all over the world. Thus, as mentioned before, GFM
converter units are key to ensure flexible, efficient and reliable operation of future
decentralized converter-rich grids. This concept is, however, not new having existed
as different names in different converter applications. A simple representation of a

11 Diesel genset on the offshore platform not only occupies extremely costly space but also requires annual

refueling, special fire protection, personnel safety protocols and maintenance. In addition, a backup diesel

generator is present to combat startup issues.
12 due to moisture damage, icing up of electronics and equipment, bearing deformation, standstill marks

and vibrations due to unfavorable yaw-axis orientation
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GFM converter is shown in Figure 4, acting as a controlled AC voltage source behind
an impendace. In principle, this is to some extent functionally similar to electronic
oscillators used, for example, in clock generators in microelectronics, and has been
researched upon so far in the power system context mainly for microgrids and to a
limited extent in FACTS applications where it is traditionally called voltage injection.

Today GFM is a hot topic in power system research, especially in the context of
converter-rich networks that are expected in the future due to high integration of RES
and IBRs. The simplest way to mimic system-level functionalities of grid-connected
synchronous generators such as self-regulation capability and communication-less
power sharing is by employing traditional droop-based power controllers [23]. Fur-
ther complexities can be added to fully utilize the controllability of PEC interface and
emulate inertia and damping characteristics of synchronous machines—of course
limited by the the stored energy capacity and available power rating that is connected
at the converter backend. In this scope, the Virtual Synchronous Machine (VSM)-based
concept was introduced using a detailed implementation of synchronous machine
dynamics in its power control loop [24]. This power-based synchronization inspired
from the swing equation that acts as a self-synchronizing block presents a more stable
solution than the traditionally used voltage-based PLL, which requires enhancements
to ensure stability under unbalanced and distorted voltage conditions such as voltage
sag, weak grids or off-grid operation [25].

Since a converter can be made to behave as needed by modifying its controls,
different schemes of the VSM family have been developed to emulate synchronous
generator characteristics with varying degree of details, as reviewed in [26], resulting
in a range of dynamic and transient stability performance needs such as indepen-
dently adjustable inertia, damping and steady-state droop or highly non-linear behav-
ior during grid faults and connection-disconnection processes [25]. Another
synchronous machine-inspired control with different implementations and enhance-
ments is the Synchronverter, a detailed review of which is given in [27]. Finally, non-
linear GFM control strategies relying on the duality between PECs and synchronous
machines have been recently developed, such as Machine-Matching and Virtual Oscil-
lator Control, which have demonstrated robust steady-state droop-like behavior with a
faster and better damped response during transients, albeit for low-power
(microgrid) applications [28].

3.1 From grid following to grid forming…

Today the experience of power system operators with GFM-PEC is currently
limited to battery facilities in South Australia where the Dalrymple Battery Energy
Storage System (BESS) has successfully demonstrated some of the most immediately
sought-after benefits of GFM converter-based resources such as virtual inertia. This
was seen during the system separation event on November 16, 2019, when it provided
almost instantaneous power injection proportional to RoCoF due to a slip/difference
between its internal virtual rotor frequency and the grid frequency exactly mimicking
the mechanism of inertial response from a synchronous spinning mass. Contrary to
FFR, this does not require any measurement or frequency detection to start
responding. The high-power GFM control additionally allows the BESS to behave
closely to a synchronous generator during both steady-state and transient conditions,
enabling advanced performance in stand-alone operation, when paralleling with other
voltage and/or current sources or when grid-connected [29]. In addition, a secondary
control housing the main automation and functional logic allows the provision of
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reliability and flexibility services such as very low SCR13 operation, seamless islanding
transition and live-live grid resynchronization, support to non-synchronous system
strength via short-term fault current injection14, controlled islanded operation15,
blackstart capability with soft-start for limiting transformer inrush, and fast active
power injection as part of SIPS16 [29].

Advanced system support GFM functionalities can also be obtained from solar PV
and wind energy. However, not all players are equally predestinated for GFM as the
cost of development for each differ. While making a GFM-BESS is relatively straight-
forward since the backend is simply a voltage source, solar PV and wind require
maximum power point tracking control for its backend resource capture. This adds
some complexities as the backend RES control must now be integrated into the DC
link controller. In this regard, making a GFM WTG is likely to require highest efforts,
since the mechanical rotating mass puts limitations on the power and energy buffer
that is needed to provide transient performance, for example, during a phase-jump
event on the grid side.

Thus changes are needed mainly in control (software) and some in hardware to
transform a GFL-WTG for operation as a GFM unit. For reference, a typical WTG
electrical model used in simulations to study electro-magnetic transients can be seen
in Figure 5, which consists of Grid Side Converter (GSC) and Rotor Side Converter
(RSC) with their respective controls in different levels of detail depending on the
study needs, along with the simplified generator electro-mechanical model and the
turbine controller, for example, in [30]. In conventional GFL-WTG today, voltage is
provided by an external grid, and the WTG connects with the aim to normally supply
maximum power extracted from wind. This is achieved by controlling the generator
speed to operate at optimal tip-speed ratio for each wind speed17. For this, the RSC
uses standard vector-based (or field-oriented) torque control to extract electrical
power from the generator based on a reference (torque/power) obtained from the
turbine controller, which ensures maximum power point tracking. Additionally, pitch
control is present in the turbine controller to limit the power captured that is essential
to avoid over-speeding of the rotor at high/above-rated wind speeds or for intentional
de-rated operation (using set-point control) [31]. The GSC then is tasked with

Figure 5.
Commonly used detailed electrical model for WTG to study electro-magnetic transients in simulation. Average
models for the converter (i.e. approximating its behavior as a voltage or current source mainly considering only the
control scheme) can also be used when switching transients are not of concern based on study needs.

13 Short circuit ratio; very low means ≪1.5.
14 Overloading capability of 2 pu for 2 s.
15 Including wind farm power dispatch/curtailment for reducing unserved energy and distributed energy

resources curtailment to avoid conditions due to uncontrolled local generation such as rooftop solar PV.
16 System Integrity Protection Scheme, which is a sectionalizing strategy to protect against complete area

blackouts.
17 That varies, and hence, this is called maximum power point tracking.
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controlling the DC link voltage by transporting all the power extracted to the grid.
However, this requires a stiff grid point which can absorb the WTG power output
without excessive voltage/frequency rise.

The primary difference between a GFM and GFL WTG’s operation is that the
former generates its own voltage, and so there is no need for an external grid voltage.
This can be achieved in a relatively straightforward manner by implementing GFM
control in the GSC. However, since power flow is now set by the load (when in
islanded mode) or by set-point control (in grid-connected mode or parallel sharing),
RSC must extract equal electrical power from the generator to regulate the DC link
voltage. Thus, the torque or power reference now (needed by RSC) comes from a DC
link controller rather than the turbine controller, as stated previously for GFL-WTGs.
The turbine controller’s main task now is to regulate the speed at rated and prevent
over-speeding by using the pitch controller when necessary [32]. Alternatively, the
generator speed can be controlled for sub-optimal tip-speed ratio which requires a
speed controller that receives reference from DC link control to feed the generator
torque control [33]. It is likely that pitch control would be operated more in GFM
operation and so along with alternate revenue streams to make up for the wasted wind
power, the impact on mechanical loading and in turn the lifetime of the turbine must
also be investigated since GFM controls can result in a different power ripple spectra
than traditional GFL WTGs potentially leading to higher levels of vibrations at
frequencies close to the natural resonant modes of the generator shaft, rotor and
tower [34].

3.2 But it is not so easy…

Recently, for the first time worldwide, Scottish Power Renewables in collaboration
with Siemens-Gamesa Renewable Energy has successfully demonstrated the ability of
onshore GFM-WTGs to operate in island condition supplying local loads while
supporting conventional GFL-WTGs and ultimately energizing the upstream grid
transmission network [35]. While GFM control allows WTG to provide frequency
stability services, notably phase-step power injection in response to phase jumps in the
grid and inertial response proportional to RoCoF to arrest frequency events autono-
mously and immediately, there are certain limitations that must be overcome for
robust operation [34]. Since an individual WTG can find it difficult or impossible
even with a high inertia setting to extract the inertial response from the background
power ramps due to wind speed fluctuations, farm-level aggregation must be taken
into account. Additionally, at low/zero power, only a small power/energy response is
possible from the WTG DC link capacitance as the rotor does not have sufficient
energy yet. Although an extra energy storage device18 can allow a more guaranteed
response over a wider range of operating conditions but adding significant additional
cost due to high energy required for more extreme events (more than 1 Hz/s). In
absence of this, there is a risk of large reduction in rotor speed drawing the WTG into
recovery (resulting in a second power output dip), or worse below cut-out speed if
wind is low enough. This is the opposite of what is desired and can cause further grid
instabilities and even lead to blackouts due to system separation if many WTGs are
involved [34]. While dynamic inertia, curtailment and deliberate sub-optimal

18 Integrated within the DC bus of the WTG or connected as a separate unit through converter interface.
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operation are technical solutions to be considered, challenges of grid code compliance
must be overcome and alternate revenue streams be opened.

3.3 Non-existent markets

Recently, UK’s energy regulator OFGEM has approved the first ever technical
specification GC-0137 of GFM control from PEC integrated into the grid, proposed by
National Grid ESO [36]. Although non-mandatory, it marks a step as signficant as RES
integration itself in the net-zero transition because of providing essential clarity for
describing synchronous coupling with power grid in a technology neutral manner,
which will enable any connecting power module utilizing PEC technology (e.g. wind,
solar, HVDC) to offer grid stability services more actively. Despite a long way yet to
go with testing and coordination coming next, such a specification already breaks the
circular problem faced by manufacturers and system operators, fed by lack of widely
available functionalities from IBRs today due to unclear specifications or demand
leading to operational constraints making it even less attractive for them to develop
resulting in shrinking market volumes for OEMs19.

The full potential of GFM power generators is however unlocked through the
provision of blackstart and islanding capabilities along with voltage and frequency
control that are essential for ensuring stability, reliability and security in future
converter-rich grids without relying on synchronous generators, while compensating
for the cost of developing such functionalities in RES such as wind and solar. The
Dalrymple BESS in Australia current relies on only a few revenue streams compared
with its technical capabilities, as mentioned before, namely inertial response for
frequency stability, islanding to reduce unserved energy, frequency control ancillary
services and energy arbitrage [29]. However, more services are possible such as
blackstart, short-term fault current provision, voltage regulation and pre-emptive
response for SIPS, but these are not yet monitized due to lack of any mechanism to do
so under current market and regulatory frameworks [29]. While GFM-related capa-
bilities are relatively more straightforward to implement in individual PEC-interfaced
units such as BESS, solar-PV orWTGs, there are many challenges to ensure robust and
reliable operation of GFM units aggregated into parks such as large offshore WPPs,
despite the numerous advantages available from them such as reduced LCoE,
increased energy production due to steadier wind conditions at sea, no inland space
and noise constraints and higher reliability by combining electrical resource and
maintenance facilities, justifying the cost of grid connection.

3.4 Green-starting wind farms

Since a large offshore WPP is considered as an aggregated unit consisting of many
active components such as WTG converters, offshore HVDC converter in case of
HVDC-connected WPPs that can have adverse control interactions in certain operat-
ing conditions and are a source of harmonics which can trigger resonances due to the
presence of long high-voltage inter-array and export cables, transformers and filters,
especially in the offshore network. Furthermore the offshore grid has low damping in
the network provided mainly by auxiliary load that is limited to 1% for WTG and
0.1% for offshore substation, which can create situations in certain scenarios such as

19 Original equipment manufacturers.
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energization where transient and harmonic stability can be a challenge to ensure.
Thus, stable and robust operation of the offshore network and export link must be
ensured before the WPP can actively participate in not only supporting the grid with
voltage and frequency ancillary services but also provide essential stability and reli-
ability services through GFM control functionalities, like the ones mentioned before.

The energization and stable operation of a large offshore WPP upto the transmis-
sion interface point where it connects to the onshore grid, as shown in Figure 6, have
recently been referred to as greenstart to distinguish from the commonly used
blackstart of the power grid on a larger scale since it is of more concern to the wind
farm developer. However, to better understand the range of technical challenges
associated with it, the entire sequence can be divided into different target states just
like traditional power system restoration being comprised of different stages, namely
preparation and defensive actions, system build-up by blackstart units and transmis-
sion backbone energization followed by load restoration and meshing for resilience.
These target states as highlighted in Figure 6 start with initial energization of WTG3
auxiliary load by a backup supply (TS-1) followed by houseload operation when the
rotor is oriented to the wind (TS-2). Then multiple GFM and GFL WTGs must
synchronize for operating in parallel (TS-3) to emulate a voltage source strong enough
to energize the offshore network (TS-4) while ensuring stable and robust islanded
operation of the HVDC link (TS-5) before finally connecting to the onshore grid for
block load pickup or re-synchronization (TS-6) [17]. The challenges associated with
each stage are discussed below.

3.4.1 Self-start and sustain

At the individual WTG level, an industrial grade UPS20 as auxiliary power supply
is currently used to keep energized the central control units for braking, yaw and
pitch, dehumidifiers and heating units, grease lubrication system, fire protection,
relays, hub computers, distribution boards and the SCADA21 interfaces and position-
ing and warning lighting system22—all of which are essential to ensure safe and
reliable operation of the WTG offshore. However, a UPS can provide idling mode
energy sufficient only for a grid outage upto few days after which the WTG enters
shutdown, which is not good for its health due to potential vulnerability to damage

Figure 6.
Target states in the greenstart energization sequence of an HVDC-connected offshore WPP; reproduced from [18].

20 Uninterruptible power supply.
21 Supervisory control and data acquisition.
22 To avoid collisions with ships and aeroplanes.
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from moisture, icing up of electronics, bearing deformation, standstill marks and
vibrations due to unfavorable yaw-axis orientation—all of which impact the lifetime
and efficiency, contributing to high O&M23 costs.

Since a GFM-WTG can produce power to sustain its own houseload as long as wind
blows, not only relieving any dependence on external supplies but also re-charging the
UPS, it can more importantly provide outward energizing power to inter-array cables,
transformers and filters, for supplying auxiliary loads of other GFL-WTGs in the
network and even the offshore substation [35]. However, additional energy storage is
necessary to support the WTG in dealing with the demanding power (MW) transients
during energization (even if soft-start is considered) and network configuration
changes (such as connection-disconnection of WTGs) by avoiding severe mechanical
stree, but also ensuring enough energy capacity (MW h) in the system for the entire
duration to avoid speed recovery related insecurities, especially at the start when the
rotor has insufficient energy. While research is happening in integrating batteries,
supercapacitors and flywheels as high-power-density sources, high-energy-density
alternatives to diesel such as hydrogen are gaining momentum for long-term energy
management [17]. The not-so-insignificant costs of such storage systems are
expeceted to be compensated by future upcoming markets that utilize enhanced
services from GFM converters such as blackstart, islanding and voltage/frequency
control.

3.4.2 Multi-unit grid forming

As mentioned before, since an aggregated unit such as an offshore WPP consists of
many (order of upto 100) WTGs, their synchronized parallel operation is essential to
allow any energization capabilities of enhanced stability services onshore. Conse-
quently, many questions must be answered to ensure cost-effective self-reliant oper-
ation. Firstly, since GFM-WTGs add to the capital cost of the project, it is essential to
fine-tune the number of GFM-WTGs required. This must take into account numerous
factors, especially the application under consideration, which could be auxiliary
power needs for which reliability comparisons and carbon emissions must be taken
into account, or for providing onshore services for which relevant markets and regu-
latory frameworks must exist to provide a sound business case. From a technical point
of view, the most important is the choice of GFM control to be implemented in the
WTG-GSC and while a single GFM unit is relatively straightforward to operate
maintaining stability in grid-connected and islanded modes, the challenge is to opti-
mally tune the parameters for operating many units in parallel that maintain synchro-
nism in the face of large network transients and configuration changes.

Recent studies have shown that while different GFM control strategies are able to
deal with the transients such as energization in a controlled manner maintaining
stability of voltage and frequency at the offshore terminal, there transient behavior
exhibits differences and some are prone to more oscillations than others such as VSM-
based control due to reduced system damping owing to lower control bandwidths that
push the system closer to instability, while Direct Power Control–based strategy
exhibits more stiff control over the voltage and frequency resulting in superior per-
formance [37].

23 Operational and maintenance.

55

Toward Self-Reliant Wind Farms
DOI: http://dx.doi.org/10.5772/intechopen.103681



Thus, for the entire offshore WPP to behave as a strong enough GFM source
without any loss of synchronism between the multiple parallel units, extensive
system-level studies are required for an optimal tuning of all the different levels of
control loops, which ensures transient stability across different operational scenarios
and can help reduce costs too. For example, while it is suggested that a ratio of 3:1
(GFM:GFL) is safe to use, especially for a mix of turbines from different manufac-
turers, an optimized set of control parameters can allow a single GFM-WTG to
support upto 20 GFL-WTGs providing robust operation at least in small load steps
[35]. This is however valid only for onshore WPPs since offshore WPPs tend to be
much larger in capacity with longer and higher cross section of inter-array cables thus
lead to more demanding transient and dynamic requirements for GFM WTGs.

That said, ensuring stability for high-power converters can be quite a challenge
since the higher rating that puts a limit on the switching frequency of the semicon-
ductor devices due to loss considerations and so the controller bandwidths allowed are
lesser, ultimately translating into lower stability margins [37]. Furthermore to com-
plicate matters, improving one oscillation mode can trigger another and the tuning
strategy used for a single converter unit might not be applicable directly to multiple
units operating in parallel [38]. This necessitates case-specific enhancements for
active damping including but not limited to virtual impedance, cross feed-forward
compensations and lead lag controllers. It is important to note here that solutions such
as master-slave approach cannot be used for numerous assets spread across several
kilometers as in large offshore networks because high-bandwidth communication
links needed to ensure reliable, robust, low-power and secure operation not only
become increasingly costly but also the additional delays are undesirable as they can
trigger control instability [23].

3.4.3 Stable, robust and safe islanding

In order for a large offshore WPP to supply essential GFM services to the onshore
grid24 which can help compensate for the extra developmental cost of GFM-WTG
technology and any additional energy storage needs, the offshore network of inter-
array cables, transformers, filters and WTG converters must be controlled in a stable
and robust manner with the ability to deal with contingencies and maintain high
security and reliability. This is however quite challenging to achieve since the offshore
network is a converter-dominated environment which makes its dynamics very dif-
ferent from traditional onshore grids now, which are also expected to exhibit similar
characteristics in the decarbonized future.

The large share of high-voltage cables, transformers and filters offshore provides a
resonance-rich spectrum which is not static due to various configurations of cables
and WTGs in service, especially during contingencies. These resonances are prone to
be excited by the harmonic injection of converters, especially when resonant fre-
quencies corresponding to longer cable lengths (and thus larger capacitance) are in
range of controller bandwidths, making harmonic stability critical to assess. Addition-
ally, reduced online generation and loading in the early stages of energization lead to
lesser system damping resulting in sharp resonant points which can be triggered by
slight changes in the network configuration. This must be avoided as sustained over-

24 Like inertia, voltage and frequency control and support, blackstart and islanding capabilities.
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voltages cause accelerated aging, insulation degradation and component failure due to
dielectric and thermal stress on the equipment [39].

A completely new regime of challenges is introduced due to unexpected interac-
tions between controllers and filters of nearby converters present in the system since
cross-coupling between electro-mechanical dynamics and electro-magnetic transients
due to the wide-ranging control timescales of PEC can lead to negative damping in the
control output admittance. This makes it far more complicated to tune parameters and
ensure stability and robustness of operation in different scenarios, especially with
changing network configurations during large load steps, WTG connection/discon-
nection and energization sequence involving long cable switchings. Impedance and
eigenvalue-based methods are commonly used for system-level stability analysis and
while reduced order models can reveal great insight, detailed models are becoming
increasingly important to get a more holistic view since assumptions valid for small-
signal models and traditional strong grids do not hold for large transients and the
offshore weak grid case.

Furthermore, since the offshore network formed by GFM-WTGs represents a
relatively weak grid compared with today’s offshore HVDC-VSC-based grid that is
backed a strong onshore grid, transient stability of PLL-connected GFL-WTGs proves
to be a challenge, which can be attributed to the well-known problems of an un-
enhanced PLL in weak grid operation [22], especially during large reactive power
steps when large cable switchings are involved. This further affects the choice GFM
control strategy and its tuning since instabilities can be highly sensitive to certain
parameters making it difficult to maintain synchronism and cause maloperation of
protection, posing a risk of disconnection of WTGs triggering a re-blackout, especially
in the early stages of energization or during low-power operation when less generation
and load are connected [18].

Last but not the least, resilience to faults in the offshore grid and HVDC transmis-
sion is essential to allow robust operation and reduce the risk of a re-blackout.
Although the Dalrymple BESS in Australia can provide short-term overload current
for clearing faults, the normal protection settings based on high fault current in-feeds
(over-current and earth fault) are insufficient to protect the network in island or
blackstart mode since the injection from the WTGs is too low to trigger the relay pick-
up, especially at low numbers of WTGs. Thus, a special set of settings along with
voltage protection is required to protect the network over the full range of planned
operating scenarios. However, several fault scenarios may still not be picked up and a
re-design of the protection scheme may be needed [40]. GFM-WTGs can potentially
help by actively limiting the current causing the fault to automatically extinguish [41].

4. Summary

The extensive integration of renewable energy and HVDC that is yet to grow in the
coming years is already changing the dynamics of the grid and pushing it to its limits,
which necessitates the advent of a new class of converter-based power modules,
namely grid forming. It is foreseen that such modifications will not only enable them
to participate in supporting grid stability but also allow them to contribute more
actively in providing essential services to ensure reliable and secure operation of
future decarbonized electric network. Offshore wind power plants are deemed to play
a key role in achieving this reality, but there are many obstacles yet to overcome.
However, a dialog between system operators, developers and manufacturers to
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facilitate the development of required technology and market for a faster uptake of
the responsibilities conventionally targeted to large thermal power plants by
renewable sources and aggregated non-traditional technologies is already gaining
momentum.

Recent studies and demonstrations have shown that grid forming wind turbines
can not only provide blackstart and islanding capabilities but also support conven-
tional grid following wind turbines while maintaining complete control over voltage
and frequency with a desired response to transient events that contributes to stability
of the grid. However, there are limits to the capabilities both at the individual turbine
level and the aggregated system/farm level. In addition to the need of additional
energy storage and new revenue streams along with potential re-design of the protec-
tion scheme, adverse control interactions in the resonance-rich offshore network
make harmonic and transient stability critical to assess for ensuring reliable and secure
operation. Thus, there is still a long way to go to make self-reliant wind farms a reality,
but their potential to yield significant operational cost benefits while also reducing the
carbon footprint over the project’s lifetime makes them an unavoidable player in
helping meet our climate goals while ensuring high reliability and resilience of elec-
tricity supply with the most cost-effective and efficient usage of grid infrastructure.
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Chapter 5

Offshore Wind Farm Grid
Connection with Diode Rectifier
Unit HVDC and Phase Shifting
Transformer
Lijun Cai

Abstract

This chapter describes a new method for operating the offshore wind farm (OWF)
with diode rectifier unit (DRU)-high-voltage direct current (HVDC) (offshore side),
where a medium voltage (MV) submarine cable is in parallel operation with DRU-
HVDC link. In order to avoid uncontrolled current flow through the MV submarine
cable, a phase shifting transformer (PST) is applied on the onshore side of the MV
submarine cable. The application of PST is to ensure the smooth blackstart and stable
operation of the OWF and DRU-HVDC link. Both static and dynamic behaviors of the
proposed method are presented in this chapter and the simulation results validate the
proposed method.

Keywords: Offshore wind farm, phase shifting transformer, blackstart, diode rectifier
unit (DRU), HVDC

1. Introduction

Since the wind energy is renewable and environmental natural resource, the utili-
zation of wind power plant increased quickly. In the future, the development of wind
power utilization will focus on large offshore wind farms (OWFs) [1–4].

Especially, many planned OWFs become larger and more distant from the onshore
grid. Conventional HVAC transmission is not flexible and limited due to large charg-
ing currents of the submarine cables. With the development of power electronics,
OWFs with voltage source converter (VSC)-high-voltage direct current (HVDC) grid
connection become more popular. The VSC-HVDC technology is based on insulated
gate bipolar transistors (IGBTs), and it offers significant advantages over the
thyristor-based line-commutated converter-HVDC (LCC-HVDC) technology.
VSC-HVDC converters can be used to supply weak grids, offer blackstart capability,
and can provide decoupled active and reactive power controls [1–4].

Due to the continuous increase of the OWF capacity, the capacity of offshore
converter stations should also be increased. This could result in a larger dimension
and heavier offshore converter stations. In order to reduce the costs of offshore
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VSC-HVDC converter station and offshore platform, the diode rectifier unit (DRU)
concept for offshore converter stations is proposed in [5–7], as shown in Figure 1.

1.1 Advantages of DRU

Compared to the VSC-HVDC and LCC-HVDC converter stations, the main
advantages of DRU unit are summarized as follows [5–7]:

• Simpler structure.

• Works robust since diodes do not need protection against the steep rise of current
when fired and are not susceptible to failure events within the recovery time [5].

• Compared to IGBTs, diodes have lower switching and conducting losses due to a
lower on-stage voltage and switching frequency [5–7].

• Easy transport and installation: according to [7, 8], replacing the VSC offshore
converter station by a DRU, the total top side volume could be reduced by 80%
and weight could be reduced by 65%. The installation time could be reduced by
20%.

• According to [7, 8], by applying DRU, the transmission loss could be reduced by
20% and transmission capacity could be increased by 30%. The total costs could
be reduced by 30%.

• Higher reliability, modular design, and reduced operation and maintenance costs
[5–8].

1.2 Technical challenges and possible solutions for DRU-HVDC link

Compared to the well-controlled VSC-HVDC, the DRU is a passive device without
any controllability, and therefore it cannot provide the AC reference voltage for the
OWF [8, 9]. Furthermore, in order to meet the power quality and reactive power
requirements on the point of common coupling (PCC), filters and reactive compen-
sations should be equipped on the DRU [10].

In order to deal with the above-mentioned challenges, different solutions were
proposed:

1.First solution: since the DRU has not the blackstart capability, an additional
33 kV or 66 kV medium voltage (MV) AC cable is suggested in [5] for the startup
of OWFs, as shown in Figure 1 [5]. However, during the startup of OWFs, there

Figure 1.
OWF with DRU-HVDC.
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could be a period where the DRU-HVDC and medium voltage AC (MVAC) cables
are in parallel operation. Large current on the MVAC cable could occur because of
the uncontrolled DRU operation. After the startup of the OWFs, the MVAC cable
will be disconnected and part of the offshore wind turbine will take over the control
of the OWF [5, 9], e.g. grid forming controls (because the DRU is a passive rectifier
without any control capability). Therefore, modifications on the wind turbine
controllers (from grid following to grid forming) are necessary. Furthermore, the
coordinated control of the wind turbines in OWF is necessary [9].

2.Second solution: in [6], a hybrid topology with parallel operation of DRU and
VSC is suggested for controlling the voltage and frequency of the offshore grid,
as shown in Figure 2. However, considering the dimension and costs of the
offshore VSC converter station, the cost-effectiveness could be significantly
reduced [11]. Therefore, the first solution is concentrated in this chapter.

1.3 Main objective of this chapter

The main objective of this chapter is to ensure the stable operation and improve-
ment of the dynamic behavior of OWF with DRU-HVDC grid connection. Therefore,
a new method is applied, where the phase shifting transformer (PST) is used on the
onshore side of the MVAC cable [12].

This chapter is organized as follows: following the introduction, the proposed
system structure, startup procedure, wind turbine and HVDC models are introduced
in Section 5. In Section 6, both static and dynamic behaviors are analyzed. Finally,
brief conclusions are deduced.

2. System structure and operation

2.1 Proposed system structure

The proposed method is shown in Figure 3, where the PST is applied on the
onshore side of MVAC cable. The main objective of PST is for the smooth startup and
stable operation of the OWF [12–14].

Similar to the method proposed in [5], the MVAC cable is used for the startup of
OWF. Due to the application of PST, the MVAC cable and DRU-HVDC link could be
operated in parallel (no additional switching procedure necessary).

Figure 2.
Hybrid topology on the offshore side.
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2.2 System startup

The startup procedure of the OWF with DRU grid connection is summarized as
follows (the numbers are illustrated in Figure 3):

1.Start the onshore VSC-HVDC converter (⑥) (which is connected to the onshore
power system (⑦) directly).

2.Start the PST (①).

3.Charging the MVAC cable (②).

4.Charging one of the MVAC cable strings in the OWF (③).

5.Start further wind turbines on the charged OWF string (depend on the capacity
of the MVAC cable (②)).

6.Use the OWF park controller (③) [15] to regulate the reactive power flow on the
MVAC cable (②) (equals to the natural charging reactive power of the MVAC
cable (②)). The total apparent power (active power generated by the OWF and
the MVAC cable (②) charging reactive power) should be less than the capacity
of the MVAC cable (②).

7.Start the DRU (④).

8.Charging the DC cable (⑤).

9.Start the rest wind turbines of the OWF (③).

10.Use the PST (①) to regulate the active power transfer on the MVAC cable (②) to
a minimum value (≈0MW). This enables the parallel operation of MVAC cable
and the DRU-HVDC grid connection.

11.Use the OWF (③) park controller to regulate the reactive power flow on the
MVAC cable (②) (equals to the natural charging reactive power of the MVAC
cable (②)).

Figure 3.
Proposed system structure.
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2.3 Advantages of the proposed method

The proposed method could have following advantages:

1.The PST will regulate the active power flow and the OWF park controller (③) [15]
will regulate the reactive power flow on theMVAC cable (②). Overloading is
avoided for the parallel operation ofMVACcable (②) andDRU-HVDC link (④,⑤,⑥).

2.MVAC cable (②) will not be switched off after the startup of OWF (③) and
therefore no additional switching is necessary.

3.No modification of the wind turbine controller and onshore VSC-HVDC
converter controller is necessary.

3. System models

The wind turbine operated in the OWF could be the doubly fed induction genera-
tor (DFIG) or full converter (FC). Both wind turbine models are briefly summarized
in this section.

The onshore VSC-HVDC converter applies the conventional DC voltage and AC
voltage (or reactive power compensation) controller. The DRU model is also intro-
duced in this section.

3.1 DFIG wind turbine model

The basic configuration of a DFIG wind turbine is shown in Figure 4 [1–3].

Figure 4.
Structure of DFIG.
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The stator of the induction machine is connected directly to the grid, and the rotor
is connected to the grid through two converters: line-side converter (LSC) and rotor-
side converter (RSC). The LSC and RSC consist of two three-phase pulse-width
modulated (PWM) converters, and they have a common DC bus. Conventionally,
both converters are of three-phase two-level type having three legs, each of which
consists of two IGBTs and two anti-parallel diodes as illustrated in Figure 5. Voltage
control in these converters is done by the PWM using a carrier frequency in the order
of kHz [1–3]. In this chapter, the general DFIG controllers introduced in [1–3] are
applied.

3.2 FC wind turbine model

The typical configuration of the FC wind turbine is given in Figure 6. Usually, the
generator could be a multi-pole synchronous generator designed for low speed, and
this allows for gearless design. The generator can either be electrically excited or
permanent magnet synchronous generator. For allowing variable speed operation, the
synchronous generator is connected to the grid through two full power converters

Figure 5.
Two-level VSC circuit.

Figure 6.
Structure of FC.
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(LSC and RSC), where they convert the variable frequency output power of the
generator to AC power with grid frequency [1–3].

3.3 DFIG and FC controller

The controls of both DFIG and FC wind turbines are achieved by controlling LSC
and the RSC utilizing vector control techniques [1–3].

Vector control allows decoupled control of both active and reactive power. RSC is
used to control the active and reactive powers delivered to the grid. LSC is used to
maintain the DC bus voltage regardless of the magnitude and direction of the rotor
power. The reactive power controllability of the LSC is always applied to reinforce fault-
ride-through (FRT) capability and provides grid voltage/reactive power control [1–3].

3.4 Onshore VSC-HVDC converter model

In this chapter, the onshore VSC-HVDC converter applies the modular multilevel
converter (MMC) topology, and it is illustrated in Figure 7 [15]. Each converter phase
consists of upper and low multi-valve units. Each multi-valve unit has a modular
structure with series-connected sub-modules (SMs). Each SM contains a capacitor and
two IGBTs/diodes as illustrated in Figure 8 [15]. This chapter is concentrated on the
operation of OWF and DRU, and the half-bridge SMs are applied [15].

Figure 7.
Detailed MMC topology.
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3.5 Onshore VSC-HVDC controller

The onshore MMC injects the active power transmitted by the offshore DRU to the
onshore AC grid while maintaining the DC voltage at desirable level. In addition, it
supports the onshore AC grid voltage in steady state operation and during faults. It
uses a vector control [1–3, 15].

The frame of the onshore VSC-HVDC is shown in Figure 9 [15].

3.6 DRU model

As described in [5], the DRU combines a transformer with a diode rectifier and DC
smoothing reactors in a common tank filled with synthetic ester. In this chapter, the 6-
pulse DRU is considered [16].

All the system is modeled in PowerFactory [15]. The main system components, e.g.
offshore DRU, DC cable, onshore VSC-HVDC, 33-kV MVAC submarine cable and
PST, are shown in Figure 10, where the OWF is operating with nominal power.

4. Simulation results

The system illustrated in Figure 3 is simulated in this section. Both static and
dynamic behaviors of the proposed method are considered.

4.1 System parameter

4.1.1 33-kV cable parameter

The ABB 33-kV submarine cable is applied in this simulation and the parameters
are given in Table 1 [15].

Figure 8.
MMC sub-module.
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4.1.2 PST parameter

A standard transformer model is modified to enable the PST function. The param-
eters are given in Table 2 [15]. For simulating the energization, saturation is also
considered.

4.1.3 Wind turbine settings

The OWF consists of 20 strings, and 10 FC wind turbines
(SN ¼ 5:6 MVA,PN ¼ 5 MW) are equipped on each string. One string structure is
given in Figure 11a. The total OWF capacity is 1 GW [15].

4.1.4 Static operation

Firstly, the static operation of the proposed method is considered. OWFs operating
with 20% and 100% of nominal power are selected for the demonstration of the
proposed approach.

4.1.4.1 OWF operating with 20% of the nominal power

Figure 11a shows the power flow of one string in the OWF, where the active
power of each wind turbine is 20% of its nominal power (1 MW). The wind turbines

Figure 9.
Control frame of the onshore VSC-HVDC converter.
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on the string are connected by 33-kV submarine cable and the cable length (between
two wind turbines) is 1.5 km.

Power control for the 33-kV cable between onshore and offshore:

1.Active power control: the active power is controlled by the PST and it is 0 MW
on the offshore side. The total active power generated by the OWF is transferred
by the DRU-HVDC link, as shown in Figure 11b.

2.Reactive power control: the reactive power is controlled by the OWF
park controller (offshore grid station) [15] to ensure the cable is

33-kV submarine cable parameter Value

Rated current (kA) 0.437

Rated voltage (kV) 33

AC resistance (ohm/km) 0.0754

Reactance (mH/km) 0.36

Capacitance (μF/km) 0.23

Cable length (km) 120

Table 1.
33-kV submarine cable parameter.

Figure 10.
DRU and VSC-HVDC with nominal power output of OWF.
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operating on its natural charging reactive power (9.4 MVar), as illustrated in
Figure 11b.

As illustrated in the power flow result, all node voltages are in nominal range.

4.1.4.2 OWF operating on nominal power output

Figure 12a shows the power flow of one string in the OWF, where each wind
turbine generates nominal power (5 MW).

As illustrated in Figure 12b, the offshore grid station can control the reactive
power on the 33-kV onshore-offshore cable with its charging reactive power (9.4
MVar, shown in Figure 12b). Similar to the results in Section 6.1.4.1, the total active
power generated by the OWF is transferred by the DRU-HVDC link.

It is clear that all the node voltages are in the nominal range.

4.1.4.3 Startup of OWF and HVDC system

Since the dynamic behaviors during the startup of the PST and 33-kV onshore-
offshore cable were discussed in [13], this chapter is concentrating on the startup of
OWF wind turbines and DRU.

4.1.4.4 Startup of OWF

The wind turbines of the OWF are started with 20% of the rated power (1 MW).
At 0.5 s, the first string of the OWF is switched on. From 1 s to 5.5 s, the wind turbines
on this string are started sequentially.

At 6 s, the second string of the OWF is switched on and from 6 s to 10 s, and the
wind turbines on the second string are started.

In order to demonstrate the capability of OWF park controller (offshore grid
station) [15], the reactive power of the 33-kV cable between onshore and offshore is
set to 14 MVar, as shown in Figure 13.

System parameter Value

Rated power (MVA) 60

Rated voltage HV (kV) 220

Rated voltage MV (kV) 33

Vector group YN/D

Short-circuit voltage (%) 20

Copper loss (kW) 180

Knee flux (p.u.) 1.1

Linear reactance (p.u.) 200.6431

Saturated reactance (p.u.) 0.2

Saturation exponent 15

Table 2.
PST parameter.
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After starting the first string (1–5.5 s), since the wind turbines on the first string
are working on 20% of their nominal power, the total reactive power capability of the
first string (10 wind turbines) is not enough to maintain the regulated reactive power
on the 33-kV cable (14 MVar).

After the startup of the second string, the reactive power of the 33-kV cable can be
controlled effectively.

During the startup of the OWF, it is obvious that there are oscillations on the
reactive power. This is mainly due to the parameter of the onshore-offshore 33-kV
cable and the saturation parameters of the PST.

4.1.4.5 Startup of OWF transformer and 150-kV submarine cable

After starting the OWF wind turbine, the OWF transformers (illustrated in
Figure 11b) are started at 12 s. Then two 150-kV submarine cables (illustrated in
Figure 11b) are switched on at 15.5 s.

Figure 11.
OWF operates with 20% of nominal power. (a) One string of OWF and (b) OWF with DRU.
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Figure 12.
OWF operates with nominal power. (a) One string of OWF and (b) OWF with DRU.

Figure 13.
Reactive power on the 33-kV cable (offshore side).
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Figures 14 and 15 show the current and the voltage of the OWF transformer. The
transformer inrush current is limited effectively by means of the controllable switch
of the circuit breaker (switching on at voltage maximum) [15] and the voltage is also
in the nominal range.

4.1.4.6 Startup of DRU

After starting the two 150-kV submarine cables, the DRU is switched on at 18.5 s.
Figure 16 shows the current and the voltage of on the DRU. Both the voltage and

current are in the nominal range. Since the AC filters on the DRU are deactivated, the

Figure 14.
Current of the OWF transformer.

Figure 15.
Voltage of the OWF transformer.
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DRU current contains 5th, 7th, 11th, and 13th harmonics as the fast fourier
transformation (FFT) analysis shown in Figure 17.

After starting DRU, the whole OWF and DRU-HVDC link are in normal operation.

Figure 16.
Current and voltage on the DRU.

Figure 17.
FFT analysis of the DRU current.
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5. Conclusion

The stable and economical planning of OWF with HVDC grid connection is quite
important for the future power systems. This chapter proposed a new method, where
the application of PST ensures the blackstart and stable operation of the OWF with
DRU-HVDC link. Applying the proposed method, no modification of the wind tur-
bine controllers and onshore VSC-HVDC controllers are necessary. Moreover, since
the PST is located onshore, it reduces the maintenance, operation, and installation
costs of the PST.

Abbreviations

DFIG doubly fed induction generator
DRU diode rectifier unit
FC full converter
HVDC high-voltage direct current
IGBT insulated gate bipolar transistor
LCC line-commutated converter
LSC line-side converter
MMC modular multilevel converter
MV medium voltage
OWF offshore wind farm
PCC point of common coupling
PST phase shifting transformer
PWM pulse-width modulation
RSC rotor-side converter
SM sub-module
VSC voltage source converter
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Chapter 6

Optimizing Berthing of Crew
Transfer Vessels against Floating
Wind Turbines: A Comparative
Study of Various Floater
Geometries
Laurent Barthélemy

Abstract

Securing the return on investment for commercial floating wind farms by a proper
estimate of the operation and maintenance (O and M) downtime is a key issue to
triggering final investment decisions. That is why crew transfer vessel (CTV) weather
stand-by issues should be assessed together with new floating wind floater concepts,
to boost their cost attractivity. However, such issues as the numerical investigation of
the landing manoeuvre of a service ship against a floater reveal complex to calculate.
Based on similarities with seakeeping, we investigate various floater geometries. To
estimate the weather limitations associated with each configuration. Most recent
works find that calculation compares with 5% accuracy to an experiment from a test
tank at a model scale. Method description: (A) Vessel seakeeping: (1) assess vessel
responses (amplitude and phase angles) and (2) compare them with vessel responses
of available publications, as a benchmark. (B) Vessel berthing: (1) model both vessel
and floater, (2) account for the wave masking effect of existing floater designs, and
(3) compare the ratio of wave vertical force over wave horizontal force and the grip
coefficient at the interface between the vessel fender and the floater boat landing.
Findings: The wave masking effect calculation for a square floater is cross-checked
favorably with an existing demonstrator.

Keywords: operation and maintenance, crew transfer vessel, floating wind farm,
significant wave height, wave period

1. Introduction

The development of floating wind farms implies the issue of offshore O and M
workers safety. It is therefore of upmost importance to know the constraints and
acceptable conditions for berthing a CTV.

For berthing with the “bump and jump” method, a CTV comes and pushes its
fender against the boat landing ladder. The fender studied here is the stiff fender [1].
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The present work relies on the results of a study performed by HSVA [2] and
endeavors to meet the results obtained in its CTV model tank test. However, our
approach here is different from HSVA numerical berthing calculations, which are
more sophisticated.

2. Method description

2.1 General

The calculation is based on a simplified linear diffraction-radiation model applied
in the frequential domain [1].

The studied ship is a CATamaran CTV (CAT CTV) [2, 3]: 27 m long, 8.2 m wide,
twin hulls 3.2 m wide. It is modelled with Wigley hulls (Figure 1) [1].

The software used are GMSH for meshing [4] and NEMOH for hydrodynamics [5].

2.2 Loads of a unidirectional wave on CTV (seakeeping)

The Wigley hull, due to the wave excitation, moves in a vertical plane as follows
(Figure 2) [1]:

1 rotation against her floatation centre 1 degree of freedom θ (pitch)

1 translation against her original position O 2 degrees of freedom τx (surge)
τz (heave)

Figure 1.
CTV berthing against monopile (3D view).
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The equations of dynamics are:

Iþ Iað Þ €X þ B _X þ KX ¼ Fexcit

) I €X ¼ Fexcit � Ia €X � B _X � KX ) I €X ¼PFext
(1)

I ¼
I11 0 I15

0 I33 0

I15 0 I55

2
664

3
775 ¼

m 0 mZG

0 m 0

mZG 0 IG þmZ2
G

2
664

3
775

Fexcit: vector of wave loads
Ia: matrix of added inertia
(both calculated by NEMOH [5])

B ¼ BR þ BV , BV ¼

ΛH 0 �Λ
H2

2

0 b3 0
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2
6666664
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b3 ≝ 2ρBC
ffiffiffiffiffiffiffi
gH

p � bc
λ≝Λω with :

Λ≝ 4ρCCd xmax þHθmaxð Þ= 3πð Þ
BR ¼ radiation damping matrix
(calculated with NEMOH [5])
BV ¼ linearised viscous damping matrix

K ¼

0 0 0

0 PBCG þP

0 �P �mgCGþmg
B2

12H

2
66664

3
77775

P = propeller thrust. If:

P ¼ mþmað Þa ffiffiffiffiffiffiffiffi
g=h

p
ω

then lim
k!0 xm=a ¼ 0

2.3 Loads of a unidirectional wave on CTV (berthing)

The friction coefficient without sliding is, about the principle of action and
reaction (Figure 3) [1]:

f ¼ Tangential force at vertical wall
Normal force at vertical wall

¼ T
N
¼)f ¼ �

X
Fext z

� �
= �

X
Fext x

� �
(2)

Assumptions:

1.A thrust P is added to N, in order never to reach N < 0:

Figure 2.
CTV sea keeping without berthing (elevation).
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P
! ¼ � P

!���
���x! ¼ mω2Gx! avec P<0 et G <0ð Þ (3)

2.For a low friction berthing:

Σ Fext z ¼ I33€Z (4)

The equations at the berthing point A = A- become therefore:
X

Fext z ¼ I33€Z and
X

Fext x þ P ¼ I11€Xþ I15€θ (5)

) f ¼ �I33€Z
�I11€X� I15€θþ P

¼)f ¼ �€Z
�€X� ZG€θþ Gω2

where G ¼ P= m 1þ C0
M1

� �
ω2� �

(6)

We define tT and tN respectively as the time phase corrections required to get the
calculated loads T(t) andN(t) in phasewithHSVA test results THSVA (t) andNHSVA (t) [2].

Z ¼ ZmCOS ω t� tTð Þ þ φz½ �
X ¼ XmCOS ω t� tNð Þ þ φx½ �
θ ¼ θmCOS ω t� tNð Þ þ φθ½ � (7)

We also define the following notations:

T ≝ tan ωt=2ð Þ
A≝Zm cos �ωtT þ φzð Þ,
B≝Zm sin �ωtT þ φzð Þ,
C≝Xm cos �ωtN þ φxð Þ þ ZGθm cos �ωtN þ φθð Þ,
D≝Xm sin �ωtN þ φxð Þ þ ZGθm sin �ωtN þ φθð Þ
) f ¼ �AT2 � 2BT þ A

� �
= � C� Gð ÞT2 � 2DT þ Cþ Gð Þ� �

(8)

Figure 3.
Coulomb’s friction law.
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In order for the function f(t) to get relative extremes, the numerator of the
quotient in Eq. (8) must have a positive discriminant δ0:

δ0 >0⇔ Pj j>mω2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
AD� BCð Þ2Þ

q
=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 þ B2

p
(9)

Moreover, the denominator in Eq. (8)must never be null. Physically that means that
the CTV propeller thrust P should be great enough in order never to get N < 0.Mathe-
matically that implies both that its discriminantΔ0 must be negative and that G � Cð Þ<0:

Δ0 <0 and G � Cð Þ<0⇔ Pj j>mω2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ C2

p
(10)

If the conditions (3) and (4) are met, then, over a wave period, the friction
coefficient will reach its extremes at the instants t+ and t�, which correspond to the
following values T+ and T�:

T� ¼ AG �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 þ B2� �

G2 � AD� BCð Þ2
q� �

= AD� BCþ BG½ � (11)

Then the maximum friction coefficient over a wave period is:

fmax Tð Þj j ¼ max f Tþð Þj j, f T�ð Þj j½ � (12)

We must therefore choose. Physically, that is the CTV surge over which the CTV
captain has the time to adjust the propeller thrust P, in order for the fender never to
lose contact with the boat landing. Nevertheless, the CTV is limited by her maximum
thrust Pmax. We infer that:

Pj j ¼ min m Gj jω2, Pmaxj j� �
(13)

Or, in other words:

G ¼ �min L, Pmaxj j= mω2� �� �
(14)

The selected criterion for CTV boarding at the berthing point is that the friction
coefficient must never exceed the grip factor:

fmax Tð Þj j< fgrip with fgrip ¼ 0, 8 rubber� very wet soil 6½ �� �
(15)

3. CTV against monopile

For benchmarking purpose, the first calculation models the “bump and jump”
against a monopile (Figures 1 and 4). The water depth is 29 m.

The studied monopile has a 5 m diameter [2].
It may be noted that the CAT CTV is wider than the monopile: therefore the

former is not masked from the waves by the latter.
Figure 5 compares for 2 m significant wave height (Hs) the calculated ratio of

wave vertical force over wave horizontal force (T/N) with the grip coefficient of
rubber against very wet soil (fgrip) [6].

For comparison reference [7] estimates the berthing limit to be for a ratio
wavelength over boat length of 1.85 (λ/B): both results meet with 5% accuracy.
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4. CTV against 13 m diameter cylindrical floater

The second calculation models the “bump and jump” against a planned [8]
cylindrical wind turbine floater (Figures 6 and 7). The water depth is 70 m [8].

The studied cylinder has [8]: a 13 m diameter, 14 m draft, 2000 T displacement.
This time, the floater masks the CAT CTV from the incidental waves, therefore the

horizontal incident wave loads are masked, while the vertical incident wave loads are
only the ones passing below the floater keel.

Figure 8 compares for 2 m Hs the calculated ratio T/N with fgrip versus λ/B.
This time berthing may take place for 2 m Hs whatever the wavelength.

5. CTV against 41 m diameter cylindrical floater

The third calculation models the “bump and jump” against a cylindrical wind
turbine floater (Figures 9 and 10). The water depth is 23 m.

The studied cylinder has: a 41 m diameter, 7 m draft, 9300 T displacement.

Figure 4.
CTV berthing against monopile (plane view).

Figure 5.
Curves T/N and fgrip versus wavelength over boat length for 2 m Hs.
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Figure 6.
CTV berthing against 13 m diameter cylindrical floater (3D view).

Figure 7.
CTV berthing against 13 m diameter cylindrical floater (plane view).

Figure 8.
Curves T/N and fgrip versus λ/B for 2 m Hs.
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One more time, the floater masks the CAT CTV from the incidental waves, there-
fore the horizontal incident wave loads are masked, while the vertical incident wave
loads are only the ones passing below the floater keel.

Figure 11 compares for 2 m Hs the calculated ratio T/N with fgrip versus λ/B.
This time berthing may take place for 2 m Hs whatever the wavelength.

6. CTV against 36 m side parallelepipedal floater

The fourth calculation models the “bump and jump” against a parallelepipedal
wind turbine floater (Figures 12 and 13). The water depth is 23 m.

The studied cylinder has: a 36 m sides, 7 m draft, 9300 T displacement (same draft
and displacement as in Section 5).

Figure 9.
CTV berthing against 41 m diameter cylindrical floater (3D view).

Figure 10.
CTV berthing against 13 m diameter cylindrical floater (plane view).
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One more time, the floater masks the CAT CTV from the incidental waves, there-
fore the horizontal incident wave loads are masked, while the vertical incident wave
loads are only the ones passing below the floater keel.

Figure 14 compares for 2 m Hs the calculated ratio T/N with fgrip versus λ/B.
This time berthing may take place for 2 m Hs whatever the wavelength.

7. CTV against FLOATGEN floater

The fifth calculation models the “bump and jump” against an existing [9] square
hollow floater (Figures 15 and 16). The water depth is 23 m [10].

The studied square has [9, 10]: 36 m side, 7 m draft, 6000 T displacement (same
draft as in Sections 5 and 6).

Once again, the floater masks the CAT CTV from the incidental waves, therefore
the horizontal incident wave loads are masked, while the vertical incident wave loads
are only the ones passing below the floater keel.

Figure 11.
Curves T/N and fgrip versus λ/B for 2 m Hs.

Figure 12.
CTV berthing against 36 m side parallelepipedal floater (3D view).
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Figure 17 compares for 2 m Hs the calculated ratio T/N with fgrip versus λ/B.
One more time berthing may take place for 2 m Hs whatever the wavelength.

8. Results

Table 1 sums up the Hs found for berthing to occur whatever the wavelength.

Figure 13.
CTV berthing against 36 m side parallelepipedal floater (plane view).

Figure 14.
Curves T/N and fgrip versus λ/B for 2 m Hs.
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9. Interpretations

9.1 General

FLOATGEN 2.3 m Hs berthing limit calculations compare precisely with feedback
from offshore site test with full scale prototype [11]:

“Transfer up to 2.3 m significant wave height with no motion compensation”.
From Table 1, it may be noted that berthing limits are influenced by:

• Hardly by floater geometry if they have the same displacement.

• Significantly by their displacement: the greater the displacement, the greater the
berthing limit.

It is possible to propose an approximative analytical of the berthing limit due to the
floater masking effect. Indeed, the calculated ratio T/N is (see Eq. (8)):

f T�ð Þ ¼ AT2
� þ 2BT� � A

C� Gð ÞT2
� þ 2DT� � Cþ Gð Þ (16)

Figure 15.
CTV berthing against FLOATGEN floater (elevation).

Figure 16.
CTV berthing against FLOATGEN floater (plane view).
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where:

T� ≝ tan ωt�=2ð Þ,
A≝Zm cos �ωtT þ φzð Þ,
B≝Zm sin �ωtT þ φzð Þ,
C≝Xm, cos �ωtN þ φxð Þ þ ZGθm cos �ωtN þ φθð Þ,
D≝Xm sin �ωtN þ φxð Þ þ ZGθm sin �ωtN þ φθð Þ:
G ¼ �min L, Pmaxj j= mω2½ �ð Þ
Pmax ¼ max mþmað Þa ffiffiffiffiffiffiffiffi

g=h
p

∙ω, CTV maximum thruster force
� �

(17)

At the large wave periods we have the following behavior:

lim
ω!0

fmax Tð Þj j ¼ max lim
ω!0

f T�ð Þj j, lim
ω!0

f Tþð Þj j
� �

(18)

Figure 17.
Curves T/N and fgrip versus λ/B for 2 m Hs.

Case Floater geometry Depth Maximum Hs for berthing

1 5 m diameter monopile 23 m 1.5 m (no masking)

2 13 m diameter cylindrical floater 70 m 2.1 m

3 41 m diameter cylindrical floater1 23 m 2.5 m

4 36 m side square floater1 23 m 2.6 m

5 36 m side square hollow floater (FLOATGEN) 23 m 2.3 m
1Those floaters have been chosen to have same displacement and draft.

Table 1.
CAT CTV berthing limits for monopile various floater designs.
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Where (see Eq. (11)):

T� ¼ AG �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 þ B2� �

G2 � AD� BCð Þ2
q� �

= AD� BCþ BGð Þ (19)

In the case of box barge of same displacement, length and draft, we have:

9.2 Surge amplitude at large wave periods

xm
a

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ηω3 � Im ϑð Þω2 þ Re κð Þωð Þ2 þ ζω4 þ Re ϑð Þω2 þ Im κð Þωþ Re μð Þð Þ2

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
αω6 þ γω4 þ εω2ð Þ2 þ βω5 þ δω3 þ ϵωð Þ2

q

Re κð Þ≝ K55b3 þ ΛωH3=3
� �

k3
� �

F xm=að Þ þ ΛωH2=2
� �

k3
� �

Mym=a
� �

Im κð Þ≝ þ ΛωH2=2
� �

P
� �

F zm=að Þ
Re μð Þ≝ þ P2 þ K55k3

� �
F xm=að Þ

ε≝ � mþmað ÞP2 � b3K55 ΛHωð Þ � k3 mþmað ÞK55 þ ΛωH2� �2
=12

h in o

ϵ≝ � ΛHωð Þ P2 þ k3K55
� �

K55 ≝ � Δg ∙GCð Þ þ Δg B2= 12Hð Þ� �þ KZþ
A
2

� �

k3 ≝ Δ=Hð Þg

lim
k ! 0

xm
a

¼ lim
ω ! 0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Re κð Þωð Þ2 þ Im κð Þωþ Re μð Þð Þ2

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εω2ð Þ2 þ ϵωð Þ2

q

lim
ω ! 0

F xm=a ¼ O ω3� �

lim
ω ! 0

Mym=a ¼ lim
k ! 0

mþmað ÞH
2
� Δ

B2

12H

� � ffiffiffi
g
h

r
ωþ mþmað Þ

ffiffiffi
g
h

r
ωZþ

a þO ω3� �� �

lim
ω ! 0

ImF zm=a ¼ � Δg=Hð Þ sinh k z0 þ hð Þ½ �= sinh khð Þf g þO ωð Þ
(20)

Note: since the vertical incident wave loads are only the ones passing below the
floater keel then, if its draft is |z0|, zm/a = zm(z = z0) = sinh[k(z0 + h)]/sinh(kh) [12]
(refer to equations written in Figures 6, 9, 12, and 15).

Therefore:

lim
ω ! 0

Re κð Þ ¼ lim
ω ! 0

O ω3� �þ ΛH2

2
k3

� �
mþmað Þ Zþ

a þH
2

� �
� Δ

B2

12H

� � ffiffiffi
g
h

r
ω2

lim
ω ! 0

Im κð Þ ¼ lim
ω ! 0

O ω2� �
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lim
ω ! 0

Re μð Þ ¼ lim
ω ! 0

O ω2� �þ K55k3
� �

O ω3� �

lim
ω ! 0

ε ¼ lim
ω ! 0

� k3 mþmað ÞK55 þO ωð Þ

lim
ω ! 0

ϵ ¼ lim
ω ! 0

� ΛHωð Þ P2 þ k3K55
� �

lim
k ! 0

xm
a

¼ lim
ω ! 0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
O ω3ð Þ½ �2 þ O ω3ð Þ þ O ω2ð Þ þ K55k3ð ÞO ω3ð Þ½ �2

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�k3 mþmað ÞK55ω2½ �2 þ ΛHð Þ O ω2ð Þ þ k3K55ð Þω2½ �2

q

lim
k ! 0

xm=a ¼ O ωð Þ

(21)

9.3 Surge phase angle at large wave periods

cosφx ¼ þ ηω3 � Im ϑð Þω2 þ Re κð Þω½ � αω6 þ γω4 þ εω2
� ��

þ ζω4 þ Re ϑð Þω2 þ Im κð Þωþ Re μð Þ½ � βω5 þ δω3 þ ϵωð Þ�

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
αω6 þ γω4 þ εω2ιð Þ2 þ βω5 þ δω3 þ ϵωð Þ2

q

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ηω3 � Im ϑð Þω2 þ Re κð Þω½ �2 þ ζω4 þ Re ϑð Þω2 þ Im κð Þωþ Re μð Þ½ �2

q

sinφx ¼ þ ηω3 � Im ϑð Þω2 þ Re κð Þω½ � βω5 þ δω3 þ ϵωð Þ�

� ζω4 þ Re ϑð Þω2 þ Im κð Þωþ Re μð Þ½ � αω6 þ γω4 þ εω2 þ ι
� ��

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
αω6 þ γω4 þ εω2ιð Þ2 þ βω5 þ δω3 þ ϵωð Þ2

q

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ηω3 � Im ϑð Þω2 þ Re κð Þω½ �2 þ ζω4 þ Re ϑð Þω2 þ Im κð Þωþ Re μð Þ½ �2

q

cΛ ≝ΛH= mþmað Þ
lim

T!þ∞
cosφx ¼ �cΛ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ cΛ2

p

lim
T!þ∞

sinφx ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ cΛ2

p

(22)

9.4 Heave amplitude at large wave periods

zm
a

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�Im Γð Þω4 � Im Πð Þω2 þ Re Σð Þω½ �2 þ Im Ξð Þω3 þ Re Πð Þω2 þ Im Σð Þω½ �2

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
αω6 þ γω4 þ εω2½ �2 þ βω5 þ δω3 þ ϵω½ �2

q

Re Πð Þ≝ IGA15P½ � F xm=að Þ � mþmað ÞP½ � Mym=a
� �

Im Πð Þ≝ mþmað ÞK55 þ B11B55 � B2
15

� �
Im F zm=að Þ

Re Σð Þ≝ � B15P½ � F xm=að Þ þ B11P½ � Mym=a
� �

Im Σð Þ≝ � KB55 þ K55B11½ �Im F zm=að Þ
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IGA15 ≝mzG � ma1H=2ð Þ

B11 ≝ λH

B15 ≝ � λH2=2
� �

B55 ≝ΛωH3=3

lim
k ! 0

zm=a ¼ sinh k z0 þ hð Þ½ �= sinh khð Þ

(23)

9.5 Heave phase angle at large wave periods

cosφz ¼ � �Im Γð Þω4 � Im Πð Þω2 þ Re Σð Þω½ � αω6 þ γω4 þ εω2
� ��

� Im Ξð Þω3 þ Re Πð Þω2 þ Im Σð Þω½ � βω5 þ δω3 þ ϵωð Þ�

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�Im Γð Þω4 � Im Πð Þω2 þ Re Σð Þω½ �2 þ Im Ξð Þω3 þ Re Πð Þω2 þ Im Σð Þω½ �2

q

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
αω6 þ γω4 þ εω2½ �2 þ βω5 þ δω3 þ ϵω½ �2

q

sinφz ¼ þ �Im Γð Þω4 � Im Πð Þω2 þ Re Σð Þω½ � βω5 þ δω3 þ ϵωð Þ�

þ Im Ξð Þω3 þ Re Πð Þω2 þ Im Σð Þω½ � αω6 þ γω4 þ εω2
� ��

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�Im Γð Þω4 � Im Πð Þω2 þ Re Σð Þω½ �2 þ Im Ξð Þω3 þ Re Πð Þω2 þ Im Σð Þω½ �2

q

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
αω6 þ γω4 þ εω2½ �2 þ βω5 þ δω3 þ ϵω½ �2

q

lim
T!þ∞

φz ¼ 0°

(24)

9.6 Pitch amplitude at large wave periods

θm
a

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Re ð Þω3 þ Re ð Þω2 þ Re ð Þωf g2 þ Im ð Þω4 þ Im ð Þω2 þ Im ð Þωf g2

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
αω6 þ γω4 þ εω2f g2 þ βω5 þ δω3 þ ϵωf g2

q

Re ð Þ≝ � � mþmað ÞP½ �Im F zm=að Þf g ¼ � mþmað ÞPΔg=H

Im ð Þ≝ IGA15 � mþmað ÞZþ
a

� �
k3 P=að Þ

Re ð Þ≝ � k3B15½ � F xm=að Þ � k3B11½ � Mym=a
� �� �

Im ð Þ≝ � � B11P½ �Im F zm=að Þf g

lim
k ! 0

θm
a

¼ lim
ω ! 0

mþmað Þ ffiffiffiffiffiffiffiffi
g=h

p
ω

K55

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H
2
þ Zþ

a

� �
� Δ= mþmað Þ½ � B2

12H

� �2

þ a2

s

lim
k ! 0

θm=a ¼ 0

(25)
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9.7 Pitch phase angle at large wave periods

cosφθ ¼ þ Re ð Þω3 þ Re ð Þω2 þ Re ð Þω½ � αω6 þ γω4 þ εω2
� ��

þ Im ð Þω4 þ Im ð Þω3 þ Im ð Þω2 þ Im ð Þω½ � βω5 þ δω3 þ ϵωð Þ�

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Re ð Þω3 þ Re ð Þω2 þ Re ð Þωf g2 þ Im ð Þω4 þ Im ð Þω3 þ Im ð Þω2 þ Im ð Þωf g2

q

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
αω6 þ γω4 þ εω2f g2 þ βω5 þ δω3 þ ϵωf g2

q

sinφθ ¼ þ Re ð Þω3 þ Re ð Þω2 þ Re ð Þω½ � βω5 þ δω3 þ ϵωð Þ�

� Im ð Þω4 þ Im ð Þω3 þ Im ð Þω2 þ Im ð Þω½ � αω6 þ γω4 þ εω2
� ��

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Re ð Þω3 þ Re ð Þω2 þ Re ð Þωf g2 þ Im ð Þω4 þ Im ð Þω3 þ Im ð Þω2 þ Im ð Þωf g2

q

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
αω6 þ γω4 þ εω2f g2 þ βω5 þ δω3 þ ϵωf g2

q

lim
T!þ∞

cosφθ ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ � Zþ
a =a

� �� 1=2ð Þ � B2= 12H2
_

1þ Cm1ð Þ
h in oh i

H=að Þ
n o2

r

lim
T!þ∞

sinφθ ¼
� Zþ

a =a
� �� 1=2ð Þ � B2= 12H2

_
1þ Cm1ð Þ

h in oh i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ � Zþ

a =a
� �� 1=2ð Þ � B2= 12H2

_
1þ Cm1ð Þ

h in oh i
H=að Þ

n o2
r

8>>>>>>>>><
>>>>>>>>>:

φ000
x1 ≝ Zþ

a =a
� �þ 1=2ð Þ � B2= 12H2 1þ Cm1ð Þ� �� �� �

H=að Þ� �

lim
ω!0

cosφθ ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ φ0002

x1

p

lim
ω!0

sinφθ ¼ �φ000
x1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ φ0002

x1

p

(26)

9.8 Friction coefficient at large wave periods

Therefore:

lim
ω!0

A ¼ lim
ω!0

a sinh k z0 þ hð Þ½ �= sinh khð Þf g ∙ cos 360° ¼ a z0 þ hð Þ=h,

lim
ω!0

B ¼ lim
ω!0

a sinh k z0 þ hð Þ½ �= sinh khð Þf g ∙ �ωtTð Þ ¼ O ωð Þ

lim
ω!0

C ¼ O ωð Þ �cΛ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ cΛ2

p� �þ ZGO ωð Þ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ φ0002

x1

p� �
¼ O ωð Þ,

lim
ω!0

D ¼ O ωð Þ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ cΛ2

p� �þ ZGO ωð Þ �φ000
x1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ φ0002

x1

p� �
¼ O ωð Þ

lim
ω!0

G ¼ �Lð Þ

lim
ω!0

T� ¼ lim
ω!0

A �Lð Þ∓
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 þO ωð Þ2
n o

L2 � AO ωð Þ �O ωð ÞO ωð Þ½ �2
r

AO ωð Þ �O ωð ÞO ωð Þ þ O ωð Þ �Lð Þ þ O ωð Þ �Lð Þ½ �
lim
ω!0

T� ¼ lim
ω!0

�AL∓ ALþO ω2ð Þ� �� �
=O ωð Þ

lim
ω!0

T� ¼ LIM
ω!0

� a z0 þ hð Þ=h½ �L� a z0 þ hð Þ=h½ �Lþ O ωð Þ½ �=O ωð Þ ¼ ∞

(27)
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lim
k!0

f T�ð Þj j ¼ �A� 2 ∙0þ A ∙02� �

� 0� �L½ �ð Þ � 2 ∙0þ 0þ �L½ �ð Þ ∙02� �
�����

����� ¼
a z0 þ hð Þ=h½ �

L

lim
ω!0

Tþ ¼ LIM
ω!0

�ALþ ALþO ω2ð Þ½ �=O ωð Þ ¼ O ωð Þ ¼ 0

lim
k!0

f Tþð Þj j ¼ �A ∙02 � 2 ∙0 ∙0þ A
� 0� �L½ �ð Þ ∙02 � 2 ∙D ∙0þ 0þ �L½ �ð Þ

����
���� ¼

a z0 þ hð Þ=h½ �
L

(28)

Case Floater geometry Depth Maximum Hs for berthing (Hs = 2a)1

1 5 m diameter monopile 23 m 1.5 m (no masking)

2 13 m diameter cylindrical floater 70 m 2.0 m

3 41 m diameter cylindrical floater 23 m 2.3 m

4 36 m side square floater 23 m 2.3 m

5 36 m side square hollow floater (FLOATGEN) 23 m 2.3 m
1The CAT CTV fender length is L = 1 m [1].

Table 2.
CAT CTV analytical berthing limits for monopile various floater designs.

Figure 18.
Floater wave masking performances (cylinder versus FLOATGEN).
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Eventually, we get the following formula for berthing to possible [1]:

lim
k!0

f T�ð Þj j ¼ a z0 þ hð Þ=h½ �=L< f grip (29)

if f grip ¼ 0, 8 rubber� very wet soilð Þ refer to Eq: 9ð Þð Þ

Table 2 sums up the analytical Hs found for berthing to occur whatever the
wavelength, by using Eq. (29).

As can be seen results from Tables 1 and 2 meet with less than 12% discrepancy.
The reason why is that the analytical calculation does not account for the diffraction
forces.

Eventually, some practical considerations must be accounted for (see Figure 18):
The more the wave direction varies, the more a large floater width becomes

necessary to allow berthing by masking the waves.

10. Conclusions and recommendations

The present study results find that berthing a CTV against an offshore wind
turbine is not yet optimized, at least from a marine maintenance point of view: most
designs do not provide sheltered waters.

Some proposals focus on improving the CTV:

• ESNA promote the use of Surface Effect Ships (SES), to minimize their heave.
However, the lack of commercial success of the solution seems related to the high
fuel consumption of such boats [7].

Other proposals focus rather on the floater side:

• IDEOL have designed a pontoon-like floater which provides sheltered waters. At
best that solution will prove successful for floating wind farms. Obviously, that is
not a solution for fixed wind farms [11].

• FLOATING POWER POINT propose a floating wind turbine combined with a
wave energy convertor (WEC), to provide an artificial harbor downstream,
thanks to the wave energy extracted by the WEC [13].

Another possible axis of development would be to design an additional wall to
existing boat landings, providing a sheltered water.

Eventually, since the present study only applies to a unidirectional wave, the next
studies will focus on multidirectional waves, in order represent a more realistic sea
state.
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Acronyms and abbreviations

Abbreviation and definition

Cat Catamaran
CTV crew transfer vessel
DP dynamic positioning
Hs significant wave height
HSVA Hamburgische Schiffbau-Versuchsanstalt GmbH (Hamburg Ship Model

Tank Test Facilities)
O&M operation & maintenance
RAO’s response amplitude operators
3D three dimensional
2D two dimensional
WT wind turbine

Terminology and designation

O, x, y, z absolute reference frame
M operating point fixed to the CTV
ρ water specific gravity
h water depth
B ship length
H ship draft
m (or Δ) ship mass (or displacement)
G ship centre of gravity
IG ship inertia at G
C ship centre of buoyancy
I matrix of ship own inertia
Ia matrix of ship added inertia
K matrix of stiffnesses
B matrix of dampings
Fexcit vector of wave loads
λ wavelength
A- berthing point
O, X, Y, Z reference frame attached to the ship
F centre of floatation
g gravitational acceleration
xG, zG coordinates of ship gravity centre
xC, zC coordinates of ship buoyancy centre
b3 ship heave damping factor
k3 ship vertical hydrostatic stiffness
Cd shipdrag coefficient
Cm1 added mass coefficient in x direction
ma added mass in x direction
X vector of ship motions
τx ship surge
τz ship heave
θ ship pitch angle
T regular wave period
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k wave number
a wave amplitude (half crest to through)
x (or bc) flat rate heave damping coefficient (%-age of critical damping)
xmax or τxm max. surge estimate (for quadratic damping force)
ω wave pulsation
θmax adimensional max. pitch estimate (for quadratic damping force)
Λ 4ρCCd xmax þ Hθmaxð Þ= 3πð Þ
cΛ ΛH= mþmað Þ
G CTV surge over which the CTV captain has the time to adjust the

propeller thrust P, in order for the fender never to lose contact with
the boat landing

xm max. CTV surge
zm max. CTV heave
θm max. CTV pitch
φx max. CTV surge
φz max. CTV heave
φθ max. CTV pitch
L fender length
Zþ
a CTV propeller elevation

Z0 floater keel elevation
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Chapter 7

Prediction of Environmental Sound
Pressure Levels from Wind Farms:
A Simple but Accurate Model
Alice Elizabeth González and José Cataldo Ottieri

Abstract

The prediction of the environmental sound pressure levels of wind farms does not
yet have a global consensus on how to achieve an easy-to-build model with accurate
results. This chapter aims to present the sound pressure level prediction model devel-
oped at Universidad de la República (Uruguay). Its main characteristics are: taking
into account atmospheric stability to determine the acoustic power of the machines;
describing the generation of noise along the blades due to turbulent phenomena; and
calculating the noise propagation at different distances from the tower taking into
account atmospheric absorption, turbulence energy dissipation, and geometric diver-
gence. It does not have any special IT requirements. A new approach to calculating
geometric divergence is considered. The results show more than 80% of the cases
within the range of �3 dB, for wind farms throughout our country. The need to use
not only A-weighted sound pressure levels but also octave frequency band levels is
indicated.

Keywords: wind turbines noise, wind farms noise, wind energy, noise prediction
model, aerodynamic noise

1. Introduction

Uruguay is a small country located in South America. According to the 2010
Strategic Energy Development Plan for Uruguay, the diversifying of the energy
matrix should be prioritized. Alternative and renewable energy sources rose to be
exploited at a major scale. Because of its windy climate, wind energy is now one of the
most important sources in our country: currently, Uruguay has more than 1500 MW
of installed power lying on this green energy source.

The fast growing development of wind power in Uruguay has encouraged research
on many environmental issues, especially those related to wind turbines operation. In
many countries—Uruguay included—the method of ISO Standard 9613-2 is the pre-
ferred tool for predicting environmental sound pressure levels due to stationary noise
sources. However, it is well known that it can incur on great underestimations when
sources are large wind turbines, especially under certain atmospheric conditions [1].
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This paper is focused on the prediction of environmental sound pressure levels due
to the operation of large wind turbines, emphasizing in the prediction model devel-
oped by the Research Group on Noise Pollution at the Faculty of Engineering
(UdelaR). For its development, the theoretical analysis of the phenomena involved on
noise emissions was complemented with tests at the University wind tunnel and, of
course, with sound pressure levels measurements at some wind farms in Uruguay. The
aerodynamic phenomena involved in acoustic emissions were analyzed with the
Research Group on Wind Energy at the Faculty, which has been working on wind
energy for nearly 30 years.

The application of the prediction model allows obtaining the expected sound
pressure levels at different points. Only airborne sound propagation is considered, as
the importance of ground propagation does not involve an important amount of
acoustic energy for onshore wind farms.

2. Some limitations of the usual prediction methods to represent wind
turbines noise generation and propagation

Environmental sound pressure levels related to stationary sources are usually
predicted as prescribed by the ISO Standard 9613-2. It is not only a standardized
method of calculation, but it has been for a long time the recommended one in the
European Union [2]. This is a strong argument at some developing countries. Con-
vincing the decision-makers about the need of developing another prediction method
to achieve more reliable results in the case of wind turbines is not an easy task.

This section aims to point out the main hypothesis of the ISO Standard 9613-2 [3]
and to discuss their applicability to wind turbine noise.

2.1 The origin of the calculation method

In 1981, CONCAWE (a group of oil companies, aiming toward the research on the
conservation of water and air quality in Europe) hired C. J. Manning for developing a
prediction model of environmental sound pressure levels [4]. Some novel prediction
methods were inspired on it, as the ISO Standard 9613-2 was.

According to CONCAWE, the environmental sound pressure levels at
remote places due to a noise source can be obtained by solving the following
expression:

Lp ¼ LW þD� K (1)

Where Lp is the sound pressure level in the short time for the octave band i, LW is
the acoustic power level for the octave band i, D is the correction due to directivity of
the source, and K is the sum of the attenuation terms.

The ISO Standard 9613-2 general expression is just the same:

Lpi ¼ LWi þD� Ai (2)

The definitions of Eq. (1) are valid for Eq. (2). Ai are the attenuation terms
(atmosphere absorption, ground absorption, presence of obstacles or noise barriers,
etc.). The subscript i refers to the values for the octave band i.
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Both calculation methods assume the divergence law to be quadratics, thus the
emitter is supposed to be a point source. Also, both calculation methods promote their
application by frequency octave bands. Nevertheless, if there is not enough informa-
tion to work by bands, ISO Standard 9613-2 will accept calculating in A-weighted
sound pressure levels using all formulae and coefficients corresponding to the octave
band centered at 500 Hz. If the acoustic emissions have high energy content in low
frequencies, this way of calculating will cause a great underestimation of immission
sound pressure levels.

CONCAWE’s model uses the meteorological categories proposed by Parkin and
Scholes instead of the currently preferred Pasquill-Gifford ones. ISO Standard 9613-2
does not consider calculating differences due to different meteorological conditions
when the main calculation hypothesis is satisfied: wind speed between 1 and 5 m/s at a
height between 3 and 11 m above the ground and averaged over a short period of time
or moderate temperature inversion with its base at ground level. These conditions are
not always met when the source is a wind turbine.

In this century, it has been verified that the differences between environmental
sound pressure levels predicted by ISO Standard 9613-2 and those that do occur due to
the operation of wind turbines would be very important: underestimations of 15 dB or
more have been reported during the occurrence of certain combination of environ-
mental conditions [5, 6].

Then, ISO Standard 9613-2 calculation method has been submitted to a deeper
analysis.

2.2 Understanding the ISO Standard 9613-2 limitations

Aerodynamic noise generation during operation of wind turbines is inherent to
them in nature: the major acoustic emissions from large wind turbines are caused by
the interaction between the air flow and the blades. The acoustic emissions occur all
along each blade, most of them at low frequencies. Then, the height of the noise
source is from about 40–130 m above the ground. The incident wind speed largely
varies between these two heights, so that the wind turbine becomes a heterogeneous
and complex sound emission source.

There are some limitations for the use of ISO Standard 9613-2 to predict environ-
mental sound pressure levels due to large size wind turbines [1]. Some of the general
ones are the following:

• The hypothesis about wind speed and atmospheric stability is not always fulfilled.

• Atmospheric conditions (neutral, instability, or under an inversion layer) have a
great incidence both on generation and on propagation of noise [6].

• At the typical distances of interest, a wind turbine cannot be supposed to be a
point source [7].

• The Standard supposes the distance from source to receiver to be between 100
and 1000 m.

• The average height of source and receiver should be between 0 and 30 m
(then, the maximum height of the source will not exceed 60 m if the receiver is at
0 m height).
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• Source and receiver should be placed over a plain surface (a surface with a
continuous slope, i.e., the method is not valid for complex terrain).

• If the calculations are done based on A-weighted sound pressure levels (as it is
allowed by the Standard), a greater underestimation should be done at low
frequencies.

Some experimental findings also refer to better results when not considering
ground attenuation effects during propagation [8].

But there are also two of the major assumptions that are at the very beginning of
the conceptual framework of environmental acoustics that are not fulfilled by the
physic/fluid mechanic phenomena involved in the aerodynamic sound generation
from wind turbines [9]:

• The hypothesis that acoustic processes are adiabatic, because they occur very fast
and involve only very small amounts of energy. Most of vibration phenomena
can be well described as adiabatic ones, but this is not the case of the aerodynamic
noise related to wind turbines’ operation. Noise generation is related to turbulent
phenomena, which are not adiabatic but very dissipative ones.

• The hypothesis of ideal fluid, which is opposite to the main phenomena that are
related to release of eddies from a boundary layer; these phenomena only can
occur if the air is considered as a viscous or real fluid.

These are thought to be the root causes for both CONCAWE and ISO methods not
to being appropriate for predicting the environmental sound pressure levels related to
wind turbines’ operation, as they cannot describe the main involved phenomena on a
right way [1, 9–11].

3. Improving the prediction method

In order to improve the current prediction method, we have proposed several
modifications. We have focused on the noise generation phenomena, but we have also
worked on two other points: the explicit consideration of the atmospheric stability
condition and the dissipative nature of the main phenomena during propagation.

3.1 Wind velocity at the hub height: Considering atmospheric stability class

The wind velocity is usually measured at 10 m height above the ground. One of
the main causes of underestimating the environmental sound pressure levels is
related to calculating the wind speed at the hub height using a neutral atmospheric
profile with basis on its value at 10 m. To avoid this problem, the atmospheric
stability class (according to Pasquill-Gifford) has to be explicitly taken into account
for this calculation. The atmospheric stability does not only influence the wind speed
profile but also the turbulence intensity and, therefore, the acoustic energy
depletion law.

If a stable or thermal inversion atmospheric condition occurs, not including it in
the prediction method will conduct to:
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• A great underestimation of the wind speed at the hub height, which would result
in the underestimation of the emitted acoustic power level.

• A great overestimation of the sound pressure levels depletion, due to the lower
atmospheric turbulence and hence, the lower energy dissipation during propagation.

If the atmospheric thermic profile is not known, the wind speed at the hub height
should be obtained by supposing a strong atmospheric stability profile (class F
according to Pasquill-Gifford), to be in the most demanding hypothesis for protecting
the health of noise receivers.

Then, the wind speed at the hub height should be met by converting the measured
wind speed data—that are usually taken at 10 m over the ground—using a proper
method.

Using the logarithmic profile approach for wind velocity (Eq. (3)) is better than
using the potential profile approach (Eq. (4)), even though there are good experi-
mental values for the potential approach. Indeed, since several authors refer that the
usual values of m may lead to underestimation of the acoustic power, using the
experimental values met by Van den Berg [6] is strongly recommended when using
the potential approach, in order to remain on the safe side (see Table 1).

Logarithmic profile approach:

u hhubð Þ ¼ u ∗

k
ln

hhub
z0

� �
� ψm

hhub
L ∗

� �� �
(3)

Where:
u(hhub) wind velocity at hub height
u* friction velocity
k von Karman’s constant
z0 roughness length
ψm thermal stratification function
L* Monin-Obukhov length
Potential profile approach:

u hhubð Þ ¼ uref
hhub
href

 !m

(4)

Where:
uhub wind velocity at hub height hhub
uref measured wind velocity at a reference height href

Pasquill stability class m

Class Description Usual bibliography values Van den Berg experimental values [from 6]

A Highly unstable 0.09 0.15

D Neutral 0.28 0.40

F Highly stable 0.41 0.65

Table 1.
Values of m according to Pasquill-Gifford stability class.
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m coefficient depending on Pasquill-Gifford class of atmospheric stability
(see Table 1)

The calculation procedure that we recommend to meet the wind velocity at hhub
height, taking into account its value at any other height href, is as follows [10–12]:

1. If the stability class to which uref corresponds is known, the velocity at the hub
height can be met by applying either Eqs. (3) or (4).

2. If the stability class to which uref corresponds is not known, a stable atmospheric
profile should be assumed for calculating the velocity at hub height with basis on
the wind velocity at a reference height (usually 10 m above the ground).

3.Once the wind velocity at the hub height (uhub) has been obtained, a “corrected”
wind velocity at 10 m in height should be calculated. This is the 10 m height wind
velocity to be used for meeting the acoustic power level of the wind turbine from
tables or charts provided by the manufacturer. Figure 1 sketches the procedure.

Please note:

1. If the wind speed at the hub height is known, the wind velocity at 10 m must
always be obtained assuming a neutral atmosphere (even when the stability class
is known not to be neutral).

2.For obtaining the sound pressure level resulting from a wind velocity value
measured at a height “H” (other from hhub) in any given atmospheric condition
“X”: uhub should be calculated assuming the class of stability “X”; then, the
“corrected” wind speed at 10 m in height should also be calculated by assuming
neutral atmosphere (class D). The acoustic power shall be read from the
datasheet provided by the manufacturer; it will also be associated with that
atmospheric stability class: L}X}

W .

Figure 1.
How to reach the wind speed at 10 m height to obtain LW,A (redrawn from [10]).
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Wind turbine manufacturers often provide tables or graphs relating the wind
velocity at 10 m in height (u10) to the acoustic power level (in dBA) emitted by the
wind turbine in neutral atmosphere conditions. However, providing emission spectra
in frequency bands is not so common. If this information is not available, a reference
spectrum should be used, e.g., spectrum in Table 2.

Table 2 (based on [13]) presents the values to be added arithmetically to the
acoustic power level of the wind turbine (LWA) to obtain the acoustic power levels in
each octave band, also in dBA (LW,f,A).

3.2 Modeling noise generation phenomena

We aim to obtain the sound pressure levels due to the operation of a typical three-
blade wind turbine, at a generic receiver point located downwind at a distance d.

Aerodynamic noise is generated by the interaction of wind with the blades of the
machine. Most of the acoustic emissions occur in low frequencies, so the acoustic print
of wind turbines can be found at large distances from the sources, making the problem
more complex to manage.

3.2.1 General background

There are three main processes causing the fluctuation of the pressure field and
then the acoustic emissions [14]:

1.The turbulence of the incoming wind, which causes pressure fluctuations around
the blades; it is variable over time and it is called “incoming flow noise.”

2.The viscous forces in the boundary layer over the solid surfaces of the turbine,
such as blades, tower, and hub. Viscous forces in this layer are not negligible
compared with the inertial forces (related to the medium air flow). The release of
eddies with negative gauge pressure at their cores, developed on solid surfaces
such as blades, tower, and hub due to viscous stresses, causes a continuous noise
called “trailing edge noise.”

3.The power exchange between the wind and the machine that produces the
release of two families of eddies linked to each blade; one of them has helical
motion and the other one is centered on the rotation axis, and its length scale is
about the length of the diameter of the rotor.

These phenomena are related to three different geometric scales [14, 15]:

1.Macroscale: it is the scale related to the largest eddies. If U, L, and T are the scales
of velocity, length, and time associated to these eddies, the Reynolds number of
the biggest eddies is the same as for the main flow.

f (Hz) 16 31.5 63 125 250 500 1000 2000 4000 8000

Add to LWA (dB) �44 �26 �21 �14 �7 �6 �6 �9 �12 �22

Table 2.
Reference spectrum of acoustic power of 2 MW wind turbines in octave bands (based on [13]).
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2.Intermediate scale: it includes lower scales than the macroscale ones; there is still
no power dissipation. The range of scales included here is called “inertial range.”

3.Microscale: it is the lowest scale, in which the energy dissipation occurs. Unlike
what happens in the macroscale, the smallest eddies are isotropic, as if the flow
has “forgotten” where it comes from.

The turbulent cascade hypothesis is then to be considered. According to it, the
larger eddies are dissipating into smaller scale eddies with increased kinetic energy.
However, there is a length scale at which the power transfer to a smaller eddies scale is
not possible. At this point, the turbulent cascade ends and the energy from the last
eddies is finally dissipated. The smallest eddies scale is the Kolmogorov scale; the so-
called Kolmogorov frequency or dissipation frequency is the generation frequency of
these smallest eddies [15]. According to their frequency and energy, the released
eddies are able to produce audible phenomena, i.e., they can become noise sources
(Figure 2).

The passage of the blades ahead the tower imposes a fluctuation of the sound level
pressures emitted by the abovementioned phenomena. It results in an amplitude-
modulated noise, called the “blade passage noise.” It has a double nature, one related
to the flow and one related to the geometry of the source. The modulation is the most
related process to annoyance in wind turbine noise. This process is not modeled in
detail: the informed sound pressure levels are the highest of those corresponding to
the fluctuation.

3.2.2 Basic concepts concerning wind turbines

A first approach to describe the wind turbines operation is to model the rotor as an
active disk, which absorbs kinetic energy from the incoming wind, resulting in a
reduction in the flow speed downstream of the turbine.

If v1 is the incoming velocity and v2 is the outcoming velocity, the velocity induc-
tion coefficient “a” is defined according to Eq. (5):

v2 ¼ v1 1–2að Þ (5)

Figure 2.
Atmospheric conditions for propagation. From: [15].
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Applying mass and energy balances to the incoming flow, and supposing an adia-
batic and incompressible flow, the maximum amount of power absorbed by the disk is:

W ¼ 1
4
ρA v1 þ v2ð Þ v21 � v22

� �
(6)

In Eq. (6), ρ is the air mass density, and A is the swept area or rotor area.
The power absorbed is maximized when a = 1/3. Then, Eq. (7) is the expression of

the so-called “Betz power”:

WḾax ¼ 16
27

∙
1
2
ρAv31

� �
(7)

The wind turbine operates at its maximum power for each wind velocity, while the
wind velocity is under the rate value. As consequence of the power exchange process
between the wind and the machine, the flow downwind the rotor rotates around the
turbine axis.

The force over the blade, consequence of the interaction between the flow and the
blade, is split in two components: the drag effort (D) and the lift one (L) (Figure 3).
The magnitude of these components strongly depends on the angle of attack (α),
which is the angle between the chord of the blade and the incoming flow relative to
the blade. When the drag component increases, the noise generation increases too.
This usually occurs when the angle of attack α increases.

3.2.3 Theory of turbulence

There are several analytical expressions to describe the universal shape of the
turbulence spectrum. One of that, the Von Karman’s spectrum, expresses the spec-
trum as function of a nondimensional ratio built with turbulence integral length scale
Lu and the main flow speed v (Eq. (8)):

X ¼ Lu f
v

(8)

Figure 3.
Drag FD and lift FL efforts over the blade (from [15]).
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According to Von Karman spectrum, we propose to estimate the energy content in
a third-octave band centered at a frequency f according to Eq. (9), in which σ is the
standard deviation of the flow speed:

S ¼ 4 X
21=6 � 2�1=6� �

σ2

1þ 70, 8 X2� �5=6 (9)

3.2.4 Emitted acoustic power level

To meet the acoustic power level, we accept that each blade is composed of a group
of discrete thin elements or slices. Each one would be sufficiently thin to be thought as
a noise point source. Then, the total acoustic power emitted by one blade element
should be obtained as the superposition of the acoustic power emitted by the incoming
flow (LW,IF) and the trailing edge (LW,TE) as following (Eq. (10)):

LW ¼ 10 log 10
LW,IF
10 þ 10

LW,TE
10

� �
(10)

The incoming flow noise is the result of the fluctuation of the lift effort on the
blade, which makes the drag effort to fluctuate. We propose estimate of the pressure
field fluctuation using McLaurin series, where first-order terms are related to the
turbulent fluctuation.

The length scale of interest, for the incoming turbulence, is similar to the length of
the blade chord, which corresponds to the length scale of the eddies that produce the
greatest amplitude fluctuation on the pressure field. Van den Berg proposes to use a
length scale equal to 60% of the blade chord for this length [8]. Smaller eddies would
produce lower fluctuations on the pressure field. Then, the shape of the spectrum of
the incoming edge noise, associated to eddies with length scale larger than the blade
chord, will be the same as Von Karman’s spectrum.

The trailing edge noise is due to the turbulent boundary layer separation over the
blade. The length scale of interest in this case is about the boundary layer thickness.

We built a routine for obtaining the emitted acoustic power level by third-band
octave. Its aim is to obtain the predicted sound pressure levels at a point placed at
100 m downwind of the wind turbine tower. We discretize the blade in infinitesimal
length blade elements. The coordinates of each slice in every moment could be
thought as [x(t), y(t), z (t)]. Then, the propagation into the first 100 m from the
tower axis is done assuming that each one of the blade elements is a nonstationary
noise point source (Figure 4).

For the propagation from each blade element to the receiver location, our routine
only considers the geometrical divergence and the atmospheric sound absorption as
indicated at ISO Standard 9613-1 [16]. The output of this routine is the input for the
propagation module [10, 11].

3.3 Modeling noise propagation

For computing sound propagation, the input data are the results of the computing
at 100 m far from the tower of the wind turbine. Not only geometric divergence but
also atmospheric absorption and turbulent dissipation are considered; both phenom-
ena depend on the frequency. The final sound pressure levels at a given reception
point are obtained by superposing the sound pressure levels due to different wind
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turbines operation. All computations are done in octave bands, and the final results
are expressed as LAeq values [11].

3.3.1 Atmospheric conditions and audibility of acoustic emissions

The analysis of the evolution of eddies generated due to wind turbine operation
requires the use of the cascade process as it is usual in turbulent flow studies.
According to it, the larger eddies are melting into smaller ones, increasing its kinetic
energy. At some point, small eddies cannot continue to transfer power to smaller ones;
so, they dissipate their remaining energy, thus ending the cascade process. The scale
of these last eddies is the order of the Kolmogorov’s scale.

Under atmospheric instability condition, the turbulence is very high and the eddies
scale interval is broad; the cascade process is very efficient to dissipate the produced
turbulence. For distances greater than the one at which that dissipation occurs, it shall
be assumed that the flow conditions are the same as upstream the wind turbine. The
ratio between the current wind velocity up and downstream the machine tends to 1
for greater distances, and the difference between them is practically negligible at a
distance of about 6 or 7 rotor diameters downstream of the wind turbine (i.e., about
600 m).

In strong atmospheric instability conditions, the prior distance is the shortest one
to fully carry out the whole energy cascade process. For any other atmospheric condi-
tions, the dissipation process occurs in greater distances.

Under strong atmospheric stability conditions (i.e., class “F” according to Pasquill-
Gilfford stability classes), the effect of turbulence should be negligible. The only
mechanism that affects the energy depletion process in any frequency band—in
addition to the geometric divergence or attenuation by distance—is the atmospheric
absorption.

3.3.2 The atmospheric absorption

The effect of atmospheric absorption can be considered as the depletion of the
acoustic energy of a wave over a given distance, due to energy loss caused by the

Figure 4.
Sketch of calculation of sound pressure levels in the first 100 m (from [10]).
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viscosity of the propagation medium (currently, the atmosphere). To estimate the
effect of the atmospheric absorption, the computation method of the ISO Standard
9613-1 was used [16].

The attenuation due to atmospheric absorption in dB of a pure tone with frequency
f, from its initial level at a distance d = 0 to its level at d, can be obtained according to
Eq. (11):

Abs ¼ Γi fð Þ � d
1000

(11)

Where Γi is the atmospheric absorption in the i-th frequency band in dB/km, and d
is the distance from the base in m. The absorption coefficient Γi is a function of the
relaxation frequencies from oxygen and nitrogen [16].

The generation and propagation phenomena of eddies can be described from a
wave approach. Then, close to the source, the sound pressure levels should be esti-
mated considering energy depletion by geometric divergence (Div) and by atmo-
spheric absorption as shown in Eq. (12).

Lp ¼ LW �Div� Γi fð Þ � d
1000

(12)

The threshold of perception at each frequency band should be another criterion for
determining the distance upon which the sound is still audible. Hearing threshold
levels were retrieved from ISO Standard 226 [17].

3.3.3 Geometric divergence

For the depletion of sound pressure levels due to distance, the adjustment is
focused on the exponent (n) of the divergence law, which is neither squared nor linear
as many measured sound pressure levels close to operating wind farms have shown.

As one of the main hypotheses of linear acoustics was broken (nonviscous effect),
we intend not to be mandatory for n to be constant across every one of the considered
third-octave bands: the exponents may be related to the distance scale at which eddies
are expected to dissipate all their turbulence energy. Then:

Div ¼ 10 log
d
d0

� �n f ið Þ
(13)

Here, n = n(fi, d, u) depends on the central frequency fi of each octave band.
For the calculations of geometric divergence, the turbulent cascade approach is

taken into account (Figure 2). The released eddies can propagate along great distances
while the turbulent cascade occurs [15]. These distances are related to a certain energy
level and a length scale. They are also closely related to atmospheric stability.

We calculated the length scale where the turbulent cascade is expected to end by
considering it to depend on the incoming wind velocity and the frequency of the
released eddies. This is based on prior consideration of the atmospheric stability
during the calculation of noise emissions [10, 11].

Different sets of n values were achieved by fitting measured data. At first, we
consider only the dependence of n related to the frequency. Then, we explored the
dependences on the distance d, the wind speed u, and the atmospheric stability. The
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best set of n values was selected by the application of the statistic Friedman test and
the comparison of residues (differences) between measured to predicted sound pres-
sure levels expressed as A-weighted broadband levels.

Field data were taken at a height of 1.2 m with class 1 sound pressure meters, close
to three different wind farms over plain terrain; the distances of measurements
covered from 100 m to about 2000 m.

The best set of values was found to be the one obtained for n = n(f, d, u). The
explicit consideration of atmospheric stability in the propagation term did not result
in an improvement in the simulated sound pressure levels.

The values of n(f, d, u) are given in octave bands according to whether the
calculation distances are closer or further than 750 m and that the wind speed at the
hub height is less or greater or equal to than 6.5 m/s (Table 3).

4. Validation of the model

4.1 Field measurements

Several sound pressure level measurement campaigns were conducted at three
different wind farms with large wind turbines (rate power of 1.8 MW), covering
several operating conditions.

Sound pressure level records were taken at 1.2 m height, simultaneously with
records of wind speed and direction at 10 m height. In addition, the records of wind
speed and direction were obtained from the wind farm anemometer, located at 66 m
high and close to the turbines. To carry out the measurements, we used two sound
level meters class 1 (Brüel and Kjaer 2250 and Casella 633C), an anemometer (Extech
EN-300), a GPS, and two computers.

The measurement points covered four different geographical locations:

• A hilly zone, far from external sources such as houses or roads, to avoid
introducing disturbances to the data obtained.

• A flat zone close to the sea, where 10 large wind turbines are installed.

• Another flat zone where two 1.8 MW wind turbines are installed.

• A location in the countryside close to a private company, which has only one
wind turbine. This location was particularly interesting for this study, since the
records are not affected by other turbines or any external sources.

A set of 59 measurements was used during the calibration and validation processes.
The main findings showed that the model gave a good approach for the environmental

f (Hz) 16 31.5 63 125 250 500 1000 2000 4000 8000

Closer than 750 m, less than 6.5 m/s 0.37 0.01 0.05 0.66 1.60 1.67 1.94 1.61 0.85 0.43

Closer than 750 m, 6.5 m/s or more 0.52 0.02 0.01 0.22 0.93 0.79 1.04 1.07 1.06 0.65

Further than 750 m 0.45 0.01 0.06 0.72 1.58 1.71 2.03 1.60 0.67 0.34

Table 3.
Divergence coefficient “n” values for octave bands, according to the wind speed u and the distance d.
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sound pressure levels related to the operation of wind turbines for wind speeds over
5 m/s at the hub height.

In order to validate the model, another set of field data was used. It was another set
of data of 49 cases from 10 wind farms in different locations in Uruguay:

• The four abovementioned places.

• A flat zone in the northern of the country, where 35 wind turbines are installed.

• Two hilly wind farms placed on the Southern part of the country, each one with
around 25 wind turbines

• Three rather flat zones in the center/south-western part of the country, having
from 20 to 35 wind turbines each one.

Some adjustments were needed for improving the prediction of noise propagation
from wind farms built on uneven terrain.

4.2 Accuracy of predictions

The results obtained in the verification of the performance of the model are
presented in Tables 4–6. Almost 80% of the cases are reproduced within�3 dB range.

5. Further discussion

5.1 Computed spectra

As important as the percentage of accurate predictions is to state that not only
the levels in scale A are predicted in a reasonably adjusted way, but particularly that

Number of cases Cases in �3 dB

Number %

u lower than 6.5 m/s 12 10 83

u higher than 6.5 m/s 36 28 78

Total 48 38 79

Table 5.
Quality of results according to wind velocity at the hub height.

Number of cases Cases in �3 dB

Number %

d closer than 750 m 30 24 80

d further than 750 m 18 14 78

Total 48 38 79

Table 4.
Quality of results according to distance to the wind turbine.
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the spectra obtained with the proposed model are also rightly adjusted to the
measured ones [10].

Figure 5 shows some results for short and long distances. The blue bar is the
measured sound pressure level; the pink bar is the computed sound pressure level
using ISO 9613-2 with attenuation only due to geometric divergence and atmospheric
absorption; and the dark red bar is the result of our prediction proposal. As it can be
seen, our model achieves a good performance as a prediction tool.

5.2 Comparison with a nonnegative matrix factorization (NMF) estimation

It is not usual to find references that use a variable depletion law according to the
frequency.

We compared our attenuation curves with those presented in a paper published in
2021 [18]. The authors estimate the sound pressure level related to wind turbines with
a nonnegative matrix factorization (NMF), a machine learning technique.

They present some attenuation filters in third-octave bands from 31.3 to 2000 Hz,
for attenuation only and for attenuation considering three kinds of residual noise
designed by the authors with basis on real noise samples. The filters were published in
graphic format for three distances: 500, 1000, and 1500 m. We read the graphs and
compared the attenuations proposed in [18] with the attenuation achieved for our
prediction model in the same frequencies range.

The comparison was done using the Wilcoxon’s test for differences between pairs.
H0 was the equivalence of the compared curves; accepting H0 at 95% confidence
means that our attenuation curves are equivalent to those from [18]. Test results are
summarized in Table 7. We conclude that each one of our attenuation curves reason-
ably fit at least one case of the filters suggested by [18], the filter with residual noise 1
being the most similar to our proposal.

6. Summarizing our proposal for predicting sound pressure levels related
to the operation of large wind turbines

Our proposed calculation process has two steps: at first, modeling the noise gener-
ation and its propagation in the short scale (less than 100 m); and propagating the
output of the first step from short to large distances far away from the source. At the
beginning of the process, the atmospheric stability class is to be taken into account by
a correction to the wind velocity; this is very important, to avoid underestimations.

Number of cases Cases in �3 dB

Number %

d closer than 750 m, u lower than 6.5 m 8 7 88

d closer than 750 m, u higher than 6.5 m 22 17 77

d further than 750 m, u lower than 6.5 m 4 3 75

d further than 750 m, u higher than 6.5 m 14 11 79

Total 48 38 79

Table 6.
Quality of results according to distance to the wind turbine and wind velocity at the hub height.
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Figure 5.
Comparison of results; left bar: Measured sound pressure levels; center bar: ISO 9613-2 predicted sound pressure
levels; left bar: Our prediction proposal. All sound pressure levels are in dBZ. (Adapted from [10]).

Only
attenuation

With residual
noise 1

With residual
noise 2

With residual
noise 3

500 m, u less than 6.5 m/s Accept H0 Reject H0 Reject H0 Reject H0

500 m, u 6.5 m/s or higher Reject H0 Accept H0 Reject H0 Reject H0

500 m (all together) Reject H0 Accept H0 Reject H0 Reject H0
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Only
attenuation

With residual
noise 1

With residual
noise 2

With residual
noise 3

1000 m Reject H0 Accept H0 Accept H0 Accept H0

1500 m Reject H0 Accept H0 Accept H0 Accept H0

Table 7.
Comparison between our attenuation curves and those from [18].

Figure 6.
Calculation process of this prediction proposal (adapted from [10]).
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The first step of the calculation process divides the blade in infinitesimal length
slices that behave as point sources, and for them the sound pressure level associated to
the three mentioned generation processes for each source is calculated and summed
logarithmically.

The propagation model takes into account the geometric divergence and the
atmospheric absorption, considering n as n(fi, d u). Our proposed “n” values have
been presented in Section 3. The fact of not working under the usual hypothesis of
environmental acoustics allows considering the coefficient “n” as variable.

Figure 6 shows a sketch of the procedure.

7. Final remarks

We presented an alternative proposal for predicting sound pressure levels from
wind turbines. It is a simple method that has shown very good results, it is easy to
build, and it does not need special hardware or software requirements.

The whole model was calibrated, validated, and verified, with field measurements
made in different wind farms located in Uruguay. Field data for calibration and
validation were taken at distances between 300 and 2000 m from the tower of the
wind turbine.

Although this method can be used for different turbines, our results were obtained
for 2 MW power rate turbines with between 80 and 90 m of hub height.

More, our prediction model seems to be a good one to be used in noise impact
studies related to environmental impact assessments for getting the environmental
license of wind farms before their construction.

We presented the accuracy of the predicted A-weighted sound pressure levels,
which are good or very good in most of the cases; we also showed the obtained spectra
fit accurately to the measured ones.

This fitting is more noticeable at low frequencies, the most problematic ones for
noise phenomena in wind turbine, because the energetic content in those frequencies
is potentially related to people’s annoyance.
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Chapter 8

Wind Power Forecasting Models
Enas Raafat Maamoun Shouman

Abstract

The rising costs and undesirable environmental effects of traditional,
nonrenewable energy sources have led to increased research regarding the viability of
renewable energy sources. Wind has been the fastest-growing source of electricity
generation in the world since the 1990s. One of the primary limiting constraints of
wind energy is its reliability and there is no cost-effective mechanism for storing wind
energy generated by a wind turbine, thus it must be quickly integrated into the
electrical grid. The financial implications of wind forecasting are also of great conse-
quence. A 1% error in forecasted wind speeds can result in a loss of $12,000,000
during the facility’s life time. As more wind power is incorporated into electricity
markets, the capacity to correctly and precisely estimate wind speeds has become
increasingly vital. Hence, the importance of this chapter by addressing the different
divisions related to wind speed prediction into two overall groups. The first group is
based upon analysis of historical time series of wind energy forecasting explanatory
variables which are generated from a meteorological model of wind dynamics and the
second uses forecasted values from a numerical weather prediction (NWP) model as
an input to utilize a statistical approach to anticipate energy predication.

Keywords: wind energy, forecasting models, short-term time prediction, long-term
forecasting, physical forecasting, statistical wind forecasting

1. Introduction

More than ever, the world has to work together to find renewable energy solutions
to combat the Climate Crisis. Since 2015, all UN Member States have committed to
ensuring that everyone has access to cheap, dependable, sustainable, and contempo-
rary clean energy by 2030. Clean energy is derived from renewable natural resources
such as the sun, wind, tides and waves, and geothermal [1].

Renewable energy sources, such as solar and wind energy, are more volatile than
traditional energy sources since they are weather-dependent. As many countries
throughout the world expand their renewable energy supply [2, 3], it is critical to
ensure that these clean energy sources offer a consistent supply while replacing fossil
fuel-based energy sources. The renewable energy applications range from large-scale
and off-grid electricity generating (for rural and remote areas) [1] to heating/cooling
systems and transportation.

Wind energy is one of the most widely used renewable energy sources, accounting
for 4.8 percent of global electricity production in 2018 [4, 5] and 15 percent of
Europe’s electricity consumption in 2019 [6]. The mechanical power of the wind is
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used to power turbines that generate electricity, which generates wind energy.
Because wind has a fluctuating intensity over time and might stop blowing at any
time, electricity generated by this source is frequently coupled with other power
sources to improve reliability and stability.

Wind energy is one of the RES with the lowest electricity production costs and the
largest available resource. As a result, a growing number of countries are realizing that
wind power offers a great future power generation opportunity.

By dealing with the intermittence characteristic of wind, forecasting methods can
improve wind position. Although wind energy cannot currently be dispatched, the
financial impacts of wind can be greatly decreased if wind energy can be scheduled using
precise wind predictions. As a result, improving wind power output and developing a
wind speed forecasting tool has a huge economic and technical impact on the system,
Figure 1 detailed classification of deterministic wind speed and power forecasting.

A number of institutes and organizations with extensive experience in the subject
have dedicated numerous studies to the advancement of wind forecasting techniques.
Models like WPMS, WPPT, Prediktor, ARMINES, Previento, and others have been
developed and deployed in wind farms all around the world. Physical, statistical, and
hybrid methodologies were used to develop these models, Table 1 presents a list of
wind power software prediction models developed internationally.

In general, wind forecasting is mostly concerned with the immediate-short-term of
minutes to hours to commonly up to 1 day and the long-term of up to 2 days. WPMS,
as an example of immediate-short-term models, currently predicts wind generation

Figure 1.
Detailed classification of deterministic wind speed and power forecasting. Image taken from: ref. [7]. Creative
Commons Attribution 4.0 International (CC BY 4.0).
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for over 95 percent of Germany’s territory. Reference [5] discusses immediate
short-term wind forecasting models. In addition, various models for short-term wind
forecasting have been created, such as Predictor, Zephyr, AWPPS, and Ewind, which
are all based on high precision numerical weather prediction (NWP) [6, 8]. Previento,
which employs a hybrid technique, can anticipate wind for up to 48 hours. References
[9, 10] include more studies on long-term forecasting models.

Variations in energy production (induced by variations in wind speed) will become
more noticeable on the electrical system as the penetration of wind power generation
grows (in terms of the overall energy mix). To avoid balancing concerns, Transmission
System Operators (TSOs) operating to balance supply and demand on regional or

Model name Developer(s) Method Some geographical locations
of applications

Prediktor L. Landberg at Risø, Denmark Physical Spain, Denmark, Republic of
Ireland, Northern Ireland,
France, Germany, USA,
Scotland & Japan

WPPT Eltra/Elsam collaboration with
Informatics and Mathematical
Modeling at Denmarks Tekniske
Universities (DTU), Denmark

Statistical Denmark, Australia, Canada,
Republic of Ireland, Holland,
Sweden, Greece & Northern
Ireland

Zephyr Risø & IMM ay DTU, Denmark Hybrid Denmark& Australia

Previento Oldenburg University Hybrid Germany, Northern Ireland

e-WindTM True Wind Inc., USA Hybrid USA

Sipreólico University Carlos III, Madrid, Spain Statistical Spain

WPMS Institute of solar energy technology
(ISET), Germany

Statistical Germany

WEPROG J. Jorgensen & C. Möhrlen at
University College Cork

Hybrid Ireland, Denmark and Germany

GH Forecaster Garrad Hassan Statistical Greece, Great Britain & USA

AWPPS École des Mines, Paris Statistical Crete, Madeira, Azores &
Ireland

LocalPred&RegioPred M. Perez at center national energy
renewable (CENER)

Hybrid Spain and Ireland

Alea Wind Aleasoft at the Polytechnic
University of Catalonia Spain
(UPC)

Statistical Spain SOWIE Eurowind GmbH,
Germany Physical Germany,
Austria & Switzerland

EPREV Institute of Systems and Computer
Engineering of Porto (INESC),
Institute of Mechanical Engineering
and Industrial Management
(INEGI) and Center for the Study
of Wind Energy and Atmospheric
Flows (CEsA) in Portugal

Statistical Portugal

Scirocco Aeolis Forecasting Services,
Netherlands

Hybrid Netherlands, Germany & Spain

Table 1.
Presents wind power software models prediction internationally.
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national grid systems will need to foresee and manage this unpredictability. The moment
at which this is necessary varies by system, although it has been noted that it becomes
critical when wind energy penetration reaches roughly 5% of installed capacity.

As wind energy’s penetration into individual networks grows, it will be important
to make wind farms look more like conventional plants, necessitating the ability to
estimate how much energy will be produced over short to medium periods (1 hour to
7 days). Operators, managers, and TSOs commonly anticipate the output from their
wind farms in European nations where there is already a substantial level of penetra-
tion, such as Spain, Germany, and Denmark. These estimates are used to plan the
operations of other factories and for trading.

As the amount of installed capacity develops, forecasting wind energy generation
will become more important. The wind industry must expect to do everything possi-
ble to enable TSOs to use wind energy to its full potential, which necessitates reliable
aggregated output estimates from wind farms.

At the same time as improving the predictability of wind energy plant production
through better forecasting tools, it is important to be aware of the true behavior of
conventional plants. All of the different energy forms must be considered on an equal
level in order to produce the best mix of plants and technologies. As a result, a
comprehensive statistical analysis of renewable and conventional plants is critical.
This task should be viewed as a critical component of a wind energy development
plan, and it should be approached from a comprehensive power system standpoint.

Electricity producers, which include corporations that run wind farms, sell
predetermined amounts of energy (measured in kWh) to regional or national energy
companies (in the case of wind energy). Because the grid is intended to provide a
constant supply of electricity, governments may punish energy producers with large
fines if there are power outages.

Energy trade businesses play a critical role in assessing the risk of energy transaction
shortfalls by assisting in the forecasting of expected energy production (especially in the
case of wind, as a non-steady energy source). Energy dealers, on behalf of energy pro-
ducers, forecast energy production (in our case, wind energy) using two scenarios:

• If there is a shortfall below the forecast, electricity is purchased on the spot
market to keep the system running (with prices above the average energy price).

• Energy producers are not rewarded for surplus energy produced in excess of
predicted output.

In this regard, accurate energy output forecasting is critical to the financial
performance of wind farms (i.e. wind energy producers).

2. The prediction of a wind farm’s energy production

The following steps must be completed in order to anticipate the wind farm’s
electricity production:

• Predict the variation in long-term wind speed over the site at the machine hub
height based on long-term wind speeds at the mast locations;

• Predict the wake losses that occur when one turbine operates behind another.
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3. Information required for an analysis

In addition to the wind data, the inputs to this process are typically as follows:

• Wind farm layout and hub height;

• Wind turbine characteristics, such as the power curve (which depicts a
turbine’s power production as a function of wind speed) and the thrust curve
(which plots the force exerted by the wind at the top of the tower as a function of
wind speed);

• Air density and turbulence intensity at the place with time (the “gustiness” of the
wind).

• The topography of the place and its environs; and

• Overlay of surface ground cover on the site and in the adjacent region.

4. Variability and predictability of wind energy

Low variability and great predictability are required for a reliable energy source.
While the modest variance is acceptable, poor predictability is not, and can result in
significant revenue loss. Wind energy fluctuation is caused by a heavy reliance on
weather, which varies during the day and annually. As a result, precise weather
forecasting is required to produce a useful wind power forecast, Figure 2 shows Dual-
step wind power prediction approach based on a hybrid wavelet transform (WT)-ant
colony optimization algorithm (ACO)-feedforward artificial neural network
(FFANN).

It is commonly known that the accuracy of weather forecasts improves as
the forecast horizon shortens. Combining forecasts from multiple numerical techniques
can also be advantageous. As a result, wind farms rely on a variety of weather forecasts
given by different models at different times of day or week. Although the weather
cannot be controlled, the wind sector may take advantage of advances in artificial
intelligence to increase the predictability of the energy supply.

In the chapter, there are several ways for forecasting wind power are categorized
as Physical models, statistical models, and hybrid.

5. Current forecasting and prediction methods

Models for wind energy forecasting can be classified into two categories. The
first is based on historical wind time series analysis, while the second is based on
anticipated values from a numerical weather prediction (NWP) model. However,
physical methods, classic statistical or ‘black box’ methods, and more recently,
so-called learning approaches, artificial intelligence, or “gray box” methods are
used to characterize wind power forecasts. All of these can be included into hybrid
approaches.
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The first category of models utilizes a statistical approach to anticipate mean
hourly wind speed or directly forecast electric power production. To anticipate wind
power N-steps ahead, the models in the second category use explanatory variables
(often hourly mean wind speed and direction) generated from a meteorological model
of wind dynamics. In the majority of cases, the models in the first group produce good
results in the estimation of mean monthly or even higher temporal scale (quarterly,
annual) wind speed.

However, the influence of atmospheric dynamics becomes more important in the
short term (mean daily or hourly wind speed predictions), making the adoption of the
second group’s models necessary [11].

In wind power forecasting, there are three steps: first, determining wind speed
from a model; second, calculating the wind power output forecast or prediction; and
finally, regional forecasting or upscaling or downscaling, which can be implemented
over various time horizons. Statistical models are typically used in very short-term
forecasting. Ensemble forecasting is utilized to overcome these statistical and learning
method conditions [12].

Nielsen et al. [12] demonstrated that if several NWP forecasts are used the forecast
error decreases. Louka et al. [13] showed that the Kalman filter can remove systematic
forecast errors in NWP wind speed forecasts. Wind forecasting can be separated
based on the prediction horizon into three categories:

Figure 2.
Dual-step wind power prediction approach based on hybrid wavelet transform (WT)-ant colony optimization
algorithm (ACO)-feedforward artificial neural network (FFANN).
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• Very short-term forecasts (from seconds to minutes) are used for real-time
turbine control and electrical grid management, as well as for market-clearing.
Very short-term forecasts (from 30 minutes to hours) are used for dispatch
planning and intelligent load shedding decisions; �

• Short-term forecasts (from 30 minutes to hours) are used for dispatch planning
and intelligent load shedding decisions [14].

For short-term forecasting, several tools have been created, including
WPPT, Predictor, Zephyr, Ewind, WPFS Ver1.0, and AWPPS. A number of case
studies in Spain, Germany, Denmark, Ireland, Greece, and France have used these
models [15, 16].

The Wind Power Prediction Tool is a well-known model with a wide range of
applications for this time frame (WPPT). It can be used to generate short-term (say,
up to 120 hours, or 36 hours) wind power output projections. Because the system can
provide prediction values as a total including not only a single wind farm, but also a
region, it is extremely flexible. The system also gives accurate estimates of the tools’
uncertainty, which is critical for efficient scheduling or trading. WPPT uses advanced
nonlinear techniques.

Because it may produce prediction values as a total spanning not just a particular
wind farm, but also a region, the technique is extremely versatile. The system also
provides accurate estimations of the tools’ uncertainty, which is critical for
optimum trading or scheduling. Advanced nonlinear statistical models underpin
WPPT. A semi-parametric power curve model for wind farms that take both wind
speed and direction into account, as well as dynamical forecasting models that
describe the dynamics of wind power and any diurnal variations, are among the
models included in the package. Self-calibrating and self-adaptive models have been
developed.

As a result, they update parameters automatically in response to changes in the
number of turbines and their features, the environment, the NWP models, and
non-explicit model attributes like roughness and filthy blades. WPPT can
automatically calibrate to the observed circumstances using artificial intelligence [15].
The system requires online wind power measurements in its simplest configuration.
However, the following data is taken into account depending on the configuration:
Wind power measurements are now available online. Energy readings from all (or
almost all) turbines in a region aggregated (for regional forecasting). Wind speed and
direction forecasts by meteorologists for wind farms and regions.

Other measurements or predictions, such as local wind speed, stability, and the
number of active turbines, are available. Prediktor, a tool developed by the meteorol-
ogy research program, is another useful tool (MET). Unlike WPPT, however,
Prediktor’s main goal is to represent as much as possible using physical models. Every
6 hours, the system provides the predicted production of wind farms for up to
48 hours. All it requires is online access to NWP model output.

The basic processes are as follows: a NWP model predicts overall weather patterns.
Only the entire wind can be predicted by such a model, and only correct forecasts can
be made at a given site. Then, if needed, these projections are tailored. The WAsP
model tailors the wind turbines to each other by modeling local characteristics such as
roughness, horography (ridges and hills), and obstructions, as well as the influence of
the wind turbines on each other.
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Since no model can simulate nature perfectly, two MOS (model output statistics)
filters are used in Prediktor to correct shortcomings. The wind power observed is used
to adjust the parameters of these filters. The final output of the model is the expected
production of the wind farm every 3 hours over the next 48 hours. Furthermore,
Prediktor forecasts or will forecast in the near future for up to 50 wind farms in
Ireland, Denmark, Germany, France, and Spain in 2025 [15].

The AWPPS is the only instrument available that estimates confidence intervals
for wind power predictions at a predetermined level of certainty (i.e. 85 percent, 90
percent, and 95 percent). The intervals are generated using an important international
dedicated to the problem of wind prediction. The Prediction Risk Module allows to
forecast uncertainty for the next 24 hours based on projected weather stability.
Furthermore, the online use of this module allows for the development of appropriate
techniques for optimizing the value of power forecasts [17, 18].

A general overview of wind forecasting models is presented in Table 2. This
section is divided into three parts based on the time-scales, and for each of them and
its applications.

• Immediate short-term forecasting Models

Medium-term forecasts (from 6 hours up to a day) are used to make decisions for
switching the turbine on or off for safety or conditions on the market.

WPMS has been adapted for performance in the ICT settings of various grid
operators and carriers of major wind parks, as one prominent example of immediate-
short-term wind forecasting [20].

WPMS deployed artificial neural networks (ANN) in wind farms that were trained
using a large amount of historical data. A preprocessor translated input data, output
data measured in wind farms, and forecasted meteorological parameters into XML-
format before being sent to the program core, which consists of prediction and
transformation modules.

• Long-term forecasting

Long-term wind forecasting methods have been studied in a few researches. And
there aren’t many prediction tools available for this timeframe. Simple models can no

Time-scale Range Applications

Immediate-short-term 8 hours-ahead • Real-time grid operations

• Regulation actions

Short-term Day-ahead • Economic load dispatch planning

• Load reasonable decisions

• Operational security in electricity market

Long-term Multiple-days-ahead • Maintenance planning

• Operation management

• Optimal operating cost

Table 2.
Time-scale classification for wind forecasting [19].
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longer match the criteria because to the extended ahead-forecasting time, hence NWP
or hybrid NWP models are being investigated. Modern wind power forecasting
methods, which are typically based on NWP, provide forecasts over a time range of up
to several days. To put it another way, the NWP is the source of all information about
the future of wind forecasting.

The national weather service or private weather data provider supplies a
collection of NWP data that can be used to predict wind speed and power. In the
future, it is becoming more common to use NWP for long-term forecasting [21].
Previento is comparable to Prediktor, but it utilizes more severe physical
downscaling and specific upscaling techniques. It provides a reliable forecast of
projected wind power for any locations and regions in Germany, Europe, and the
rest of the world up to 10 days ahead of time, with a temporal resolution of up to
15 minutes. The wind power forecast is based on the best possible mix of meteoro-
logical models, as well as the local conditions of the wind farm’s surrounds and the
NWP [22].

The Previento system involves a physical approach with data from a large-scale
weather prediction model, such as the German Weather Service’s Lokalmodell. It
simulates roughness, horography, and wake effects in the boundary layer. The daily
variation of the thermal stratification of the atmosphere, which is employed to adjust
the logarithmic profile, is critical for calculating wind speed at hub height. The
expected power output for single sites is derived using the turbine’s particular power
characteristic. The total amount of power generated by wind in a certain region is
computed using data from chosen wind farms.

For long-term planning, long-term forecasts (from a day to a week or even a year)
are utilized (to schedule the maintenance or unit commitment, optimize the cost of
operation). Maintenance of offshore wind farms can be extremely costly, thus proper
planning of maintenance activities is essential. Wind power predictions have a tem-
poral resolution of 10 minutes to a few hours (depending on the forecast length).
Wind power forecasting improvements are concentrating on using additional data as
input to the models involved, as well as offering uncertainty estimates alongside the
standard predictions.

Wind forecasting schemes as Figure 3 can also be classified based on their meth-
odology into many categories:

Figure 3.
The conceptual mind on wind energy prediction.
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5.1 Physical approach to wind power forecasting

Approaching the situation physically (deterministic approach), the physical
approach, also known as the deterministic technique, is based on weather forecast
data such as temperature, pressure, surface roughness, and obstructions in the lower
atmosphere, or numerical weather prediction (NWP).

Established several physical models based on weather data to predict wind speed
and estimated wind power [23]. Physical models often rely on global databases of
meteorological information or atmospheric mesoscale models, but to provide accurate
results, they require massive computer systems [24].

To estimate wind power production, the physical method uses a thorough descrip-
tion of the lower atmosphere. Cellura et al. [23] provide an overview of some of the
neural, geostatistical, and hybrid models that have been applied in space-temporal
wind forecasting. Dynamic models (also known as prognostic) and kinematic models
(also known as diagnostic) are the two main forms of numerical codes for wind field
modeling across rugged terrain [25, 26]. The momentum and energy equations are not
explicitly solved in these models; instead, parametric relations and/or wind data are
used to examine them implicitly [27].

To account for the local circumstances of the physical topography, computational
fluid dynamics (CFD) is utilized as an alternative to the power law [28]. Model output
statistics (MOS) are frequently employed to reduce systematic forecasting mistakes
and to compensate for unknowns in the expected power output [29].

Forecasts are provided at specified nodes on a grid that covers a certain area. Due to
the fact that wind farms are not located on these nodes, these estimates must be
extrapolated to the required location and turbine hub height. Physical-based forecasting
methods are comprised of multiple sub-models that work together to translate wind
forecasts at various grid points and model levels to power forecasts at the actual site.

Converting wind speed to power at the level of the wind farm and at hub height
depending on the using theoretical power curves supplied by the wind turbine manu-
facturer. However, since multiple studies have demonstrated a preference for empir-
ically obtained power curves over theoretical ones; theoretical power curves are
becoming less and less important. When using a physical methodology, the function
that calculates wind generation from NWPs at various locations around the wind farm
is modeled once and for all. The calculated transfer function is then applied to the
current weather predictions. Physical simulations frequently integrate Model Output
Statistics (MOS) for post-processing power forecasts to account for systematic fore-
casting errors that may be due to the NWP model or modeling approach, Figure 4
shows steps forecasting wind farm with NPW.

5.2 Statistical approach to wind power forecasting

Statistical approach statistical method is based on the vast amount of historical
data without considering meteorological conditions. It usually involved artificial
intelligence (neural networks, neuron-fuzzy networks) and time series analysis
approaches [30, 31]. Statistical models, the set of models includes a semi-parametric
power curve model for wind farms taking into account both wind speed and direction,
and dynamical forecasting models describing the dynamics of the wind power and any
weather variation, etc.

Statistical forecasting approaches are based on one or more models that establish the
relationship between historical power values, historical and future values of
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meteorological variables, and wind power measurements. The physical events are not
deconstructed and accounted for, despite the fact that problem expertise is required for
selecting the appropriate meteorological variables and developing appropriate models.

Model parameters are calculated using a collection of previously known data, and they
are updated on a frequent basis during online operation to account for any new informa-
tion that becomes available (i.e. meteorological forecasts and power measurements).

Linear and nonlinear statistical models, as well as structural and black-box models,
are all examples of statistical models. Structural models rely on the analyst’s knowl-
edge of the phenomenon of interest, whereas black-box models are built from data in
a fairly mechanical manner and require little subject-matter knowledge.

Structural models for wind power forecasting would include diurnal wind speed
changes modeling or an explicit function of meteorological variable predictions.
Neural-Networks (NNs) and Support Vector Machines are examples of black-box
models (SVMs). Some models, on the other hand, are ‘in-between’ the extremes of
being entirely structural or completely black-box. Expert systems, for example, learn
from experience (from a dataset) and can be programmed with prior information. The
subject of gray-box modeling is then discussed.

Statistical models are often made up of two parts: an autoregressive portion for
capturing the wind’s persistent behavior, and a “meteorological” part for nonlinear
transformation of meteorological variable projections. The autoregressive component
provides for considerable gains in forecast accuracy across horizons up to 6–10 hours

Figure 4.
Steps forecasting wind farm with NPW.

135

Wind Power Forecasting Models
DOI: http://dx.doi.org/10.5772/intechopen.103034



ahead, when the use of meteorological forecast information alone may not be
adequate to exceed persistence.

Statistical approaches to wind power prediction are currently focusing on the use
of multiple meteorological forecasts as input and forecast combination, as well as the
best use of spatially distributed measurement data for prediction error correction or
issuing warnings on potentially large uncertainty.

Calculate a statistical relationship between the essential input data and the
generation of wind energy. They entail utilizing a statistical model to directly turn the
input factors into wind generation. With these models, a one-step direct calculation of
wind power from input parameters is achievable. Most data mining-based models
(e.g., ANN, SVM, fuzzy model, model trees), as well as time series analysis methods,
can be used as output models (e.g. ARIMA, fractional ARIMA).

A massive quantity of data is processed in the statistical technique, and meteoro-
logical processes are not clearly represented. The relationship between historical
power output and weather is established, and this information is then used to antici-
pate future power output. Statistical methods, unlike physical methods, simply
require one step to convert input variables to power output. As a result, the pro-
cedures used are referred to as “black box.” In most cases, a statistical relationship is
established between the weather forecast or projection and the wind farm’s prospec-
tive power output. Other statistical approaches employed include the Box-Jenkins
methodology, the use of the Kalman filter, and the use of autoregressive (AR), moving
average (MA), autoregressive moving average model (ARMA), and autoregressive
integrated moving average model (ARIMA).

Torres et al. [30] discovered that compared to persistence, it was possible to get a
20% error reduction when forecasting average hourly wind speed for a 10 h forecast
horizon at a number of locations using nine variables.

Classical time series analysis is not the only approach to model a statistical
relationship between data points. Artificial neural networks (ANN) and fuzzy
systems are the most common soft computing (or machine learning) techniques
utilized, however other models such as gray predictors and support vector
machines (SVM) have also been used. Artificial intelligence (AI) approaches are
another term for learning approaches. They’re known as learning techniques since
they take historical time series to learn about the relationship between projected wind
and predicted power production. They’ve been dubbed “gray box” approaches in
recent years.

5.2.1 Parametric methods

The presentation of parametric statistical methods directly inspired from the
physical equation. Parametric modeling according to the wind speed only, the inves-
tigated the simplest parametric models, namely linear regression and logistic regres-
sion, with the wind speed as the unique explanatory variable. If the predicted power at
time t is denoted by Yˆt, these models are given by

Yˆ t ¼ a0 þ a1Wt, and (1)

Yˆ t ¼ C1 þ exp a0 þ a1Wtð Þ, (2)

where the parameters a0, a1, C are estimated using the associated methodology.
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5.2.2 Logistic regression

Logistic regression has also been considered to mimic more closely Eq. (1). More
precisely, the model is then defined by:

Yˆ t ¼ C= 1þ exp a0 þ a1Wt þ a2Wt
2 þ a3Wt

3� �� �
, (3)

where ai, i = 0, … , 3 and C are estimated parameters.
This model is using not only wind speed as a predictor, but also wind direction,

(coded by its cosine and sine: Dcos and Dsin), temperature T, and the variances of the
wind speed WS and direction, DS, Re and DS, Im.

5.2.3 Lasso model

The Lasso method, which simultaneously performs variable selection and regulariza-
tion through the least squares criterion penalized by the ` 1 norm of the regression
coefficients has been investigated as well (see for instance [21]). Themodel is defined by.

Yˆ t ¼ a0þ a1Wt þ a2Dt
cos þ a3Dt

sin þ a4Ttþ a5WSt þ a6Dt
S, Re þ a7Dt

S,Im, (4)

with a0, … , a7 minimizing.

1=n
Xi¼1

n

Yi � a0 � a1Wi � a2Di
cos � a3Di

sin � a4Ti � a5Wi
S � a6Di

S, Re
�

�a7Di
S,Im
�2

þλ
X7
j¼1

ajj j:
(5)

5.3 Hybrid approach energy power forecasting

Hybrid method, which combines physical methods and statistical methods partic-
ularly uses weather forecasts and time series analysis.

ANEMOS is a hybrid wind forecast tool that takes into account a variety of time
horizons. The development of combining high-resolution meteorological predictions
and appropriate prediction models for the offshore is emphasized [19, 31].

Hybrid models aim to combine the advantages of each model in order to produce
the best predicting results possible. Because the information provided in individual
forecasting techniques is restricted, a hybrid approach can take use of the available
data, integrate individual model data, and maximize the benefits of many forecasting
methods, improving prediction accuracy [32].

Many techniques, such asmixing physical and statistical procedures or short-term and
medium-termmodels, are included in hybrid methods. A number of hybrid models were
utilized to anticipate wind power. Here are some examples of potential combinations:

• A combination of physical and artificial intelligence approaches.

• Using a combination of artificial intelligence models Zhao et al. [33] looked into
a hybrid wind forecasting system that included both NWP and ANN models.
To anticipate meteorological characteristics, the NWP model combines the
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Global Forecasting System (GFS) with the Weather Research and Forecasting
(WRF) system. Figure 5 shows an example of an ANN structure with 4 inputs
and 2 hidden layer.

Shi et al. [34] proposed two hybrid models for wind speed and power forecasting:
ARIMA-ANN and ARIMA-SVM. Based on two case studies on wind speed and wind
power generation, this research analyses the application of the suggested hybrid
models in a systematic and thorough manner. The findings imply that hybrid
approaches are feasible alternatives for predicting both wind speed and wind power
generation time series, but that they do not always provide better forecasting perfor-
mance for all forecasting time horizons investigated.

Guo et al. [35] proposed a novel hybrid wind speed forecasting method based on a
back propagation neural network and the notion of seasonal exponential adjustment
to exclude seasonal effects from real wind speed datasets. A proposed technique
outperformed the single back propagation neural network in the tests.

For short-term wind power forecasting in Portugal, Catalo et al. [19] presented a
hybrid approach based on the combination of ANN and wavelet transform. To
deconstruct the wind power series into a set of better-behaved constituent series, the
wavelet transform is applied. The test findings show that the proposed hybrid tech-
nique for forecasting wind output has a lot of potential.

Finally, hybrid models (e.g. [19, 36]) are based on the combination of the physical
and statistical models, the combination of models with several time horizons, and the
combination of alternative statistical models

5.4 Spatial correlation models

The spatial correlation models take into account the spatial link between wind
speeds at different sites. The wind speed time-series of the projected point and its
neighbors is used to predict the wind speed in spatial correlation models [36]. When
predicting wind speed at one location based on observations taken at another, a spatial
correlation model is used. Data obtained over a seven-year period [37] was used to test
its behavior and provide adequate verification.

Based on cross-correlation at surrounding sites, Alexiadis et al. [38] demonstrated
a technique for forecasting wind speed and power output up to several hours ahead.

Figure 5.
ANN structure with 4 inputs and 2 hidden layer.
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This research established an ANN technique based on spatial correlation models that
outperform the persistence forecasting model in terms of forecasting accuracy [39].

Barbounis and Theocharis [40] proposed the use of local feedback dynamic fuzzy
neural network (LF-DFNN) to forecast wind speed using spatial correlation. Remote
meteorological stations are installed at two reference sites in accordance with the
location of the base site so that the three sites are aligned along the prevailing wind
direction. Using spatial information from remote meteorological stations, the LF-
DFNN is used in this paper to predict multi-step forward wind speed in the base site.
The LF-DFNN outperforms other network models tested in this application,
according to simulation data.

5.5 Artificial intelligence methods

Various novel AI algorithms for wind speed and power prediction have recently
been developed as a result of the advancement of artificial intelligence (AI). Artificial
neural networks (ANN), adaptive neuro-fuzzy inference system (ANFIS), fuzzy logic
approaches, support vector machine (SVM), neuro-fuzzy network, and evolutionary
optimization algorithms are among the newly developed methodologies.

Through the training process, ANN models can represent a complex nonlinear
relationship and extract the dependency between variables [40]. Back propagation
neural networks, recurrent neural networks, radial basis function (RBF) neural net-
works, ridgelet neural networks, and adaptive linear element neural networks are
examples of ANN-based methods. The application of an ANN-based method to the
problem of wind power forecasting is appropriate.

ANN might handle nonlinear and complex scenarios in terms of categorization or
forecasting. ANN models can depict a complex nonlinear relationship and extract the
link between variables through the training phase [40]. Examples of ANN-based
techniques include back propagation neural networks, recurrent neural networks,
radial basis function (RBF) neural networks, ridgelet neural networks, and adaptive
linear element neural networks. It appears that applying an ANN-based technique to
the problem of wind power forecasting is a good idea.

Using time series analysis, Sfetsos [41] proposed an ANN technique for forecasting
mean hourly wind speed data. The proposed methodology also has a benefit for
utilities that have a high level of wind penetration and utilize hourly intervals for
power system operational procedures like economic dispatch and unit commitment.

Chang [42] discussed back propagation neural network-based wind power fore-
casting algorithms. The created model for short-term wind forecasting demonstrated
excellent accuracy when utilized to supply energy to a 2400 kW (WECS) on the
Taichung coast. Back propagation neural networks and recurrent neural networks
were used in More and Deo’s [43] wind forecasting methodology. Traditional
statistical time series analysis has been found to be less accurate than neural network
forecasting [44].

Chang [45] described a method for forecasting wind power generation time series
using an RBF neural network. The numerical results show that the suggested fore-
casting method is accurate and dependable, with good matches between realistic
values and predicting values.

Guo et al. [46] studied a feed-forward neural network (FNN) wind forecasting
approach based on modified empirical mode decomposition (EMD). Through multi-
step forecasting of mean monthly and daily wind speeds in Zhangye, China, the
proposed technique outperforms basic FNN and unmodified EMD-based FNN [47].
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Li and Shi [48] used three types of conventional ANNs to anticipate wind speed:
adaptive linear element, back propagation, and radial basis function.

The outcomes of comparing three types of ANN reveal that no single ANN model
outperforms another universally in terms of all evaluation measures, even for the
same wind dataset. Furthermore, the type of ANN to use for the best results is
determined by the data sources.

Yang et al. [49] proposed an ANFIS approach for interpolating missing and incorrect
wind data. Twelve measured wind data sets from a wind farm in North China are
interpolated and examined for performance testing. The ANFIS method’s effectiveness
was demonstrated by the test results. A SVM-based technique for wind power forecast-
ing was described by Zeng and Qiao [32]. Real wind speed and wind power data obtained
from the National Renewable Energy Laboratory are used in simulation research.

The suggested SVMmethod outperforms the persistence model and the RBF neural
network-based model, according to the results. For one-step ahead, wind speed forecast-
ing, Zhou et al. [50] described a systematic investigation on fine-tuning least-squares
support vector machines (LSSVM) model parameters. Three SVM kernels are
implemented: linear, Gaussian, and polynomial kernels. LSSVM approaches are proven
to outperform the persistence model in the vast majority of scenarios. For short-term
wind power forecasting, Xia et al. [51] introduced a neuro-fuzzy network technique.

For the wind power forecasting of a practical wind farm in China, the forecasting
approach is used. The results of the tests revealed that the trained neuro-fuzzy net-
works are capable of predicting and forecasting wind power.

Jursa and Rohrig [52] proposed a new short-term prediction technique based on
the automated specification of neural networks and the nearest neighbor search using
evolutionary optimization algorithms. The test results demonstrated that by
employing the proposed automated specification method, the wind power forecast
error can be decreased.

6. Conclusion and future advances for wind power prediction

Wind Forecasting in the Future The forecast accuracy of wind power prediction
systems is becoming increasingly significant due to the high penetration of wind
power in the energy grid. Many academics have been working on wind power fore-
casting in recent years. Forecast accuracy has steadily increased and intensive research
and development efforts are projected to be underway soon. In order to improve wind
power projections even more, various literature [33, 53] suggest that future studies
should focus on the following areas:

• Research new artificial intelligence approaches and enhance training algorithms
in order to increase forecast accuracy. Future studies will also focus on new
strategies for dealing with complicated terrain.

• More research into hybrid methods is needed to combine different approaches,
such as combining physical and statistical approaches, to achieve good results in
both long-term and short-term prediction.

• In actual WECS, the existing forecast approach should be used. Continue your
investigation into the practical application of the methodologies rather than just
the theory.
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• Develop a more precise assessment methodology and a standard for measuring
technique performance.

• Improved input data for wind power forecasting will come from improved NWP
models and more regular weather forecast updates.

• Expand research into the use of online wind data, particularly for short-term
wind forecasting.

• More study on adaptive parameter estimation is needed. The models can respond
to changes in the farms and their surroundings automatically.

• Conduct additional research into the NWPmodels designed for use in an offshore
environment. Improve meteorological data available to evaluate NWP results for
offshore areas.
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Chapter 9

Wind Power Fluctuation
Compensation by Variable-Speed
Pumped Storage Plant in a Grid
Integrated System
Girmaw Teshager Bitew and Minxiao Han

Abstract

Wind power technology is the fastest-growing technology for electrical energy
production due to its potential characteristics. However, due to its randomness, it has
an unnecessary impact on the operation and stability of the grid system. For example,
the problem of power grid frequency fluctuation is more obvious. Fluctuations in
frequency, in turn, can even affect the breakdown of power systems. To minimize
these problems, a droop vector control strategy applied to variable-speed pumped
storage (VSPS) systems can be implemented. This method should be used as a wind
power fluctuation compensation solution in the wind farm grid-connected system.
This chapter introduces the droop-fed direct power control strategy in a VSPS-wind
farm-grid-connected system. The modeling of the system is based on the phasor
model technique. The spectrum analysis method is used in the VSPS system to deter-
mine the dynamic performance of the power grid under wind power fluctuation
compensation and emergencies and is verified on the MATLAB/Simulink platform.
The results show that the spectrum analysis method is effective for determining the
fluctuation and stability requirements of wind power in large power grids. The VSPS
control strategy in the wind farm grid-connected integrated system achieves good
power flow regulation and stable grid frequency, and the deviation is within an
acceptable range.

Keywords: wind power fluctuation, power compensation, variable-speed pumped
storage, vector control, frequency spectrum analysis

1. Introduction

Due to increasing environmental concerns, wind power generation has undergone
rapid growth [1]. In 2013, the world wind power production capacity was 318GW,
and it is forecasted to reach 712 GW, 1480GW, 2089GW, and 2672GW by 2020, 2030,
2040, and 2050, respectively, in moderate scenario [2].

In China, the figure is 123GW, 216GW, 414GW, 680GW, and 1000GW in 2015,
2020, 2030, 2040, and 2050, respectively [2, 3].
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Wind energy production brings immense advantages such as sustainable, incredi-
ble domestic potential, eco-friendly, revitalizing to rural economies, low operational
cost, space efficient, etc. Nevertheless, its main drawback is its stochastic over time in
nature; hence, significant power fluctuations are observed in the wind farm. For a
power system even with moderate wind power penetration, the fluctuations should be
mitigated; otherwise, this may lead to substantial deviations in the grid frequency [1],
voltage sag and flicker at the grid busses [4], steady-state voltage deviation, even
equipment damage, and system collapse at large. A study in busses [4] asserts that the
variable-speed pumped storage (VSPS) system is able to improve the dynamic stabil-
ity and steady-state operations of the power system. Having dependable features and
performances, the VSPS can play a crucial role in stability control and frequency
regulator and AC voltage control during contingencies.

Previous works have focused on converter topology development [5–11], which
has led to improvements in VSPS system performance and penetration of renewable
energy development level [12]. Furthermore, control strategies have been intensively
studied in doubly fed induction machine (DFIM)-based VSPS applications. These
works mainly relate to the vector control category, including Field-Oriented Control
(FOC) [9, 13, 14] and Direct Torque Control (DTC) [5, 8, 11, 13, 14]. As a result, the
system performance improvement has achieved remarkable results.

In Ref. [8], a direct power control (DPC)-based frequency regulator is
implemented in a full-scale converter-fed synchronous machine. DPC is also used in
the application of DFIM-based VSPS systems in [11], with a focus on converter
topology studies. A grid-integrated VSPS system was proposed in [5] to study the
impact of faults on grid frequency stability and VSPS active power flow. In [9], a
VSPS-based H-bridge cascaded multilevel converter with a stator voltage FOC strat-
egy was proposed to suppress the effects of wind farm power fluctuations. On the
other hand, the work in [1] proposed a power filter algorithm to solve the control
method to adjust the frequency deviation of the power grid caused by wind power
fluctuations. However, the above work does not consider the phasor model simulation
technique because it is very important in the stability and control analysis of large
power systems where simulation time and computational storage are critical. Since
sinusoidal voltages and currents are replaced by phasors in polar form in the phasor
model technique; and where electromagnetic transients are not important, dynamic
simulation time is greatly reduced. Implementing a phasor model in any linear system
is also an advantage, since the study of small-signal stability is based on the eigenvalue
analysis of linearized power systems, which complements the dynamic simulation of
nonlinear systems [15]. However, implementing phasor modeling techniques in DFIM
applications, grid frequency control has always been a challenge. In the phasor model
technique, the grid frequency is assumed to be a constant fundamental frequency. It is
impossible to develop a phasor locked loop for synthesizing frequencies. Therefore,
grid frequency control is performed through an active power control strategy, which
is an open-loop control scheme for frequency, as shown in Figure 1. Therefore, the
response of grid frequency and AC voltage lacks good dynamic performance, espe-
cially during emergencies [16].

On the other hand, grid frequency is very sensitive to load/source changes. If the
load/power connected to the AC grid system is suddenly turned on/off, the grid
frequency will decrease/increase, causing the power plant to generate more power or
stop it. Furthermore, due to the applied frequency drop, the converter will respond to
the decrease in frequency by increasing the inverter power or decreasing the rectifier
power. Therefore, the frequency drop is estimated per unit increment of rectified
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power fed to the closed control system. Since a change in the converter power results
in a change in the DC voltage level, the frequency drop will appear as a drop in the DC
voltage level in the AC/DC interface system, which in turn results in the need for
power flow compensation [17]. Therefore, the way to solve this problem is that adding
a synchronous machine to the grid system helps to obtain the measured and estimated
frequency, because the rotor speed of the synchronous machine is absolutely the same
as the scale factor of the grid frequency.

However, this chapter aims to propose a frequency droop feeding DPC for VSPS
systems to accommodate grid frequency deviations due to wind power fluctuation
effects. Spectral analysis is newly used to tune the stability balance and verify the
dynamic performance of the proposed control system. The converter used is a three-
level back-to-back neutral-point clamped voltage source converter (NPC-VSC).

2. Basic description of frequency control

The replacement system frequency is a measure of the effective power balance in
the system. It is a feedback signal that allows the operator to monitor the balance of
energy produced and consumed. It is a common characteristic of all location voltages,
but varies over time, while system conditions change within an AC power system.
Any change in power generation or load will result in a frequency deviation that can
lead to system instability and minimal operation of generators and consumers. In
extreme cases, system equipment may be damaged.

The concept of power system frequency stability is defined as the requirement to
ensure that the system frequency remains within a given safe range during normal
operation and emergency situations [1]. This is ensured by using two mechanisms,
frequency control and active power balance control [18]. Frequency control is a
crucial control problem in system design and operation. This is even more important
today due to the complexity of modern power systems driven by ever-increasing
scale, environmental constraints, emerging renewable energy sources, and uncer-
tainty.

Based on the dynamic model of generator load based on the correlation between
mismatched power (ΔPm - ΔPL) and grid frequency deviation, a simplified frequency
response model can be defined for an interconnected multigenerator power system.
(Δf) and can be expressed by the oscillatory differential equation [19] as

ΔPm tð Þ � ΔPL tð Þ ¼ 2H
dΔf tð Þ
dt

þDΔf tð Þ (1)

where ΔPm, ΔPL, D, and H are respectively change of the mechanical power,
change of the load, the load damping coefficient, and the inertia constant.

Figure 1.
Open-loop frequency and AC-bus voltage control through the power control strategy.
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In terms of Laplace transformation function, the expression of the change of
frequency in (1) is denoted by

Δf sð Þ ¼ ΔPm sð Þ � ΔPL sð Þ
2HsþD

(2)

It can be seen from Eq. (2) that the frequency deviation is inversely proportional to
the load damping coefficient and inertia constant.

To keep the power system frequency at the nominal value, different mechanisms can
be used depending on the magnitude of the frequency deviation faced. Small frequency
deviations can be adjusted by primary control and load frequency control systems.
When the situation is complex and the deviation is large, emergency control schemes
such as low-frequency load shedding should be used to restore the system frequency.

Frequency stability studies can range in time from seconds to minutes as both fast
and slow dynamics affect it. For high-power fluctuating systems, the long-term sta-
bility issue [19] is considered so in this chapter.

3. The wind power

Wind speed is random in nature and varies erratically over time. As a result,
significant wind fluctuations can be observed.

For a given power factor Cp, the mechanical power (Pm) and torque (Tm) pro-
duced by the wind turbine rotor can be defined as

Pm ¼ 0:5ρACp λ, βð Þvw3 (3)

Tm ¼ Pm

ωr
(4)

where ρ, vw, A, and ωr are respectively the air density, wind speed, swept area, and
angular speed of the generator rotor. Maximum mechanical power extraction is pos-
sibly made at maximum value Cp and is a function of the pitch angle (β) and tip-speed
ratio (λ), which are related as

λ ¼ ωrotRT

vw
(5)

The angular speed of the wind turbine ωrot is related to the generator rotor angular
speed ωr and as a function of gear ratio Ng and given by

ωr ¼ Ngωrot (6)

The power coefficient expression Cp has been shown to have a unique maximum,
Cp-max, for λopt = 8.1 and βopt = 0 [20].

The maximum coefficient of Cp, i.e., the Betz limit is 16/27. But maximum value of
Cp is determined in this chapter. Based on the modeling turbine characteristics of [21],
a generic Eq. (7) is used to model Cp(λ,β).

Cp λ, βð Þ ¼ C1 C2=λi � C3β � C4ð Þe�C5=λi þ C6λ

¼) 1
λi
¼ 1

λþ 0:08β
� 0:035
β3 þ 1

(7)
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Particular optimal value of λ is defined (λopt = 8.1). Thus, for β = 00 and the
coefficients of C1 = 0.5176, C2 = 116, C3 = 0.4, C4 = 5, C5 = 21, and C6 = 0.0068, the
maximum value of Cp, which is Cpmax = 0.48, is achieved.

Normalizing Eq. (3) in the pu system, we get

Pm�pu ¼ Cp�pu λ, βð Þv3w�pu (8)

Thus, implementing the above equations, the turbine power is determined and the
result is shown in Figure 2 as power versus speed of the wind turbine.

The electromagnetic torque (Tem) is expressed as

Tem ¼ p Ψ dsiqs � Ψ qsids
� �

(9)

The output active (Pg) and reactive power (Qg) of a wind turbine supplied to the
grid are computed by.

Pg ¼ 1:5 �vdsids þ vqsiqs � vqriqr � vdridr
� �

Qg ¼ 1:5 vqsids þ vdsiqs � vdriqr � vqridr
� � (10)

4. Modeling of the system

4.1 System description

The structure of the proposed system is shown in Figure 3. The grid contains
conventional synchronous generator-based thermoelectricity, represented by SG1,

Figure 2.
Wind turbine power versus speed characteristics.
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SG2, and SG3, and loads. VSPS stands for variable-speed pumped storage powered by
a doubly fed induction machine. As shown in Figure 3, the VSPS induction motor is
configured with the rotor connected to the rotor-side voltage source converter (VSC)
and the stator connected to the grid. The grid-side VSC NPCg is connected to the grid
through a coupling inductor. Details are explained in [22]. IG stands for induction
generator-based wind farm.

4.2 The VSPS machine modeling

As shown in Figure 3, the doubly fed induction machine (DFIM)-fed VSPS unit is
based on the VSC NPC converter topology. The dynamics model of the three-phase
induction machine is expressed in Eqs. (11)–(15) including electrical and mechanical
systems. Further details are explained in [22].

dΨ ds

dt
¼ Vds � Rsids � ωsΨ qs

dΨ qs

dt
¼ Vqs � Rsiqs þ ωsΨ ds

(11)

dΨ dr

dt
¼ Vdr � Rridr þ ωs � ωrð ÞΨ qr

dΨ qr

dt
¼ Vqr � Rriqr � ωs � ωrð ÞΨ dr

(12)

Tem ¼ 1:5p Ψ dsiqs � Ψ qsids
� �

(13)

Figure 3.
Overview of a proposed VSPS system based on doubly fed induction machine and VSC converter topology.
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Ψ ds ¼ Lsids þ Lmidr

Ψ qs ¼ Lsiqs þ Lmiqr

Ψ dr ¼ Lridr þ Lmids

Ψ qr ¼ Lriqr þ Lmiqs

Ls ¼ Lls þ Lm

Lr ¼ Llr þ Lm (14)

dωm

dt
¼ 1

2H
Tem � Fωm � Tmð Þ

dθm
dt

¼ ωm

(15)

where, Ψ dqs Ψ dqr, Vqdsidqs, LlsLlr, Vqdridqr, Lm, Rs Rr, ωωr, TmTem, H,F, s, and P are
respectively dq-axis stator and rotor fluxes, dq-axis stator voltage and current, stator
and rotor leakage reactance, dq-axis rotor voltage and current, magnetizing reactance,
stator and rotor resistance, synchronous and rotor angular speeds, turbine shaft and
electromagnetic torque, combined inertia constant, combined viscous friction coeffi-
cient, slip ratio of the induction machine, and number of pole pairs.

4.3 The VSC-NPC converter modeling for deploying VSPS

The VSC is a self-commutating converter that is fast and controllable for AC/DC
interface applications. One type of VSC converter is a three-level NPC power con-
verter. The tertiary block contains three arms, each with its own four switch assem-
blies with antiparallel diodes and two NPCs.

The VSC self-commutated converter is a fast and controllable converter for AC/DC
interface applications. One type of VSC converter is a three-level NPC power con-
verter. The three-level block contains three arms with their own four switch assem-
blies with antiparallel diodes and two NPCs. Nonetheless, since this chapter is devoted
to verifying the performance of the proposed system according to the phasor model
technique, since the proposed system is large and should exhibit wind energy com-
pensation and frequency stability not possible to see in the detailed model technique,
assumptions are adopted. It is assumed that power losses in the converter are ignored.
The switching dynamics can also be ignored because the PWM frequency in the three-
level VSC NPC is much larger than the system frequency [23]. Therefore, the model of
VSC NPC was developed based on (16).

udqr ¼
mdqrVdc

2
(16)

Figure 4.
DC-link phasor model.
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where udqr, udqg and mdqr, mdqg are converter-injected voltages and modulated
signals respectively in the rotor and grid-side converters.

The converter dynamics can be given by.

dVdc

dt
¼ 1

Ceq
ic ¼ 1

CeqVdc
Pg � Pr
� �

(17)

Or in Laplace transform function

Vdc sð Þ ¼ 1
sCeq

Ic sð Þ ¼ 1
sCeqVdc sð Þ Pg sð Þ � Pr sð Þ� �

(18)

where Ceq and Vdc are the equivalent capacitance and DC voltage, respectively,
and ic is the DC link capacitor charging current. Pg and Pr are active power flow in the
grid and rotor side of the converters, respectively. Hence, Eq. (18) can be illustrated
by Figure 4 [22].

4.4 Control strategies for the VSC NPC system

4.4.1 Active power control

Using the DPC strategy, the response speed is fast, and the control system directly
and effectively compensates for wind power fluctuations. Even if this is a local control
scheme placed in the VSPS unit, as long as the VSPS operates within specified limits,
an important output of an adjustable and almost constant power flow can be seen
from the network of the power system. The power command Popt of the VSPS is
determined by the capacity of the VSPS and its efficiency.

In this regard, an external setpoint Pset should be assumed for the VSPS, which is
the input to the power control system. The set point depends on the VSPS capacity
and grid conditions. The value of this setpoint is specifically used to optimize the
system energy balance and is updated at a slower rate. However, the main focus is on
controlling wind power fluctuations and regulating VSPS power to mitigate the
impact on the grid.

The active power Ps and reactive power Qs equations provide the basis for the
control strategy modeling, and given as.

Ps ¼ 1:5 vqsiqs þ vdsids
� �

Qs ¼ 1:5 vqsids � vdsiqs
� � (19)

Based on the detail works in [22], we have.

Ps ¼ 1:5Vs Lm=Lsð Þiqr
Qs ¼ 1:5Vs Ψ s=Lsð Þ � Lm=Lsð Þidrf g (20)

which implies the independent control of the real power and reactive power in the
application of DFIM in VSPS.

Starting from the voltage equations of (11)–(14), assuming that the voltage drop
across the stator resistance is very small compared with the grid voltage, and that the
magnitude of the stator flux is fairly constant, we have themathematical equation of (21).
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Vqr ¼ Rriqr þ L ∗
r
diqr
dt

þ ωs � ωrð Þ Lridr þ Lmidsð Þ

Vdr ¼ Rridr þ L ∗
r
didr
dt

� ωs � ωrð Þ Lriqr þ Lmiqs
� �

where

L ∗
r ¼ Lr � L2

m=Ls
� �

(21)

From (21), the rotor dynamics model is determined and defined as

Idqr sð Þ
Idqr�ref sð Þ ¼ Gi sð Þ ¼ 1

L ∗

Rr
sþ 1

(22)

Thus, the current control (inner loops) structure of Figure 5 is supposed to be
developed. The PI control of Ki(s) is defined by

Ki sð Þ ¼ Pisþ Ii
s

(23)

where Pi and Ii are proportional and integral gains. Pi and Ii are determined and
tuned based on the control stability theory.

From Eq. (23), we obtain

Iqr sð Þ ¼ Gi sð ÞIqr�ref sð Þ (24)

Multiplying both sides of (24) by 1.5VsLm/Ls, we get

1:5VsLm=LsIqr sð Þ ¼ Gi sð Þ1:5VsLm=LsIqr�ref sð Þ (25)

Therefore, based on Eq. (20), from (25), we can deduce (26).

Ps sð Þ ¼ Gi sð ÞPs�ref sð Þ (26)

That is the dynamic model for active power control of rotor-side converter VSC
NPCr is the same as the current control dynamic model. The PI control of Kp(s) of
Figure 6 is defined in (30)

Kp sð Þ ¼ Ppsþ Ip
s

(27)

Figure 5.
The current control structure of the VSC NPC1.
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Considering the power command ΔPwind to the VSPS power control unit, it is
computed by

ΔPwind ¼ Pwind � Pset (28)

where Pwind is the wind farm power measured, and Pset an assumed forecasted
power output. This Pwind is added to the power command Popt to feed the fluctuated
wind power to the control loop for regulating.

4.4.2 Frequency droop control for the improvement of active power control performance

Controlling the VSPS unit in primary frequency control is very important in power
systems. By implementing a frequency droop control scheme, the response of the
power system to emergencies is improved in the case of fluctuations in the dominant
wind farm power generation. Power transfer within the DC link can be modulated by
frequency droop control. It is specially designed for converters to provide frequency
support to the grid. The control structure shown in Figure 7 provides a governor-like
droop behavior through active power flow. Droop-type control is built on the concept
of power synchronization control, where grid synchronization is achieved regardless
of dedicated synchronization units [24]. This droop control system provides a DC link
with frequency droop characteristics. Load sharing is possible for other generator sets
in the grid system.

The introduction of VSPS can support the improvement of system performance to
cope with all emergencies of the power system. Therefore, the additional power

Figure 6.
The active power control structure of the VSC NPC1.

Figure 7.
Typical wind speed characteristics.
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command ΔPf due to the frequency variation of the VSPS active power control system
(29) is determined.

ΔP f ¼ �Kdroop f ref � f grid
� �

(29)

where Kdroop is the droop constant, fref is the 50 Hz reference frequency used in
this chapter, and fgrid is the grid frequency. Through the active power closed-loop
control system, frequency droop control can be used as a support for grid frequency
control. Therefore, in order to obtain more possible controllability in the operation of
the power system, the frequency droop control of the VSPS system must be intro-
duced significantly. The above strategies are combined for the active power control
scheme in the VSPS unit in the proposed system, as shown in Figure 8.

The models and details of the reactive power control in both rotor-side and grid-side
converters and DC voltage control in the grid-side converter are presented in [22].

4.5 The wind power fluctuation and its spectrum characteristics

The distribution of wind speed and direction varies by region and season overtime.
The spectral characteristics of wind power fluctuations recorded over time for a
typical wind farm can be obtained using the Fast Fourier Transform (FFT) algorithm.
Figure 7 shows wind speed fluctuations; the corresponding wind power generation
and its spectral characteristics are shown in Figure 9a and b, respectively.

Spectral analysis is the process of estimating the power spectral density (PSD),
which characterizes the frequency content or random processes of a signal, from its
time domain representation. Spectrum automatically decomposes a signal or random
process into different frequencies and identifies periodicity. FFT-based nonparamet-
ric methods make no assumptions about the input data, can be used for any type of
signal, produce more accurate spectral estimates, and allow us to convert flow time-
domain signals to frequency domain and vice versa. The frequency domain represen-
tation of a signal reveals important signal characteristics that are difficult to analyze in
the time domain.

Figure 8.
A frequency droop-fed DPC control strategy for VSPS system.
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One of the definitions of power spectral density (PSD) function [25] is given by

ϕ ωð Þ ¼ lim
N!∞

E
1
N

XN
t¼1

y tð Þe�iωt

�����

�����
2

8<
:

9=
; (30)

Certainly, the PSD ϕ(ω) measures the power at frequency ω in the signal’s auto-
covariance sequence r(k), i.e., r(k) = r*(�k). Since ϕ(ω) is a power density, it should
be real valued and nonnegative, i.e., ϕ(ω) ≥ 0 for all ω. Thus, according to [25], the
other equivalent definition of the PSD is given by

ϕ ωð Þ ¼ r 0ð Þ þ 2
X∞

k¼1

r kð Þ cos ωkð Þ (31)

where r(0) is the averaging value of the function over the sampled time, and its
inverse transformation is

r kð Þ ¼ 1
2π

ðπ
�π
ϕ ωð Þeiωkdω (32)

Therefore, the spectral characteristic of the wind power fluctuation is well
described and analyzed by the above PSD equations, and the simulating result of
Figure 9a is shown in Figure 9b.

As shown in Figure 9b, the wind power fluctuation is insignificant for the spectral
frequency greater than about 1.2 Hz. Hence, the VSPS is engaged to compensate the

Figure 9.
The wind-turbine output power; (a) in time domain, (b) the frequency spectrum characteristics.
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significant wind power fluctuation components and the spectrum of the VSPS control
response is determined accordingly.

According to statistics, the typical frequency of wind power fluctuations is
recorded from a few minutes to a few days [9]. For slow fluctuations that are not an
obvious problem, such as daily, the grid has adequate means of control. However, it is
difficult to adjust minute-to-minute fluctuations only by traditional means such as
thermal power. Therefore, to solve such problems caused by the randomness of wind
power, VSPS is a possible option for stabilizing and smoothing grid frequency
changes.

4.6 The VSPS system spectrum analysis and its implication for wind power
fluctuation compensation

The power control in the DFIM-based wind farm VSPS system is essentially the
control of the VSC-fed VSPS system. As shown in Figure 10, the frequency-droop-fed
DPC-controlled VSPS system integrated in the grid tracks the power fluctuation
command well. Small distortions are observed when the command signal changes
from one state to another.

We know that the dynamic characteristics of the generator set and pump set of
VSPS are closely related to the control method and system structure, but it is
difficult to obtain a specific value by using the analytical method. Therefore, this
chapter uses the spectral analysis method to verify the results obtained by the time
domain analysis, as shown in Figure 11. The spectral characteristics are
determined using the driving mathematically equivalent total active power control
system equation of (33). Therefore, the simulation results of the spectral
characteristics of the controlled active power response of the VSPS are shown in
Figure 12. It is observed that the bandwidth of the response of the VSPS control
system is large enough to cover the bandwidth power fluctuation of the spectral
results of the wind as shown in Figure 10b. This means that the frequency-fed DPC
control strategy of the VSPS system can use the derivation function of (33) to

Figure 10.
The tracking of active power instruction in the droop fed DPC-driven VSPS system.
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quickly and flexibly adjust the power fluctuations caused by the wind farm energy
in the grid integrated system.

G sð Þ≈
Pp

Ip
sþ 1

1þPi
Ii

� �
kdroop

Ip
s2 þ Ppþ1ð Þ

Ip
sþ 1

(33)

Figure 11.
The frequency spectrum characteristics of the VSPS control system simulated in time response of Figure 10.

Figure 12.
Single-line diagram of the VSPS-wind farm-grid integrated system simulating setup.
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5. Simulation of models

In this chapter, a case study is presented involving a 300 MW DFIM-based VSPS
and a grid system integrated with a wind farm consisting of seven identical 15 MW
wind turbine induction generators. To study the effect of wind fluctuations on grid
frequency, a model of a medium-sized power system consisting of two 200MVA
hydropower plants and one 15MVA diesel generator set and conventional synchro-
nous generators was established. Phasor modeling techniques in MATLAB/Simulink
are applied. For conventional synchronous machines, the primary voltage regulation
method in automatic voltage regulators based on the standard IEEE type I and the
primary frequency regulation method in turbine speed governors are used. The simu-
lation setup is shown in Figure 12.

6. Results and discussion

Figure 13 shows the active power generation characteristics of the VSPS unit. Its
power generation trends vary according to the characteristics of wind power fluctua-
tions. Figure 14 shows a comparison of VSPS active power compensation with wind
power fluctuations. The comparison takes into account the power fluctuations of the
wind farm from its mean value (40.74 MW) and the difference in VSPS production

Figure 13.
The active power characteristics of the VSPS.

Figure 14.
The fluctuation compensation characteristics. a) the wind farm power fluctuation from its average value and the
compensation power generated and regulated by VSPS system. b) the active power difference between the wind
fluctuation and the VSPS compensation.
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from its mean value (247.1 MW). The error between the wind farm power fluctuation
and the power produced by the VSPS is small. Therefore, VSPS can effectively and
quickly compensate for large fluctuations in wind energy. This verifies the ability of
VSPS to meet wind power fluctuation compensation requirements. Therefore, as
shown in Figure 15, a very small deviation in grid frequency is observed, less than
0.002%.

Figure 16 shows the evolution of the grid frequency response by comparing VSPS
active power control with and without droop control during emergency. Compared
with the vector control strategy without droop feed control, the deviation of frequency
from the nominal value is greatly reduced in the droop feed vector control strategy.
The grid frequency response deviation was observed to be �0.04 Hz, while active
power was regulated to track wind power fluctuations, start-up transients, and three-
phase faults. Importantly, the settling time of the droop control scheme is very short.
Therefore, the grid frequency dynamics and steady-state response in the droop-fed
vector control strategy are quite stable, and the deviation is within an acceptable range.

7. Conclusion

This chapter discusses VSPS systems in wind farm grid-connected systems, which
play a vital role in the context of increasing penetration of renewable energy. It also
has an important function in real-time applications for balancing generation and
demand as it provides fast-response generation. VSPS active power generation can
quickly adjust wind power fluctuations, so that the power flow on the grid bus is
stable. This chapter proposes a VSPS system based on a droop-fed DPC strategy as a
solution. Spectral analysis is used to verify the performance of the proposed control
system as well.

The results show that VSPS has important stability control characteristics to
respond to different contingencies, such as generator losses, large load changes, faults,

Figure 15.
The grid frequency response associated with the wind power fluctuation.

Figure 16.
Evolution of the network in grid frequency response comparing the VSPS active power control with and without
droop control during the start-up transient and three-phase faults imposed.
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and start-up transient disturbances. The proposed control strategy can also well regu-
late grid frequency and AC bus voltage. Spectral analysis method implemented in this
chapter is also effective for determining the requirements of wind power fluctuations
and stability in large power systems.
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Chapter 10

Simulation Analysis of DFIG
Integrated Wind Turbine Control
System
Ramesh Kumar Behara and Kavita Behara

Abstract

Recently, scientists and academics are discovering progressive improvements in
the arena of wind power technology economically and reliably, allowing them to
produce electricity focusing on renewable energy resources. Wind turbines (WT)
using the Doubly Fed Induction Generators (DFIGs) have attracted particular atten-
tion because of their advantages such as variable speed constant frequency (VSCF)
operation, independent control capabilities for maximum power point tracking
(MPPT), active and reactive power controls, and voltage control strategy at the point
of common coupling (PCC). When such resources have to be integrated into the
existing power system, the operation becomes more challenging, particularly in terms
of stability, security, and reliability. A DFIG system with its control strategies is
simulated on MATLAB software. This entails the rapid control prototype testing of
grid-connected, variable speed DFIG wind turbines to investigate the WT’s steady-
state and dynamic behavior under normal and disturbed wind conditions. To augment
the transient stability of DFIG, the simulation results for the active and reactive power
of conventional controllers are compared with the adaptive tracking, self-tuned feed-
forward PI controller model for optimum performance. Conclusive outcomes mani-
fest the superior robustness of the feed-forward PI controller in terms of rising time,
settling time, and overshoot value.

Keywords: renewable energy sources, DFIG’s, MATLAB/SIMULINK, WT, MPPT,
distribution network, wind energy

1. Introduction

The increasing demand for electrical power, and the rapid depletion and environ-
mental concerns of fossil fuels have prompted the increased need for alternate forms
of clean and sustainable energy sources. Globally there is an unassertive move away
from unabated coal, and the rise of renewable energies from under 30% of generation
in 2020 to above 40% in 2030 [1]. According to statistics (2021) put out by Interna-
tional Renewable Energy Agency (IRENA), an entire of 2,802,004 MW of electricity
generation was produced worldwide in 2020, added by 53,824 MW of electricity
generation from Africa [2]. The International Energy Agency (IEA) projected that the
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worldwide energy mandate would be twofold by 2030 [3]. The global energy genera-
tion, ingesting, and financial development (1991–2017) swing displays a direct
upsurge associated with the growing development of the global economy [4]. These
cited worldwide trends of financial development mutually with industrial develop-
ment and countryside electrification energy requirements are reflected in South
Africa. South Africa’s energy source is a mixture of 59% from carbon coal, 16% from
petroleum, 3% from gasoline, 2% nuclear, and 20% from renewable resources and
leftover [4, 5]. The worldwide cumulative swing of wind energy facility systems has
speedily extended the wind energy facilities [6]. The wind is the gross effect of the
pressure rise force, gravity, Coriolis, centrifugal and friction forces performing on the
troposphere. The wind’s aerodynamic features, lift and drag, angle of attack, and the
effect of a high lift to drag ratio as the highest draft feature of the turbine rotor blade
for effective wind power harvesting as explained in [7].

In [8], it was discussed how the twisted and tapered propeller-type rotor blades,
could improve the angle of attack, rotor speed, and efficiency while reducing drag and
bending stress. Betz equation evaluation of the wind energy conversion signifies that
59% optimum efficiency in which a conventional wind turbine can extract power
from the wind [9]. Wind turbines generator systems are generally classified in lift and
drag type, upwind and downwind type, and horizontal and vertical axis turbines.
Most power utility networks operate either as N + 1 or N + 2 configuration criteria.
N-0 configuration criterion is widely practiced in radial low voltage distribution
networks [10]. A grid-connected wind energy system needs to meet certain standards
before being integrated into the grid. Wind turbine generators control system
(WTGCS) connects wind turbine generators to the grid, with a generation scheduling
in place, that regulates the generator speed consequently adjusting the generator
frequency, the voltage at the grid, active and reactive power flow using rotor side
converter (RSC) and the grid side converter (GSC) and at the same time prefer to
disconnect the wind turbines from the grid during faults, resulting in power losses,
out of synchronization, and cascaded tripping of generation facilities [11].

The study in [12], clarifies in what way the controlled rotor current on the rotor
side converter and a dynamic disruption elimination control by the resources of an
extended state observer (ESO) controller the real and reactive stator powers produced
by a wind power transformation method. In [13], an MPPT is combined with the
DFIG stator flux oriented vector control to disassociate the control of real and reactive
power produced by the DFIG centered wind turbine, with the generated power
plattering as the dynamic energy reference for the DFIG. In [14], unit 3 directs the
symmetrical and asymmetrical voltage rise and fall of the power grid-integrated
DFIG, by including further current controller loops by disintegrating the vectorial
references into progressive and undesirable signal indications. In [15], an open circuit
stator negative sequence rotor current control system is applied, permitting the
induced stator voltage to develop as unbalanced as the grid system voltage, henceforth
allowing an even linking of DFIG to the power grid system. In [16], a wind speed
assessment process centered on particle swarm optimization, and support vector
regression, was evaluated to allow the MPPT control. The South African Renewable
Energy Grid Code (SAREGC) published narration (2.9) in November 2016 stipulates
the necessities for manufacturing standards, networking reliability, and unbalanced
admittance to the power grid using RPPs.

This chapter aims to investigate the impact of wind energy penetration into the
distribution grid for different percentages for the different scenarios of wind energy
integration into the existing grid.
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2. Aerodynamics, electrical, and drive train modeling

2.1 Aerodynamics modeling

The wind is the net result of the pressure gradient force, gravity, Coriolis, centrif-
ugal and friction forces acting on the atmosphere. Since wind speed usually varies
from one location to another and also fluctuates over time in a stochastic way, J.G.
Slootweg [17] proposed a mathematical model that takes some landscape parameters
to generate a wind speed Vm tð Þ in (meter/sec) sequence for any location, as per
equation one:

Vw tð Þ ¼ Vw a tð Þ þ Vw r tð Þ þ Vw g tð Þ þ Vw t tð Þ (1)

Where, Vwa tð Þ is a constant component, Vwr tð Þ is a common ramp component,
Vwg tð Þ is a gust component, and Vwt tð Þ is a turbulence component in (meter/sec).

The operation of a wind turbine can be characterized by its mechanical power
output Pm through a cross-sectional area A normal to the wind as a function of wind
speed Vw [18].

Pm ¼ 0:5ρAV3
wCP α, βð Þ (2)

Where ρ is the air mass density, A ¼ πr2 is the turbine swept area, r is the turbine
radius, and Vw is the wind speed. Cp is a nonlinear function of λ and β is referred to as
the performance coefficient and is smaller than 0.59, given by [18, 19].

Cp ¼ 0:5
rC f

λ
� 0:022β � 2

� �
e�0:255

rC f
λ (3)

Where β is the turbine pitch angle, λ is the tip-speed ratio, and C f is the blade
design constant λ is defined by:

λ ¼ rωtur

Vw
(4)

Where ωtur is the rotational angular speed of turbine blades in mechanical rad/sec.

Pmmax ¼ 0:5ρAr3CPmax

λ3opt

 !
w3

tur ¼ Koptw3
tur (5)

Eq. (5) indicates that Pmax is proportional to the cube of turbine speed, hence the
mechanical torque Tmmax is:

Tmmax ¼ Koptw2
tur (6)

2.2 Electrical modeling

A wounded-rotor induction motor can operate as a double-fed induction motor
(DFIM) with the stator side windings openly attached to the three-phase power
grid/load and the rotor side windings attached to a side-by-side moderately measured
(20–30) % rating power converter as shown in Figure 1. As shown in Figure 2, an
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induction motor works on the interface principle between the stator and rotor
magnetomotive forces (MMF). The stator side windings current produce an MMF
revolving at power grid side frequency especially including an MMF in the rotor side
windings. The rotor speed does not compliment the stator side MMF. This induced
rotor MMF will rotate at the so-called slip frequency which possesses the subsequent
value [21]:

ωslip ¼ ωrotor
mmf ¼ ωstator

mmf � ωrotor (7)

Where, ωslip is the slip frequency, corresponding to the frequency of rotor current
and voltage, ωstator

mmf is the stator or the grid frequency in (rad/sec), ωrotor is the rotor
rotating frequency (rad/sec). In both sub-synchronous and super-synchronous oper-
ations, the DFIM machine can be operated either as a motor (0 < slip<1) with
positive rotor torque or a generator (slip<0) with negative rotor torque. The Park and
Clark transform allowing the transformation of time-dependent variables into con-
stant values. The per-unit electromagnetic torque equation expressed in d-q park
reference is given by [22]:

Te ¼ φdsIqs � φqsIds ¼ φqrIdr � φdrIqr ¼ Lm IqsIdr � IdsIqr
� �

(8)

Figure 1.
Grid-connected DFIG [20].

Figure 2.
Electrical modeling of an induction machine winding layout [21].
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Neglecting the power losses associated with the stator and rotor resistances, the
active and reactive stator powers for the DFIG are [22]:

Ps ¼ 3
2

� �
VdsIds þ VqsIqs
� �

(9)

Qs ¼
3
2

� �
VqsIds � VdsIqs
� �

(10)

And the active and reactive rotor powers are given by:

Pr ¼ 3
2

� �
VdrIdr þ VqrIqr
� �

(11)

Qr ¼
3
2

� �
VqrIdr � VdrIqr
� �

(12)

The overall system equations can also be re-written with relation to the rotating
frames [21]:

PT ¼ Ps þ Pr ¼ 3
2

V 0
qrI

0
qr þ V 0

drI
0
dr þ VdsIds þ VqsIqs

� �
(13)

QT ¼ Qs þ Qr ¼
3
2

V 0
qrI

0
qr � V 0

drI
0
dr þ VdsIds � VqsIqs

� �
(14)

The torque expression and the stator reactive power, which are the control objec-
tives of the rotor-side converter control, are shown in Eqs. 17 and 18. Where, p is the
number of pole pairs of the generator, Iqs and Iqr are the q component of the stator and
rotor current, Ids and Idr are the d component of the stator and rotor current, Vqs and
Vds are the q and d components of the stator voltage. The stator and rotor flux linkages
in the synchronous reference frame are expressed as [23]:

ψ s ¼ LsIs þ LmIr (15)

ψ r ¼ LmIs þ LrIr (16)

The electromagnetic torque can be expressed using the d� q components as
following [23].

Tm ¼ 3
2
p
Lm

Ls
ψqsIdr � ψdsIqr
� �

(17)

Qs ¼
3
2

VqsIds � VdsIqs
� �

(18)

2.3 Drive train model

Considering the mechanical aspect of the wind turbine, the mechanical represen-
tation of the drive train of the entire wind turbine is complex. Following four types of
the drive train in wind turbine models are generally used [24].

1.Six mass drive train model.
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2.Three mass drive train model.

3.Two mass drive train model.

4.one-mass drive train model.

Of the above four types of drive train models, the one that was modeled and
implemented is the simplified form of the two mass-shaft model power train systems
as shown in Figure 3 consisting of a shaft and gearbox. As per the two-mass model of
the drive train system described in [24], all masses are grouped into low and high-
speed shafts. The inertia of the low-speed shaft comes mainly from the rotating blades
and the inertia of the high-speed shaft. The input to the model for a two-mass system
is established as torque TA, which is gained by the aerodynamics methodology and the
generator response torque Te. The target is the deviations in the rotor speed ωr and the
generator speed ωg. The deviations in the mechanically compelled torque Tm, the
generator torque response Te, and torque loss owing to friction Tfric, causes the
variation of angular velocity ω ∙

g [24].

Tm � Te � Tfric ¼ jg _�ωg (19)

The change in the angular speed _ωr is caused by the difference between the
aerodynamic torque TA and shaft torque Ts at a low speed shaft [24].

TA � Ts ¼ jr _�ωr (20)

_ωg ¼ φ00
g and _ωr ¼ φ00

r (21)

Tm and Ts are connected by the gear ration, as Ts ¼ nTm

Ts ¼ Ks � ΔφþDs�φ ¼ Ks:ΔφþDs ωr � ωg=n
� �

(22)

Where Ks is the stiffness constant and Ds is the damping constant of the shaft.
Considering a two-mass free-swinging system the Eigen frequency is as follows:

_ωr ¼ 1
Jr

TA �DS � ωr þDS

n
_ωg � KS

ð
ωr �

ωg

n

� �
dt

� �
(23)

_ωg ¼ 1
Jg

�Te � Dg þDS

n2

� �
ωg þDS

n
_ωr � Ks

n

ð
ωr �

ωg

n

� �
dt

� �
(24)

Figure 3.
Schematic drawing of the two mass shaft drive train model [24].
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Where, Ks is the stiffness constant and Ds is the damping constant of the shaft.
Considering a two-mass free-swinging system, the Eigen frequency is given as:

ωos ¼ 2π f os ¼
ffiffiffiffiffiffiffi
Ks

Jges
�

s
(25)

The total inertia of the free-swinging system on the low-speed is calculated by:

Jges ¼
Jr � Jg � n2
Jr þ Jg � n2

(26)

So, the stiffness constant Ks and the damping constant Ds of the low-speed shaft,
with ξs as logarithmic decrement is:

Ks ¼ Jges � 2π f os
� �2 (27)

Ds ¼ 2ξs �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KsJges

ξ2s þ 4π2

s
(28)

3. Control system

3.1 Conventional wind power control scheme

Owing to the alterations in the timing measures of the mechanical and electrical
gestures, the DFIM-centered wind power control system has a multiple-layer
control arrangement, with unified sub-systems. At the uppermost developed control
stage, a maximum power point tracking procedure is applied to compute the
generator speed set-point Ω ∗

m to produce the DFIG target power set point T ∗
em. The

other control stage oversees the turbine pitch control scheme. The third and final
control stage standardizes the generator torque, the real and reactive power, and the
DC linkage voltage. The key limitations of the traditional control approach are
explained in [25]. In the fractional load control process, the PI controller does not
permit calibration of the commutation between the energy intensification and the
momentary load depreciation, and at the full load control stage, the pitch-controlled
generator speed directive can source acute power variations. Therefore, this study
emphasizes the generator controller utilizing an adaptable tracing, self-adjustable
PI controller framework. The suggested control system is disintegrated into
various sub-categories entailing the fréchet derivative, the proportional, integral,
and the derivative control. The PID control variables, Kp, Ki, and Kd are observed
as the adaptable interfaces among the above sub-categories to self-adjusting these
variables.

A reference current calculation and current control loop are presented as shown
in Figure 4 [26] and both the reference reactive power Qsref and Qgref are usually set
to zero and can be modified depending on the grid requirements. The DC link
reference voltage has a fixed value while the reference torque is determined by the
maximum power point tracking control system. The vectorial control system of a
grid-integrated DFIM is very similar to the traditional vectorial control system of a
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squirrel cage machine. DFIM is controlled in a synchronously revolving dq
orientation structure, with the d axis adapted to the rotor flux space vector locus.
The direct current is therefore related to the rotor side magnetic flux linkage
although the quadrature current is related to the electromagnetic torque. By
regulating autonomously, the two current modules, a disintegrated control between
the torque and the rotor excitation current is achieved. Likewise, in the vectorial
control system of a DFIM, the d and q axis components of the rotor current are
controlled.

3.2 Maximum power point control

The most commonly used wind turbine control strategy is illustrated in Figure 5,
and consists of four operation zones, this shows the wind speed as a function of the
wind speed [27]. This resembles an operation at full load condition. Here, the

Figure 4.
Reference values entered in DFIG back to back converter [26].

Figure 5.
The operation zones for power point tracking for wind turbine [27].
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mechanical power can be restricted moreover by changing the pitch or using torque
control. Usually, the electromagnetic torque is retained at an insignificant value and
regulates the pitch angle to retain the wind turbine at extreme speed to maintain
power output at a higher than rated wind speed.

The maximum power deviation with the rotational speed of DFIM is
pre-established for every individual wind turbine. Owing to the intermittent
character of the wind, it is vital to comprise a control unit to be able to follow
maximum peak irrespective of the wind speediness. Due to the adaptive
tracking and self-tuning capabilities, the two best MPC control methods are
described in [27] as indirect speed control and direct speed control. The direct
speed controller (DSC) as shown in Figure 6 follow the maximum power curve
more narrowly with rapid dynamics. Observing the description of the tip speed
ratio, the optimum VSWT rotating speed Ωtopt may be established from the wind
speed Vw, whereas Tem is the turbine electromagnetic torque, Ωm is rotating
speed, Tt_est is assessed turbine aerodynamics torque, and Pmax is the maximum
powering point.

Ω ∗
m ¼ N

ffiffiffiffiffiffiffiffiffiffi
Tt_est

kopt_t

s
(29)

Pmax ¼ 1
2
ρ π R5 Cp_max

� �

λ3opt

� � Ω ∗
m

� �3 (30)

PMPPT ¼ Kopt Ω ∗
mð Þ3 (31)

Figure 6.
Direct speed control [27].
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3.3 Rotor side control

The DFIG rotor variable’s orientation must follow the orientation of the selected
orientation parameter. Here, two algorithms are implemented, stator side voltage
aligned control and stator side flux aligned control. Once this parameter vector is
computed in the rotor side orientation structure, its comparative angle δð Þ to the rotor
side orientation structure is designed and the rotor parameters are altered into the
novel control-reference structure, as shown in Figure 7 [21].

Vector control is applied to the rotor side converter to control the stator’s active
and reactive power. The direct axis loop is used to control reactive power whereas the
quadrature axis is for active power control. The rotor converter obtains evaluations of
rotor circuit parameters and is accountable for handling the reactive power flow
between the stator and the power grid as well as regulating the generator torque. Its
input parameters are not associated with the stator orientation structure. Though, it is
exactly the stator target that must be measured and controlled. For the RSC to calcu-
late an output stable with the stator’s parameters, the rotor parameters articulated in
the rotor d-q orientation structure must be revolved to be oriented with the control
orientation structure. The RSC controller MATLAB block diagram is shown in
Figure 8.

Figure 7.
Reference frames used in park transform [21].

Figure 8.
RSC controller MATLAB block diagram.
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The equations used in the orientation process are [21]:

Sr d ¼ S0r q sin δð Þ þ S0r d cos δð Þ (32)

Sr q ¼ S0r q cos δð Þ � S0r d sin δð Þ (33)

Where:

• S0 represents a d-q rotor variable expressed in the rotor reference frame rotating
at slip frequency.

• S represents the same rotor variable oriented along with the control reference
frame.

• δ represents the alignment angle by which the rotor reference frame must be
rotated.

3.4 Grid side control

The main objective of the grid side converter control model with ideal bidirectional
switches as shown in Figure 9 is to focus on the active and reactive powers delivered
to the grid, keeping a constant DC-link voltage independent of the value and direction
of the rotor power flow, and grid synchronization control. The grid side of the wind
turbine system is composed of the grid side converter, the grid side filter, and the grid
voltage. It converts voltage and currents from DC to AC, while the exchange of power
can be in both directions from AC to DC (rectifier mode) and from DC to AC
(inverter mode). The d� q axis voltage Vgd and Vgq of the grid side converter from the
original three phases Vga, Vgb, Vgc is as below [27]:

Vg d ¼ Vg d þ RgIg d þ Lg
dIg d

d t
� ωsLgIg q (34)

Vg q ¼ Vg q þ RgIg q þ Lg
dIg q

d t
þ ωsLgIg d (35)

Figure 9.
Simplified converter, filter, and grid model [27].
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4. Simulation and discussion

4.1 Steady-state simulation

The system under study is shown in Figure 10. The 2 MW, 1500 rpm, 50 Hz,
690 V, 1760 A, and 12,732 Nm torque DFIG model was used to model and simulate the
systems. The simulation was used to analyze the challenges with power system stabil-
ity of integrating the WTG into the grid, considering intermittent wind characteristics
and the problem of slip convergence. This task was executed by creating a steady-state
Matlab function, to calculate the steady-state operation points and reveals how the
rotor speed of the modeled DFIG involves the power flow of the studied system.
Speed array and torque array were considered as inputs into the stimulated three-
blade wind turbine connected with DFIG. Two different work frames of generation
strategies Qs ¼ 0 and Idr ¼ 0 were considered here.

4.1.1 Steady-state simulation results and analysis

Simulations were carried out for variable wind speeds ranging from 5 m/s (cut-in
speed) to 25 m/s (cut-off speed) in progressive steps of 2 m/s, with reactive power
Qs ¼ 0, (red plot) and Idr ¼ 0 (green plot) as a control strategy separately. The results
for the DFIG voltage, torque, generated real power, efficiency, and consumed reactive
power in both the methods are plotted in Figures 11–18. The influence of two differ-
ent generation strategies does not make big differences for variables such as Tem, Pt, Ps
and Pr, however, some other variables such as Is, Ir, Qs, and Qr, (Figures 14–17) was
found to have some big differences in amplitudes, concerning rotor speed.

Figure 11 shows the DFIG’s torque vs. speed characteristics, which stimulate the
three-blade wind turbine with a minimum speed of 900 rpm and a maximum speed of
1800 rpm. The DFIG can perform above and under the synchronization speed for
power generation. The generation model of DFIG matching negative torque values

Figure 10.
Steady-state simulation program block model.
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covers from the negative slip to the positive slip state. Therefore, the turbine target
power and electromagnetic torque features of variable speed DFIGs are unlike the
customized constant-speed induction machine. Figure 12 shows the plotting for the
total mechanical power of the turbine shaft, which is the product of torque and speed,
from sub synchronous to super synchronous speed, with a maximum power value of

Figure 12.
DFIG’s active power Pt (W) vs. speed n (rpm).

Figure 13.
DFIG stator and rotor active power Ps & Pr (W) vs. speed n (rpm).

Figure 14.
DFIG Is (A) vs. n (rpm), red plot: Qs = 0, green plot: Idr = 0.

Figure 11.
The graph of torque (Tem) vs. rotor speed (n).
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�2.54 MW at 1800 rpm. Figure 12 shows, the rotor’s active power Pr is absorbed by
the induction machine at below synchronous speed, and the active power is supplied
above the synchronous speed from the induction generator to the grid. Figure 13,
shows, with Qs ¼ 0 (red plot) as an adopted control strategy the stator current value Is
is on the lower side. Figures 14 and 15 shows during Idr ¼ 0 (green plot) as a control

Figure 16.
DFIG Qs (VAR) vs. n (rpm), red plot: Qs = 0, green plot: Idr = 0.

Figure 17.
DFIG Qr (VAR) vs. n (rpm), red plot: Qs = 0, green plot: Idr = 0.

Figure 18.
DFIG Vr & vs vs. speed n (rpm), red plot: Qs = 0, green plot: Idr = 0.

Figure 15.
DFIG Ir (A) vs. n (rpm), red plot: Qs = 0, green plot: Idr = 0.
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strategy the rotor current Ir is on the lower side and Qs is on the higher side. Figure 16
shows the rotor reactive power Qr ¼ 0 at synchronous speed 1500 rpm, with both
control strategy Qs ¼ 0 and Idr ¼ 0, indicating the reactive power varies according to
the wind turbine speed. Figure 17 shows, a constant stator voltage Vs amplitude
throughout the variable speed range, while the variable rotor voltage Vr amplitude is
very low at synchronous speed 1500 rpm, with two peak voltage amplitudes at a
minimum and maximum rotor speeds.

4.1.2 Evaluation of simulation modeling at defined speeds

Table 1 shows the specified wind turbine DFIG speeds that are compared and used
to evaluate the simulation model parameters with the steady-state model parameters
as obtained from Figures 11–18. The simulation graphs shown in Figures 19 and 20
represent the torque vs. time and rotor current vs. time characteristics at 1356 rotor
rpm and steady-state simulation period of 1.5 sec and 1691 rotor rpm at a steady-state
simulation period of 2.0 sec for the entire modeling period of 3.0 sec. Simulated torque
values �6050 Nm and � 9450 Nm, rotor current values 1200 amps and 1790 amps,
and stator current values 1325 amps and 1850 amps at pre-defined speeds are close to
steady-state parameter values as shown in Figures 11–18.

4.1.3 Simulation model of DFIG using wind turbine MPPT block

In this section, a 2 MW stator power DFIG model and a three-blade wind turbine
model with gear ratio n ¼ 100, blade radius 42 m, Cp ¼ 0:42, and λopt ¼ 7:2 were used
for the wind turbine maximum power point tracking simulation control as shown in
Figure 21. Figures 22 and 23 show the wind turbine MPPT simulation model charac-
teristics at 8 m/sec and 10 m/sec of wind speed. Observed in Figure 11, the torque
response for the wind speed and iq current indicates that more oscillations occur at the
low torque due to the fact reduced mechanical inertia. The more the mechanical
inertia, the more the torque oscillations. On achieving the steady-state condition at

Figure 19.
Torque vs. time graph @ 1356 rotor rpm and @ 1691 rotor rpm.

Figure 20.
Ir vs. time graph @ 1356 rotor rpm and @ 1691 rotor rpm.
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2 sec of modeling time, wind turbine speed and correspondence torque values were
tabled for angular speed of 140 rad/sec, at a torque of �5500 Nm, and a mechanical
wind turbine power output approximately equal to 770 kWwas obtained. Further, the
wind speed was increased from 8 m/sec to 10 m/sec and the steady-state simulation
at 6 sec of modeling time was observed. On achieving the steady-state at 6 sec of
modeling time, wind turbine speed and correspondence torque values were tabulated
for 170 rad/sec, at �8800 Nm respectively and a mathematical wind turbine power

Figure 21.
WT MPPT control model.

Figure 22.
The dynamic state WT MPPT graph of speed vs. time (sec).

Figure 23.
WT MPPT torque vs. time characteristic curve.
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outcome equivalent to 1.49 MW was recorded. These two simulated outcomes are
very close to the steady-state characteristics graph numerical values as shown in
Figures 11 and 12.

5. Conclusions

This study was to focus on investigating the influences of the integration of wind
power generators into the power grid systems. The rotor side converter control unit is
utilized for, real and reactive power control by regulating the rotor current and the
speed of the DFIG. With the computed stator voltage, stator current, rotor current,
and the rotor location by encoder response signal the active PI measured and con-
trolled procedure results in a considerable enhancement in control system sturdiness
and advances its indemnity to produced system noise. The engaged PI control unit
attests to the grid side converter control by sustaining the stable generated power
frequency and voltage with the grid frequency and voltage. The controller scheme and
the simulation mode controller employed for the study assure the wind generator
supplying into the grid at varying wind speeds behaves like a synchronous generator,
at a zero Hz rotor frequency.
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Abbreviations

DFIGs Double Fed Induction Generators
DSC Direct Speed Control
ESO Extended State Observer
GSC Grid Side Converter
IEA International Energy Agency
IRENA International Renewable Energy Agency
MMF Magnetomotive Force
MPPT Maximum Power Point Tracking
PCC Point of Common Coupling
RSC Rotor Side Converter
SARGEC The South African Renewable Energy Grid Code
VSCF Variable Sped Constant Frequency
WECS wind energy control System
WT Wind Turbines
WTGCS Wind turbine generators control system
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Cf Turbine blade density constant
Cp Coeficient of performance
E Kinetic energy of air mass of m kg
Ks Stiffness constant
Ds Damping constant
Ps Stator active power in watts
Pr Rotor active power in watts
Qs Stator reactive power in watts
Qr Rotor reactive power in watts
R Turbine blade radius in meters
Te Per-unit electromagnetic torque in d-q park reference newton/meter
Tf Turbine friction torque in newton/meter
Tmmax Turbine maximum torque in Newton/meter
Vm(t) Wind Speed in meter/sec
Vw(t) Wind Speed of air mass of m Kg in meter/sec
Vwt(t) Wind Speed turbulence component speed in meter/sec
Vwa(t) Wind Speed constant component speed in meter/sec
Vgt(t) Wind Speed gust component in meter/sec
ρ Air density in Kg/m3

β Turbine blade pitch angle
λ Turbine blade tip speed ratio
ωtur Turbine rotational angular speed in mechanical radian/sec
ωslip Slip frequency
ωstator
mmf Slip frequency corresponding to the frequency of rotor current and

voltage in radian/sec
ωrotor Rotor rotating frequency in radian/sec
ωr Rotor speed in radian/sec
ωg Generator speed in radian/sec
Ψs Stator flux linkage in synchronous frame weber
Ψr Rotor flux linkage in synchronous frame weber
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Chapter 11

Wind Turbine Aerodynamics
and Flow Control
Karthik Jayanarasimhan and Vignesh Subramani-Mahalakshmi

Abstract

Aerodynamics is one of the prime topics in wind turbine research. In
aerodynamics, the design of a flow control mechanism lays the foundation for an
efficient power output. Lift generation in the airfoil section leading to rotary
motion of blade and transfer of mechanical to electrical power generation through
gearbox assembly. The primary objective of a flow control mechanism in wind
turbine blades is to delay the stall and increase the lift, thereby an efficient power
generation. Flow control is classified into active and passive flow control
mechanisms. Active flow control works on an actuation mechanism that comes into
action when required during varied operating conditions. Passive flow control devices
are designed, developed, and fixed on the surface to extract the required output
through effective flow control. Vortex generators are the simplest, most cost-effective
and efficient passive flow control devices. These devices influence the power of
wind turbine blades in various ways, such as placement of generator along the
chord, distance between pairs of a generator, angle of inclination of a generator
with the blade surface, the height of generator. Flow control device needs to be
optimized with the aforementioned parameters for efficient stall delay and power
generation.

Keywords: aerodynamics, wind turbine, boundary layer, flow control, vortex
generator

1. Introduction

Wind is an abundant resource available in the earth’s atmosphere, and the need for
renewable energy is demanding due to climate change and the energy crisis. Wind
energy is low carbon footage leads to importance in research increasing the efficiency
and use of the wind resource even in low wind speed. In the case of renewable and
carbon-free emission energy production; firstly, solar power gains less attraction due
to the less efficient and cannot produce energy on a night or cloudy days. Secondly,
hydropower depends on rainfall; has a high impact on river ecosystems and forest
environments. Additionally, tidal power and geothermal energy are far away from
mass energy production. At last, carbon-free energy production can be achieved in
nuclear energy but gain a vast life risk during a disaster and handling nuclear waste is
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a big challenge. Therefore, wind energy gains significance in the technological and
political community in fighting climate change without compromising the modern
depend and national economy.

In Denmark, 28% of wind energy is generated at total consumption in 2018 [1],
and wind energy capacity almost doubled in 2020, where China had a major part of
72 GW [2]. The wind farm located in China (Gansu Wind Farm) with a capacity of
7965 MW is the world’s largest and the second-largest is located in India (Muppandal
Wind Farm) with a capacity of 1500 MW [3]. Wind energy production is increasing
globally by installing wind turbines in large offshore farms located in agricultural
lands, valleys and hills. In addition, onshore wind turbines on the sea bed and new
initiatives for installing wind turbines in urban areas (University Campus or highway
street lights) [4].

The power extraction from the wind is by converting the wind energy into useful
mechanical energy by rotating the turbine or through vibration. The latest research
trends in wind energy are in the construction of horizontal wind turbines (liftbased
rotation), vertical wind turbines (drag-based rotation) and bladeless wind turbines
(aero-elastic-based vibration). The other significant research focused on the pattern of
sitting wind to gain more aerodynamic efficiency to get more power output in farm
and urban areas, the aerofoil and flow control mechanism in the blade increase the
power output efficiency and decrease the cutoff wind velocity. The major challenges
in wind energy are turbine transportation and installation, especially in the hilly area,
bird’s attack in turbines, the need for extensive land acquisition and recycling of
retired wind turbines.

1.1 Wind and wind turbine history

The wind played an important role in ancient civilization in developing sailing
boats, kites, agriculture, and metrology. In the ancient period, there are a lot of myths
about wind being raised and a hole in the sky which blew it from the sky to earth. In
Greek mythology, the God of the Sea, Aeolus, is a guardian of the wind. Feng Po
(Wind God) had a sack with an opening that controlled the wind in China. In
3500 BC, Egyptians used wind power to sail the boat in the Nile river, and in Persia,
500 BC millstone, the water pump is driven using wind power. In 1300–1850 AD
windmill was designed for water pumping and large-scale milling, which is similar to
modern wind turbine design [5]. In 1887, a wind turbine was firstly used to generate
electricity built by Prof. James Blyth in Scotland. In 1900, 30 MW of power was
generated with around 2500 windmills in Denmark. A Smith Putnam 75—feet wind
turbine blade generated 1.25 MW of power for local energy needs gained colossal
importance and possibilities in the wind energy sector. In 1975, a wind turbine was
developed by NASA—with a composite material blade with pitch control, steel tube
tower installed with aerodynamics and structural design ignited more possibilities in
the max power output and led to building large wind turbines for energy production
[6]. Today, the Sea Titan three-bladed wind turbine can generate 10 MW of power
with a rotor diameter of 190 m.

2. Aerodynamics basics

Aerodynamics is a branch of fluid dynamics, the study of the motion of air with
forces and moments that act on the body. Aerodynamics plays a vital role in the flight
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of the aeroplane and helicopter, rocket technology, designing high speed and fuel-
efficient cars, reducing the drag on the athlete in sports events and a lot more engi-
neering applications. For example, the aerodynamics of the wind turbine is an impor-
tant area to increase power output and design a large turbine blade.

2.1 Aerodynamics forces and moments

The forces and moments on the body are due to pressure and shear stress distri-
bution (Figure 1). The pressure acts perpendicular to the surface, which acts as a load
on the wind turbine and shear stress is the frictional force tangential to the surface.
The pressure difference between the bottom of the blade and the top of the blade
generates the lift force (Eq. (1)) (perpendicular to freestream velocity) the wind
turbine blade generates the power by rotating the generator.

L ¼ 1
2
ρV2SCL (1)

Where,
L = lift force (N)
ρ = density of air (Kg/m3)
V = wind velocity (m/s)
S = blade span area (m2)
CL = coefficient of lift
The lift force on the wind turbine blade is proportional to the square of the wind

velocity gains essential parameters in the wind energy generation. The blade span area
depends on the length and width of the blade throughout the cross-section and CL

depends on the shape (aerofoil selection) and orientation (pitch angle) of the blade.
Aerofoil is a streamlined, cross-sectional blade shape that produces high lift compared
to other shapes. The aerofoils were first used in the aeroplane wings to generate lift
and are now widely used for energy production. Terminologies define the shape of the

Figure 1.
Aerodynamic forces in the aerofoil.
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aerofoil, the frontal part is the leading edge and rearward part is the trailing edge,
and the chord line is the straight line connecting the leading edge to the trailing
edge. A mean locus between the upper and bottom of the aerofoil is the mean
camber line and the maximum distance between the chord and camber line is called
camber. The well-known and basic aerofoil series is NACA aerofoil. NACA stands for
National Advisory Committee for Aeronautics, which designed aerofoil with a series
to understand the shape [7] easily. For example, in a NACA-4 series aerofoil, the first
digit represents maximum camber at 0–9.5% chord, the second digit represents the
location of maximum camber at 0–90% chord and the last two-digit represents the
thickness of the aerofoil at 1–40% chord. NACA-0012 is a symmetrical aerofoil with
zero camber at 12% chord thickness. NACA-2412 is asymmetrical aerofoil with 2%
chord of maximum camber, location of camber at 40% of chord, and 12% thickness of
chord.

2.2 Reynold’s number

Reynolds number (Re) is a non-dimensional number used to predict the behavior
of the fluid at varying environments and used to model the scale-down model [8]. The
Reynolds number is named after Irish-born Osborne Reynolds, who predicted the
different flow patterns by inducing die in the pipe flow. Reynolds number (Re) is the
ratio of inertial force to viscous force (Eq. (2)).

Re ¼ ρVD
η

(2)

Where,
Re = Reynolds number
ρ = density of air (Kg/m3)
V = wind velocity (m/s)
D = characteristic length or diameter (m)
ή = dynamic viscosity of air (Pa.s/Kg m�1 s�1)
The flow pattern is differentiated into laminar flow and turbulent flow. Both

possess different characteristics in nature. Laminar flow is a smooth and regular
streamline pattern, whereas turbulent flow is a random and irregular flow pattern.
The critical Reynolds number is 5 � 105 transition between the laminar to turbulent
flow over a flat plate.

2.3 Boundary layer

In 1904, Ludwig Prandtl developed the theory boundary layer [9], the flow field
around the body had two areas where flow is frictional and non-frictional. The
boundary layer is the area where the friction of the flow is considered due to viscous
characteristics. The thickness of the boundary layer is a distance between the surface
to freestream velocity of flow, the velocity at the surface is zero (V = 0) due to shear
stress with the surface and air. The velocity will increase with the increase in thickness
(Figure 2) in the boundary layer and attain the freestream velocity on point and
outside the boundary layer; the flow is considered a non-frictional flow regime. The
laminar boundary layer is less thick than the turbulent boundary layer and the turbu-
lent boundary layer will have high kinetic energy and mixing rate.
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2.4 Pressure coefficient

Pressure is a dimensional quantity (Eq. (3)) (SI unit N/m2) and important variable
to express the force that acts on the body. The pressure must be expressed in the
dimensionless quantity pressure coefficient (Cp) like Reynolds number for similarity
in aerodynamics.

Cp ¼ P� P∞

q∞
(3)

To measure the pressure coefficient, the pressure tapping is distributed around the
model’s surface in the wind tunnel. Tomeasure the pressure coefficient, on the surface of
the model in the wind tunnel the pressure tapping will be distributed around the surface.
The tubes will be connected to multi-tube manometer or pressure sensors to measure the
pressure difference at the tappings (p) in the surface and the free stream pressure (p∞).
The dynamic pressure is measured through freestream quantity ( q∞ ¼ 1=2ρ∞V

2
∞

� �
,

where ρ ∞ is freestream or sea-level density and V∞ is freestream velocity.

2.5 Generation of lift

Aerodynamics lift is a complex topic for understanding, the lift generated by wings
made the heavier than air flight possible. There is much debate on how the wing or
turbine creates lift with aerofoil cross-sections. When the fluid flow over an object,
the force exited due to the fluid motion where the lift is perpendicular to the
freestream and drag is parallel to the freestream. Concentrating on the lift produces a
high lift with minimum drag on the streamlined body like an aerofoil.

The aerofoil shape is used in aeroplane wings, wind turbines and propellers to
generate the lift and based on the application and need the different aerofoil profiles
are used. Consider a wind turbine aerofoil where the wind flow over it causes a

Figure 2.
Velocity profile in boundary layer.
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pressure distribution with high pressure in the bottom and low pressure on the top
cause a lift generation on the turbine to rotate the generator to produce electricity. The
shape of the aerofoil creates an uneven pressure when fluid moves over it to generate
the lift, but how is the uneven pressure distribution formed on the aerofoil? It is a
tricky question to answer. We discuss two widely accepted explanations of lift gener-
ation in the aerofoil. The following explanation is based on Newton’s third law of
motion, where the fluid nature is considered in lift generation. When fluid flows over
an aerofoil, the fluid will suddenly experience the aerofoil where the flow moves
upward, called upwash and downward called downwash. Due to the large fluid vol-
ume displacement, every action has an equal and opposite reaction, the aerofoil
creates lift as a reaction force by turning down the incoming air. In conclusion, the lift
is created due to uneven pressure distribution, but the pressure distribution is com-
plex and has a different explanation based on the approach.

We will now discuss how the aerofoil shape and orientation affect lift generation.
At freestream velocity V (relative wind) over an aerofoil will generate a lift, drag and
moment due to pressure and shear stress distribution. The angle of attack (ρ) is the
angle between chord (c) and the relative wind velocity (V∞) of the aerofoil. The
coefficient of lift (CL) will increase with an increase in the angle of attack till CLmax

and stalls (lift decrease) due to flow separation on the upper surface. The symmetrical
aerofoil (NACA 0012) has a similar shape on both sides of the chord line and CL = 0
when the angle of attack is zero because pressure distribution will same on both but
asymmetrical aerofoil (NACA 4412) will generate lift even at a zero angle of attack
(Figure 3a). There are two kinds of stalls based on the aerofoil thickness: leading-edge
and trailing-edge stall. Let us compare NACA 4412 and NACA 4421 (Figure 3b), both
aerofoils have the same mean camber line and camber location but the thickness
varies, NACA 4421 have 10% extra thickness to NACA 4412. In both cases, the
aerofoil has the same lift slope, CL increases with increasing angle of attack but CLmax

various. In NACA 4412, the flow separation occurs at the leading edge of the aerofoil
where the stall will be sudden and cover the entire upper surface, the phenomenon is
known as a leading-edge stall. On the other hand, NACA 4421, where the aerofoil
thickness is high enough to make the separation occur in the trailing edge and stall will
be gradual. The lift curve evident that the NACA 4412 CLmax is increased little com-
pared to NACA 4421 where the curve bend over at CLmax means that stall was soft and
gradual at maximum lift (Figure 3b).

Figure 3.
(a) CL vs. α for symmetrical and asymmetrical aerofoil. (b) CL vs. α for thin aerofoil (NACA 4412) and thick
aerofoil (NACA 4421).
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The flow control technique (flaps and slats) alters the lift slope and increases the
CLmax. The flaps and slats are also known as high lifting devices, which increase the lift
higher than the actual aerofoil lifting capacity. The flap (Figure 4a) is a moving
element in the trailing edge that moves up and down when the flap deflects downward
camber of the aerofoil increase to shift the lift curve upward to increase CLmax. The
slat (Figure 4b) will be fixed in the leading edge of the aerofoil which moves front to
allow the airflow between the slat and aerofoil to the upper surface to delay the flow
separation thereby increasing the CLmax in lift slope which is evident that the stall is
delayed in high angle of attack.

3. Wind turbine

A wind turbine is a mechanical device that converts the kinetic energy of the
incoming airflow striking the blade surface, producing considerable lift on the airfoils;
thereby, rotation of blades is effected and successfully converted to electrical power
through gearbox assembly. According to the mode of operation, wind turbines can be
classified as follows.

Each type of wind turbine mentioned in (Figure 5) above can be summarized as:

1.Horizontal axis wind turbine: It is a type of wind turbine in which the rotor’s axis
of rotation is parallel to wind flow.

a. Dutch type grain grinding windmill: It operates at the thrust exerted by
wind, and the number of blades in a turbine is four. Wooden slats have
been used for making the blades of the turbine.

b. Multiblade water pumping windmill: Blades of this type of turbine are made
of metal or wood and the selection of a site depends on the water availability
of the area. It operates at low velocities and is also called a fan mill.

c. High-speed propeller-type wind machines: The working of this turbine is
only dependent on the aerodynamic force generated when wind flows on
the airfoil surface of the blade section. They find their applications in the

Figure 4.
(a) CL vs. α tailing edge flap effect in CL. (b) CL vs. α for leading edge slat effect in CLmax.
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electricity generation of our modern era. The selection of the airfoil section
forms the core of the blade design of modern wind turbines.

2.Vertical axis wind turbine: It is a type of wind turbine in which the rotation axis
is placed vertical or perpendicular to the ground.

a. The Savonius rotor: This wind turbine consists of a drum cut into two
halves and attached opposite to the vertical shaft. The rotor torque is
generated due to wind flow on concave and convex surfaces.

b. The Darrieus turbine: This type of wind turbine has two or more blades
made flexible and attached in the shape of a bow to the vertical shaft. The
rolling action of blades generates the torque.

3.1 Components of wind turbine

• Rotor: Rotor blades of wind turbines work under the principle of an aircraft wing.
The airflow on their surface creates pressure difference; blades rotate to produce
electrical power.

• Nacelle: It forms the housing, which contains gearbox, generator, drive train,
brakes, etc.

Figure 5.
Classification of wind turbines.
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• Blades: Blade is a critical part of any wind turbine design as they are responsible
for lift and power by rotation. The blade section close to the rotor is the hub,
whereas the section away from the rotor is the tip of the blade. Hub is designed
thicker, and the blade’s tip is thinner to facilitate the airflow.

• Tower: It is designed to hold the rotor blades and whole assembly off the ground.
Usually, a tower is constructed 50–100 m above the ground surface or water (in
the case of offshore wind turbines).

3.1.1 Wind turbine aerodynamics and flow control

• Brake: The braking system is specifically designed to stop the whole machine
when there is a flaw or damage in a component of the turbine. The braking
system demands higher cycle rates and reliability. The brake pad of the modern
turbine is coated with Kevlar to ensure longevity and robustness.

• Gearbox: The gearbox is used to is to increase the rotational velocity of the low-
speed rotor to an electrical generator by gearing arrangement. The gearbox ratio
varies from 15:1 to 30:1, depending on the power output of turbines.

• Anemometer: Instrument used to measure the velocity of incoming wind flow,
and it transmits the wind speed to the controller.

• Controller: A wind turbine controller is a series of systems connected to monitor
the operation of the wind turbine and adjacent turbines (wind farm). It is
responsible for the initiation and shutdown of the system in adverse conditions.

• Yaw system: The orientation of the wind turbine towards the incoming wind is
done by the yaw system. It has two systems; active and passive yaw systems and
comprises mainly of yaw drive, yaw brake, and yaw bearing.

3.2 Design of horizontal axis wind turbine blade

Horizontal axis wind turbine (Figure 6) blades demand a pre-requisite of specific
terminologies and mathematical formulas, which converge to a critical section called
blade element momentum theory [10]. The preliminary step in blade element
momentum theory is dividing the blade into equal sections and let each sectional
element has a radius “r.”

The output power (P) of the blade is determined by (Eq. (4)):

P ¼ 1
2
ρAV3 (4)

Where,
A = πR2 is the rotor’s surface area (m2)
V = velocity of incoming wind flow (m/s)
Betz law states that “The power extracted from the wind is independent of wind

turbine design in the open flow. Therefore, it is impossible to capture more than 59.3%
of Kinetic energy from the wind.” From the Betz law, power is validated from the
above equation.
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• The angle of attack (α) is defined as the angle between the chord line and
incoming wind. The optimal angle of attack of a wind turbine falls in the range of
25°–35°.

• Tip speed ratio: Tip speed ratio of the wind turbine is defined as the ratio of blade
tip velocity to the wind velocity as mentioned in (Eq. (5)).

• The tip speed ratio of wind turbines should be greater than 4 for electrical power
generation applications. The optimum value for TSR is 6 for a horizontal axis
wind turbine blade.

∧ ¼ Vtip

V
(5)

• The number of blades (B) is an essential criterion in the power performance of
blades. In horizontal axis wind turbines, the number of blades is chosen to be
three as it is 40% more efficient when blades are reduced (wobbling) or
increased (high drag). In the case of vertical axis wind turbines, blade number
varies from 2, 3, or 4 depending on the operating conditions.

• Once the number of blades is fixed, the immediate next step in blade design is
evaluating the relative wind angle (r). It is done by:

ψ ¼ 2
3
tan �1 1

∧r
∧ ¼ Vtip

V
(6)

In Eq. (6), ∧r ¼ ∧∗
R
r

� �
where,

R = rotor radius, r = radius of element (refer (Figure 7)).
The design lift coefficient is measured from the properties of airfoil used in a wind

turbine blade. For example, if the analyst uses NACA 4418 airfoil [10] for the wind
turbine analysis, the aerodynamic properties of an airfoil can be extracted from the lift
curve and lift-drag curve.

• Maximum lift coefficient, (CLmax) =1.797

Figure 6.
Horizontal axis wind turbine mechanism.
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• Critical angle of attack, (αcritical) =15°

• Zero lift angle, αL = 0 = �4°

• CL
CD

� �
max

= 44.44, which occurs at an angle of attack α = 6.5°

• Design lift coefficient, CL,design = 1.209

The next step in the design process is the evaluating the chord length of airfoil
sections in the blade by using (Eq. (7)) below:

c ¼ 8πrð Þ 1� cosψrð Þ
BCL,design

(7)

Pitch angle (β) is measured theoretically from 0°, and they form the crucial part in
the design of blades. For example, the optimum pitch angle for low velocity such as
15 m/s is 20°, and it varies depending on the conditions.

Mathematically pitch angle is calculated using (Eq. (8)) by the difference between
blade angle and angle of attack.

β ¼ ψ r � α (8)

The twist angle at each section of the blade is calculated using (Eq. (9)) by
subtracting the blade pitch with the pitch at the tip:

θτ ¼ β � β0 (9)

In this expression, β0 is the blade pitch angle at the tip.
The twist angle reduces from the hub to zero at the tip. From the above data, we

can create a table for the geometric design of the horizontal axis wind turbine blade, as
shown in Table 1. The geometrical modeling of the blade can be done using commer-
cial software ANSYS (or) SOLIDWORKS.

Figure 7.
Schematic representation of blade elements.
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3.3 Computational analysis

Computational analysis (3D) of the blade is a tedious process as modeling of the
blade is a complex process to the core. The computational domain involves a station-
ary element and a rotational element to perform the moving reference frame
approach, as shown in (Figure 8). Moving reference frame involves varied translation
and rotational velocities of individual cell zones of the mesh. Stationary equations are
generated and solved for stationary element. The rotating element is solved by moving
reference frame equations such as centripetal acceleration and Coriolis acceleration in
the momentum equation. The flow variables in one zone are extracted to calculate the
adjacent zone by transforming the local reference frame in the interface between the
cell zones.

Usually, the computational domain for horizontal axis wind turbine blade is
designed as follows.

• Diameter of inner cylinder = 1.5 D

• Length of inner cylinder = 0.5 D

• Diameter of outer cylinder = 5 D

• Length of outer cylinder = 20 D

• Distance between the cylinder and upstream domain = x = 5 D where “D” is the
diameter of the rotor.

S. No. Radius of element (r) [mm] Chord length (c) [mm] Twist angle (θT0
)

1 r1 c1 θT1
(Hub)

2 r2 c2 θT2
(Hub)

… … … …

10 r10 c10 θT10
(Tip)

Table 1.
Blade geometry.

Figure 8.
Computational domain of wind turbine blade.
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The meshing of domain involves creating unstructured mesh [11] around the
domain with tetrahedral elements as they give good results during the simulation. The
exploded view of mesh and meshing elements around the blade (Figure 9).

Simulation of the turbine blade is done using commercial software such as ANSYS-
FLUENT/CFX. The turbulence model suitable for external flows [12] such as wind
turbine flows is the k-ω SST (shear stress transport). In this model, “k” denotes
turbulent kinetic energy, and “ω” denotes a specific dissipation rate. This turbulence
model is widely used for wind turbine blades as it predicts the flow separation more
efficiently than other RANS (Reynolds average numerical solution) models. It also
performs well in adverse pressure gradients as it takes the principal shear stress
transport into account while solving the equations.

Experimental analysis of wind turbine blades involves modeling and fabrication of
blade setup as its preliminary step. Fabrication of blade is done using 3D printing of
reinforced composite material.

The velocity profile of the rotor is extracted by fixing a pitot tube with equal holes
in the X and Y-axis along the surface. Then, the pressure difference readings can
calculate the velocity using (Eq. (10)) derived from (Eq. (3)).

V ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 p� p0
� �

Cp
� �

ρ

s
(10)

3.4 Flow control

Flow control [12] is one of the essential phenomena to be addressed in aerody-
namics. As the name says, the flow control mechanism aims to control the flow of
wind, thereby delaying the flow separation leading to the generation of lift and power
output. Flow control is primarily classified into two types: active flow control and
passive flow control mechanism.

Active flow control mechanism involves an instantaneous change in the design of
the installation the installed device to increase the lift

power , whereas passive flow control
mechanism [13] involves a fixed surface to influence the flow purely by its

Figure 9.
Mesh elements of wind turbine blade.
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geometrical characteristics. The passive flow control mechanism requires a more
efficient design process as it does not have the luxury of displacement. This book will
discuss one of the simplest and most effective passive flow control devices called
vortex generator [14]. The design methodology [15], parameters influencing the
design of vortex generators [16] and the aerodynamic effects of the vortex generator
[17] are discussed in detail, taking a sample analysis for reference.

Vortex generator was introduced by Taylor [18] during 1947 as thin plates
arranged in a spanwise manner projecting on the airfoil surface. Intensive research in
Vortex generators had its roots in the 1970s when Kuethe [19] performed analysis on
wave-type vortex generators with (h/δ) of 0.27 and 0.42 using the Taylor-Gortler
mechanism [20] to create a vortex stream when a concave surface experiences and
incoming flow. NASA performed much qualitative research on the design, develop-
ment and testing of vortex generators [21] and preliminary analysis results suggested
vortex generators (Figure 10) as a passive add-on control for Carter model airfoils
resulting in efficient momentum transfer. The installed vortex generators on the
surface have to be at the height of 1–2% of chord length and length should be
approximately 2–3% of chord length with the angle of attack (α) varying from 150 to
200. The vortex generators are placed on the inboard span, outboard span, midspan,
and whole span along the surface and the resulting power output is compared as
shown in (Figure 11).

The performance comparison is shown in (Figure 12) depicts the increment in
output power due to the addition of vortex generators. The vortex generators placed
in the airfoil surface’s whole span predominantly produce a 6% increase in power
output with a mean wind speed of 7.15 m with a counter-rotating arrangement. The
optimum dimensions suggested are pair width of vortex generators should be 0.1 c
and pair spacing between generators is 0.15 c where “c” is chord length of airfoil. It

Figure 10.
Effect of leading-edge VG on the power curve.
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also deduces vortex generators used to suppress the sensitivity of the blade to dirt
accumulation on the leading edge. The following research step is optimizing the
design and performance prediction of turbines [22] installing vortex generators [23].
Integrating vortex generators in wind turbines is the next giant leap in aerodynamic
research.

Design risks and modifications in the vortex generators are studied [24] thor-
oughly for different radius as tabulated in Table 2.

The design of the vortex generator depends on parameters such as:

1.Height of vortex generator: In most analyses, the boundary layer thickness (δ) of
the flow is taken as the height of the generator as it proves to be in good
accordance with the results.

2.Spacing between generators: The spacing between a pair of vortex generators
depends on the chord length of the airfoil element of the surface and flow
characteristics.

3.Position of vortex generator: The position of the vortex generator is fixed by the
prediction of flow separation point in the blade surface extracted from the CFD
analysis of the blade.

A triangular vortex generator [25] is designed for a wind turbine blade as a sample
analysis as it is simple and effective under varied operating conditions.

Figure 11.
Triangular Vortex generator.
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In a preliminary analysis, one of the airfoil elements in BEM analysis is taken, and
the vortex generator is placed at different locations in the chordwise direction. The
meshing of an airfoil with VG involves special near-wall mesh. The flow can be
captured on the surface without any jumps in this mesh type.

From the wall shear analysis, we can predict the flow separation point, forming the
underlying basics for consequent 3-dimensional analysis.

The flow separation point is decided by fixing the vortex generator in different
positions on the elemental surface and it is evident from CL vs. angle of attack
(Figure 13) and recirculation zone (Figure 14) that the highest lift is obtained when
the vortex generator is placed on the flow separation point [26]. The experimental
analysis is validated from the CFD analysis to get qualitative results [27].

Radius Radius Modification

0–
30 m

Laminar flow is observed at 25% radius. Forward
placement of VG leads to early transition and
increased drag penalty.

VGs are placed aft outboard of the blade.

0–
45 m

Vortex generators are positioned to stall at a
velocity range of 14.3–15.6 m/s where a portion of
the blade is installed sharply, leading to adverse
effects.

The slope of the chordwise VG locations is
increased, leading to the smooth
progression of the stall.

5–
60 m

A stall angle closer to maximum peak rotor power
may lead to an unwanted increase in the rotor
power. As a result, outboard sections are less
significant and sometimes lead to additional drag.

Removal of unwanted outboard vortex
generators will compromise the drag
penalty.

Table 2.
Design risk and modification for varied dimension.

Figure 12.
Influence of span-wise location of vortex generator on power output.
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4. Conclusion

Wind turbine aerodynamics is one of the intriguing sections in the field of aero-
dynamics with much varied scope in the future years. Wind turbine blade analysis is
practically a tedious and challenging area as the design parameters are vast, and each
of them has a specified impact on the turbine performance either directly or indi-
rectly. Effects of climatic change, terrain location, the wind rose of a particular area,
environmental effects of the wind turbine, impact of blade materials in performance,
height of tower and impact of the surrounding environment on the turbine’s
performance. Research on offshore turbines and bladeless turbines has started and
improvement of performance with considerable cost will be the key objective.

Figure 13.
Lift coefficient vs. angle of attack.

Figure 14.
Recirculation zone behind the vortex generator.
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The effect of ocean currents, ecosystem, and airflow in the ocean are exciting areas to
ponder as energy conservation will be the prime focus for the future. Wind energy,
the cheapest energy source, will be looked upon in the immediate future. The chapter
gives a preface to the concept of aerodynamics and explains wind turbine terminolo-
gies to briefly explain the design and analysis of turbines to form a formidable and
appealing pre-requisite for researchers to begin their work on wind turbine analysis.
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Chapter 12

On the Design and Manufacture of
Wind Turbine Blades
Mohamed Mahran Kasem

Abstract

Wind turbines become extremely important worldwide along with the need for clear
energy sources. The concept of wind turbines is based on using the wind energy to
produce lift that turns into toque, which rotates the wind turbine blades and subse-
quently produces electric power using a proper generator. However, the wide use of
wind turbines and their design and manufacturing process are a challenge. Therefore,
much research has been conducted to improve and develop new methods for the design
and manufacturing of wind turbines. In this chapter, the author discusses some tech-
niques for wind turbine design and manufacturing, including airfoil appropriate selec-
tion, design optimization methods, and manufacturing techniques. One of the
manufacturing techniques that are found to be superior is the use of chordwise and
spanwise stiffeners to increase the stiffness of the skin of carbon fiber wind turbine
blades. Those stiffeners are not bonded externally to the skin; otherwise, they are layers
of carbon fibers that are buried inside the skin of the wind turbine blades.

Keywords: wind turbine blades, blade manufacturing, blade design methods

1. Introduction

The design of wind turbine blades has two objectives: (1) to determine the blade
geometry that can produce an optimum power and (2) to determine the optimum
structure required to create the wind turbine blade. The objective of the former is to
obtain the wind turbine blade geometry that maximizes the power generated at
different tip speed ratios. Figure 1 illustrates the variation of the power coefficient
Cp
� �

with the tip speed ratio λð Þ for two different blade designs. Design 1 has the
maximum Cp but with large drop with small and high λ. Design 2 has smaller Cp, but
performs better over the range of λ. Therefore, design 2 seems to be better than design
1; however, it has smaller maximum power coefficient Cp.

The aerodynamic design also includes the selection of optimum chord and twist
distribution for the wind turbine blade. The objective of the latter is to create a wind
turbine blade structure that satisfies the aerodynamic requirements. A typical blade
cross section is shown in Figure 2. A blade structure is usually constructed from
external skin and internal spar.

This chapter summarizes the key steps required to perform an appropriate aero-
dynamic and structural designs for wind turbine blades. This includes the design
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process, unsteady aerodynamic analysis, design optimization, and structural design of
the blade.

2. Design of wind turbine blades

A major objective of wind turbine design is to maximize the output power and
improve its performance. This objective can be accomplished by maximizing the
aerodynamic lift and minimizing the drag. The process of designing a wind turbine
blade starts by the airfoil selection in addition to selecting the appropriate wind
turbine geometries according to the required performance. Figure 3 shows the main
variables in a typical wind turbine blade. Figure 4 shows the relation between the
wind turbine power and diameter.

2.1 Airfoil selection

Wind turbine blades are usually constructed with high taper ratio and twisting
angle. Small wind turbines usually have one airfoil type, whereas large-scale wind
turbines need different airfoils along the blade radius. An airfoil should be selected
with maximum lift-to-drag ratio and minimum pitching moment coefficient. Most
optimization models concentrate on improving wind turbine blade performance by
enhancing the taper ratio, aerodynamic twist, and geometric twist of the blade;

Figure 1.
Variation of power coefficient with tip speed ratio for two different blade designs [1].

Figure 2.
Typical cross section of a wind turbine blade [2].
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however, some optimization models improve the wind turbine performance by
changing the airfoil shape. The latter can be conducted either by considering different
airfoil shapes in the optimization problem or by defining control points over the airfoil
and change its shape during the optimization process (Figure 5).

Sometimes, special types of airfoils are required for the wind turbine based on its
characteristics. For instance, low-speed wind turbines require special types of airfoils
to generate the torque required to rotate the blades [5]. In most cases, it is required to

Figure 3.
Wind turbine blade variables [3].

Figure 4.
Relation between wind turbine power and diameter.
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compare between different airfoil types and select the best airfoil to be integrated with
a certain wind turbine. The airfoils are evaluated based on their Cl

Cd
ratio. The

maximum is Cl
Cd
; the airfoil can produce more lift and smaller drag.

There are several airfoils’ families suitable for wind turbine blades, such as the
NACA family and the S series. Figure 6 shows a comparison between nine airfoils
from different series at Reynold’s number 3� 104. The performance of each airfoil is
different in relative to the angle of attack.

Large wind turbines are usually constructed from more than one airfoil. It could
have two or three different airfoils along its radial position. In this case, a linear or
higher order chord variation can be assumed between the airfoils.

Figure 5.
The control point motion [4].

Figure 6.
Comparison between different airfoils at Re = 3 � 104.
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2.2 Unsteady aerodynamic

Before starting the design optimization process, steady and unsteady aerodynamic
analyses should be conducted. These analyses can be accomplished either using the
blade element momentum (BEM) or by applying computational fluid dynamics
(CFD). A detailed comparison between the two methods can be found in [6]. The two
methods are used to solve the blade mathematical model, which is usually has a form
of differential equation. The mathematical model should provide the relation between
the different variables and parameters of a typical wind turbine blade. One of the most
popular and widely used mathematical models in wind turbine analysis and design is
the blade element momentum (BEM) method. A general procedure for applying the
BEM method can be summarized as follows [1]:

1.Define the geometry.

2.Discretize the blade into elements.

3. Initialize the induced and relative blade velocities.

4.Determine the airfoil data including the lift.

5.Compute new values of wind velocities.

6.Compare between the old and new values till convergence is achieved.

More details about the BEM method can be found in [6].

2.3 Design optimization

The design of wind turbine blades is twofold: first, the correct selection of the
optimization method, and, second, the proper definition of design variables and other
optimization parameters. A genetic algorithm (GA) is one of the popular methods that
are widely used in design optimization [7]. The GA is based on the process of natural
selection, in which the new generation is selected based on the fitness of the parents.
Thus, the parents with high fitness supposed to produce offspring better than those
with low fitness score in the optimization process. The process is keeping in iteration
until the best design variables are selected through mutation, crossover, and selection
steps. Figures 7 and 8 show details of the GA optimization process.

One of the advantages of using the GA in optimization is that it can be applied to
both discrete and continuous optimization. In the GA, the population is generated
randomly, and a candidate solution is defined for the design variables. The best
solutions are selected based on their fitness defined from the objective function. Those
solutions define the parents. Their children are produced by crossover operation.
Then, to ensure global optimization, a mutation operation is applied [3].

Wind turbine optimization requires the definition of an objective function. The
objective function differs based on the purpose of the optimization. If the purpose is
to improve the wind turbine aerodynamic performance, the objective function may be
to increase the wind turbine lift and/or decrease the drag. If the optimization purpose
is to improve the wind turbine structure performance, then the design objective could
be to maximize the wind turbine stiffness and/or minimize its weight. If one objective
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function is defined, we called it single-objective optimization. In case of more than
one objective function, the optimization is called multiobjective optimization.

3. Structural design

After determining the wind turbine geometry, a structure design should be
accomplished to create the wind turbine. The structure design includes several ana-
lyses, such as static analysis, modal analysis, dynamic analysis, and aeroelastic analy-
sis. There are two schools in wind turbine structure analysis and design. The first
school suggests the design of the wind turbine structure by approximating the wind
turbine blade into a beam model [2]. This method is very efficient in computational
time and cost, but it cannot provide a detailed solution for deformation, strain, and

Figure 7.
GA process [4].

Figure 8.
Single-point example for the crossover process [3].
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stress distribution. The second school prefers to analyze the wind turbine blade as a
full 3D model using numerical software. The most popular method to conduct these
analyses is the finite-element method. However, the 3D simulation can provide a
detailed solution to the wind turbine blade structure; it costs lots of time and money in
comparison to the 1D beam analysis. Table 1 provides a detailed comparison between
the beam and numerical solutions.

Usually, four solutions should be studied to make sure that the wind turbine
structure is safe and stiff enough:

1.Static analysis—by which steady loads are applied to the structure and the static
displacement and stresses are determined.

2.Modal analysis—by which the blades’ natural frequencies and mode shapes are
calculated.

3.Dynamic analysis—by which the dynamic displacement and stresses are
determined in response to unsteady aerodynamic loads.

4.Aeroelastic analysis—by which the divergence and flutter speeds are calculated
to make sure that the blade is safe from any aeroelastic instability.

4. Manufacturing of wind turbine blades

The wind turbine blade structure usually consists of upper skin, lower skin, and
spar (Figure 9). These structural elements help in resisting the direct and shear
stresses applied to the blade.

Spar is the main structural element in the wind turbine blade. It transforms all the
blade loads to the wind turbine hub. Thus, the selection of appropriate spar shape is a
corner stone in structural design. In the following figures, a comparison between the
most common spar cross-sectional shapes is provided. Figure 10 shows a comparison
between the rectangular shape, circular shape, I section, double I shape, and C section
spar elements. Table 2 provides the mathematical equations for a detailed compari-
son. Two performance parameters are defined to measure the stiffness of the spars
m and mdð Þ. In terms of the performance parameters, the I and C sections are found to
have the best bending and torsional stiffnesses in comparison to the other candidates.

Beam analysis 3D simulation

Time cost Low High

Money cost Low High

Accuracy Applies 1D approximation to
blades using beam theory

Applies numerical approximation to the governing
equation using variational methods

Solution Based on analytical or numerical
methods

Based on numerical methods

Results Provides 1D solution Provides detailed 3D solution

Table 1.
Comparison between 1D beam and 3D numerical solutions.
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Figure 10 and Table 2 can help in selecting the appropriate spar cross section for
bending and torsional applications.

In Table 2, bw is the web height (the section height), b f is the flange width (the

section width), Di is the inlet diameter, t is the thickness, tw is the web thickness, ÊI is
the equivalent bending stiffness, ĜI is the equivalent torsional rigidity, d, a66, d66 are
composite stiffness coefficients, ytip is the tip displacement, ψ tip is the tip rotation, p is
the applied load, Tmax is the maximum torque, and L is the beam length.

In small wind turbines, it is difficult to add a spar inside the wind turbine blade
because the blade thickness is small. In this case, a lateral and longitudinal stiffener
can be bonded inside the wind turbine skin to stiffen the skin. In composite
manufacturing, those stiffeners can be inherent inside the skin during the
manufacturing process. We found this technique efficient in increasing the wind
turbine blade stiffness.

Figure 9.
Wind turbine construction [8].

Figure 10.
Comparison between different spar shapes [9].
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Ê
I m

ax
þ
0:
25

Ĝ
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5. Conclusion

This chapter summarizes the methods and techniques usually used in the design
and manufacturing of wind turbine blades.
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Chapter 13

Wind Turbine Bearing Failure:  
A Personal View
John Campbell

Abstract

The writer describes his experience of a lifetime of casting metals, and how the 
casting technique controls the quality of the metal and offers answers to engineering 
failures. In view of the wide denial of this aspect of process metallurgy, the author 
takes the opportunity to present a personal view, backed up by additional evidence 
in a bibliography. It is a concern that the failure of wind turbine bearings continues, 
on occasions, to defy substantial metallurgical efforts. It is proposed here that there 
is good reason to identify the casting process as the generator of pervasive defects, 
which the writer calls bifilms. These defects originate from the casting process during 
the pouring of the liquid steel. They are simply doubled-over oxide films originat-
ing from the surface of the melt. They are inherited by the solidified steel and are 
resistant to bonding by mechanical working. They, therefore, exist in finished steel 
components as a substantial population of cracks. These pre-existing cracks are 
usually the initiators of fatigue failure, as well as other failure modes. Techniques to 
eliminate bifilm cracks during the casting of steel are now known and require to be 
implemented to produce steels that will naturally eliminate failure. We shall have, for 
the first time, steels we can trust.

Keywords: ingot casting, inclusions, defects, oxides, Bifilms, contact pour

1. Introduction

Wind turbines are typically designed for a minimum 20-year life. However, failure 
of the main bearing of the turbine after only a few years, perhaps 5 years, can involve 
the immense expense of dismantling, lowering, transporting away for repair or 
replacement, raising, and re-installing the new bearing. These costs are enhanced for 
off-shore turbines and threaten the economic case for wind energy.

It is important therefore that bearings are reliable. The engineering involved in 
the modern bearing designs, optimised by computer simulation, and manufacture 
involving precision machining ensure an extremely high standard of ‘designed in’ reli-
ability. The steel is also held to within close limits of its chemical specification, gener-
ally based on the composition 1C–1.5Cr, the typical ‘carbon chrome’ steel which is 
widely used for ball and roller bearings. The use of this bearing steel for over 70 years 
or more has generated an optimised material backed up by an immense volume of 
development and production experience.
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It is a source of surprise and disappointment, therefore, despite all this vast accu-
mulation of knowledge and experience, bearing failures of large turbines still occur 
prematurely.

A higher strength steel, with an unusual structure of lower bainite, has more 
recently been available; it is hoped that this improved material will provide greater 
reliability and longer life. Experience with its longevity should be emerging over 
the next few years, so it is too early to include the new bearings in this report. This 
chapter concentrates, therefore, on the known behaviour of the carbon-chrome steel 
bearings. Even so, it seems likely that the proposals in this chapter will also benefit the 
low bainitic steels in due course.

This chapter draws attention to the universally neglected role of the casting 
process in the behaviour of the steels. Unfortunately, defects are introduced by the 
casting process which can be sufficiently serious to dominate the failure mechanism 
of the steel. This widely overlooked effect is considered in detail. The mechanisms 
cited in this chapter are described in more detail by the author elsewhere [1–3].

2.  The background to inclusion creation and the cracking of the liquid 
metal

In the liquid state, all metals oxidise to some degree in the air, forming a thin 
surface oxide film. This surface oxide is not a problem while on the surface, and is 
valuable, limiting the rate of further reaction with oxygen, conferring a kind of 
pseudo-inertness of the liquid, preventing the liquid completely oxidising away or 
even, some metals, bursting into flames.

The structure of the surface oxide on the liquid is significant. Its lower surface is 
completely ‘wetted’, being in atomic contact with the liquid, from which it has grown, 
atom by atom. In contrast, the top surface of the oxide is completely dry, and when 
viewed under the microscope has an irregular surface like sandpaper, or sometimes a 
microscopic downtown Manhattan.

When filling a mould, if the metal proceeds upwardly, the surface oxide trapped 
between the liquid and the mould wall cannot rise with the metal. Consequently, 
the oxide splits at the crown of the upward progressing meniscus, to allow the metal 
to rise. Instantly, new oxide forms at the newly revealed liquid surface. The newly 
forming oxide splits and moves sideways to become trapped as the skin of the casting 
against the mould. Importantly, the oxide does not become entrained in the matrix. 
In this way, the filling of the mould is achieved without the formation of defects, and 
the presence of the surface oxide, thickened during its travel across the  meniscus 
and down the walls, protects the metal from the ingress of contaminants such as 
gases and other solutes by reaction with the mould, and mechanically supports the 
surface, bridging the gaps between asperities to confer a smooth ‘averaged’ cast 
surface. When the mould filling is completed only by this mechanism, it is known as 
 Counter-Gravity casting (Figure 1). It is described in more detail below.

However, as everyone knows, most castings are not made only by this upward 
counter-gravity progress of the liquid. Most castings are poured, using gravity, which 
accelerates the metal as it falls into the mould. The result is vigorous turbulence 
and mixing of the bulk liquid and its surface so that its surface oxide film becomes 
entrained into the bulk liquid metal.

The entrainment of the surface film happens by a number of interesting, related 
mechanisms. The surface can (i) fold, or (ii) form droplets and splashes, or (iii) form 
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bubbles which during their motion through the liquid, slough off their surface oxide 
to form oxide tubes sometimes meters long, which collapse to form lengthy bifilms 
(Figure 1). Naturally, the bubble trails are generally shredded to shorter lengths in 
the violent turbulence, so that the final bifilms population consists of a fragmented 
collection of largely indistinguishable defects, although some bubble trails survive to 
form leak paths through 100 mm thick walls in shaped castings (if well-fed to avoid any 
shrinkage porosity, how otherwise could leaks through thick steel walls be explained?). 
In all cases, the mutual impingement of surfaces causes the oxides on the opposing 
surfaces to come together as a dry side to dry side. Only the high spots meet, so the films 
make little contact on a microscale, and little bonding can take place. This double film 
now takes on a life of its own. I call it a ‘bifilm’. Each bifilm finds itself now immersed in 
the bulk liquid, but has practically no bonding between its two opposed films. It, there-
fore, acts as a crack in the liquid. Very severe turbulence, as in the pouring of a steel 
ingot, results in a dense population of cracks in suspension, akin to a snowstorm [4].

For liquid steel, the snowstorm takes time to clear; although the oxides are less 
dense than the steel and therefore expected to float out, (i) they have nearly zero 
volume because of their extreme thinness and so can exert only minimal buoyancy 
force, plus (ii) their relatively large area is characterised by high drag—a parachute 
action to slow progress.

Thus, the liquid steel, now damaged by a semi-permanent population of cracks 
only slowly recovers its integrity: the larger bifilms separated by flotation within min-
utes, forming the observed layer of oxide slag on the surface of the steel. However, a 
large population of smaller bifilms remains to be trapped by solidification.

Because bifilms are not ‘clean’ cracks but faced with highly stable oxides such as 
alumina (Al2O3) and chromia (Cr2O3), the cracks tend to survive plastic working such 
as forging and rolling. After plastic working, most of our steels remain impaired by 
a dense population of cracks introduced by the casting process. This is particularly 
common during the pouring of ingots for special purposes, such as large bearing rings 
for wind turbines, because top pouring of the ingot is the cheapest casting technique. 
As will be explained below, even if the ingots are bottom gated (uphill poured) the 
current technology only improves the surface of the ingots a little but makes little 
change to the internal integrity.

Figure 1. 
Contrasting casting techniques.
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For a particularly large ingot, required for the largest bearing rings, as the steel 
freezes in a direction away from the mould wall, the advancing dendrites ‘push’ the 
bifilms, tending to concentrate them in the centre of the ingot. When the ingot is 
pierced and opened by forging to form a ring, the bifilm defects are naturally con-
centrated on the inner working surface of the ring. Regrettably, the distribution of 
defects could not be worse.

This chapter reviews the damaging mechanisms of the casting process and 
proposes alternative casting techniques to reduce or avoid damage. It is noteworthy 
that the current carbon-chrome steel is usually capable of providing good service 
life of main bearings, and most probably suffers early failure from the presence 
of occasional material defects. It is expected that the implementation of processes 
to eliminate the larger bifilm cracks, the major defects in the material, should 
significantly assist to eliminate failure.

3. Steel casting processes

Bulk steels are now commonly cast by the continuous casting process. This is 
an efficient process in which a ladle of steel spends a significant length of time 
delivering metal from a bottom nozzle into a launder (a trough, or channel) which 
continuously supplies the water-cooled mould. The metal in the ladle, therefore, has 
a lengthy period in which its bifilm population can be reduced by upward flotation 
(despite huge research and development efforts, relatively little can be separated in 
the launders). Fortuitously, the metal is delivered to the mould from the base of the 
ladle, providing the cleanest metal. The result is that continuous cast steels are usually 
significantly cleaner and more fatigue resistant than ingot cast steels.

However, for limited batches of special steels, and especially those required in 
large pieces, ingot casting remains the only practical production route. The ingots are 
filled from a ladle which the crane positions above the mould. The metal is poured 
from the base of the ladle via a nozzle sealed with a stopper, or by a sliding gate.

A common casting technique for large ingots is top pouring, in which a ladle 
opens its bottom nozzle above the mould (Figure 1). The metal jets from the nozzle 
at speeds of the order of 5 m/s. The speed of the falling jet increases during the 
remainder of its fall into the ingot mould, reaching up to approximately 10 m/s. This 
high-energy liquid fragments and churns, introducing masses of bifilm cracks. It is a 
casting technique to be avoided for steel bearings.

The alternative technique for introducing the liquid metal at the base of the 
mould is widely used in the belief that it constitutes a kind of counter-gravity fill-
ing. It certainly improves the surface finish on the outside of the cast ingot because 
of the reduced amount of splashing, slopping and surging (Figure 2). However, it 
is not generally realised that the interior of the metal suffers a disaster. The reason 
for this is the universal use of a conical intake (the trumpet) at the entrance to the 
running system. The slightly ragged edges of the high-velocity falling jet of metal 
accelerate the closely surrounding air and take this down into the filling system. 
The conical entrance acts as a venturi pump, concentrating air into the system. 
A resulting 50/50 mix of air and steel is now known to be formed and is clearly 
observed in water model experiments and computer simulations. An observer look-
ing down into the mould during the filling process observes the melt to ‘boil’ as it 
rises. Once again, the steel is severely degraded. Some restoration of the properties 
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will occur by flotation before freezing, but an immense population of defects will 
remain and be trapped by the freezing process. A viewing of a water model of the 
filling process should convince even the most sceptical traditional steelmaker that 
the 50/50 emulsion of steel and air will be impossible to convert into a reasonably 
clean steel (Video 1, https://acrobat.adobe.com/link/track?uri=urn:aaid:scds:US:8c
e23dc8-fbc5-4892-9934-439f732f3e57). We need to agree that this is not the way to 
treat liquid steel.

The problem is the conical intake which acts as an air pump. During the casting 
process, it is necessary to eliminate the massive ingestion of air at the entrance to the 
filling system.

Shrouds are widely used to reduce air entrainment by the trumpet. The trumpet is 
surrounded by an enclosure (the ‘shroud’) filled with argon. In this way, the percent-
age of oxygen from air entrained into the filling system is reduced from 20% down to 
perhaps 5%. However, when it is considered that pouring in a vacuum, in which the 
oxygen levels may be less than 0.01%, the amount of oxygen is clearly still massively 
over-sufficient to form very effective bifilm cracks throughout most steels. Thus, 
even though the use of shrouds reduces the content of oxide inclusion particles, and 
reduces oxygen in solution in the steel, the amount of turbulence is largely unaltered, 
so the area of bifilms is unchanged. However, of course, the bifilms are now  thinner, 
so they are now much more difficult to see even though they continue to act as 
 effective cracks.

Figure 2. 
Bottom-gated or uphill teemed ingot.
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It is necessary to conclude that the pouring of steel is the most damaging feature 
of the steelmaking process. It has to be improved if ultra-low defect steels are to be 
achieved.

4. Contact pour

The procedure which is practically 100% effective to reduce air entrainment dur-
ing pouring is ‘contact pour’ in which the ladle nozzle is directly put into contact with 
the entrance to the filling system pipework. After the first few seconds of eliminating 
the air already in the filling system, the system runs clear of bubbles: entrained air is 
excluded (Video 2, https://acrobat.adobe.com/link/track?uri=urn:aaid:scds:US:4a0
df8eb-5ec4-480a-b908-34a98165cef4). This simple solution has been demonstrated 
with success for those ladles with stopper/nozzle systems for steel castings over 
the size range of 1–50 metric tons. If contact pour can be implemented, no massive 
investment in new equipment would be required to revolutionise steel quality. There 
are additional helpful developments in which the few seconds of damaged metal and 
bubbles originating from the priming process can also be diverted from entering the 
ingot [1, 2]. Thus, it is possible for metal totally free from contamination with air to be 
cast into the ingot. The metal will be free from its normal population of cracks.

Even so, there are several issues that many steel casting shops would need to solve 
to implement the system successfully, and success may not be easy. Although the x-y 
positioning of the ladle is a challenge, this is not expected to be insuperable in view 
of modern laser triangulation and computer control of the crane. The z-control of 
the crane is more significant to avoid the hundred or more tons of ladle crushing 
the mould filling system. Most difficult is the need for some casting systems to use 
oxygen lancing to initiate pour. The latter may be a non-trivial requirement.

If contact pour cannot be implemented, other solutions to avoid the damage of 
pouring are needed. The known outstanding solution is described below.

5. Counter-gravity

Counter-gravity casting is the optimum solution. In Figure 1, the metal is con-
tained in a vessel below the mould and is preferably treated to be of high quality. Zero 
entrainments of the surface oxide film occur if the process is carried out correctly. 
The process is widely used in the aluminium casting industry, where uphill displace-
ment by differential pressure or pump is relatively easy and is widely used. It is not 
so common for the casting of steel. However, there are some notable success stories 
for smaller steel castings of up to 100 kg which have been routinely made in their 
millions with excellent freedom from inclusions. A certain amount of scaling up 
seems feasible, so that steel ingots of a ton or more might be possible. In particular, for 
large bearing rings, the ingot could be cast as a ring, saving the cost of reheating and 
forging.

The standard objections to the elimination of forging are the loss of so-called 
‘densification’ and the possible loss of a so-called ‘favourable grain flow’, or texture. 
Neither of these conventional benefits of forging are to be expected to be required for 
an ingot without bifilms. The oxide cracks are not present to pin grain boundaries and 
so the alignment to develop texture which occurs in traditionally cast steels is not to 
be expected. Similarly, the oxide cracks are the usual initiators of porosity of various 
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kinds, which once again will be absent, so the natural soundness of counter-gravity 
cast steel should be near-perfect and not improvable by plastic working. The counter-
gravity cast structure is expected to have excellent, and substantially unimprovable, 
homogeneous properties which cannot be enhanced by forging.

6. Fatigue failure

Turning now to a practical example. Figure 3 shows an image of the microstruc-
ture of a main outer bearing ring of carbon-chrome steel which had failed by rolling 
contact fatigue [5]. It seems to have been generally assumed that the large array of 
cracks had been formed by fatigue. This is not true.

The large array of cracks is a typical tangle of bifilms, introduced into the steel as 
a result of the turbulence during pouring of the originating ingot. This was probably 
top poured for the economy, but even if uphill teemed (bottom gated) the turbulence 
and air entrainment issues are immensely damaging and certainly capable of creat-
ing such extensive defects. The bifilm population in the solidifying ingot will tend to 
be segregated into the ingot centre because of the ‘pushing’ action of the advancing 
solidification front (advancing dendrites cannot grow through the ‘air layer’ in the 
bifilm). Probably, the solidified ingot is now forged, opening it into the shape of 
a ring. The inner working surface of the bearing will naturally contain the highest 
density of bifilm defects from the centre of the original ingot, typical of those seen in 
Figure 3.

The enlarge detail provided in Figure 3b shows a fractured inclusion together 
with light etching cracks and ‘wings’ on either side, as in a classical fatigue structure. 
The ‘fractured’ inclusion appears fractured because of its growth either side of a 
bifilm (it is worth emphasising that the ‘fracture’ of inclusions is not normally the 
result of stress, but of growth on bifilms). However, this diminutive region consti-
tutes the real fatigue failure. One can imagine that among the massive bifilm array, of 
the order of millimetres in size, large blocks of metal will be stressed by the passing 
of the rollers, and the stress will be concentrated in those small remaining regions 
which connect the block to the main mass of the bearing. The gradual failure of these 
ligaments by fatigue will eventually release the block into the rollers, causing cata-
strophic failure. The size of the ‘butterfly wings’ is of the order of 10 μm—only 1% of 
the size of the pre-existing bifilm cracks, but, of course, necessary for releasing the 
final failure.

Figure 3. 
(a) Array of bifilm cracks under the bearing surface; (b) inclusion with butterfly wings and adjacent  
white-etching cracks (courtesy ref. [5]).
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In summary, extensive pre-cracks (bifilms) provide major weakening of wind 
turbine bearings, but final failure is by the fatigue of microscopic ligaments in which 
the rolling stresses are concentrated. The ligaments may or may not contain inclu-
sions. It seems that extensive bifilm pre-cracks and microscopic fatigue cracks may be 
expected to be common conditions for failure. Work on the newer bainitic steels [6] 
is expected to reduce the fatigue failures of wind turbine bearings which is, of course, 
welcome. However, the complete elimination of failures is only to be expected if  
casting techniques can be improved [3].

7. Conclusions

Any improvement to the casting technique will be of immense value to a wide 
range of designers and fabricators worldwide. Without the initiation sites for failure 
which bifilms provide, steels (and other metals and alloys) should become free from 
the normal modes of failure such as tensile fracture, creep, fatigue, stress corrosion 
cracking and hydrogen embrittlement [3]. For the first time, the world would have 
metals that it could trust.

© 2022 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 
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Chapter 14

Wind Turbine and Synchronous
Reluctance Modeling for Wind
Energy Application
Tefera Kitaba

Abstract

The Chapter discusses the turbine characteristics to design low-power rating
generators. The low-power machine results in small wind turbines, hence distribution
of power generators have attracted a growing interest from the demand, for remote and
rural electrification. In renewable energy generation the design of the generator from
the wind turbine is the most challenging part of the design. The generator specifications
have been obtained from wind turbine models such as torque, speed and power. Based
on these specifications the design of the generator with rating of 1 kW has been
achieved. The turbine characteristics have been studied and various parameters of the
designed machine are analyzed through analytical model and finite element analysis.

Keywords: synchronous reluctance generator, wind turbine, finite element analysis,
resistive load, inductance

1. Introduction

In recent years, the evolution of renewable energy sources such as solar,
hydroelectric, wind energy, biogas and geothermal energies have gained global
attention. Rahim et al. [1] reported that an isolated self-stand generating strategy is
desired to achieve electrification in distant areas. The conventional stand-alone energy
generation system utilizes a synchronous generator that requires a direct current field
excitation. Nagria et al. [2] identified that the convectional energy generating methods
are not suitable for rural electrification. Instead, a self-stand and self-excited generat-
ing system will be more convenient for such applications, as depicted in Figure 1(b).
For machines like synchronous reluctance machines and induction machine, self-
excitation can be realized by the interconnection of excitation capacitors in star or
delta across the stator end terminals, allowing them to be used as a self-stand genera-
tor [3–5]. In self excited induction generator, SEIG offers certain merits over a syn-
chronous generator (convectional) as a source of separated to supply electric power,
such as rugged structure, reduced size, low cost, low maintenance requirements and
lack of DC source for excitation [5–7]. In spite of that, in SEIG the generated voltage
frequency is influced by the loads and the capacitor bank. A self-excited or self-stand
synchronous reluctance generator (SRG) has almost all the advantages of a
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self-excited induction generator. In addition, its rotor copper losses and the output
frequency are not much influenced by the load, i.e., the load variations do not
significantly affect the rotor speed and frequency of output voltage [8, 9].

In literature, only few mathematical models have been built to determine the
performance of a self-excited synchronous reluctance generator. Abdel-Kader et al.
[10] attempted to develop an equivalent circuit for the SRG in the same manner as the
SEIG. Yawei Wang et al. [5] also attempted analysis and modeling of self-excited
synchronous reluctance generators. But, the load is limited to no load and resistive
load conditions. Moreover, the effects of core losses and saturation effects are
neglected, although the losses and saturation have significant effect on the perfor-
mance of the machine. Rahim H. et al. [11–14], investigated dq axes transformation
based model and demonstrated its validity. T. F. Chan. et al. [12], develops a two-axis
theory to model and analyze a three-phase self-excited reluctance generator which
supplies to an isolated inductive load. However, in this survey, simple method to
estimate the excitation capacitor is not included. Nevertheless, these research papers

(a)

(b)

Figure 1.
(a) Dq axes reference frame of the SRG. (b) Power generating system.
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are mostly based on conventional salient rotor synchronous reluctance generators, i.e.,
no magnetic material or bridges in the rotor.

In this Chapter, wind turbine modeling, design and an analytical model in the dq
rotor reference frame is developed as shown in Figure 1(a). In addition, the resistive
load is considered to estimate the performance of the SRG. A new and simple method
to estimate the minimum capacitance requirement for the resistive load is applied.

2. Wind turbine model

Among renewable energy sources in the world, the wind energy is more environmen-
tal and economical to generate electricity. In recent days, there is remarkable expansion in
the use of wind energy generation. This result in the importance in developing in turbine
and generators ofmaga power rating. For this reason the recentwork ismore based on the
development of high efficiency, and low cost generators for remote area applications. The
rating of the turbine is in the range of kilo watt. The turbine performance coefficient in
terms of blade pitch angle and tip speed ratio (TSR) is given in Eq. (1) [15]:

Cp λ, αð Þ ¼ C1
C2

λ1
� C3α� C4

� �
exp

�C5

λ1
þ C6λ (1)

Letting,

λ1 ¼ α3 þ 1ð Þ λþ 0:08αð Þ
α3 � 0:028α� 0:035λþ 1

(2)

For various types of wind turbine, the values of C1 � C6 are different. Figure 2
depicts the group power coefficient curves and tip speed ratio for C1, C2, C3, C4, C5
and C6 as 0.200, 119, 0.4, 5.5, 12.5, and 0, respectively. The turbine output power is
given in (watts)

Pm ¼ 1
2
R3πρaCp λ, αð ÞV3

w (3)

Figure 2.
Performance coefficient at pitch angle α = 0.
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The value of λ has been selected for optimal point of Cp at α = 0 as shown in
Figure 2. Once the values of λ and Cp are found, the turbine speed and the radius are
calculated from (3) and (4). The tip speed ratio can be determine from:

Ω ¼ λvw=R (4)

The torque causing the rotation of the wind turbine shafts depends on the turbine
rated power output and angular velocity. It can be expressed as:

Tm ¼ Pm=Ω ¼ 1
2λ

R4πρaCp λ, αð ÞV2
w (5)

The gearbox is utilized to transfer torque to the generator shaft rotating at a higher
speed in the wind turbine. The wind turbine side to generator side gear ratio can be
expressed as:

RG ¼ ω=Ω (6)

Here, Ω and ω are the turbine and rotational speed of the generator, respectively.
Eqs. (1) to (6) are used to design a wind turbine that can produce an output shaft
power of 1 kW at a rated mean wind speed of 8 meter per second.

The designed parameters of the wind turbine is summarized in Table 1. The
variation of power coefficient of the wind turbine for different blade pitch angle α is
shown in Figure 2. Figure 3, shows the generated mechanical power at different wind
velocity. From Figure 3, it is observed that as the wind speed increases, the rotational
speed of the turbine also needs to be increased to extract maximum power out of the
turbine. It is also observed that for the designed wind turbine, the maximum power
attains near 32 rad/s for the average wind speed of 8 m/s.

Figure 4, shows the torque causes mechanical rotation at different wind velocity.
From Figure 4, it can be observed that as the wind speed increases, the rotational
speed of the turbine also needs to be increased to extract maximum rotational torque
of the turbine.

Parameters Values (Units)

TSR(λ) 6.4

Mean wind speed 8 m/s

Gearing ratio 4.9

Blade speed 32 rad/s

Performance coefficient limit 0.414

Mechanical transmission efficiency 90%

Mechanical power 1 kW

Mechanical torque of turbine rotor 31.36 Nm

Mechanical torque of generator shaft 6.4 Nm

Generator rated speed 157.08 rad/s

Turbine blade radius 1.6 m

Table 1.
Initial data and calculated values of the wind turbine parameters.
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3. SRG design algorithm

The sizing procedure of the proposed generator starts with assigning the initial key
parameters of wind turbine such as, speed and maximum torque. These assigned
parameters are used in the calculations of magnetic, geometric and electric parameters
in together with the analytical model of the generator.

The design of the generator starts with the precondition design output parameters
such as stator geometry, rotor outer diameter etc. A new repetition with revised
assigned parameters will be done, if the geometries such as stack length and stator
outer diameters cannot satisfy the design parameter requirements. Otherwise, the
estimated magnetic, electric and geometrical parameters are used as the design
parameters. In other words, stator geometry, inductances, winding specifications,
maximum torque, saliency ratio, etc., are determined if the required conditions are
satisfied. Finite element (Ansys Electronic Desktop) software is used to analyze the
generator’s performance related to the output functions such as torque quality,

Figure 3.
Turbine power characteristics at pitch angle α = 0.

Figure 4.
Turbine torque characteristics at pitch angle α = 0.
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maximum developed torque, and the magnetic properties such as, magnetic field H
and magnetic field B. The process ends if the Ansys Electronic Desktop software
results satisfy the design requirements. Otherwise, the process is repeated by updating
the assigned parameters such as tip speed ratio, efficiency coefficient, air mass den-
sity, current and magnetic loading, pole pitch to air gap ratio and stack aspect ratio to
obtain the proper size (Figure 5 and Table 2).

The design constraint need to be satisfied are:
The power rated 1 kW, with electromagnetic torque ≥6.4 Nm, maximum torque

ripple ≤9%, maximum back-emf ≥ 100 V.

3.1 Analytical modeling of SRG

For the developed analytical model, the following simplifying assumptions are
considered:

• The time harmonics in current and space harmonics in air gap flux are neglected

• The core loss resistance is assumed to be constant and has no effect on excitation.

Pole pitch τ, as given in the equation below, is the prime parameter to obtain the
outer rotor diameter of the generator.

τ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Tek
2
dμo

B2
mP

2 kd � kq
� � ffiffiffiffiffiffiffiffiffiffiffiffiffi

Ld=Lq
p

kc 1þ ksð ÞlgL=τ

s
(7)

Figure 5.
Flow chart of SRG design process.
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The outer rotor diameter, Dr and stack length, L could be:

Dr ¼ 2Pτ
π

L ¼ τ
L
τ

� �

8>><
>>:

(8)

where,Te, L/τ, kc = 1.05, ks = 1.4, P, kd, and kq are generator torque from the wind
turbine, stack aspect ratio, Carter factor, saturation factor, number of pole pairs, the
ratio of d � and q � axes inductance to magnetizing inductance, respectively. The
parameters are defined in Table 2, while the saliency ratio defined as Ld/
Lq = (kd � kq)/2kq.

The design of the stator core geometry, i.e., the stator slot dimensions and rotor
design in details the structure of rotor ribs and stator have been determined. The distance
of the rotor air gap ribs from the shaft radius is designed. It also shows the separation of
the edge of the ribs along the inner core radius of the rotor with an angle of ∂m.

The segments/points are selected and are interpolated to get the structure of the 6-
poles rotor [16].

Every flux, and air barrier consists of trapezoid shape segment with a radial
thickness and tangential thickness, and the end point angle other air gap, ∂m. The
parameter is designed in such a way that to ensure required electromagnetic and the
structure stability at high speed.

The maximum rotor tips mechanical end point angle, ∂m expressed in terms of
number of flux barriers (qi), poles pair (P) and floating angle (β) is given as (9):

∂m ¼ π

2P
� β

� �
= qi þ 1=2
� �

(9)

Here, the floating angle β assumed to be in between 0 to 10° (0 to π/18 rad).
The total slot, d � and q � axes components of ampere turns can be expressed as:

nIm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nIdð Þ2 þ nIq

� �2q
(10)

Dimension of the Generator Values

Bin [0.5, 1] T

kd [0.6, 1]

kq [0, 0.4]

L/τ [0.3, 6]

vw [5, 25]m/s

ku [0.4, 0.7]

J [4, 9] A/mm2

S 36

P 3

Table 2.
Assigned parameters.
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Here,

nId ¼
Bmπ 1þ ksð Þkclg
3
ffiffiffi
2

p
qkwkdμoð Þ (11)

and,

nIq ¼ nId
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Ld=Lq

q
(12)

where, Im = Imax, and kw is stator slot winding factor, kw = 0.955. The conductor
per slot turns n is one of the key parameter in the design such as stator resistance,
leakage inductance and machine inductances. The resistance per phase R, is:

R ¼ 2 Lþ Leð ÞPJnqρr
Im

(13)

where, Le is end winding length, Le = πτ/2, J is current density, and ρr is copper
resistivity at temperature of 120°C. The leakage inductance Lls is given as:

Lls ¼ cs þ ce þ cað Þ2LPqn2μo (14)

Here, the calculated slot permeance, cs = 2.12535, air gap coefficient, ca = 0.2 and
the end winding length coefficient, ce = 0.00071817. The magnetizing inductance Lm,
for uniform air gap can be presented as:

Lm ¼ 6μoπLP qkwn
� �2

π2lgkc 1þ ksð Þ (15)

Therefore, for double layer winding, the stator resistance, leakage inductance,
magnetizing inductance, d�, and q � axes inductances are the function of n. By
simplifying the calculation, they are expressed as in Table 3:

Using the d-q � axes rotor reference frame in Figure 1(a), equations of the SRG in
the transient state are written as below.

Vd ¼ RsId þ ρλd � ωPλq
Vq ¼ RsIq þ ρλq þ ωPλd

Vph ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vd

2 þ Vq
2

q

8>><
>>:

(16)

Parameters Magnitude

Rs 0.92x10�3 (n)2 Ω

Lls 1.4x10�6 (n)2 H

Lm 2.99x10�5 (n)2 H

Ld 2.93x10�5 (n)2 H

Lq 2.993x10�6 (n)2 H

Table 3.
Parameters expression.
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At steady state, the voltage equation can be represented as:

Vph ¼ n
ffiffiffiffiffiffi
10

p
(17)

The above Eqs. (16) are written utilizing the motor convention for the reluctance
machine. When synchronous reluctance machine work in generating mode, it con-
verts mechanical energy in to electrical energy, however, it requires capacitor over
reactive p to magnetize their magnetic field paths for self-excitation. In motor mode,
Iq and Id are of the same sign, while in generator mode they are of opposite sign.
Referring to the current q and d-axes frame, motor operations are in the first and third
quadrants, in other words the motoring mode is when Iq and Id < 0 or Iq and Id > 0,
Te > 0, generating operations are in the second and fourth quadrants which means
Id > 0 and Iq < 0 or Id < 0 and Iq > 0, Te < 0. Figures 6 and 8, show the reluctance
torque developed by the SRG. Neglecting the effect of stator resistance, the torque
equation is given as:

Te ¼ 3
2
P Ld � Lq
� �

IdIq ¼ 3
2
P λdIq � λqId
� �

(18)

Since, the wind turbine rotates at low speed, gearbox are utilized to increase the
speed of rotation of generator shaft. The swing-equation corresponding to the com-
bined turbine generator system is given as:

ρω ¼ 1
2Ji

Tm � Te � 2Bωð Þ (19)

3.1.1 Excitation capacitance and load modeling

The inductive load RL, XL is connected to a capacitor bank in shunt at the stator
terminals.

The equation which relates the stator current, load current, and terminal voltages
are presented as follow:

Figure 6.
Torque verses current curves of the machine.
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Idc ¼ �Id � IdL
Iqc ¼ �Iq � IqL

�
(20)

The excitation capacitance in rotor reference frame is as follows (21)

Idc
Iqc

� �
¼ ρC ωPC

�ωPC ρC

� �
VdL

VqL

� �
(21)

Whereas the voltages in rotor reference frame are given as:

ρVqL ¼ ωPVdLþ �Iq�IqLð Þ=C
ρVdL ¼ �ωPVqLþ �Id�IdLð Þ=C

(
(22)

The R-L load model are obtained as (23)

IqL ¼
ð
1
L

VqL � IqLRL þ ωPLIdL
� �

dt

IdL ¼
ð
1
L

VdL � IdLRL � ωPLIqL
� �

dt

8>><
>>:

(23)

Eq. (23) is obtained using a general balanced RL load model (V = RLI + LdI/dt).
Table 4 summarizes the calculated parameters, the designed parameters of the
generator, and their performance.

3.1.2 Resistive load condition

For the resistive load case, the capacitor C, and the load, RL are connected in
parallel to the stator terminals, as shown in Figure 8. Therefore, the impedance can be
determined as:

Z ¼ �BjRL þ BXc (24)

Where,

Figure 7.
Flux lines and magnetic flux density distribution of the machines.
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B ¼ XcRL

RL
2 þ Xc

2 (25)

Which provides voltage at terminal

V ¼ �IZ ¼ �BXc þ jBRL

� �
Id þ jIq
� �

¼ �B XcId þ RLIq
� �þ jB RLId‐XcIq

� � (26)

The voltage equations can be reduced to:

Vd ¼ RsId � Xq Iq ¼ �B XcId þ RL Iq
� �

Vq ¼ RsIq þ XdId ¼ B RL Id � XcIq
� � (27)

The values of minimum capacitance required can be determined for self-excited
synchronous reluctance generator under resistive condition is by rearranging Eq. (27)
and eliminate Id and Iq (Figure 9).

Parameters Quantity Parameters Quantity

Lm 17.24 mH Dr 104 mm

Ld 16.9 mH Din 105 mm

Lq 1.73 mH Do 180 mm

Lls 0.80 mH h 13 mm

Im 20.6 A n 24

L 40 mm nIq 453.6 AT

lg 0.5 mm nId 195.2 AT

ku 0.5 Eph 100 V

Rs 0.53 Ω nIm 493.8 AT

Table 4.
Evaluated performance parameters and approximated quantity of 1 kW of SRG.

Figure 8.
Variation of SRG electromagnetic torque with power angle, for Rs 6¼ 0.

241

Wind Turbine and Synchronous Reluctance Modeling for Wind Energy Application
DOI: http://dx.doi.org/10.5772/intechopen.103775



3.1.3 Finite element analysis of SRG

The present section includes the finite element validation of the proposed design of
the SRG, as shown in Figure 1(a). The finite element analysis (FEA) performance is
evaluated as per the proposed design specifications. The maximum induced
electromotive forces (emfs) in the stator winding of the 1 kW SRG with symmetric
design are shown in Figure 10. The emf in the synchronous reluctance machine is
given by Eqs. (16), which clearly indicates that if the effective q-axis flux is reduced, it
leads to a decrease in emf. The results obtained through finite element analysis/
simulation with the excitation current of the machine is shown in Figure 10.

The peak values of the back emf produced at 1500 rpm corresponding to different
magnetizing currents for the machine is shown in Figure 11. It is observed that, emf
starts with zero voltage.

Figure 6 shows that the performance of the machine in motor and generator modes.
From Figure 6, it is clear the average torque is as a function of square of stator
current till the current of the machine is 9A. But, after 9 A the different between (Ld-Lq)
is approximately constant, hence, the variation of average torque is observed to be
linear.

Figure 8 represents the electromagnetic torque of the machine with variations of γ.
Moreover, as the magnitude of average torque increases, the torque ripple also
increases and viva-versa.

Figure 9.
Synchronous reluctance generator equivalent circuit with capacitor C, resistive RL and inductive XL loads
(V = Vd + jVq, I = Id + jIq, Λ = λd + jλq).

Figure 10.
Machine emf at given frequency.
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Table 5 provides the performance of self-excited SRG generator. From Table 5
and Figure 7, the performance, flux line, and field density are observed. Overall, it
can be said that the design of SRG is more robust and less costly. Since, cost effec-
tiveness and robustness are major criteria for the suitability of generator for rural
electrification application, SRG is more suitable for rural electrification. Figure 7
provides magnetic field density distribution and flux lines of SRG generator.

Table 5 provided that the performance comparison of torque, linkage inductance,
magnetizing inductance, d and q-axes, and ripple torque percentage. It can be
observed that the analytical and FEA similar with small deviation.

4. Conclusion

The design and the modeling of synchronous reluctance generator for 6 poles,
1500 rpm, 1 kW, from wind turbine modeling specifications, are presented. The
performance verses tip speed, mechanical power and torque verses turbine speed have
been evaluated. The rotor design reducing q-axis inductance of this generator have
been analyzed. Therefore, the torque ripple has been reduced. The relationship
between generated emf voltage, and torque with the change of time are evaluated.

Figure 11.
Peak emf curves as a function of current.

Parameters Analytical FEA

Te 6.4 Nm 6.493 Nm

Lls 0.80 mH 0.78 mH

Lm 17.42 mH 18 m H

Ld 16.9 mH 17.4 mH

Lq 1.73 mH 1.65 mH

Tr — 9%

Table 5.
Analytical, and FEA results of the machines.

243

Wind Turbine and Synchronous Reluctance Modeling for Wind Energy Application
DOI: http://dx.doi.org/10.5772/intechopen.103775



The effects of stator resistance on electromagnetic torque with variation of power
angle have been considered. The design algorithm of reluctance generator are ana-
lyzed. Using finite element, the performances of the machine for field density, and
flux line are also determined. With increase in current the performance of developed
torque and generated voltage have been presented. The analytical and finite element
results are evaluated and compared.

Appendices and nomenclature

ω Generator rated speed (mechanical)
ωe Generator rated speed (electrical)
ku Fill factor
Bm Air gap flux density
kd Ratio of Ld/Lm
kq Ratio of Lq/Lm
Ls/τ Stack aspect ratio
Vw Mean wind speed
J Current density
ρa Air density
P Number of pole pairs
Ω Turbine tip speed
Eph Emf induced per phase
Gr Gear ratio
λ Tip speed ratio
Do Stator air gap diameter
Din Stator yoke diameter
Dr Rotor outer diameter
Rs Phase resistance
Rt Wind turbine radius
Lls Stator leakage inductance
Id d-axis current
Iq q-axis current
Xd d-axis reactance
Xq q-axis reactance
n Number of conductor turns per phase
lg Air gap length
λq q-axis flux
λd d-axis flux
Lq q-axis inductance
Ld d-axis inductance
L Active stack length
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Chapter 15

Methods and Devices for Wind
Energy Conversion
Janis Viba, Vitaly Beresnevich and Martins Irbe

Abstract

The chapter deals with the analysis and optimization of the operational safety and
efficiency of wind energy conversion equipment. The newly proposed method of wind
energy conversion involves flat blades or space prisms that perform translation motion
due to the interaction with air flow. Air flow interactions with 2D moving prisms
(convex, concave) are studied by computer simulation. Optimization of prism shape is
made using as criteria maximum of generating force and power. Theoretical results
obtained are used in the designing of new devices for energy extraction from airflow.
Models of wind energy conversion devices equipped with one vibrating blade are devel-
oped (quasi translatory blade’s motion model; model with vibrating blade equipped with
crank mechanism). The operation of the system due to the action of air flow is simulated
with computer programs. Possibilities to obtain energy with generators of different
characteristics, using mechatronic control, have been studied. The effect of wind flow
with a constant speed and also with a harmonic or polyharmonic component is consid-
ered. Partial parametric optimization of the electromechanical system has been
performed. The serviceability and main advantages of the proposed methods and devices
are confirmed by experiments with physical models in a wind tunnel.

Keywords: air flow, vibrating blade, energy conversion, computer simulation,
experiments

1. Introduction

Various types of methods and devices are used for energy extraction from airflow.
The operation principle of existing wind energy conversion systems is mainly based
on air flow action on blades mounted on a special wheel and further transformation of
air flow kinetic energy into the mechanical energy of wheel rotation [1, 2]. But as it
turned out in practice, such a design does not provide the desired position of the blade
against the air flow in relation to the rotating wheel. Its position is only optimal at
certain wheel angles.

The interaction between the rotating plate and the air flow under different aero-
dynamic conditions is analyzed in [3]. The special orientation of a plana-shaped object
during movement is realized in [4, 5]. The main disadvantage of these devices lies in a
large number of blades. For example, it has been argued in [6] that turbine operating
power efficiency decreases with an increasing number of active blades. This means
that the front (airflow side) blades prevent airflow from accessing the rear blades.
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Consequently, the interaction of the rear blades with the air flow differs significantly
in the direction and size from the interaction of the front blades. This is because air
vortices are generated in the system. Besides, it is known that increased efficiency of
existing equipment can be achieved by increasing the radial grooves of the blades.
However, such a solution has a negative effect on the use of wind turbines, as the final
speed of the blade rotation increases and the generated noise becomes higher. In
addition, it becomes possible to kill birds and other living things with a rotating flat
blade.

This chapter discusses some new methods for describing wind interactions with
rigid bodies and provides recommendations for wind energy conversion based on the
use of flat blade translational motion excited by air flow.

2. New approach to the air flow interaction with a moving rigid body

The main focus of the present work is to investigate the stationary air flow inter-
action with rigid body and extend the interaction concept for non-stationary body-air
flow interaction without requiring “space–time” programming techniques [5]. In
accordance with the concept proposed, a space around rigid body interacting with the
air medium is split into several zones (see Figure 1).

It has been found in theory and practice that the non-stationary interaction of air
flow can be divided into two parts using the principle of superposition. For this
purpose, the interaction can be considered within two zones: the frontal pressure zone
and the rear intake zone. In addition, it is possible to separate slow movements from
fast air particle movements (i.e., from Brownian chaotic particle movements).

Hereinafter, this approach is used to study air flow interaction with flat blades and
space prisms that perform translation motion.

2.1 Object interaction with a windless air medium

The model of moving rigid body interaction with air medium is shown in Figure 2.

Figure 1.
Concept of zones (pressure and suction zones) for a rigid body immersed in an air flow.
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By applying the theorem of momentum change in the differential form [7] to a
very small air element in the pressure zone and accordance with the superposition
principle, the following system of equations can be received in the projection on the
area normal n1 before and after collisions (air–body interaction), taking account of
Brownian motion:

m10 � VB1 � �m10 � VB1ð Þ ¼ �N1 � dt,m10 ¼ VB1 � dt � dL1 � B � ρ (1)

p10 ¼ N1j j
dL1 � B ,

where m10 is Brownian interaction mass; VB1 is an average value of air normal
velocity within the pressure zone; N1 is a force directed along a normal to a small
element of air medium; dt is an infinitely small-time interval; dL1 is a width of a small
element; B is a prism height in the direction perpendicular to the plane of motion; ρ is
air density; p10 is atmospheric pressure in the pressure zone.

Considering body and air interaction at the windward side (pressure side), the
following system of equations can be formed:

m1V cos β1ð Þ � 0 ¼ �ΔN1 � dt,m1 ¼ V cos β1ð Þ � dt � dL1 � B � ρ, (2)

Δp1 ¼
ΔN1j j

dL1 � B ,

where m1 is a mass due to prism interaction with air in boundary layer; V is a
velocity of prism; β1 is an angle between velocity V and normal n1; ΔN1 is an
additional normal force acting on a prism; Δp1 is an increment of pressure in the
windward side.

By the solution of the system of Eqs. (1) and (2), six unknown parameters can be
found. From the practical point of view, the most required are parameters p10 and
Δp1, which can be determined by the following calculations:

p10 ¼ 2 � VB1
2 � ρ � dt, (3)

Δp1 ¼ ρ � dt � V2 cos β1ð Þ½ �2: (4)

Figure 2.
Interaction of the rectilinearly translationally moving body (prism) with a windless air medium.
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Besides, it is possible to apply a mathematical model similar to Eq. (1)–(4) in the
suction zone (leeward side). However, the task is complicated a little due to the
increasing number of momentum differentials in the suction zone. Therefore, it is
suggested to find the solution using one or the other hypothesis. Hypotheses should be
tested experimentally or by the use of numerical computer programs.

The first hypothesis. In the suction zone, pressure reduction Δp21 over the entire
surface is considered as constant and proportional to the square of the velocity V in
accordance with the following equations:

Δp21 ¼ �ρ � C1 � V2, (5)

p20 ¼ 2VB2
2 � ρ � dt, (6)

where C1 is a constant found according to the experimental or numerical simula-
tion; VB2 is an average air normal velocity in the suction zone.

The second hypothesis. It is assumed that in the suction zone, pressure reduction
Δp22 over the entire surface is not constant, but is proportional to the square of the
velocity V and also depends on the normal n2 to the surface area and position angle β2.
Thus, the following equations can be obtained:

Δp22 ¼ �ρ � C2 � V2 cos β2ð Þ, (7)

p20 ¼ 2VB2
2 � ρ � dt, (8)

The obtained Eqs. (3)–(8) can be used in the engineering analysis and synthesis
tasks in the low-velocity range and for bodies that undergo rectilinear translation
motion. For practical engineering calculations, it is recommended to adopt VB1 = VB2

for low-velocity ranges V < < VB1 and V < < VB2. Then it is assumed p01 = p02 = p0,
where p0 is the mean atmospheric pressure around the given prism.

2.2 Stationary rigid body (prism) interaction with air flow

The model of airflow interaction with a stationary prism is shown in Figure 3.

Figure 3.
Model of air flow interaction with stationary prism.
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Airflow interaction with a stationary prism (Figure 3) is dependent on the extra
velocity and extra kinetic energy of air particles. However, by applying the interaction
concept to relative motion, it is possible to use the Eqs. (3)–(8) in the engineering
calculations of systems with air flow velocity.

2.3 Moving rigid body (prism) in an air flow

The model of air flow interaction with moving prism is shown in Figure 4.
In this case, the relative motion velocity Vr vector in the pressure zone must be

recalculated by determining the angle γ from the elementary parallelograms with
normal directions n1 and n2 (Figure 4). By projecting the vectors V and V0 onto the x
and y axes, the following formulas are obtained:

Vr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�V0 � cos α� Vð Þ2 þ �V0 � sin αð Þ2

q
, (9)

cos γ ¼ �V0 � cos α� Vffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�V0 � cos α� Vð Þ2 þ �V0 � sin αð Þ2

q , (10)

where Vr is a relative velocity module; γ is an angle indicating the direction of the
vector Vr of relative velocity; V0 is a velocity of wind air flow; V is a velocity of prism
in its rectilinear translation motion; α is an angle indicating the direction of the vector
V0 of air flow velocity (see Figure 4).

By the use of obtained Eqs. (3)–(10), it is possible to solve various technical
problems of air flow and rigid body (prism) interaction. For example, it is possible to
solve the problems of energy extraction from an air flow. Besides, body’s shape
optimization problem can be solved in order to obtain the desired effect along with
motion control realization.

Figure 4.
Model of air flow interaction with moving rigid body.
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2.4 Model of air flow interaction with a perforated flat plate

Pressure distribution for a flat plate element with a rectangular cross-section is
shown in Figure 5.

In accordance with the theorem of linear pulse change in the differential form [7],
the following equations for the plate’s pressure side can be written:

dm1 � V cos β ¼ dN1 � dt, (11)

dm2 � V sin β ¼ dN2 � dt, (12)

dm1 ¼ V cos β � dt � dL1 � B � ρ, (13)

dm2 ¼ V sin β � dt � dL2 � B � ρ, (14)

where dm1, dm2 are masses of elementary air flow particles with relative velocity V
against inclined surfaces; dN1, dN2 are elementary impulse forces in the directions of
normality toward the surfaces of the elemental area; β is an angle between elementary
pulse dN1 and air flow; dt is an elementary time moment; dL1, dL2 are elemental
lengths of the surface; B is a width of the element, which is considered as constant in
the case of a two-dimensional task; ρ is a density of air medium.

Using Eqs. (11)–(14), the change in pressure on the sides of the perforated plate
can be expressed as follows:

Δp1 ¼ V2ρ � cos βð Þ2; (15)

Δp2 ¼ V2ρ � sin βð Þ2: (16)

The suction pressure in a small layer directly along the plate’s lower edge is con-
sidered as constant and can be expressed with the following equation:

Δp3 ¼ V2 � ρ � C, (17)

where C is a constant determined experimentally or by computer modeling [5].
For subsonic velocity flow, the C value varies within interval 0 < C < 1.

The model of air flow interaction with perforated plate is shown in Figure 6.
For the length L3 of the perforated gap, the following condition is satisfied:

Figure 5.
Pressure distribution for a rectangular element of flat plate.
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L3 ≥L2 � tg βð Þ: (18)

Using the laws of classical mechanics for a two-dimensional flat plate [7], interac-
tion force IFx in the air flow direction (direction of the x-axis) can be determined by
the formula:

IFx ¼ �k � B1 �H � V2ρ � Cþ cos βð Þ3 þ d � sin βð Þ3
cos β þ d � sin β

" #
, (19)

where k is a total number of elements between perforations; d = L2/L1 is a ratio of
plate edges; H ¼ L1 cos β þ L2 sin βð Þ is a dimension of the plate’s element in the
direction perpendicular to air flow. Another notation is the same as in Eqs. (11)–(17).

The mathematical model of perforated plate interaction with air flow is validated
by computer simulation with the program Mathcad. Simulation is performed in
application to translational motion of two-dimensional perforated plate in air flow
with velocity V. Plate interacts with a linear spring with stiffness coefficient c and a
linear damper with damping constant b (Figure 7).

Following the methods of classical mechanics [7], it is possible to determine
relative interaction velocity Vr by the formula:

Vr ¼ V þ v, (20)

where V is an air flow velocity; v is a velocity of a flat plate in the direction of the
x-axis.

For the plate with the very small thickness (δ ≈ 0), the differential equation of its
motion along the x-axis can be written in the following form:

Figure 6.
Pressure distribution in a cross-section of a rectangular flat perforated plate, where L1, L2 are lengths of plate’s
edges, L3 is a length of the perforated gap.
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m€x ¼ �cx� b _x� A0 1� a � sign _xð Þð Þ � ρ � Cþ cos β0ð Þ2
n o

� V þ _xð Þ2 V þ _x
V þ _xj j , (21)

where A0 is an average value of contact surface area of the plate; ρ is the air
density; a is a constant of area variation; β0 is plate angle against air flow; m is mass of
the plate; C is an air flow and plate interaction constant.

Mathematical simulation of Eq. (21) was performedwith programMathCad assuming
the following values ofmain system’s parameters:A0 = 0.04m2;V = 10m/s; ρ = 12,047
kg/m3;m = 1.56 kg; c = 3061 kg�s�2; b = 5 kg�s�1; a = 0.5;C = 0.065; β0 = π/6. Results of
simulation for the perforated plate translationmotion are presented in Figures 8 and 9.

From the graphs in Figures 8 and 9, it can be concluded, that stable oscillatory
movement can be initiated in the aerodynamic system by the variation interaction
area of the perforated plate. As it is seen from the analysis of the graph for generated
power (Figure 9), the almost stationary oscillatory regime with maximal power P can
be achieved after some cycles of a transient process.

2.5 Model of air flow interaction with a quadrangular convex prism

An analytical model of a quadrangular convex prism interacting with air flow is
shown in Figure 10.

Figure 7.
Model of air flow interaction with perforated plate.

Figure 8.
Motion on phase plane “displacement x – velocity v”.
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By applying the theorem of air flow motion quantity change in the differential
form [7], pressures p1, p2, p3 on frontal planes of the prism (in pressure zone) can be
expressed in the following form:

p1 ¼ V cos β1ð Þ2 � ρ; p2 ¼ V cos β2ð Þ2 � ρ; (22)

p3 ¼ V2ρ � cos β3ð Þ2 � C12 � C23 � cos β2 � sin β3 � β2ð Þ
h i

:

where β1, β2, β3 are angles of lateral orientation of prism sides relative to the air
flow; C12, C23 are constants for changing the flow rate along with the boundary layer
at breaking points of the flow. For example, condition C12 = C23 = 1 means that the
speed at the breaking points is not changed and is the same as at the beginning of the
entire flow.

Accordingly, the pressure p4 in the suction zone between the two broken edges can
be determined by the formula

Figure 9.
Power P = b‧v2 generated for the given time interval.

Figure 10.
Model of a quadrangular convex prism: L1, L2, L3, L4 are lengths of edges; β1, β2, β3, β4 are prism’s frontal angles;
H is a height of prism; is a symbol of the direction of air flow on the surfaces of the prism (due to flow-prism
interaction).
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p4 ¼ C4 � V2 � ρ, (23)

where C4 is an air flow and prism interaction constant [5].
In calculations, it is necessary to take into account that Eqs. (22) and (23) are

applicable to a prism that has curved surfaces in the pressure zone. For example, for
the prism shown in Figure 10, the following angle relationships must be satisfied: 0
< β4 < π/2; 0 < (β3 + β4) < π; (β3 – β2) > 0.

Using the Eqs. (22) and (23), the following projections of the interaction forces on
the x and y axes can be obtained:

�Fx ¼ V2Bρ � fL1 � cos β1ð Þ3 þ L2 � cos β2ð Þ3 þ L3

� cos β3ð Þ3 � C12 � C23 � � cos β2 � cos β3 � sin β3 � β2ð Þ
h i

þL4 � C4 � cos β4g;
(24)

�Fy ¼ V2Bρ � L1 � cos β1ð Þ2 � sin β1 þ L2 � cos β2ð Þ2 � sin β2 þ L3

�

� cos β3ð Þ2
�

� sin β3 � C12 � C23 � cos β2 � sin β3 � sin β3 � β2ð Þ
�
þ L4∙C4 sin β4

�
,

(25)

where Fx is a resistance force (along the direction of air flow); Fy is a lifting force
(perpendicular to the direction of air flow).

When analyzing or optimizing forces expressed by Eqs. (24) and (25), the
following geometric relationships should additionally be observed:

L4 � sin β4 þ L3 � sin β3 þ L2 � sin β2 � L1 � sin β1 ¼ 0; (26)

L4 � cos β4 � L3 � cos β3 � L2 � cos β2 � L1 � cos β1 ¼ 0: (27)

2.6 Model of air flow interaction with a quadrangular concave prism

An analytical model of a quadrangular concave prism interacting with air flow is
shown in Figure 11.

Figure 11.
Model of a quadrangular concave prism: L1, L2, L3, L4 are lengths of edges; β1, β2, β3, β4 are prism’s frontal angles;
H is a height of the prism.
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In this case, the air flow impact forceN3 acts on the concave edge of the prism. The
force N3 is perpendicular to the edge with the length L3, as shown in Figure 11.
According to the boundary air flow motion change, when the direction of flow is
varied from edge L2 to edge L3, the impact force N3 is as follows:

N3 ¼ L2BρV2 � cos β2 � sin β2 � β3ð Þ � 0:5þ 0:5 � sign β2 � β3ð Þ½ �: (28)

In the case of the concave prism, the following criterion additionally must be
satisfied: sin β2 � β3ð Þ≥0: Eqs. (24) and (25) remain valid, only negative members
should be excluded, since this part of the interaction is equivalent to N3.

The resulting relationships (24), (25), (28) make it possible to analyze interactions
of air flow with various prismatic forms, solving the tasks of optimization and synthesis.

Figure 12.
Results of optimization for C4 = 0.5.

Figure 13.
Results of optimization for C4 = 0.25.
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2.7 Example of shape optimization for a quadrangular prism

Problem of prism shape (Figure 10) optimization is solved by computer simula-
tion. The optimization criterion is resistance force Fx in accordance with Eq. (24) and
taking account of limitations given by Eqs. (26) and (27). It was assumed that sides L2
and L3 are equal to the constant height H but for simplifications β1 = 0 and β4 = 0.
Parameters V, ρ, B remained constant (were not varied).

Results of optimization for the criterion K β2ð Þ ¼ Fx= V2BρH
� �

, which is a resis-
tance coefficient in the direction of air flow, are presented in Figures 12 and 13.

As it is seen from the diagrams presented (Figures 12 and 13), it is possible to
maximize or minimize a resistance force Fx by the variation of angle β2. Qualitatively
the same results are obtained for two different values of flow rate constant C4.

3. Computer simulation of air flow interaction with simple form prisms

The interaction theory discussed above has been tested in computer modeling.
Two-dimensional and three-dimensional problems are considered [8].

3.1 Air flow interaction with two-dimensional objects

Air flow interaction with rhombic and triangular prisms of various shapes was
studied by numerical modeling. The aim of the study was to find out the reliability of
the formulas obtained in the previous section in the description of air flow interaction
with objects. The studied two-dimensional objects are shown in Figures 14 and 15.

The multiplication numbers under the prism drawings (Figures 14 and 15) indi-
cate the position of the prism side (in angular degrees) relative to normal against the
flow in both the pressure and suction zones. Software ANSYS Fluent was used to
perform the numerical simulations. All the simulations were made assuming a
constant air speed of 10 m/s.

Figure 14.
Parameters of computer-studied rhombic section prisms.

Figure 15.
Parameters of computer-studied triangle section prisms.
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Results of numerical simulation are presented in Figures 16 and 17 in the form of
diagrams for pressure distribution around rhombic and triangles prisms.

Pressure and suction zones around prisms are shown in diagrams (Figures 16 and
17). Pressure distribution around the prisms is presented using different colors. As it is
seen, the color of the suction zone is almost invariable. Therefore, it can be concluded
that pressure in the boundary layer practically is almost constant.

3.2 Air flow interaction with three-dimensional objects

A four-ray star prism’s interaction with air flow was simulated. A diagram for
pressure distribution around this prism at a supersonic velocity of 1.8 Mach
(equivalent to 612.5 m/s) is presented in Figure 18.

As it is seen from the diagram presented (Figure 18), even at high supersonic
speeds, the pressure in the boundary layer of the suction zone is visually constant.
This confirms the opportunity to apply the above considered analytical formulas for
the analysis of flow-prism interaction at supersonic velocities.

Air flow interaction with full and perforated flat plates was studied in order to find
out the physical nature of air medium in the suction zone. The distributions of
streamlines in the suction zone for full and perforated plates are shown in Figures 19
and 20.

As it is seen from the diagram for the full flat plate (Figure 19), the vortices and
bubbles are formed behind the plate in the suction zone. But for the perforated plate
(Figure 20), the nature of the air flow in the suction zone is changed fundamentally.
There is no vortices and bubbles downstream of the plate. This property should be

Figure 16.
Pressure distribution around the rhombic prism 5x5.

Figure 17.
Pressure distribution around the triangle prism 60x0.
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Figure 19.
Streamlines distribution around the full flat plate.

Figure 18.
Pressure distribution around the star prism at supersonic velocity.

Figure 20.
Streamlines distribution around the perforated flat plate.
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taken into account in analytical calculations by the reducing air flow interaction
constant C in the suction zone.

The results of numerical modeling confirm that air flow and rigid body interaction
phenomena can be analyzed within two completely different zones: the pressure zone
and the suction zone. It was shown that pressure in the suction zone along the entire
boundary layer is constant. In the pressure zone, the interaction has an analytical
relationship, but in the suction zone, it is possible to supplement the formula with a
constant parameter C. It is found that for the velocity of 10 m/s, the constant param-
eter for two-dimensional modeling is C = 0.5, but for three-dimensional modeling, it is
reduced to about C = 0.25.

4. Experimental investigations in wind tunnel

Experiments were carried out in the Armstrong Subsonic wind tunnel, available at
Riga Technical University. Themain specifications of thewind tunnel can be found in [9].

4.1 Experiments with full flat plate

The object of study is a square flat plate with dimensions 0.159 x 0.159 m, which is
about two times less than the dimension of the tunnel working section (0.304 m). The
drag force is measured using the concept of balanced weights. The schematic diagram
of experimental installation and process parameters is shown in Figure 21.

V0 is air flow velocity; VN is a normal component of air flow velocity; β is an angle
of plate’s normal position against the flow direction; Fx and Fy are horizontal and
vertical components of the air interaction force; L1 is a length of the square plate’s
edge; L2 = 0.005 m is a thickness of the plate.

The main purpose of the experiment was to test the applicability of analytical
formulas for calculation of drag force Fx (horizontal component of air interaction
force). Experimental interconnection between drag force Fx and angle of attack
(90° + β) is graphically presented in Figure 22 (results are obtained for the constant
air flow velocity V0 = 10 m/s).

Figure 21.
Schematic diagram of experiment and process parameters.
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Analytically drag force Fx for a flat plate interacting with air flow can be
determined by the formula [8]

Fx ¼ H βð Þ∙Bρ
2

∙ Cþ cos βð Þ3 þ sin βð Þ3
cos βþ sin β

" #
, (29)

where H βð Þ ¼ L1 cos β þ L2 sin β.
Analytical curves Fx ¼ f βð Þ, constructed by Eq. (29) at the three different values of

constant C (0.125; 0.25; 0.50), are presented in Figure 23. For comparison,
experimentally measured values of forces Fx are shown on this diagram, too.

Figure 22.
Experimental results for drag force Fx for the full flat plate.

Figure 23.
Comparison of analytical and experimental results for drag force Fx.
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Theoretical curves Fx ¼ f βð Þ agree qualitatively well with the experimental data
(Figure 23), i.e., the curves have the same shape. But the quantitative difference is
satisfactory and lies within the range from 12–25%. Such difference could be explained
by the limited cross-sectional dimensions of the wind tunnel (0.304 x 0.304 m) in
comparison with plate dimensions (0.159 x 0.159 m), as well by the operation princi-
ple of the tunnel (not pressing, but suction principle). Therefore, it has been experi-
mentally proved that obtained analytical formulas can be used in air flow interaction
calculations (tasks of analysis, optimization, and synthesis).

4.2 Experiments with perforated flat plate

Experiments were held with a perforated flat plate shown in Figure 24. During
experiments, different orientations of perforated grooves were used: horizontal (as in
Figure 24) and vertical. The velocity of air flow was constant and equal to 10 m/s.

Experimental interconnection between drag force Fx and angle of attack (90° + β)
is graphically presented in Figure 25. Curves Fx ¼ f 90°þ βð Þ are constructed for the
plates with horizontal (H) and vertical (V) orientations of perforated grooves. Addi-
tionally, results of analytical calculations of drag force Fx by formula (19) are shown
(for the perforated plate with vertical grooves, assuming C = 0.5).

On the analysis of experimental results (Figure 25), it can be concluded that drag
force Fx is always higher if grooves are oriented horizontally. This could be explained
by the fact that there is an additional air flow interaction with the edges of perforated
horizontal grooves. But in the horizontal position of plates (under the β = 90°), drag
forces are the same both in the vertical and horizontal grooves orientation (and equal
to the drag force for the full plate Fx = 0.2 N, see Figure 22). This is well understood
because the perforation in both plates is covered, if β = 90°.

Figure 24.
The geometry of the perforated flat plate (all dimensions are in mm).
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Results of analytical calculations of drag force Fx by formula (19) agree well with
experimental data (see Figure 25). Therefore, the mathematical model obtained for
perforated plate can be successfully used in air flow interaction calculations.

5. Models of wind energy conversion devices

The above results of the theoretical and experimental analysis are used in the
designing of new devices for energy extraction from air flow. Models of wind energy
conversion devices equipped with vibrating plates (disks) are developed.

5.1 Wind energy conversion device equipped with rotating perforated disk

A new model of wind energy conversion device equipped with working head made
from two concentric circular flat plates (disks) with alternate flow sectors is synthe-
sized (Figure 26). Disks are connected to each other at the center. Besides, the disk
whose front area is subjected to the action of air flow has an ability to rotate freely
over the other circular non-rotating disk. Both disks have the same surface area and
identical sector perforations (holes). During the rotation of one disk, perforations are
cyclically opened and closed, and due to this equivalent surface area of the working
head is periodically changed in accordance with the given control action [10].

V is air flow velocity; x is a displacement of the disk in its translation motion; -bVx

is a force of linear generator; �cx is the elastic force of a spring; ω0 is an angular
velocity of rotating disk.

Control action for the variation of perforated disk’s surface area A can be given in
the following form:

A ¼ A0 1þ cos �1 cos ω0tð Þ½ �
π

� �
, (30)

where A0 is a medium surface area of the disk per its one cycle; ω0 is an angular
frequency of harmonic control action. Area A variation function (30) graphically is
shown in Figure 27.

Figure 25.
Experimental values of drag force Fx for the perforated flat plate.
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Translation motion of the perforated plate in the direction of x-axis (Figure 26)
under the control action (30) is described by the following differential equation:

m€x ¼ �cx� F0sign _xð Þ � b _x½ � þ 1þ Cð ÞA
π
� cos �1 cosω0tð Þ þ π
� �

�ρ �V0 � _xð Þ2 � sign �V0 � _xð Þ,
(31)

where m is a mass of perforated plate; c is stiffness coefficient of spring; F0 and b
are constants of linear damping generator; C is an interaction coefficient between air
flow and plate; V0 is an air flow velocity; ω0 is an angular frequency of harmonic
control action; A is a constant surface area of the plate; ρ is air density.

By the simulation with program Mathcad of disk motion under the Eq. (31), the
optimization task was solved. It is shown that maximal power P through disk interac-
tion with air flow is generated under the resonant condition ω0 ¼ ffiffiffiffiffiffiffiffiffi

c=m
p

. The graph of
generated power P versus time t for the V0 = 10 m/s is shown in Figure 28.

As it is seen from the analysis of the graph presented (Figure 28), a stationary
oscillatory regime with maximal generated power P can be achieved after some cycles
of a transient process.

Figure 26.
Model of wind energy conversion device with rotating perforated disk.

Figure 27.
Control action by the variation of area A of perforated plate.
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5.2 Air flow generator on the base of a closed track conveyor

The principal model of the wind energy conversion generator synthesized on the
base of a closed track conveyor is shown in Figure 29. Closed track conveyor 1 forms a
Central part of the generator, besides the track has an ability to move parallel to
coordinate plane x0y. The conveyor is driven by an air flow with velocity V0, acting
on blades 2 in parallel to the 0z axis.

Power is obtained from a generator connected with rotor 3 at the one end (left or
right) of conveyor 1 (Figure 29). Flat blades 2 is attached tightly to conveyor 1 with a
rigid fastening element 4 (welded hinge). Besides, blades 2 are fixed at the angle α
toward the x-axis. The model of generator has several flat blades 2. Due to the action
of air flow V0, the translation motion of blades 2 along conveyor’s straight and circular
sections (in final turns) is excited.

The three-dimensional design of air flow generator made with the program Solid
Works is shown in Figure 30.

The generation of useful power in the proposed device (Figures 29 and 30) is due
to the translation movement of the flat blades. Therefore, the wind flow load is
uniformly distributed over the lateral surface of the flat blades. This provides a simple
way to increase the operational efficiency of the device, which can be achieved by
increasing the area A of the blade’s lateral surface.

5.3 Air flow generator on the base of vibrating flat blade and crank mechanism

The model of the developed wind energy conversion device is shown in Figure 31.
Flat blade 1 is a main element of the device, and it is attached to the rotating axle 2 by
a cylindrical axial hinge. And symmetry axis z1 of blade 1 simultaneously is a longitu-
dinal axis of axle 2. Besides, rotating axle 2 is rigidly attached to slider 3, which has the
ability of translation motion along the x-axis. Additionally, the translation motion of
slider 3 is limited by elastic springs 4 and shock absorbers 5, but turning of the blade 1
around axis z1 is restricted by a torsional spring 6 and a rotary shock absorber 7. The
crank 8 is rigidly attached to the flat blade 1 perpendicular to its side surface. Addi-
tionally, there is a connecting rod 9, which opposite ends are hinged to the crank 8 and
slider 10 of an electric generator. And slider 10 has the ability to move inside the
electric coil 11 along the x1 axis.

Figure 28.
Power generated due to air flow interaction with a perforated disk.
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Figure 29.
Principle model of air flow generator on the base of track conveyor: 1 – closed track conveyor; 2 – flat blade;
3 – rotor; 4 – rigid fastening element.

Figure 30.
Three-dimensional design of the air flow generator.
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The operation of the wind energy conversion device starts from the position shown
in Figure 31. It is assumed that wind flow has a speed of V0 and is directed perpen-
dicular to the x-axis. Due to the effect of wind flow on the side surface of the flat blade
1, a force N is formed in the direction of normal n (Figures 31 and 32). The action of
the force N causes slider 3 to move to the right along x-axis. As a result, compressive
force Fk is formed in the connecting rod 9.

The force Fk of the connecting rod 9 acts on the linear generator, consisting of a
slider 10 and a built-in electric coil 11. This force holds the rotating flat blade 1 at the
left rotary shock absorber 7 (Figures 31 and 32). At this device position, the turning
angle α reaches the maximum value (α0 clockwise). Then spring 4 is stretched, and
the right shock absorber 5 is deformed until slider 3 stops in the right extreme
position.

Then, under the action of the elastic forces, slider 3 moves back to the left. At the
beginning of this translational movement, the connecting rod 9 is tensioned, and,

Figure 31.
Principle model of the wind energy conversion device: 1 – flat blade; 2 – rotating axle; 3 – slider; 4 – spring; 5 –
shock absorber; 6 – torsional spring; 7 – rotary shock absorber; 8 – crank; 9 – connecting rod; 10 – slider of the
linear generator; 11 – electric coil.

Figure 32.
Two extreme stopping positions of the blade during operation of the device: 1 – flat blade; 4 – spring; 9 – connecting
rod; 10 – slider of linear generator.
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consequently, the force Fk acts in the opposite direction. The flat plate 1 rotates
counterclockwise about the symmetry axis z1 and reaches the right rotary shock
absorber 7. At this position, the angle of rotation α reaches a maximum value (α0
counterclockwise). As a result, the normal n to the flat blade changes its position
against the wind flow V0. Therefore, a new force Fk pushes the flat blade 1 in the
direction opposite to the x-axis. As a result, slider 3 moves to the left, deforms spring 4
and also the left shock absorber 5 until slider 3 stops in the left extreme position. The
cycle then repeats as the compressive force Fk again begins to interact with the
connecting rod 9.

During the generated cyclic movement, the generator’s slider 10 moves backward
inside the electric coil 11 along the x1 axis. As a result, electrical energy is produced in
the generator (alternating current is generated in the electric coil 11). This dynamic
operational principle of a linear generator has been described in the literature [11].

6. Conclusions

Air flow interaction with flat blades and space prisms that perform translation
motion was studied using the concept of zones (pressure and suction zones) for a rigid
body immersed in an air flow. This method allows to solve problems of non-stationary
body-air flow interaction without requiring intensive and laborious “space–time”
programming techniques.

The air flow–rigid body interaction theory has been tested in computer modeling
of two-dimensional and three-dimensional problems. Applicability of the proposed
formulas for engineering calculations of interaction forces (drag forces) are confirmed
by experiments with physical models of air flow devices in the wind tunnel.

New wind energy conversion devices are designed. The operation principle of
these devices is based on the utilization of flat blades translation motion due to the
interaction with air flow.
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