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Preface

The Fourth Industrial Revolution that started less than a decade ago in Germany is 
taking the world by storm. In a report, the Organisation for Economic Co-operation 
and Development (OECD) defines Industry 4.0 as: “… the use in industrial produc-
tion of recent, and often interconnected, digital technologies that enable new and 
more efficient processes, and which in some cases yield new goods and services. The 
associated technologies are many, from developments in machine learning and data 
science, which permit increasingly autonomous and intelligent systems, to low-cost 
sensors which underpin the IoT, to new control devices that make second-generation 
industrial robotics possible” (OECD, 2017, p. 27). OECD thus addresses twelve 
so-called enabling technologies that are driving the core parts of the latest industrial 
revolution. These technologies range from big data and analytics to autonomous 
robots and synthetic biology to augmented reality and cloud computing, among others, 
assisted by the Internet of Things (IoT) and covering anything and everything in 
between.

For all technologies to “shake hands” with one another, digitalization is regarded as 
the main driver, with emphasis on the word “smart” in terms of producing sustainable 
products. In a 2016 study, the European Parliament 2016, [1] defined the primary 
features of this revolution:

• Interoperability

• Virtualization

• Decentralization

• Real-time capability

• Service orientation

• Modularity

It may be argued that the COVID-19 pandemic may inadvertently have contributed 
to an accelerated transition into digitalization in several sectors. The latter holds 
true for both developed and developing countries. In the former category, Greece 
experienced an increase of 18%, with Ireland, Hungary, and Romania following 
suit with 15%, whereas in the latter group, the United Arab Emirates led the way 
with an increase of 36%, followed by Thailand, Bahrain, and Uzbekistan. The 2021 
United Nations Conference on Trade and Development (UNCTAD) report claims that 
“…online purchases increased from 53% …to 60%.” These percentages, however, are 
the result of statistics obtained from sixty-six countries [https://unctad.org/news/
covid-19-boost-e-commerce-sustained-2021-new-unctad-figures-show].



IV

To further facilitate and safeguard quality levels, the term “quality 4.0” has been 
coined. Prof. J. Oakland stated that “…if properly defined and understood”, quality 4.0 
has the potential to link present-day advances with technological breakthroughs to 
foster customer expectations, requirements, and experiences.

This book provides a comprehensive review of quality control, illustrating its 
application in several different cases and scenarios. Chapter 1 introduces techniques 
relating to computing performance measures in aquatic environments to assist 
users in the monitoring process for evaluating environmental outcomes.

Nigeria possesses the largest road network in South Africa covering 195.000 km, of 
which approximately 30% (60.000Km) is paved [2]. Non-conformance to established 
guidelines and requirements results in failures that may either be gradual or sudden. 
Chapter 2 introduces the underlying physical processes involved in the gradual 
degradation of road pavements and recommends a set of actions.

The global textile industry, predominantly driven by China, was appraised at 
approximately US $920 billion in 2018 and is estimated to exceed US $1,230 billion 
by 2024. Turkey ranks fifth among the top ten textile exporters globally, achieving 
an export value of US $11.9 billion in 2018. Chapter 3 presents a novel statistical 
approach pertaining to multiple-stream processes based on a spinning mill exercise.

According to a report by the United Nations Conference on Trade and Development 
(UNCTAD), 67.54% of Ethiopia’s leather products were exported to the United States 
in 2018. In Europe, Germany, and Italy are regarded as the main leather import coun-
tries, representing 11.35% and 3.63% of exports, respectively. The export of raw hides 
and skins to Italy and China generates more than US $446 million as foreign currency 
[United Nations, UNCTAD, National Green Export Review of Ethiopia: Leather and 
Sesame Seeds, 2018]. It is thus regarded as one of Ethiopia’s main economic drivers. 
Despite considerable bottlenecks, further growth opportunities do exist. Chapter 4 
discusses quality control aspects within the garment manufacturing sub-sector.

Additive manufacturing (AM), also referred to as additive layer manufacturing 
(ALM) is yet another term for three-dimensional printing. The use of fused deposition 
modelling (FDM) has found its way into a variety of industrial applications. However, 
problems still occur in FDM-specific processes and focus on the failure rate of printed 
items. To overcome this, Chapter 5 introduces a quality gate reference process including 
defined requirement criteria capable of being applied both in quality control and in 
situ process monitoring.

Major disruptions in logistics may lead to detrimental consequences in the supply 
chain. Although international trade recovered in 2021, the OECD argues in a 2022 
report that “…the heterogeneity of trade impacts and changes in trade flows…” calls 
for the implication of risk mitigation measures and strategies. Early recognition and 
identification of potential problem areas minimize overall costs for returning the 
system to its normal operation. Chapter 6 analyzes the contribution of prevention 
costs to total costs.

Quality control equally applies to the food industry. Of particular interest is 
Africa because although food safety management systems are in place, the risk of 
XII
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microbiological and chemical contamination levels in most food products in Africa 
is still high. Chapter 7 describes the ISO22000 series of quality standards and 
recommends its implementation.

Network security is of paramount importance. The intrusion detection system (IDS) is 
a widely applied network tool for fostering network security management. Chapter 8 
postulates that its use may be perplexing to users and elaborates on software interfaces 
and assessment procedures to appraise novel heuristics. In doing so, it presents new 
paths for assessing programmed usability.

Complementary metal oxide semiconductor (CMOS) technology is widely applied for 
manufacturing a variety of products that incorporate integrated circuits. Currently 
applied methodologies utilize redundancy-based approaches to identify fault tolerance 
in multi-core scenarios. Based on several implications, Chapter 9 introduces a novel 
multi-core system.

Concrete build structures are subjected to periodic quality control assessment, as 
structural problems may have detrimental effects on safety, stability, and integrity. 
The use of advanced technological means assists in effectively identifying defects 
while minimizing future repair-specific costs. Chapter 10 introduces a computer 
vision-based automated crack inspection technique that is applied to a structure in 
Hong Kong.

The COVID-19 outbreak led to increased use of digital communication means with 
companies and academia, among others, intensifying work-from-home distance-
learning schemes. Chapter 11 discusses the development and usage of electronic 
teaching technologies in a technical university and addresses the stages and structures 
thereof.

Numerous scientific papers have addressed the terms quality, quality control, and 
(total) quality management in businesses worldwide, resulting in the optimization 
of processes and techniques alike while facilitating the development of new tools and 
fostering product innovations. Chapter 12 explores the effects of learning capability 
and innovation on quality management-specific organizational performance.

Finally, Chapter 13 investigates artificial intelligence (AI) deployment for the purposes 
of safeguarding the Industrial Internet of Things (IIoT). It presents an analysis of the 
various security challenges confronted by IoT systems as well as a comparative study 
of recommended AI categories.

Dr. Leo D. Kounis
Hellenic Ministry of Defense,

Telecommunications and Informatics Battalion,
Athens, Greece
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Chapter 1

Performance Measures for 
Evaluating and Communicating 
Data Quality in Aquatic 
Environmental Monitoring in  
the U.S.
James Stribling, Susan Lanberg, Blaine Snyder, Jerry Diamond, 
Benjamin Jessup and Hugh Sullivan

Abstract

Quantitative data quality descriptors are important for evaluating and communicating 
acceptability of information used in environmental monitoring and assessment. In this 
chapter, we present (1) the rationale for establishing and using performance measures 
and MQOs in routine quality control planning and analysis, (2) field and laboratory 
methods for capturing input data required for performance calculations, and (3) 
approaches for setting data acceptability thresholds and determining the need for correc-
tive actions. Relevant examples are available from local, regional, and national programs 
in the U.S. charged with monitoring and assessing aquatic biological condition, physical 
habitat, contaminants, and toxicity testing. We will describe techniques for calculating 
and determining acceptability of performance measures, such as, among other data qual-
ity indicators, precision, accuracy, sensitivity, representativeness, and completeness of 
field sampling, laboratory processing, and data management and analysis. Data types on 
which these examples will be based include benthic macroinvertebrates, fish assemblage, 
tissue body burden, laboratory analytical and toxicity testing, physical habitat, selected 
geomorphic characteristics, and algal toxins.

Keywords: precision, bias, indicators, error, corrective actions, acceptability

1. Introduction

Science is recognized as treating uncertainty and variability as information that 
serves as a key component of decision-making, helping formulate new questions, 
experimental designs, and testing and measurement procedures [1–3]. This is the 
essence of the scientific method; knowledge itself increases through the process of 
trial and error. Perhaps the most well-known effort to begin quantifying data variabil-
ity as part of the decision-making process in technical endeavors led to development 
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of the concept of statistical process control [4]. With a focus on manufacturing, 
Shewhart’s ideas largely originated with the desire to better understand causes of 
anomalous or unwanted output, and to provide clarity on what might be necessary to 
improve outcomes. He stated [4] “Through the use of the scientific method…it has been 
found possible to set up limits within which the results of routine efforts must lie if they are 
to be economical. Deviations in the results of a routine process outside such limits indicate 
that the routine has broken down and will no longer be economical until the cause of the 
trouble has been removed”. Shewhart [5] further developed statistical techniques and 
demonstrated their application, helping to broaden the appeal of using control charts 
to document and track the quality of various data characteristics. The quality of data, 
and especially environmental data, is tracked through various quality control (QC) 
processes as discussed in this chapter. As Woodall [6] and others have noted, QC 
analyses and their interpretation are best handled by those who are knowledgeable 
about the field of practice.

The 1993 passing of the Government Performance and Results Act (GPRA) in the 
United States (US) elevated attention to documenting effectiveness, efficiency, and 
accountability of programs, and resulted in Federal agencies setting goals for program 
performance [7]. The GPRA focused the need for and use of performance characteris-
tics and quantitative measurement quality objectives (MQO) to strengthen programs 
at any scale, not just Federal. The Information Quality Act (IQA) of 2000, sometimes 
referred to as the Data Quality Act, required Federal programs to ensure the “quality, 
objectivity, utility, and integrity” of publicly available information they produced [8]. 
It also required agencies to develop techniques for acquiring, reporting, and acting on 
results, where necessary.

The concept of process or QC is adaptable to any measurement system, requiring 
only that key points of the process are identified as providing opportunity for taking 
measurements, and that there is some standard or criterion for comparison. When 
anomalous or extreme results are detected via comparison to MQO, they would be 
investigated to determine what might be causing performance deviations.

Routine environmental monitoring requires consistent collection of data and 
information such that they are of known and acceptable quality. The purpose of 
this chapter is to describe data requirements, numeric structure, and interpreta-
tion thresholds for MQO related to several diverse and important indicators used 
in aquatic environmental monitoring throughout the US. These include biological, 
physical, chemical, and toxicological indicators.

2. Quality assurance and control for environmental monitoring

In the US, environmental data are collected by many federal, state, tribal, and 
local agencies, including the US Environmental Protection Agency (EPA), as well 
as non-EPA organizations supporting environmental programs on behalf of EPA in 
accordance with the EPA agency-wide quality system. Other federal agencies such 
as the US Geological Survey (USGS), the National Oceanographic and Atmospheric 
Administration (NOAA), and the US Fish and Wildlife Service (USFWS) collect data 
under different data quality frameworks but have similar requirements for known 
and acceptable quality. The quality assurance (QA) planning processes established 
by the EPA are recognized as a high standard that should be attempted even in non-
EPA projects, such as state-, industry-, or non-profit-funded special projects. The 
EPA quality system is based on ANSI/ASQC E4-1994, Specifications and Guidelines 



3

Performance Measures for Evaluating and Communicating Data Quality in Aquatic…
DOI: http://dx.doi.org/10.5772/intechopen.104837

for Quality Systems for Environmental Data Collection and Environmental Technology 
Programs, a national standard for quality management practices for environmental 
programs involving the collection and evaluation of environmental data and the 
design, construction, and operation of environmental technologies [9, 10]. Quality 
planning documentation prepared for collection of environmental data (by or for 
EPA) includes descriptions of project-specific data quality objectives (DQO), quality 
assurance project plans (QAPP), and standard operating procedures (SOP). DQO are 
integral to the QA planning process. The DQO process includes identifying the deci-
sions to be made based on the information collected, as well as the data quality and 
quantity acceptance criteria required to make those project decisions [11]. QAPPs are 
developed and implemented to ensure that data collected for a project are complete 
and of a quality sufficient for their intended purpose [12]. A QAPP includes a section 
on DQO, and SOP for relevant field collection and laboratory analysis procedures are 
often included as QAPP attachments. SOP are developed and followed to ensure that 
procedures for data collection and analysis are performed consistently within bound-
aries defined by MQO, thus meeting acceptance criteria.

There are different sources of error, some of which may yield uncertainty and all 
of which can affect variability observed in data and outcomes. This chapter discusses 
several commonly used indicators of aquatic environmental condition and the types 
of performance measures and QC processes used to ensure that data are acceptable to 
use in a particular environmental program.

3. Indicators of environmental condition

3.1 Biological

Field sampling, laboratory processing, and data analysis procedures for biological 
indicators are relatively well-established for many monitoring programs. For programs 
focused on community level indicators of biological integrity, such as the Index of 
Biological Integrity (IBI) or River Invertebrate Prediction and Classification System 
(RIVPACS) of observed to expected (O/E) conditions, based on consistent sampling 
and interpreting of taxa and individual counts. Field sampling for these indicators 
typically gathers composite samples from multiple habitats distributed through-
out some defined area of the stream, river, lake, or estuarine/near-coastal waters. 
Depending on the program, the sampling area for rivers and streams can be a defined 
channel length, such as 100 m, or some multiple of the wetted width. Organism groups 
targeted by this kind of sampling includes, for example, benthic macroinvertebrates 
(BMI), fish, and algae/diatoms. Laboratory processing for BMI and diatoms includes 
sorting, subsampling, and taxonomic identifications. Estuarine and near-coastal pro-
grams sample benthic invertebrates from a surface area defined by gear type. Example 
methods documents are [13, 14], and several field and laboratory operations manuals 
from EPA National Aquatic Resource Surveys (NARS) [15–24].

Efforts to customize performance measures to biological monitoring programs 
have sought to use the process to isolate potential sources of variability, or error, and 
determine the need for and nature of corrective actions [14, 25]. A biological assess-
ment protocol is a series of methods encompassing field sampling, laboratory process-
ing (if necessary, and including sorting/subsampling and taxonomic identification), 
enumeration, data analysis, and assessment endpoints such as a regionally calibrated 
multimetric IBI. Community-level fish indicators typically do not involve laboratory 
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work as identification and counting is done in the field while on site. [14, 25] pro-
pose performance measures and MQO to cover the sequential phases of biological 
assessments. Key components considered are field sampling precision, and for BMI, 
sorting/subsampling and taxonomic identification. In the framework they propose, 
the ability to detect or highlight errors in these phases requires specific activities 
that provide data to calculate performance measures, the results of which are then 
compared to the MQO (Table 1). Descriptions below are examples of performance 
measures and how data are acquired for their calculation.

Field sampling precision (requires duplicate samples). Biological samples are taken 
from duplicate 100 m channel reaches that are immediately adjacent to each other. 
Laboratory processing and indicator calculation proceeds for each as separate 
samples. Comparison of results using specific performance measures (relative percent 
difference [RPD], coefficient of variability [CV], and confidence intervals [CIs]) 
(Table 1) reveals the precision and repeatability of the sampling method and its 
application.

Sorting/subsampling bias (requires sort residue rechecks). The objective of primary 
sorting of BMI samples is to remove all organisms from nontarget sample material, such 
as leaf litter, twigs, sand/silt, and other organic and inorganic detritus. The remaining 
sample material (sort residue) is checked for specimens missed by the primary sorter, 
and the performance measure, percent sorting efficiency (PSE) (Table 1) calculated as 
indicative of bias in the process.

Taxonomic precision (requires sample re-identification). Biological samples undergo 
identification by a primary taxonomist, then reidentification by a separate, inde-
pendent taxonomist. Identification and count results are directly compared, and 
differences or error rates are quantified as a measure of taxonomic performance, 
specifically, precision. Terms calculated are percent taxonomic disagreement (PTD), 
percent difference in enumeration (PDE), and percent taxonomic completeness 
(PTC) (Table 1). All three terms quantify distinctly different aspects of the taxo-
nomic identification process and relate directly to overall sample characteristics. 
Further, PTC indicates the proportion of the sample identified to the target hier-
archical level (species, genus, tribe, family, or higher), where the absolute value of 
the difference between primary and QC taxonomist (|PTC|) indicates precision and 
consistency. Results from QC analyses can be presented in reports or associated with 
datasets in a straightforward manner (Table 2) that allows the data user to under-
stand and move ahead with subsequent analyses.

The sites and samples for which these analyses are done use a randomly selected 
subset of sites, sort residue samples, and samples, respectively. As a rule of thumb, 
approximately 10% would be selected from the sample lot. The outcomes of these 
calculations and comparison to MQO can and should be used to (1) help detect 
potential problems in how the specific activity was implemented, (2) help inform the 
nature and need for corrective actions; and (3) summarize the overall quality of the 
full dataset. Subsequent values exceeding the MQO are not automatically taken to be 
unacceptable data points; rather, such values should receive closer scrutiny to deter-
mine reasons for the exceedance and might indicate a need for corrective actions.

The rationale for determining numeric values to be used as MQO should be based on 
observable data which are relevant to the monitoring program and the indicators that 
are being tracked as a part of it [25]. As an example, the MQO for PTD is 15 [26] and was 
arrived at through recognizing that taxonomic comparison (TAXCOMP) results for many 
samples were <20 and that there were very few <10. The 15% simply splits the difference. 
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Indicator 
category

Indicator/
group

Data Data origin Performance term Source

Biological BMI Assemblage-level, 
taxonomy, count

Laboratory 
processing

Sample sorting: PSE
Taxonomic 
identification: PTD, 
PDE, PTC, |PTC|

[14, 18, 19, 
25–27]

Biological BMI Individual metrics, 
MMI

Field sampling; 
MMI

Precision (among sites): 
CV, CI90
Precision (within sites): 
RPD

[14, 17, 21, 
22, 25–27]

Biological Fish Individual metrics, 
MMI

Field sampling; 
field processing; 
MMI

Precision (among sites): 
CV
Precision (within sites): 
RPD
Taxonomic 
identification: PTD
Percent completeness: 
% comp.

[28, 29]

Physical Physical 
habitat

Field observations Precision (among sites): 
CV, CI90
Precision (within sites): 
RPD

[13, 14, 25]

Physical Sediment Sediment grain size 
and total organic 
carbon

Laboratory 
processing

Precision and accuracy: 
recovery of spikes in 
blanks and matrices; 
MDLs (calculated for 
lab)

[23]

Physical Water clarity Photosynthetically 
active radiation 
transmittance at 1 m

field 
measurements, 
calculation

Slope of least squares 
regression [−ln(light 
UW/light AMB) vs 
depth]; R2 > 0.75

[24, 30]

Physical Water clarity Mean Secchi depth Field 
measurements, 
calculation

Precision: all disappear 
and reappear values (3 of 
each) within 0.5 m

[23, 30]

Chemical Fish Tissue contaminant 
load

Laboratory 
processing

Sample preparation: 
RPD for duplicate 
homogenized tissue 
sample pairs; sample 
analysis: RSD for initial 
precision recovery, 
matrix spike, and matrix 
spike duplicate samples

[31–34, 51]

Chemical Residuals and 
water quality

PFAS—16 analytes Laboratory 
analysis of samples 
collected by 
facilities

Accuracy of 
measurements: % 
recovery for internal 
standards, LCS % 
recovery, MS % recovery; 
precision: RPD for MS/
MSD and FDs

[35]

Harmful 
algal 
blooms

Algal toxins Cylindrospermopsin, 
microcystins

Laboratory analysis 
of proficiency test 
(PT) samples

Accuracy of 
measurement: % 
recovery; precision 
among analytical 
laboratories: RPD

[18–20, 23, 
36–40]
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Subsequent TAXCOMP results support using 15%, whether at broad national scales 
or smaller programs of anywhere from 10 to 50 samples. MQO are also not necessarily 
intended to be permanently fixed. As a monitoring program or testing procedure matures 
and more experience is gained, subsequent values often are observed as being consistently 
lower; a program may determine it would be beneficial to lower the MQO. Among all 
programs, PTD values are increasingly more commonly observed <10. It is advisable to 
use improved understanding of variability and its causes to adjust thresholds.

3.2 Physical habitat

3.2.1 Wadeable streams

One approach for characterizing the quality of stream physical habitat is a visual-
based procedure [13] that assesses channel conditions in terms of stability, complexity, 

Indicator 
category

Indicator/
group

Data Data origin Performance term Source

Harmful 
algal 
blooms

Algal toxins Cylindrospermopsin, 
microcystins

Generally field 
sampling

False positive rate; false 
negative rate; sensitivity 
(detection limit); CV for 
precision

[41, 42]

Ecotoxicity 
testing

Sediment 
toxicity

Acute toxicity of 
whole sediment 
sample

Laboratory 
processing

Minimum mean control 
corrected % survival

[43, 44]

Ecotoxicity 
testing

Aquatic 
toxicity

Counts, weight, 
% survival, % 
fertilization

Lab testing; field 
exposures

Within-test variability; 
sensitivity to specific 
contaminants; control 
precision (CV); PMSD

[45, 46]

BMI, benthic macroinvertebrates; PSE, percent sorting efficiency; PTD, percent taxonomic disagreement; PDE, percent 
difference in enumeration; PTC, percent taxonomic completeness; |PTC|, absolute value of PTC difference; MMI, 
multimetric index; CV, coefficient of variability; RPD, relative percent difference; RSD, relative standard deviation; 
CI90, 90% confidence interval; UW, under water; AMB, ambient; PFAS, per- and polyfluoroalkyl substances; LCS, 
laboratory control sample; MS, matrix spike; MS/MSD, matrix spike/matrix spike duplicate; FD, field duplicate; 
MDL, method detection limit; PMSD, percent minimum significant difference.

Table 1. 
Selected example performance measures for QC planning and analysis.

Performance characteristic MQO Observed

1. Field sampling precision (MMI) CV < 15% 10.6

CI90 ≤ 1.0 0.8

2. Sorting/subsampling bias PSE ≥ 90 96.7

3. Taxonomic precision Median PTD ≤ 15% 5.4

Median PDE ≤ 5% 0.5

4. Taxonomic completeness Median PTC ≥ 90% 91

Median |PTC| ≤ 5% 1.5

Table 2. 
Summary results from QC analyses BMI samples (n = 9) from the Prince George’s County (Maryland, USA) 
biological monitoring program, 2010–2013.
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and availability of habitat for stream biota. There are 10 parameters, seven of which 
are rated for all streams, and 3 each for low and high gradient streams (Table OS-11). 
Parameters are graded along a continuum of conditions from the perspective that as a 
stream becomes physically degraded, it loses physical complexity. Each parameter is 
rated on a 20-point scale while the observer is on site, then the values are summed for 
an overall site score. The range for the overall score is 0–200, with low values indicat-
ing poor quality habitat incapable of supporting stream biota and high indicating 
optimal conditions.

Data for input to QC calculations are from assessments done on adjacent 100 m 
channel reaches, identical to those discussed above for biological sampling. Reaches 
for which duplicate assessments are performed are randomly selected from the full 
site load, and pairs of habitat assessment results are used to calculate different perfor-
mance measures (Table 1). As an example of results from such a QC analysis, con-
sider a project that assessed 87 wadeable stream locations in Prince George’s County, 
Maryland USA, and thus had nine (9) pairs of habitat assessment scores (Table OS-2 
cdn.intechopen.com/public/259766_osi.zip).

Even though the field technique is qualitative, these numbers demonstrate the 
consistency of the results, particularly the median relative percent difference (mRPD) 
and CV. The values of RPD range from 1.4 to 35.3, with the substantial difference 
at the high end of the range suggesting that either the two reaches are dramatically 
different in quality, or potentially a data recording error occurred. These numbers 
characterize quality of the physical habitat data, as well as provide a roadmap for 
investigating potential anomalous results.

3.2.2 Estuarine/near coastal

Environmental monitoring programs assess abiotic indicators to understand 
how stressors may impact organisms, as well as how the habitat may be impacted by 
human disturbance. For example, because light underwater diminishes with depth 
[47] programs such as the U.S. EPA NARS National Coastal Condition Assessment 
(NCCA) survey and the Chesapeake Bay Program collect in situ water clarity mea-
surements to estimate the impact of cultural eutrophication on light attenuation 
through the water column [24]. The EPA measures water clarity as Secchi depth at 
Great Lakes nearshore sites (the average depth of disappearance and reappearance 
of a 20 cm black and white disk lowered and retrieved through the water column 
three times), or transmission of photosynthetically active radiation (PAR) by com-
paring simultaneous ambient and underwater light measurements at incremental 
depths for estuarine sites. Performance measures for water clarity are intended to 
ensure accuracy and precision, as well as repeatability and consistency across the 
wide array of sites encountered in the survey. Secchi depth performance checks are 
implemented in the field and reviewed by analysts before use. They require that all 
six measurements are within 0.5 m of each other. When the difference between the 
maximum and minimum Secchi measurements at a site exceeds 0.5 m, the field crew 
repeats the entire set of measurements [24]. Data analysts again check Secchi data; 
values exceeding the maximum difference of 0.5 m among measurements at a site 
are reviewed and obvious transcription errors are corrected. Final values that do not 
meet the quality requirement are excluded from analysis. Table OS-3 cdn.intechopen.

1 Due to space limitations, Tables OS-1 through OS-11 are provided as Online Supporting Information cdn.
intechopen.com/public/259766_osi.zip.
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com/public/259766_osi.zip illustrates the decisions made when reviewing Secchi data 
collected at 20 sites during the NCCA 2010 field season. For PAR, light sensors and 
data loggers are required to have been calibrated within 2 years prior to use and NCCA 
analysts conduct post measurement data checks to verify data quality. To ensure that 
the underwater light measurements decrease with depth (that is, light attenuation 
increases with depth), the PAR attenuation coefficient (Kd) is first calculated as the 
negative of the natural log of the ratio of underwater light to ambient light [−ln(UW/
AMB)]. Kd is then plotted on the Y axis against the measurement depth on the X axis. 
If there is a negative slope of the resulting least squares regression line, or the coef-
ficient of determination (R2) ≤ 0.752, measurements are investigated further. When 
specific measurements are found to be incorrect, they are excluded from regression 
[30]. Figure OS-1 cdn.intechopen.com/public/259766_osi.zip illustrates an example 
of erroneous UW PAR measurements that were excluded from analysis at a site 
sampled during the 2010 NCCA field season.

3.3 Chemical

3.3.1 Algal toxins

Recent NARS, including the National Lakes Assessment (NLA 2017), National 
Rivers and Streams Assessment (NRSA 2018/2019), and the NCCA (2020), sampled 
assessment locations (sites) from across the US. Locations were selected using a 
probability-based approach to provide representative results to estimate conditions at 
broad spatial scales. For purposes of discussion in this section, we will focus on water 
grab samples that were collected from a subset of sites representing lakes, streams and 
rivers, and coastal areas for analysis of cyanobacteria-produced algal toxins (micro-
cystins and cylindrospermopsin).

As part of the effort to meet programmatic data quality requirements [18, 20, 23], 
EPA designed a performance analysis to document the reliability and consistency 
with which analytical laboratories detected the presence and concentration of the 
algal toxins cylindrospermopsin and microcystins. With a focus on accuracy (percent 
recovery), the design provided performance test (PT) samples to state and national 
laboratories analyzing field samples for which the nominal concentrations were 
known to the NARS QC administrators. The objective of the PT analysis is to allow 
use of the results to evaluate the quality of the analytical procedures, specifically 
through use of enzyme-linked immunosorbent assay (ELISA) test kits, and poten-
tially develop recommendations for improvement in sample handling, preparation, 
and analytical techniques.

Sets or “waves” of PT samples were prepared and delivered to the target laborato-
ries during the same period that primary project samples were undergoing analysis. 
Two waves were analyzed for the NLA (2017), and three waves of PT samples each 
were analyzed for the NRSA (2018/2019) and the NCCA (2020). The procedures for 
analyzing microcystins and cylindrospermopsin included necessary cleanup steps 
for samples with salinity >3.5 parts per thousand, as well as dilution steps for samples 
with concentrations >upper detection limit (UDL) of the ELISA test kits. The PT 

2 The protocol in [30] calls for a minimum R of 0.95; the minimum R for the NCCA is relaxed to 0.75 to 
allow for variability in measurement due to factors such as differing sun angles throughout the day or 
underwater light reflection at shallower estuarine sites.
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samples were subjected to multi-temperature stability studies before shipment, and 
then shipped on ice packs overnight to the laboratories analyzing NARS field samples.

PT samples were prepared to specified concentrations of cyanotoxins (Table OS-4 
cdn.intechopen.com/public/259766_osi.zip) and distributed to the target laborato-
ries. We used two performance measures in evaluating the PT results. First, percent 
recovery was used for accuracy, and RPD or relative standard deviation (RSD) 
[40, 48–50] for precision. Although all PT concentrations are shown (Table 1), for 
reasons of space limitations we have selected example results to illustrate results for 
one round of analyses for which the most accurate % recovery results were obtained 
and another for the least accurate from the most recent NARS, including NLA2017, 
NRSA2018/2019, and NCCA2020.

Both Lab A and Lab B met the % recovery goal of 70–130% [38] for the freshwater 
microcystins 2018/2019 NRSA Round 1 PT samples (Table OS-5 cdn.intechopen.
com/public/259766_osi.zip). In comparison, Lab A did not meet the % recovery goal 
for the two of the freshwater microcystins 2017 NLA Round 1 PT samples. It should 
be noted that the results for sample M-7 were only slightly outside the % recovery 
range. In addition, although the results for M-10 were lower than 70% recovery, the 
PT sample concentration was much higher than the test kit range and required several 
dilutions for analysis.

Lab A met or nearly met the % recovery goal of 70–130% [38] for the estuarine 
microcystins 2020 NCCA Round 3 PT samples (Table OS-6 cdn.intechopen.com/
public/259766_osi.zip). In contrast, Lab D did not meet the % recovery goal for 2 of 
the estuarine microcystins 2020 NCCA Wave 1 PT samples. The 2020 NCCA Wave 1 
estuarine microcystins % recovery results ranged from 63.0 to 131.1, excluding the 
two non-detect results from Lab D. The 63.0% recovery value was a calculated PT 
sample concentration above the upper limit of detection (20MC-9) and the 131.1 % 
recovery value was calculated for the lowest microcystins concentration (20MC-8). 
The non-detect results reported by Lab D were for concentrations at the lower end of 
detection (20MC-8 and 20MC-10).

Lab A met the % recovery goal of 70–130% [39] for the freshwater cylindro-
spermopsin 2020 NCCA Wave 3 PT sample (Table OS-7 cdn.intechopen.com/pub-
lic/259766_osi.zip). In comparison, Lab A did not meet the % recovery goal for four of 
the freshwater cylindrospermopsin 2017 NLA Wave 1 PT samples. It should be noted 
that of the 2017 NLA Wave 1 PT sample concentrations with % recovery value outside 
the % recovery goal, only C-4 had a concentration within the detection range of the 
test kit.

Lab A met the % recovery goal of 70–130% [39] for the estuarine cylindrosper-
mopsin 2020 NCCA Wave 3 PT sample (Table OS-8 cdn.intechopen.com/pub-
lic/259766_osi.zip). In contrast, Lab A did not meet the % recovery goal for all five of 
the estuarine cylindrospermopsin 2020 NCCA Wave 1 PT samples and Lab D did not 
meet the % recovery goal for one of the estuarine cylindrospermopsin 2020 NCCA 
Round 1 PT samples. The vendor laboratory noted that the salts used to prepare the 
estuarine PT samples might have caused the elevated % recovery values for the lower 
concentrations (<1 μg/L) due to background interference. The vendor laboratory 
indicated that the salts would not lead to false positive results if there were no cylin-
drospermopsin in the sample.

The analyses and comparisons of analytical results highlighted potential issues 
that allowed the QC coordinators to inquire for additional information. Although 
these particular instances did not result in anomalous results, the evaluations did help 
improve understanding of the sample handling and analysis process.
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3.3.2 Per- and polyfluoroalkyl substances in residuals

Entities permitted to sell or distribute wastewater residuals for land application 
in Massachusetts were required by the Massachusetts Department of Environmental 
Protection (MDEP)3 to collect and submit quarterly samples in 2020–2021 for analyses 
of 16 PFAS (Table OS-9 cdn.intechopen.com/public/259766_osi.zip). In 2020–2021, 
no EPA-approved methods were available for testing residuals for PFAS. Laboratories 
used “modified” EPA Method 533 (Determination of Per- and Polyfluoroalkyl Substances 
in Drinking Water by Isotope Dilution Anion Exchange Solid Phase Extraction and Liquid 
Chromatography/Tandem Mass Spectrometry) [35] to analyze samples. The laboratory 
SOP were reviewed and approved by the MassDEP before they were used to analyze 
the residuals samples. In addition, a standardized data quality evaluation checklist was 
developed and used to consistently perform reviews of the quality of results reported 
in laboratory data packages. Implementing these steps allowed for evaluation of 
whether the analytical results met the quality requirements outlined in EPA Method 
533 “modified” [35], as well as the overall analytical quality requirements in 40 CFR 
Part 136.7 (Guidelines Establishing Test Procedures for the Analysis of Pollutants, Quality 
Assurance and Quality Control).

In 2021, an evaluation of the analytical results was performed for quarterly residu-
als samples collected during the last quarter of 2020 through the third quarter of 2021 
using the standardized data evaluation checklists. The method quality objectives 
(e.g., holding times, minimum reporting limits, RPD for laboratory or field dupli-
cates) presented (Table 1) were evaluated and documented for each sample using a 
standardized data quality evaluation checklist. Additional issues that the laboratories 
encountered during analysis were also documented in these checklists. Results 
from these standard evaluations were used to qualify the data to enable end users to 
interpret the quality of results. We provide a summary of the qualifiers used (and 
frequency of use) for each of the reported 16 analytes from a total of 164 samples 
(Table OS-10 cdn.intechopen.com/public/259766_osi.zip).

Elevated reporting limits (>1 ng/g) were the most frequently used qualifier 
(Table OS-10 cdn.intechopen.com/public/259766_osi.zip). The R qualifier was used 
for at least one analyte for 79% of the samples analyzed. These elevated reporting 
limits were less frequently observed in samples with low moisture content, with all 
samples with less than 28.3% solids having elevated reporting limits for at least one 
analyte. It should be noted that the remaining qualifiers used for the results were 
only applied when the results were greater than the detection limit. The J1- quali-
fier, indicating that the isotopically labeled analogue recovery was below the lower 
acceptance limit and that the residual result is estimated (could be biased low) for 
the corresponding target PFAS, was used for at least one analyte for 37% of samples 
analyzed. The J6+ qualifier, indicating that the ratio of the quantifier ion response to 
qualifier ion response (i.e., primary mass transition) falls outside of the laboratory 
established criteria (i.e., outside ratio limits) and that results are estimated maximum 
concentrations, was used for at least one analyte for 37% of the samples analyzed. The 
J5+/− qualifier was used for at least one analyte for 34% of the samples, commonly 
indicating that the RPD for the field sample duplicate (or less commonly the MSD) 

3 310 CMR 32.00: Land Application of Sludge and Septage, which states “any additional substance for 
which sampling and analysis is required by the Department, before or after the sludge or septage is 
approved by the Department pursuant to 310 CMR 32.11.” Also, see URL: https://www.mass.gov/doc/
required-laboratory-procedures-for-testing-pfas-in-residuals/download.
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was above the upper acceptance limit or not analyzed with the residual extraction 
batch; this indicated that the residual PFAS results above the RL were estimated 
(could be biased high or low).

Results of the 2020–2021 QC evaluations were used to inform ongoing residual 
analyses in Massachusetts. MassDEP communicated results for individual data pack-
ages and for the overall analysis to the laboratories, contributing facilities, and their 
management to refine protocols and execution of the residual PFAS monitoring pro-
gram. Additional analyses of the magnitudes of PFAS concentrations over time and of 
duplicate precision were used to recommend field sampling and duplication frequency 
and is a technical issue many states and other entities are beginning to address.

3.3.3 Tissue contaminants

As with biological monitoring and bioassessments, performance measures and 
MQOs are essential for both the field and laboratory aspects of tissue contaminant 
monitoring studies of aquatic biota (e.g., fish, mollusk, or crustacean tissue studies 
for human health or ecological risk management and communication). QA plan-
ning and implementation should focus on defining DQOs, designing a QC system to 
measure data quality, and assessing data quality to determine its suitability to support 
management decisions regarding future monitoring, risk assessment, or issuance of 
consumption advisories [31, 51].

Field QC procedures need to be detailed in SOPs and as noted previously, sampling 
practitioners need to be trained in those program-specific procedures. A primary QA 
concern for the field collection, handling, preservation, and shipping stages of tissue 
contaminant studies is the preservation of tissue sample integrity. The accuracy of 
analytical results depends in part on the immediate preservation (i.e., freezing) of 
tissues and the prevention of exposure to extraneous sources of contamination. Those 
sources need to be identified and avoided or eliminated. Field blanks, or rinsates of 
empty field sample containers have been used by some investigators to evaluate field 
sample packaging materials as sources of contamination, with a control limit of less 
than the MDL as determined for the particular analytical method or monitoring 
program [51]; however, immediate freezing of whole organisms in the field (and 
preparation of tissue in the laboratory) and the use of food-grade packaging materials 
reduces or even eliminates the need for field blanks. Some studies may require tissue 
resection in the field, but sample processing (including resections) conducted under 
controlled laboratory conditions reduces the potential for sample contamination. One 
means of evaluating the efficacy of tissue preparation cleaning and decontamination 
procedures is the preparation and analysis of processing blanks or rinsates of the 
equipment used for dissecting and homogenizing tissues. As with field contamination 
QC measures, the control limit for processing blanks would also be <MDL for the par-
ticular analytical method or monitoring program. Control limit exceedances require 
suspension of sample preparation and specific corrective action by the preparation 
laboratory before resection or homogenization may resume.

Overall completeness is the number of valid sample measurements relative to the 
number of samples planned for collection, and it may be impacted by a variety of 
circumstances, e.g., storm events, samples lost during shipment, etc. Completeness 
objectives vary by study administrators and can range from 80% to 99%, with levels 
<80% generally requiring corrective action such as resampling or reanalysis [33, 34, 51]. 
Sampling precision (or the degree of agreement among replicate measurements caused 
by random error) can be estimated by comparing field replicates using RSD; however, 
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acceptable field replicate samples require the collection of target organisms of the same 
species and the same sizes collected from the same location which may not always 
be possible. Rather than establishing acceptance limits for sampling precision, some 
researchers have instead used field replicate results to aid in the evaluation of study 
results and characterize the variability of the sampled population [32, 34]. Variability 
arising from tissue preparation (e.g., homogenization, compositing, and aliquoting), 
shipping, and laboratory analysis processes can be estimated by having the sample 
preparation laboratory prepare duplicate tissue homogenate or processed composite 
sample pairs to be analyzed as blind duplicates. [32] applied a MQO specifying that the 
RPD for these duplicate tissue composite pairs should be <50% for values greater than 
5× the minimum level of quantification (ML) for each target contaminant and <100% 
for values <5× the ML.

In addition to the use of duplicate homogenate or composite sample pairs, a stan-
dard suite of laboratory QC measures including initial precision and recovery (IPR) 
samples, and matrix spike and matrix spike duplicate samples provides information 
about the precision associated with various components of the analytical process. IPR 
samples are used to demonstrate that a laboratory can achieve precision and accuracy 
using a particular analytical method prior to the analysis of any tissue study samples. 
They consist of a reference matrix (i.e., one that matches the study tissue matrix) 
that is spiked to a known level with the target contaminant. Accuracy is measured 
by the average recovery of the target chemical in replicate IPR samples. Precision is 
assessed by calculating RSD of the measured concentrations of the target chemical 
in the IPR samples. Matrix spike samples are field sample tissue homogenates with 
known amounts of a target chemical spiked into the sample to assess the effect of 
matrix interferences on compound identification and quantitation (measured as 
percent recovery of the chemical). Duplicate matrix spike samples consist of addi-
tional aliquots of matrix spike samples that are analyzed to assess the effect of tissue 
matrix interferences and are routinely used to assess method precision. Summarizing 
measurement QC limits for tissue studies is not as straightforward as identifying 
measurement quality indicators. Analytical QC limits vary with target chemicals and 
analytical methods. [51] provides general control limit recommendations and associ-
ated corrective actions for fish and shellfish tissue studies.

3.4 Ecotoxicology

Ecotoxicology tests are used in many countries and environmental programs as 
one of several approaches to assess environmental condition of soils, sediments, and 
water, toxicity of chemicals (including pesticides), and compliance with environ-
mental regulatory statutes (e.g., the Clean Water Act in the U.S.). Toxicity testing 
for these various programs is largely conducted in a controlled laboratory setting 
according to specific test method protocols, e.g., [46, 52, 53], although mesocosm 
and in situ toxicity testing is also used in some cases in aquatic testing of chemicals, 
for example, (e.g., [54, 55]). Toxicity test results consist of two types of information: 
biological measurements and statistical interpretation of the observed biological 
data. Biological measurements are the raw data recorded when conducting toxicity 
tests (e.g., survival, weight, number of young produced). The statistical interpreta-
tion of a toxicity test is derived from the observed biological data.

Like other types of methods that rely on biological data, results of a toxicity test 
depend on the method used. Ecotoxicological testing relies on several QC procedures 
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and analyses to help document that the test method performs acceptably given 
program DQO [46, 52]. Two key QA procedures used in all ecotoxicology testing 
are: (1) results from testing with a reference toxicant and (2) meeting minimum test 
acceptability criteria.

In reference toxicant testing, test organisms are exposed to a range of concentra-
tions of a known toxicant or positive control (e.g., a metal such as copper or a salt 
such as potassium chloride for aquatic testing, e.g., [56–58]). Organism response to 
that toxicant is compared against an acceptable range of response previously estab-
lished by the laboratory for the test organism and test method. Control charts are 
developed based on several reference toxicant tests for a given test species and test 
method to document an acceptable range of response to the toxicant [46]. In practice, 
statistical point estimate endpoints rather than the raw data are used to document 
results of each test and establish an acceptable range of response for a test method 
and reference toxicant. Often, a series of performance measures is used with corre-
sponding MQO to address a range of relevant concerns (Table OS-11 cdn.intechopen.
com/public/259766_osi.zip). Examples of point estimate endpoints include the lethal 
concentration to 50% of the test organisms (LC50) and the concentration resulting in 
a 25% inhibition in response compared to the control organisms (IC25). Point esti-
mate endpoints have the advantage of generating 95% CIs around the mean value so 
that within test variability as well as between test variability can be established. These 
endpoints can be compared across tests and laboratories for a given chemical because 
the endpoint is not dependent on the concentration series used.

The second key QA requirement is that each test method has minimum test 
acceptance criteria (TAC) for control organisms that should (must for some pro-
grams such as the NPDES program in the U.S.) be met in a test for the results to be 
considered of acceptable quality. Examples of TACs include metrics such as mini-
mum acceptable percent survival for organisms in a clean control matrix, minimum 
growth, and minimum number of offspring per female that must be achieved in the 
controls in a test [46].

A key performance measure in ecotoxicological testing is within-test variability 
or precision, both in the controls alone and for the entire test. Laboratories track 
performance metrics for the control over time to assess within-test variability. This 
is accomplished by calculating the mean, standard deviation (SD), and coefficient 
of variation (CV) of the control replicate data for each test conducted by the labo-
ratory for a given test method. A statistical metric that is used to calculate within-
test variability for the test as a whole is percent minimum significant difference 
(PMSD) [59, 60], which is derived from an Analysis of Variance (ANOVA) and 
Dunnetts Multiple Comparison Analysis. The PMSD documents the percent effect 
that can be statistically distinguished as compared to the control in the test based 
on the within-test variability observed.

Allowable ranges of PMSD values were derived by EPA using multiple tests for 
a given test method [59]. Controlling both minimum as well as maximum intra-
test variability in whole effluent toxicity (WET) tests is seen as an important test 
acceptance factor. Too much variability among control replicates reduces the ability 
to distinguish statistical difference in organism response among treatments. Too 
little variability among control replicates, on the other hand, can yield statistically 
significant differences among-test concentrations and the control that are biologically 
meaningless. Controlling within-test precision is key to achieving the optimal sensitiv-
ity possible using a particular test species and ecotoxicology test method.
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4. Conclusions

It should be noted that there has been vigorous debate on the appropriateness of 
actions that should result from interpreting statistical deviation in terms of process or 
QC [6], including that practitioners should avoid over-interpretation. This includes 
suggestions that unnecessary adjustments in processes could actually increase fre-
quency of anomalous results. The implication here is that someone interpreting and 
developing recommendations from QC analysis who is not knowledgeable about the 
field of practice or study risks having a program just working toward a number, rather 
than truly trying to improve a process or determine the quality of environmental data 
for use in assessing ecological outcomes.

Recognition of the causes, magnitude, and effects of variability and error is 
attained through consistent observation and measurement and can simultaneously 
provide direction on the need for and types of corrective actions. Appropriately 
developed and implemented MQO, as part of consistent and routine measurement 
and monitoring programs, not only function to keep them on-track, but in the long 
run can also lead to more cost- and time-efficient processes.
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Chapter 2

Quality Impairments in Flexible
Road Pavements
Samuel I. Egwunatum, Ovie I. Akpokodje
and Andrew I. Awo-Osagie

Abstract

The purpose of this chapter is to present the reader with the physical processes of
how flexible road pavements progressively fail and impair the quality of finished
roads arising from non-adherence to roads construction quality outlines and require-
ments. This was achieved by investigating eight (8) roads from a sample of nineteen
(19) roads based on purposive sampling. Using instruments of steel tapes, paints for
failed sections, rolling rule and pictures, measurement of length, width and depth of
various failed sections were taken for five (5) daily measurements at three (3)
monthly visit intervals for Four Hundred and Thirty Five (435) days to show the rate
of deterioration. Data obtained were analyzed for reliability of pavements using
Weibull distribution statistics on ReliasoftWeibull++to extrapolate pavement reliabil-
ity from bathtub function. Findings showed that roads failed progressively within six
(6) months after finished construction and deteriorated fast with increased failures on
length, depth and width of pavements. The practical implications of this is that the
process of construction did not conform with required/stipulated quality control
metrics of flexible road construction especially in the areas of geomaterials compac-
tion, temperature and density of materials laid. It was recommended that organization
adhere to quality control guidelines and requirements to forestall quality impairment.

Keywords: flexible pavement, Weibull test, quality control, quality impairment,
deterioration rate, reliability

1. Introduction

Issues of total quality management implementation in different construction
industries around the world are well validated in studies to be at various levels of
implementation between developing and developed countries [1]. Structural failures
of roads before the designed lifetime are regular features especially amongst develop-
ing countries in the form of evidential failure of a small structural component, accel-
erative failure with visible weakness such as cracks and abrupt, sharp failures [2] etc.

Non-compliance to specification outlines of projects demand –amongst others- the
use of non-standard materials, ineffective/unqualified team members of quality con-
trol rangers, fast track construction, poor detailed designs, etc. and may be regarded
as are remote and immediate factors leading to failures [3]. Quality Control as a
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process in road construction ensures conformity of the finished road pavement with
required standards [4]. Quality defects are obtainable from the difference in the co-
efficient of variation of required elasticity modulus (Creq

v ) from the standard elasticity
modulus (Cstd

v ) which is based on deflection patterns of geomaterials composition and
dynamic load intensity on pavements. The wider the difference between such elastic-
ity moduli, the higher the propensity to failure of pavements [5]. Owing to such
probability outlook, their reliability estimate, takes the form of

Rpt ¼ 0:5þ F
Eeq � Emffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2eq þ σ2m

q

2
64

3
75 (1)

where Eeq is the equivalent modulus of elasticity, Em is the maximum modulus of
elasticity, σeq is the equivalent modulus of elasticity and σm is the mean square
deviation of the maximum modulus of elasticity.

The process of quality control in road pavements follows the examination and test
of composite materials towards meeting the correct specifications and required qual-
ity. Quality control in road projects follow stratification checks by separating roads
composite materials and bringing them to specialized and accredited laboratories in
order to conduct a series of tests on them. However, it is worth noting at this point
that specific tests may also be done on site using checklists as the construction pro-
gresses.

Absence of quality control checks has often resulted to impaired quality outputs
and poor workmanship [6]. Quality impairment in road construction processes shows
that finishing road surfaces, construction process, labour workforce and materials
used are in need of quality review and standardization for improvement [7]. The same
applies to the workforce involved. Evidences of quality failures in constructed roads is
revealed in their reliability values from their mean survival time to failure time, which
are consequential fall-outs of quality management principles not being implemented.
Quality in the context of road construction is when functionality is at equilibrium with
a construction process output based on road utilization from effective road perfor-
mance, durability, conformance, reliability, uniformity and serviceability [8]. Further
to this, impaired quality of constructed roads are revealing in varying forms of cracks,
potholes, bulges and surface depressions that often results in poor transportation
systems, and delayed economic growth [9]. Quality impairment of roads indicates an
increased level of reliability failures. The aim of this paper is to parametrically esti-
mate their durability.

2. Road construction and quality practice

Road constructions are either flexible or rigid highway pavements with most or all
of the following construction materials viz., soil, aggregates, admixtures, Portland
cement concrete, Bituminous materials, structural steel and pavement markers [10].
All of these materials are compositely layered together in a definite mix and propor-
tion to output a quality road carriageway [11]. Determinants of high quality roads are
subjects of quality tests on the various road materials enumerated above. Test on
highway materials such as, Moisture Content Value (MCV), Los Angeles Abrasion
Value, Dynamic Cone Penetrometer, Flakiness Index, Penetration Test on Bitumen,
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California Bearing Ratio (CBR), Softening point test on Bitumen and Ground Pene-
trating Radar tests are various laboratory test prerequisites for quality road [12].

Table 1 presents road construction tests for quality assured output.
Flexible road pavements construction primarily consist of 70% asphalt bitumen

content that provides binder mix with aggregate to produce asphalt concrete. This is
laid on a bituminous base of a binder course. Stabilization of this process is followed
by the application of tack coat of 0.75 kg per sq. metre [8]. Quality control standard as
required in the preparation and placing of premix material is that bitumen is heated in
the temperature range of (150–1770) C within which aggregate temperature must not
differ by 14°C from the binder temperature [13]. The hot mixed material of the
bitumen and the aggregate together with the binder is then paved at a satisfactory
temperature of not more than 163°C. This is followed for a smoother surface with a
roller compaction at a speed not exceeding 5 km per hour. Preliminary or breakdown
rolling uses 8 to 12 tonnes rollers and further pressurized or intermediate rolling is
done using 15 to 30 tonnes fixed wheel pneumatic rollers.

During construction, the routine quality control checks carried-out to ensure
quality output are often stipulated in the watch-out for resulting pavement mix,
temperature at point of laying and pavement gauge or thickness. Other checks not
necessarily routine but periodical are checks for aggregate grading, bitumen content
grade, temperature of aggregate temperature of paving mix at mixing and compaction
[14]. At every 100 tonnes of mix discharged by the hot mix plant samples are collected
for the above tests. Another test for quality compliance is carried-out by
implementing the Marshall test for every 100m2 paved and compacted [15]. This is
also followed by the field density check to see if 95% of laboratory density obtained
shows congruency in the field. Tolerance of 6 mm per 5 m length of paved surface is
allowed for variations in depth of pavements [16]. Variations from longitudinal
undulations along the straight edge at every 3.0 m check must not exceed 8.00 mm
and the number of undulations higher than 6.0 mm should not exceed 10 for every
300 m of road. Near absence of quality checks in road construction projects are
traceable to road failures in the form of cracks, potholes, bulge and creter depressions.
A typical quality controlled road pavement construction is shown in Figure 1.

Failed roads maybe regarded as evidences of quality neglects. Road failures are
progressive in nature with monotonic properties of lebesgue measure theory with
respect to progressive road component failures. A collection of road used in a similar
traffic pressured fashion normally will show propensity to fail within predictable time
measures [17]. Determination of such failings owing to quality neglect is provided for
in Weibull reliability analysis under the scheme of plotting the percentage of road
sections that have yielded to failure over a randomized time period measurable in
cycle-starts, hours of run-times, miles driven, etc. [18]. Usually, classification of
quality impairment is obtainable from Weibull reliability analysis with non-linear
bathtub graph having to be approximated with line of best-fit, with β describing the
classification in:

β< 1:0= > Infant mortality = > Optimum quality impairment in construction.
β ¼ 1:0= > Randomized failure = > Progressive quality impairment during con-

struction.
β> 1:0= > Wear-Out Failure = > High quality impairment during construction.
Most decent and prudent statistical inferences in Weibull test are parametrized

with Time-to-Failure component of the road. This is historically accounted for by B
(F) with ‘F’ representing the percentage of road section that have failed, while some
parametrize by lifetime L(F) and ‘B’ representing bearing time. In the Weibull
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statistics, the distribution shows the relationship between failed percentage with
respect to time governed by constant shape factors ‘β ’ and ‘η’ that determines shape
and scale of distribution respectively by the function:

F tð Þ ¼ 1� e
�t
ηð Þβ (2)

Summing the monotonic progressive failures over time to the point of measure-
ment generates a probability density function (PDF) describing the frequency of
failures over time estimates as:

f tð Þ ¼ β

η

� �
t
η

� �β�1

e�
t
ηð Þβ (3)

Quality control checks on compacted geomaterials such as sub-base by a more
precise measuring light weight deflectometer (LWD) device in the study of Duddu
and Chennarapu [19] as against density and stiffness base methods with the aim of
obtaining pavement deformation modulus (ELWD have shown better predictive ability
of deformations). For instance LWD tests on geomaterials such as soils, aggregates,
and asphalt had output of 35/60MPa and 120/170MPa. As a quality control reference,
LWD tests presents the user with information on longer life cycle pavement perfor-
mance and predictive failure indicator time. Confirmation of such parametric evalua-
tions follows the regressive test between LWD and other density/stiffness methods
with better coefficient of determinations (R2). For instance, as outlined in the work of
aforementioned researchers investigation of Sandy soil regression-correlation on Cal-
ifornia bearing ratio (CBR) and ELWD by Dwivedi and Suman [4] gave R2 values of
0.807 for unsoaked sand (US), 0.805 for soaked (S) sand and dry density 0.77 with the
following relationship:

CBR USð Þ ¼ 0:0009ELWD
2

CBR Sð Þ ¼ 0:0001ELWD
2

(4)

γd ¼ 1� 10�5ELWD
2

Figure 1.
Components of flexible pavements in Hassan and Sobhan [13].
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Quality controlled output limits using their coefficient of determination (R2) on
lime based stabilized subgrade soil from correlative studies with ELWD by in the
literature of Bisht, Dhar and Hussain [20] for unconfined compressive strength (UCS)
at R2 = 0.99 and CBR at R2 = 0.93 showed the following relation:

UCS ¼ 4:9ELWD (5)

CBR ¼ 0:15ELWD (6)

Studies by Nazzal, Abu-Farsakh, Alshibli and Mohammad [21] on crushed lime-
stone and sandy soil geomaterials gave R2 value of 0.83 between CBR and ELWD with
the following relation:

CBR ¼ �14þ 0:66ELWD (7)

Ev2 ¼ 600� 300ð Þ= 300� ELWD�L3ð Þ (8)

as a correlate between Static modulus of layer 2 (Ev2Þ and modulus of deformation
measured by a Zorn LWD device with 300 mm diameter plate. Such stress/strain on
flexible pavement layers often transfer elasticity modulus for determining pavement
structural durability between layers. This is governed from the computation of road’s
elastic modulus (Egen) based on ‘g’ the bearing capacity reserve of road bed and
pavement in:

Egen ¼
E1E2 1þ 2h

D

� �2 E1
E2

� �2
3

� �1
2

E1 � E2 1� 1þ 2h
D

� �2 E1
E2

� �2
3

� �1
2

( ) (9)

A similar correlation investigation on soil classification test between static
modulus of pavement layer 1and deformation modulus using light weight
deflectometer (LWD) by Alshibli, Abu-Farsakh and Seyman [22] showed a quality
allowable R2�value of 0.84. That of Rao, Shiva and Shankar [23] on subgrade geo-
materials between CBR and ELWD gave an R2 value of 0.90 with the following
regression result;

Ev1 ¼ 0:91ELWD�P3 � 1:81 (10)

CBR ¼ �2:754þ 0:2867ELWD (11)

where ELWD�P3 is the modulus of deformation measured by Prima 100 Cohesive
and non-cohesive soils. Adam and Kopf [24] provided regression functions between
static modulus of layer 1 (EvI) and modulus of deformation from a Zorn LWD device
with a 300 mm plate diameter. Deformation thresholds are predictable for quality
control reasons for cohesive soils by the relationship:

Ev1 ¼ 0:833� ELWD�z3 (12)

And for non-cohesive soils with the relation;
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Ev1 ¼ 1:25� ELWD�z3 � 12:5 ELWD�z3ð Þ∨rangeat10� 90MPa (13)

Quality control checks by light weight deflection (LWD) devices are conducted by
velocity tracks using geophones or vibration tracks using accelerometer which is
located on the test plate (see Figure 2 from Duddu and Chennarapu [19]).

On the basis of limit state engineering designs, there are progressive failures at retail
scales to yield a point of total failure beyond which roads become unserviceable to users
before their expected lifetime span. Bazhanov and Saksonova [25] and Hassan and
Sobhan [13] have shown that yield point in a quality impaired constructed road is
attainable after a dynamic load is applied on pavements surface originating from a plastic
deformation. Forms and types of road failures are shown in the accompanying Table 2.

According to Gupta [26], points of statistical references in reliability of pavement
estimations are marked in the pavements failure rate (hazard rate) defined by:

rF kð Þ ¼ P kð ÞP
i¼kP

ið Þ,
(14)

P X ¼ kð Þ
P X ≤ kð Þ , k ¼ 0, 1, 2, …

With P kð Þ ¼ P X ¼ kð Þ being the mass function, cumulative distribution function
f kð Þ ¼ P X ≤ kð Þ and pavement survival function �F kð Þ ¼ 1� f kð Þ respectively. The
pavements’ mean residual life, (μF kð Þis indicated by estimation bias as:

μF kð Þ ¼ E X � kjX ≥ kð Þ ¼
P

x¼k
�F xð Þ

F k� 1ð Þ , k ¼ 0, 1, 2, … :: (15)

This estimation is premised on the deterioration force of decrement on the pave-
ment lifespan which bears representation in plastic deformation in other to under-
stand pavement tolerance [27]. Consequently, the pavement failure rates or hazard
rates which are competing in risk value by a mortal force of decrement with mean
residual life of pavement are relationally obtained by:

rf kð Þ ¼ 1þ μf kþ 1ð Þ � μf kð Þ
1þ μf kþ 1ð Þ (16)

Figure 2.
Schematic sketch of the location and type of transducer: a geophone measures velocity and is located on the
compacted material, b accelerometer measures vibrations and is located in the plate. Photo credit: Duddu and
Chennarapu [19].
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1� μf kð Þ
1þ μf kþ 1ð Þ , k ¼ 0, 1, 2, … ::

The augmented pavements failure rate, mean residual life and its survival which
are estimable consequences of an impaired engineering works is signified in a quality
deficit index by relating the three statistical variables as:

�F kð Þ ¼
Y

0≤ i≤ k

1� rf ið Þ� �

Y
0≤ i≤ k

μf ið Þ
1þ μf iþ 1ð Þ

" #
, μ 0ð Þ ¼ E xð Þ (17)

Following the competing mortal forces of decrement on pavements with failure
induced components yield from several real time traffic loadings, correspond to var-
iations in the lifetime survival of pavement obtainable by:

σ2F kð Þ ¼ Var x� k∨x≥ kð Þ

k2 þ
P∞

i¼k 2iþ 1ð Þ�F ið Þ
�F k� 1ð Þ �

P∞
i¼k

�F ið Þ
�F k� 1ð Þ þ k

� �2

2
P∞

i¼k
�F ið Þ

�F k� 1ð Þ � 2k� 1ð ÞμF kð Þ � μ2F kð Þ (18)

In order to idealize how quality is impaired by statistical reliability variables, the
pavement’s failure rate, mean residual life and variance residual life functions have
causal aggregation and estimated by:

σ2F kþ 1ð Þ � σ2F kð Þ ¼ rF kð Þ

Consequently, decreasing pavement variance residual life is X if X

σ2F kþ 1ð Þ≤ μF kð Þ 1þ μF kþ 1ð Þ½ �:

and it is an increasing variance residual life if

σ2F kþ 1ð Þ≥ μF kð Þ 1þ μF kþ 1ð Þ½ �

These statistical narrations in their numerical values are indicators of progressive
failures with monotonicity properties for quality impairments assessment. In recent
times, researches into deterioration rates of road pavements particularly in Riveros
and Arredondo [28] and Al-Zahrani and Stoyanov [29] with transition probabilities
indicated changes from one state to another (owing to deterioration). This illustrates
precision predictability by Weibull distribution estimation. The probability density
function are parametrized by ∝- and β- for which ∝>0, β>0ð Þ and given as:

F tð Þ ¼
ðo
∝
β

t
β

� �∝�1

exp � t
β

� �∝� �
fort<0

fort≥0
(19)
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And its distribution function as:

F xð Þ ¼
ð0
1
exp � x

β

� �∝� �
forx<0

forx≥ o
(20)

Under the Weibull test for pavement deterioration, expected values and variance
are estimated by:

μ ¼ β�1 1þ 1
∝

� �
, σ2 ¼ β2 1þ 2

∝

� �
� 2 1þ 1

∝

� �� �
(21)

In this case, rather than Laplacian integral, the Weibull distribution is predicted on
the gamma function

xð Þð Þwith:

xð Þ ¼
ð∞
o
tx�1e�tdtforx>0 (22)

This chapter deployed the use of Weibull test to obtaining the deterioration rates
of selected Benin city roads in cluster from generating their deterioration model by
linear regression having deterioration state as a dependent variable and pavement as
an independent variable.

3. Methodology

In this research study, quality impairment in road construction was assessed by
field investigation of eight (8) failing roads from a purposive sampling from 19 failed
roads in the Benin city metropolis of Nigeria. Obtaining life right censored data
through measurements of component failed depth, width and length with a start and
end observation times were obtained. In achieving this, a seven (7) days growth rate
study of failed portions in five (5) different field visitations at an interval of three (3)
months for each visit was conducted to enable the capture of variation in growth rate
between visits. The research team also engaged four daily undergraduate students to
support obtaining measurements and controlling traffic. From the historical data
gathered, mixed Weibull distribution software (Reliasoft Weibull++) was used to
analyze data goodness-of-fit test. Their reliability function was also tested in terms of
their failure rate function and mean life function by estimating the parameters that
makes the reliability function most closely fit the life data set. A review of the
statistical criterion reference analytically for model fitness, shape parameters,
assumed βs and graphically for fit to line, S-shape and minimum life was done from
the reliability bathtub curve plot while computing their statistical function at 90%
confidence bounds. Tables 3–5 depict life data measurement of failed roads.

4. Results and discussion

Figures 3–12 and Tables 3–5 are discussed in this section.
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Figure 3.
Showing how water aids road failure.

Figure 4.
Showing how water aids road failure.

Figure 5.
Showing how failed portion of roads affects or increase journey time.
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5. Weibull reliability test for the deterioration of the width of the roads in
Lucky Way, Mission Road, New Benin Road, Ogida Road, Ring Road,
Sapele Road, Technical College Road and Textile Mill Road

The shape parameter β and the 95% confidence interval of β for the data regarding
the width of the roads in Lucky Way, Mission Road, New Benin Road, Ogida Road,
Ring Road, Sapele Road, Technical College Road and Textile Mill Road are given in

Figure 6.
Failed portion in Luckyway Road.

Figure 7.
Failed portion in Mission Road.

Figure 8.
Failed portion in New Benin Road.
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Table 6. The road is reliable and there is not enough evidence for the deterioration of
the road if the shape parameter β is close to 1 and the 95% confidence interval of β
contains 1.

There is enough evidence though for the deterioration of the width of the roads in
Ikpoba Hill, Lucky Way, Mission, New Benin, Ogida, Ring, Sapele and Technical
College since the value of β̂ ¼ 22:29 from Table 6 is far from 1, and the approximately
95% confidence interval for β̂ 11:45, 43:40½ � does not contain 1. The plot of the failure

Figure 9.
Failed portion in Technical College Road.

Figure 10.
Failed portion in Textile Mill Road.

Figure 11.
Failed portion in Ogida/Upper Siluko Road.
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rate or hazard function, which describes the likelihood of deterioration in width
during the next time increment is given in Figure 13.

There is a steeper increase after 225 days in the hazard function in Figure 13. This
shows that the tendency of the width of the road to deteriorate increases after the
225th day. This is due to the value of β̂ ¼ 22:29 being far from 1, and the approxi-
mately 95% confidence interval for β̂ 11:45, 43:40½ � does not contain 1. The plot of the
reliability test that shows the trend of reliability (the probability of the width of the
road not deteriorating at time t) with time is given in Figure 14. The deterioration
started after the 225th day. There was a sharp rate of deterioration (decrease in the
reliability status) of the width of the roads in Lucky Way, Mission Road, New Benin
Road, Ogida Road, Ring Road, Sapele Road, Technical College Road and Textile Mill
Road after the 225th day.

6. Weibull reliability test for the deterioration of the depth of the roads in
lucky way, Mission road, new Benin road, Ogida road, ring road, Sapele
road, technical college road and textile mill road

The shape parameter β and the 95% confidence interval of β for the data pertaining
to depth of the roads in Lucky Way, Mission Road, New Benin Road, Ogida Road,
Ring Road, Sapele Road, Technical College Road and Textile Mill Road are given in
Table 7. It may be stated the road is reliable and there is not enough evidence for the
deterioration of the road if the shape parameter β is close to 1 and the 95% confidence
interval of β contains 1.

There is enough evidence for the deterioration of the depth of the roads in Lucky
Way, Mission Road, New Benin Road, Ogida Road, Ring Road, Sapele Road, Technical
College Road and Textile Mill Road since the value of β̂ ¼ 22:50 from Table 7 is far
from 1, and the approximately 95% confidence interval for β̂ 10:02, 50:53½ � does not
contain 1. The plot of the failure rate or hazard function, which describes the likeli-
hood of deterioration in depth during the next time increment is given in Figure 15.

Figure 12.
Failed portion in Upper Sapele Road.
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There is a steeper increase after 225 days in the hazard function in Figure 15. This
shows that the tendency of the depth of the road to deteriorate increases after the
225th day. This is due to the value of β̂ ¼ 22:50 being far from 1, and the approxi-
mately 95% confidence interval for β̂ 10:02, 50:53½ � does not contain 1. The plot of the
reliability test that shows the trend of reliability (the probability of the depth of the
road not deteriorating at time t) with time is given in Figure 16. The deterioration
started after the 225th day. There was a sharp rate of deterioration (decrease in the
reliability status) of the depth of the roads Lucky Way, Mission Road, New Benin

Routes Ltime Wtime Dtime Lstatus Wstatus Dstatus

Lucky Way 81 384 27 0 1 0

39 42 165 0 0 0

48 35 18 0 0 0

62 380 54 0 1 0

Mission Road 68 36 58 0 0 0

78 45 36 0 0 0

49 85 45 0 0 0

41 39 48 0 0 0

40 31 75 0 0 0

50 47 80 0 0 0

New Benin 65 49 65 0 0 0

68 54 68 0 0 0

Ogida (Upper Siloku) 74 370 76 0 1 0

72 62 16 0 0 0

49 92 35 0 0 0

68 88 65 0 0 0

60 77 48 0 0 0

38 74 49 0 0 0

74 73 52 0 0 0

Ring Road 72 45 50 0 0 0

69 65 385 0 0 1

Sapele Road 21 81 69 0 0 0

92 70 378 0 0 1

Technical College Road 43 60 74 0 0 0

25 42 132 0 0 0

Textile Mill Road 92 364 64 0 1 0

88 388 63 0 1 0

394 149 58 1 0 0

Table 5.
Road deterioration status change.
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Road, Ogida Road, Ring Road, Sapele Road, Technical College Road and Textile Mill
Road after the 225th day.

Weibull Reliability Test for the Deterioration of the Length of the Roads in Lucky
Way, Mission Road, New Benin Road, Ogida Road, Ring Road, Sapele Road, Technical
College Road and Textile Mill Road.

β LCL UCL

22.29 11.45 43.40

Table 6.
The shape parameter β and the 95% confidence interval of β.

Figure 13.
The failure rate or hazard function plot for the width of the roads.

Figure 14.
The reliability test plot for the width of the roads.

β LCL UCL

22.50 10.02 50.53

Table 7.
The shape parameter β and the 95% confidence interval of β.
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The shape parameter β and the 95% confidence interval of β for the data on
length of the roads in Lucky Way, Mission Road, New Benin Road, Ogida Road, Ring
Road, Sapele Road, Technical College Road and Textile Mill Road are given in Table 8.
The road is reliable and there is not enough evidence for the deterioration of the
road if the shape parameter β is close to 1 and the 95% confidence interval of β
contains 1.

There is sufficient evidence for the deterioration of the length of the roads in
Lucky Way, Mission Road, New Benin Road, Ogida Road, Ring Road, Sapele Road,
Technical College Road and Textile Mill Road since the value of β̂ ¼ 6:71 from Table 8
is far from 1, and the approximately 95% confidence interval for β̂ 2:50, 17:99½ � does
not contain 1. The plot of the failure rate or hazard function, which describes the
likelihood of deterioration in length during the next time increment is given in
Figure 17.

Figure 15.
The failure rate or hazard function plot for the depth of the roads.

Figure 16.
The reliability test plot for the depth of the roads.

β LCL UCL

6.71 2.50 17.99

Table 8.
The shape parameter β and the 95% confidence interval of β.
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There is a steeper increase after 140 days in the hazard function in Figure 17. This
shows that the tendency of the length of the road to deteriorate increases after the
140th day. This is due to the value of β̂ ¼ 6:71 being far from 1, and the approximately
95% confidence interval for β̂ 2:50, 17:99½ � does not contain 1. The plot of the reliability
test that shows the trend of reliability (the probability of the length of the road not
deteriorating at time t) with time is given in Figure 18. The deterioration started after
the 100th day. The rate of deterioration was minimal between the 100th to 150thday;
after the 150thday, there was a sharp decline in the reliability status (increase in the
deterioration rate) of the length of the roads in Lucky Way, Mission Road, New Benin
Road, Ogida Road, Ring Road, Sapele Road, Technical College Road and Textile Mill
Road.

7. Conclusion

In this study, eight (8) roads from Nineteen (19) mapped failing roads by means of
purposive sampling the Benin city area of Edo state in Nigeria were assessed. Data
collection follows five different routes in five (5) different field visitations at intervals
of three (3) months for each visit. During visits variational failure growth in terms of

Figure 17.
The failure rate or hazard function plot for the length of the roads.

Figure 18.
The reliability test plot for the length of the roads.
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length, width and depth was obtained by tape rule measurements, rolling measuring
rule, pegs, paints and photographs. Data collected were scrutinized and subjected to
Weibull analysis to obtain road failure-specific sequences in reliability terms to vali-
date and underscore quality impairments in constructed road pavements. Quality
impairments originating from road component materials failure were evident in roads
failing as early as six (6) months after construction. Progressive failure was noticed to
be aided by further deterioration owing to lack of maintenance according to the types
of road failures photographed in this paper. This is further augmented by relation to
monotonicity failure theory elucidated in Gupta [26] with steady state progressive
deterioration shown in the bathtub log-convexity property of the Weibull measure-
ment count. A validation of quality impairment was deduced from a degenerating
reliability Weibull analysis as corroborated in the literature of Efimenko and
Moisejenko [2] and Bazhanov [5]. By undermining quality control process at con-
struction, steep failures from a deteriorating pavement aided by the stress/strain
mortal force of decrement prevailed early enough in the lifetime of the pavement to
cause road failure.

8. Recommendation

Arising from the study and the observations and analysis conducted, the following
recommendations are made:

1.It is recommended that quality control should be acculturated in organizations
specializing in road construction and set-up procedures and instruments for
quality control at points of raw materials storage including blending, mixing and
placing of asphalts.

2.Deploy a quality control metrics for checking the level of quality-specific work
output during the entire construction process.

3.Evolve a quality and maintenance sequence of road construction for every and
any activity in the construction process.

4.Overhauling and maintaining construction equipment as required in the ISO
9002 Quality Assurance Framework. This will enable equipment work optimally
especially laboratory equipment so as measurements and investigations can be
precise

5.Setting site and organization’s agenda around QA/AC needs at project review
phase and staff meetings. This aspect of quality management encourages team
building and common purpose focus towards quality objective.

6.Go round site supervision with Engineers Instruction cards to direct the rework
of construction defects. This is with the aim of ensuring that site instructions for
defective works are carried out without omission.

7.Allow proper physical and chemical properties limits of materials to be attained
before use, in order to avoid materials failure. It will also help in quality
enhancement of finished output.
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Chapter 3

Practicing Hypothesis Tests in
Textile Engineering: Spinning Mill
Exercise
Nefise Gönül Şengöz

Abstract

A novel statistical approach for multiple-stream processes is proposed in this
manuscript. As important as quality control in manufacturing is, hypothesis tests are
an important part of it if utilized and constructed the most logically to evaluate and
decide on a special matter in a production line or a production machine. The proposed
statistical approach is explained in detail in a spinning mill having 20 spinning frames.
The spinning frames are adjusted according to customers’ orders and to the technol-
ogy of spinning frames first. Then, the result of that adjustment is controlled statisti-
cally by means of hypothesis testing, χ2, t-test, and F statistics are used. Later, they are
pooled one by one, and at the end, all 20 spinning frames are considered as one
machine producing the same yarn, the same variance of yarn count, and the same
yarn count. Performed literature review claims that control charts are appropriate for
multiple-stream processes. But, the application of this proposed statistical approach
guarantees that production starts with correct adjustments on machines, and control
charts become more sensitive to the assignable causes. The application area of this
proposed statistical approach is wide, leading to higher quality in products, a
requirement that is in demand more every day.

Keywords: textile engineering, hypothesis tests, spinning mill, spinning frame,
chi-square statistics, t-tests, F statistics, pooled estimator of sigma, pooled estimate of
standard deviation, pooled estimator of variance, pooled t-Test, distribution,
multiple-stream processes

1. Introduction

Quality is demanded by every customer in the products they purchase in this era of
science and technology, claiming for better products and services alike. This demand
produces pressure on the manufacturers to conform to customers’ wishes by offering
products and/or services incorporating increased quality levels, applying quality
control methods, practicing statistical quality control, etc. Manufacturers intensely
control and improve the quality of their products in order to make them better while
also aiming at establishing a competitive edge.
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Textiles are regarded as fundamental items in everyday life. They are indeed used
in every field of daily life like apparel, home textiles, technical textiles (automotive,
aerospace, geological, agriculture, civil, medical, sport, packaging, protective, mili-
tary, art, etc.). Similar to every engineering branch, quality is the main requirement in
textile engineering. The only way to achieve this is the application of quality control
tools which are mostly applied in every step of textile production in order to fulfill the
demands of consumers.

The main steps in textile manufacturing are yarn production, weaving, knitting,
and ready-wear; besides nonwovens, texturing, finishing, dyeing, printing, etc. Yarn
production is the primary step among these because if a good yarn is produced at the
beginning the rest of the steps will probably end up likewise good. Good yarn provides
the properties required for the next step, and for any succeeding step thereafter until
the end product is reached, namely the one used in daily life. In a reverse pattern,
first, the usage area of that special textile product to be manufactured has to be
decided on as well as determining the requirements of properties in that special unit.
Then one step backwards, weaving or knitting-specific quality properties are deter-
mined, followed by the properties of yarn to meet the properties of fabric. Finally, the
latter are determined together with the fibers to be used and thus, production starts. It
is very important to keep the quality properties of yarn correct and stable in order for
the rest of the steps to be good. This is why quality control tools have to be applied in
yarn production. Besides, technology in machinery is another grand field where huge
improvements are achieved so as to manufacture products with the aimed properties.
Textile machinery is an area where many technological improvements are successfully
applied, yielding production of yarn with better properties.

Textile manufacturing is a multiple-stream process where one operation is usually
done by more than one machine. The product of every machine is mixed into one lot.
In literature, it is stated that in processes consisting of several machines producing the
same material which pool their output into a common stream, control charts are
appropriate to use in order to keep quality under control. In this case, machines
producing the same material form a rational subgroup. Separate control charts are
advised for each rational subgroup, each individual machine, or sometimes even for
the different heads on the same machine. Therefore, the proper selection of samples is
very important within the rational subgroup concept; the process is to be consistent
and careful by extracting as much useful information as possible from the evaluation
of the control charts. Even more, simultaneous monitoring of all streams is impractical
when the streams are large in number, identical, and independent. Also, control charts
are sensitive to assignable causes that affect the uniformity across the streams and
between-stream variability [1–7].

The main concept of control charts is: Sampling the material of which the prop-
erty/properties to be investigated, testing the property/properties, obtaining the
results, plotting the values on the control charts, and interpreting the charts. Produc-
tion is under control while the plot falls between the upper and lower control limits. If
not, then the precautions needed are taken and adjustments to the machines are done.
Not only one machine produces the same product but there may be more than one
machine producing the same material which will be mixed and shipped into one lot,
and every machine producing the same material will have to do so. The customer does
not need to know which machine produced which constitutes the lot; it is the respon-
sibility of the factory to ship a lot containing the same properties in every piece [8].

In this manuscript, it is worth noting at this point that before constructing the
control charts for rational subgroups, the adjustments on the subgroups have to be
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controlled statistically first. The subgroups are machines in this case. Control charts
may keep the control limits after the correct adjustments on the machines are suc-
cessfully done. It is thought that controlling the adjustments of the machines to
produce the right material is different than keeping it under control with control
charts. If the adjustments of the machines are correct at the beginning, then the
purpose of the control charts will only be sensitive to assignable causes. Otherwise, it
may be as if it is expected too much from the control charts; however, in this proposed
novel statistical approach the purposes are separated and may help to understand
processes better and keep quality under control. When quality will be set at the
beginning and tested statistically then control charts will help to carry it forward in a
stable manner. In this study, a different approach will be presented which is applying
hypothesis tests to the adjustment of the multiple-stream machines prior to them
starting production. A novel method for this kind of statistical control is proposed and
explained in detail based on an example of a textile engineering spinning mill.

Hypothesis testing is a process of drawing conclusions on the collected data of
statistical testing and is a specific approach for testing means or averages of that data.
The purpose of statistical inference is to draw conclusions about a population on the
basis of data obtained from a sample of that population. Hypothesis testing evaluates
the strength of evidence from the sample and gives the basis to determine the relation
to the population. Hypothesis testing equally indicates the chance about how reliably
the observed results in a sample can be extrapolated to the larger population of
collected samples. A specific hypothesis is formulated, the data from the sample is
evaluated and if they support the specific hypothesis a statistical inference about the
population is reached. Hypothesis testing is a dominant approach for data analysis in
many fields of science [9].

In literature, it is discussed that there is a close connection between hypothesis
testing and control charts. It is considered that if the obtained value of x is plotted and
values fall in-between the control limits then it is expressed that the process mean is in
control, and it is equal to a value μ0. If x falls out of the upper or the lower control
limits then it will have a value other than μ0, it is concluded that the control chart is a
kind of hypothesis testing and shows that the process is under statistical control. If the
plots are in-between the control limits, this means the hypothesis is not rejected; if
they are out of the control limits, this means the hypothesis is rejected [10].

On the other hand, there are some differences between hypothesis tests and con-
trol charts. The validity of assumptions, like the form of the distribution, indepen-
dence, etc., are tested in hypothesis testing but not in control charts. Instead, the
departures from x are seen in control charts so that the process variability may be
reduced. There may be assignable causes in production and they result in different
types of shifts in the process parameters. An assignable cause can result in an increase
or a decrease to a new value but return quickly. It can have ups and downs in-between
the control limits, and can shift to a new value but remain there; this is called a
sustained shift. It is recognized in literature that only the sustained shift fits the
statistical hypothesis testing model.

This chapter suggests that adjustment of the machines in a multiple-stream should
be done with hypothesis testing at the beginning and then continuing production
should be observed with control charts so that the quality will be under control at the
beginning and will be kept stable during production. This proposed method will be
done just at the beginning of production for once in order to confirm that the adjust-
ments to produce the same lot are the same all throughout the lot, as well as consid-
ering that every centimeter of yarn will exactly be the same in the tons of guaranteed
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yarn production. Then, while the production continues the control charts will monitor
that quality is kept stable. This novel approach of a statistical control method will be
explained in detail given in an example of a textile engineering spinning mill. In this
case, the type of the yarn, the properties of the yarn, the type of fibers used to produce
the yarn will not be considered except for yarn count. Yarn count property will be
mentioned in the proposed hypothesis testing method. One may bear in mind that the
same application can be done for every property of yarn like twist, breaking strength,
breaking elongation, elasticity, abrasion resistance, hairiness, unevenness, imperfec-
tion (thick place, thin place, neps), etc.

2. Spinning mill

When yarn production is considered, regardless of the type of fiber processed,
yarn production generally consists of blowroom/blending, carding, drawing,
roving, and spinning steps seen in Figure 1, whereas an example of a spinning mill is
given in Figure 2 [11]. The same concept mentioned above is applied in yarn produc-
tion. In order to produce the yarn with the aimed properties at the end, the needed
adjustments have to be done starting from the very beginning of the stream until the
endpoint where the yarn is obtained. In every production step there is usually more
than one machine producing the same product and pouring into a common stream.

Yarn is produced on spinning frames that are ring spinning machines. Rovings come
from the top to the spindles, on the way they are drafted and twisted, and the yarn
forms (Figure 3) [12, 13]. The yarn properties, which are yarn count and yarn twist, are
adjusted on the frame, but the rest of the properties listed above are the result of

Figure 1.
Yarn production steps [11].

Figure 2.
An example of a spinning mill [11].
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pressure between rollers, machine production speed, roller surfaces, delivery angles,
climate, cleanness, human factor, gauge, etc. Since the yarn count is one of the adjust-
ments done on the spinning frame, this will be considered in the rest of this chapter.

3. Reference statistical methodology in quality control

Hypothesis testing is one of the useful tools of statistical methodology in quality
control and improvement. In hypothesis testing, there are the null hypothesis (H0) and
the alternative hypothesis (H1).While the null hypothesisH0 indicates a certain point of
view of the research question, the alternative hypothesis H1 indicates the opposite of
that point of view. The opposite can be stated as not equal, greater than, or less than.
Not equal is a two-sided alternative hypothesis, and the latter two are one-sided alter-
native hypotheses. Therefore, the determination of the parameter values in a hypothesis
to be tested is very important, as they may either come from past information, a theory
or model, or conformity. A statistical inference is reached with correct determination.

When working with test results, it is assumed that the obtained test results are
normally distributed. If the underlying distribution of the obtained results deviate

Figure 3.
Rovings, spindles, yarn [12, 13].
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moderately from normal distribution, t-tests perform reasonably well because of the
robustness of the test. If the underlying distribution of the obtained results deviates
substantially from normal distribution, when the sample size is large, because of the
central limit theorem (CLT), they approximate normal distribution [14]. Especially in
textile manufacturing, it is considered that the test results of properties of a product
exhibit normal distribution.

In statistical inference, there may be errors, especially in hypothesis testing,
wherein two kinds of errors exist. The first one is the null hypothesis is rejected even if
it is true, which is the wrong decision. This is Type I Error and is symbolized by α
which is also called the level of significance. In this case, the null hypothesis is unable
to be rejected by 1�α probability, or which is the right decision. The second kind of
error is the null hypothesis is unable to be rejected even if it is false, which is the
wrong decision. This is Type II Error and is symbolized by β. In this case, the null
hypothesis is rejected by 1�β probability, or which is the right decision. Hypothesis
testing errors are shown in Table 1. The level of significance α would take values like
0.1, 0.05, 0.01, 0.001, etc.

By designing a test procedure in hypothesis testing, a value of the probability
of Type I Error α is specified so that a small value of the probability of Type II Error β
is obtained. The α risk can directly be controlled or chosen; the β risk can indirectly
be controlled because it is the function of sample size; consequently, the larger the
sample size, the smaller it is. In textiles production, Type I Error α is sufficient. The
nature of textiles production for daily usage like apparel, home textiles (rugs, cur-
tains, bedsheets, carpets, towels, etc.), Type I Error α is satisfactory, there is no
requirement for Type II Error β in such cases. The important thing is to produce
yarn, fabric, ready-wear, etc. with level of significance α = 0.05, which is usually
used and is deemed enough. On the other hand, Type II Error β is strongly reason-
able for technical textiles like medical, aerotextiles, geotextiles, etc.; even there are
cases where 6σ is applied (such as in vivo medical textiles, aerotextiles). These
special cases will not be studied in this manuscript; for the rest, only Type I Error α
will be considered.

A hypothesis test can be conducted by different test statistics like the z test, t-test,
χ2 test, the appropriate one is selected in accordance with the purpose of the hypoth-
esis test. The set of values of the test statistic which lead to the rejection of H0 is
named as the critical region or rejection region for the test.

Therefore, the procedures for a hypothesis test can be listed as:

1.To determine the null hypothesis (H0) and the alternative hypothesis (H1),

2.To determine the level of significance (α),

3.To determine the appropriate test statistic,

4.To determine the test statistic limit(s) leading to rejection of the null hypothesis
(critical region or rejection region),

5.To calculate,

6.To conclude if the null hypothesis is rejected or it is unable to be rejected,

7.To write the conclusion sentence.
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Sampling is very important in hypothesis testing because an inference will be
reached through the parameter information the samples contain and that conclusion
will be applied to all of the rest of the population.

In a hypothesis testing, if x is a random variable with unknown mean μ and known
variance σ2, then the hypothesis testing is that the mean is equal to a chosen value, μ0.
The null hypothesis (H0) and the alternative hypothesis (H1) are stated as:

H0 : μ ¼ μ0
H1 : μ 6¼ μ0

(1)

Level of significance α is determined. n samples are taken from the random
variable x and the z statistic is calculated:

Z0 ¼ x� μ0
σ=

ffiffiffi
n

p (2)

If Z0j j≻Zα=2 then H0 is rejected, Zα=2 is the upper α=2 percentage point of the
standard normal distribution at a fixed significance level two-sided.

If x is a random variable with unknown mean μ and unknown variance σ2, then the
hypothesis testing is that the mean is equal to a chosen value, μ0. The hypothesis is
stated as:

H0 : μ ¼ μ0
H1 : μ 6¼ μ0

(3)

Since the variance is unknown, it is assumed that the x random variable has a
normal distribution and deviations from normality will not affect the results much.
Also, σ2 is unknown and it is estimated by s2. The level of significance α is deter-
mined. n samples are taken from the random variable x and the test statistic becomes
a t-test:

t0 ¼ x� μ0
s=

ffiffiffi
n

p (4)

where instead of a normal distribution it becomes a t distribution with n� 1
degrees of freedom.

If t0ð Þj j≻ tα=2,n�1 thenH0 is rejected, tα=2,n�1 is the upper α=2 percentage point of the
t distribution with n� 1 degrees of freedom at a fixed significance level two-sided.

Statistical tests on means are very little sensitive to normality assumptions but the
tests on variances are sensitive. To test the variance of a normal distribution is equal to
a chosen variance, σ20, then the hypothesis is stated as:

H0

Decision True False

H0 Unable to reject Right decision 1� α Wrong decision Type II Error β

H0 Reject Wrong decision Type I Error α Right decision 1� β

Table 1.
Hypothesis testing errors.
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H0 : σ2 ¼ σ20

H1 : σ
2 6¼ σ20

(5)

and the test statistic becomes a χ2 test:

χ20 ¼ n� 1ð Þs2
σ20

(6)

where s2 is the sample variance of n repeats. The level of significance α is
determined. If χ20 ≻ χ2α=2,n�1 or if χ

2
0 ≺ χ21�α=2,n�1 then the null hypothesis H0 is rejected

for a fixed significance level, χ2α=2,n�1 is the upper α=2 upper percentage point of

the chi-square distribution with n� 1 degrees of freedom and χ21�α=2,n�1 is the lower
1� α=2ð Þ percentage. If a one-sided alternative is specified, then the hypothesis is:

H0 : σ2 ¼ σ20

H1 : σ
2 ≺ σ20

(7)

and the null hypothesis is rejected if χ20 ≺ χ21�α,n�1. For the other one-sided alterna-
tive, the hypothesis is:

H0 : σ2 ¼ σ20

H1 : σ
2 ≻ σ20

(8)

and the null hypothesis is rejected if χ20 ≻ χ2α,n�1.
Chi-square testing is applied a lot in quality improvement by monitoring and

control procedures. There may be a normal random variable with mean μ and variance
σ2. If σ2 ≤ σ20, σ

2
0 being a chosen value, then the natural inherent variability of the

process will be within the requirements of the design and the production will mostly
be within the specification limits. But if σ2 ≻ σ20, this means that the natural variability
in the process is exceeding the specification limits. This case increases the percentage
of non-conforming production items.

If there are two independent populations, as shown in Figure 4, then it will
statistically be tested for the difference in means μ1 � μ2. It is assumed that μ1, x1, σ21,
and n1 are known and belonging to Population 1; whereas μ2, x2, σ22, and n2 are known
and belonging to Population 2. Both samples of the populations are random, and both
populations are normally distributed; if they are not normal, the conditions of the CLT
applies.

The point estimator of μ1 � μ2 is the difference in sample means x1 � x2 and from
the properties of expected values:

E x1 � x2ð Þ ¼ E x1ð Þ � E x2ð Þ ¼ μ1 � μ2 (9)

is obtained and the variance of x1 � x2 is:

V x1 � x2ð Þ ¼ V x1ð Þ þ V x2ð Þ ¼ σ21
n1

þ σ22
n2

(10)
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From the assumptions and the preceding results, the quantity Z with N(0,1)
distribution can be stated as:

Z ¼ x1 � x2 � μ1 � μ2ð Þffiffiffiffiffiffiffiffiffiffiffiffiffi
σ21
n1
þ σ22

n2

q (11)

If it is tested that the difference in means μ1 � μ2 is zero, that they are equal, the
hypothesis is:

H0 : μ1 � μ2 ¼ 0

H1 : μ1 � μ2 6¼ 0
(12)

Substituting 0 for μ1 � μ2, becomes:

Z0 ¼ x1 � x2ffiffiffiffiffiffiffiffiffiffiffiffiffi
σ21
n1
þ σ22

n2

q (13)

If Z0j j≻Zα=2 then H0 is rejected, Zα=2 is the upper α=2 percentage point of the
standard normal distribution at a fixed significance level two-sided.

If there are two independent populations, then the difference in means μ1 � μ2 will
statistically be tested. It is assumed that μ1, x1, and n1 are known belonging to
Population 1; μ2, x2, and n2 are known belonging to Population 2, but σ21 and σ22 are
unknown. Both samples of the populations are random, and both populations are
normally distributed; if they are not normal, the conditions of the CLT applies. The
two σ21 and σ22 may be equal or not. In this manuscript, the condition that they are
equal will be considered, becoming σ21 ¼ σ22 ¼ σ2 . Since σ21 and σ22 are unknown,
t-statistic will be used and sample variances of the two populations would be s21, and s22,
respectively.

The expected value of the difference in sample means x1 � x2 which is an unbiased
estimator of the difference in means is:

Figure 4.
Symbolization of two independent populations [1].
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E x1 � x2ð Þ ¼ μ1 � μ2 (14)

The variance of x1 � x2 is:

V x1 � x2ð Þ ¼ σ2

n1
þ σ2

n2
¼ σ2

1
n1

þ 1
n2

� �
(15)

Estimator of σ2 is the combination of s21 and s22 it is the pooled estimator of σ2,
denoted by s2p, which is:

s2p ¼
n1 � 1ð Þs21 þ n2 � 1ð Þs22

n1 þ n2 � 2
(16)

s2p is the weighted average of the two sample variances s21 and s22.
The z test statistic for unknown σ is:

z ¼ x1 � x2 � μ1 � μ2ð Þ
σ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n1
þ 1

n2

q (17)

and then, for t-statistic σ is replaced by sp.

t ¼ x1 � x2 � μ1 � μ2ð Þ
sp

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n1
þ 1

n2

q (18)

a t distribution with n1 þ n2 � 2 degrees of freedom, also called the pooled t-test.
If it is tested that the difference in means μ1 � μ2 is zero - meaning they are equal-

the hypothesis is:

H0 : μ1 � μ2 ¼ 0

H1 : μ1 � μ2 6¼ 0
(19)

Substituting 0 for μ1 � μ2, it becomes:

t0 ¼ x1 � x2

sp
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n1
þ 1

n2

q (20)

If t0j j≻ tα=2,n1þn2�2 then H0 is rejected, tα=2 is the upper α=2 percentage point of
the t-distribution with n1 þ n2 � 2 degrees of freedom at a fixed significance level
two-sided.

If the variances of two independent normal distributions are tested if they are
equal, σ21, s

2
1 and n1 for Population 1, and σ22, s

2
2 and n2 for Population 2, then the

hypothesis is:

H0 : σ21 ¼ σ22
H1 : σ

2
1 6¼ σ22

(21)

F statistics is the ratio of the two sample variances:
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F0 ¼ s21
s22

(22)

H0 is rejected if F0 ≻Fα=2,n1�1,n2�1 or F0 ≺ F1� α=2ð Þ,n1�1,n2�1, which denote the upper
α=2 and lower 1� α=2ð Þ percentage points of the F distribution with degrees of
freedom n1 � 1 and n2 � 1, respectively, at a fixed significance level two-sided.

4. Proposed statistical approach

In hypothesis testing, sampling is very important because an inference is reached
from the values in the sample about the values in the population. Therefore sampling
has to be done very carefully and samples should represent the population. Sampling
is a wide subject in textile engineering. Regular sampling during production and
acceptance sampling from a static lot are two grand different subjects. This broad
topic of sampling in textile engineering can well be covered in a separate manuscript,
so the details of sampling will not be dealt herein. Instead, the number of samples,
which are repeats, will be indicated as ni.

In ring spinning yarn production the number of spindles per spinning frame is the
determining factor for sampling. As a general application, at least five bobbins per 500
spindles per spinning frame are taken randomly for the tests of yarn properties.
Different frame brands have different spindle numbers such as 576, 1008, 1296, and
1824. depending on the model of the frame. For example, at least 10 bobbins have to
be chosen randomly for 576 spindles per frame, at least 15 bobbins have to be chosen
randomly for 1008 spindles per frame, at least 15 bobbins again for 1296 spindles per
frame, or at least 20 bobbins for 1824 spindles per frame.

When sampling for hypothesis testing in this chapter, the yarn lot is the popula-
tion, and statistical inference and decisions will be made about the yarn lot from the
samples selected from it. In order to conclude that the machine is adjusted correctly or
to make a decision about its status, samples are randomly selected as different bobbins
from independent, identical, and with equal probability of being chosen spindles on a
spinning frame which are adjusted to produce a special yarn. Test results of the
samples will give information about the yarn population. Figure 5 shows the relation-
ship between a population and a sample. In textile engineering, it is assumed that the
property values of a textile material have a normal distribution, consequently in yarn
spinning, yarn properties also exhibit normal distribution for property values.

The constant of variation (CV%) is a frequently used value in textile engineering.
Starting from fibers to the end product, say apparel, fiber (fineness, length, breaking
strength – breaking elongation, etc.), yarn (count, twist, irregularity, etc.), fabric
(warp and weft density, fabric thickness, etc.), and apparel (measurements, weight,
etc.) properties are all tested and the results are statistically analyzed; and the mean x,
standard deviation s, and CV% s

x � 100
� �

are calculated. The value of CV% indicates
much information about the property it was calculated from. Furthermore, compari-
sons and evaluations are done making it possible to have a comprehensible under-
standing of how production is continuing. The constant of variation of yarn count can
be expressed as CV%YarnCount. The value CV%YarnCount has a close relationship with
the technology of textile machinery. Technology of textile machinery developed con-
siderably a lot when compared to the 1970s and 1980s. Textile machinery producers
incorporate broad R&D departments and one of the main topics of their researches is
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on CV%YarnCount. As a general consideration, CV%YarnCount 5% was acceptable until
the late 80’s, whereas the CV%YarnCount decreased to 3% in the mid 90’s, then to
1–1.5% in the late 90s, and since 2000s this value is acceptable if it is less than 1%.
In order for the CV%YarnCount to be less than 1%, the variance of yarn count s has to be
≺ 1 also. Within the context of this paper, it will be considered that the spinning
frames were produced after the year 2000; therefore, the proposed statistical
approach will be explained by considering s as ≺ 1 in accordance with textile industry.

Yarn count is adjusted on the machine according to what the customer ordered.
Yarn count will be indicated as μ0 in this chapter.

The main aspect in both sampling, variation of yarn count, and yarn count is that
every machine has to be adjusted to produce the yarn the customer ordered. The lot
will be shipped as one and it does not make any difference for the customer which
machine produced which yarn. The customer ordered the yarn lot and will regard it all
the same at every single centimeter of yarn produced.

Suppose now a special yarn count of μ0 in tex unit will be produced in twenty
spinning frames in a spinning mill (Figure 6).

In this proposed statistical approach, the procedure starts with adjusting the Spin-
ning Frame 1 (SF 1). The necessary adjustments to produce μ0 tex yarn is done on the
SF 1, the frame will run for a few minutes, the yarn will be produced a little bit, and n1
bobbins from spindles are chosen as samples randomly from this normal distribution.
The first thing is to test if the adjustments are correct and confront them with what
the customer ordered. Since all the frames were produced after the year 2000, of the
same brand, the same model, and the same technical specifications, the variance of
yarn count has to be less than 1, with the latter being thus, the specified value for these
hypothesis tests. In this manuscript it is argued that if the variance of yarn count is less
than 1 it has to be tested before the yarn count. Then, the level of significance α is
determined which is equal to 0.05 for ordinary textiles. n1 bobbins from spindles of SF
1 are taken for yarn count tests done in the laboratory. The one-sided hypothesis is:

H0 : σ21 ¼ 1

H1 : σ
2
1 ≺ 1

(23)

and the χ2 test statistic is:

χ21 ¼
n1 � 1ð Þs21

1
(24)

s21 is the sample variance of n1 repeats from SF 1. The null hypothesis of variance of
yarn count is rejected if χ21 ≺ χ21�α,n1�1. If it is unable to be rejected, then the procedure

Figure 5.
Relationship between a population and a sample [1].
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continues by going back to the SF 1 and doing some more adjustments on the frame
and repeating this test until the null hypothesis of variance of yarn count is rejected.

When it is guaranteed that the variance of yarn count is less than 1, then comes the
yarn count statistics tests. The average of yarn count of SF 1 would be μ1 and the two-
sided hypothesis of yarn count is:

H0 : μ1 ¼ μ0
H1 : μ1 6¼ μ0

(25)

Variance is estimated by s21, x1 is the average of the n1 repeats of yarn count from
SF 1, the t-test statistic is:

t1 ¼ x1 � μ0
s1=

ffiffiffiffiffi
n1

p (26)

where instead of a normal distribution it is a t distribution with n1 � 1 degrees of
freedom. If t1ð Þj j≻ tα=2,n1�1 then H0 is rejected, tα=2,n1�1 is the upper α=2 percentage
point of the t distribution with n1 � 1 degrees of freedom at a fixed significance
level two-sided. If the null hypothesis of yarn count is rejected, then the procedure
continues by going back to the SF 1 and doing some more adjustments on the frame
and repeating these tests until the null hypothesis of yarn count is unable to be
rejected.

Now the SF 1 is ready to produce what the customer ordered, so the procedure will
continue with the statistics to make the SF 2 to produce what the customer ordered

Figure 6.
Representation of spinning frames in a spinning mill.

65

Practicing Hypothesis Tests in Textile Engineering: Spinning Mill Exercise
DOI: http://dx.doi.org/10.5772/intechopen.105643



and also the same as SF 1. The necessary adjustments to produce μ0 tex yarn is done on
the SF 2 and n2 bobbins from spindles of SF 2 are chosen randomly. To test if the
variance of yarn count of SF 2 is less than 1, the one-sided hypothesis is:

H0 : σ22 ¼ 1

H1 : σ
2
2 ≺ 1

(27)

and the χ2 test statistic is:

χ22 ¼
n2 � 1ð Þs22

1
(28)

s22 is the sample variance of n2 repeats from SF 2. The null hypothesis of variance is
rejected if χ22 ≺ χ21�α,n2�1. If it is unable to be rejected, then the procedure continues by
going back to the SF 2 and doing some more adjustments on the frame and repeating
this test until the null hypothesis of variance of yarn count is rejected.

Both of the variances of yarn counts of SF 1 and SF 2 may be less than 1 but their
equality has to be tested also. This is justified because they will all mix into one lot and
it is not important from the view of point of customer which frame produced which
yarn. To test their equality, the hypothesis is:

H0 : σ21 ¼ σ22
H1 : σ

2
1 6¼ σ22

(29)

and the F statistics is:

F 1,2ð Þ ¼ s21
s22

(30)

H0 is rejected if F 1,2ð Þ ≻Fα=2,n1�1,n2�1 or F 1,2ð Þ ≺ F1� α=2ð Þ,n1�1,n2�1 which denote the
upper α=2 and lower 1� α=2ð Þ percentage points of the F distribution with degrees of
freedom n1 � 1 and n2 � 1, respectively. If the null hypothesis is rejected, then the
procedure continues by going back to the SF 2 and doing some more adjustments on
the frame and repeating these tests until the null hypothesis of equality of variances of
yarn counts is unable to be rejected.

When it is guaranteed that both the variance of yarn count is less than 1 for SF 2
and the two frames’ variances are equal, then comes the yarn count statistics tests for
SF 2. The average of yarn count of n2 samples from SF 2 would be μ2 and the two-sided
hypothesis of yarn count is:

H0 : μ2 ¼ μ0

H1 : μ2 6¼ μ0
(31)

Variance is estimated by s22, x2 is the average of the n2 repeats of yarn count from
SF 2, the t-test statistic is:

t2 ¼ x2 � μ0
s2=

ffiffiffiffiffi
n2

p (32)
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where instead of a normal distribution it is a t distribution with n2 � 1 degrees of
freedom. If t2ð Þj j≻ tα=2,n2�1 then H0 is rejected, tα=2,n2�1 is the upper α=2 percentage
point of the a t distribution with n2 � 1 degrees of freedom at a fixed significance level
two-sided. If the null hypothesis of yarn count is rejected, then the procedure con-
tinues by going back to the SF 2 and doing some more adjustments on the frame and
repeating these tests until the null hypothesis of yarn count is unable to be rejected.

Both of the yarn counts of SF 1 and SF 2 may be equal to what the customer
ordered but their equality with each other has to be tested also because they will all
mix into one lot and it is not important from the view of point of customer which
frame produced which yarn. To test the yarn count equality of SF 1 and SF 2, even
there is only one μ0, and for ease of reference, the hypothesis is:

H0 : μ1 � μ2 ¼ 0

H1 : μ1 � μ2 6¼ 0
(33)

and the pooled t-test statistic is:

t 1,2ð Þ ¼ x1 � x2

sp 1,2ð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n1
þ 1

n2

q (34)

s2p 1,2ð Þ ¼
n1 � 1ð Þs21 þ n2 � 1ð Þs22

n1 þ n2 � 2
(35)

s2p 1,2ð Þ is the pooled estimator of variance of SFs 1 and 2 with n1 þ n2 � 2ð Þ degrees
of freedom.

If t 1,2ð Þ
�� ��≻ tα=2,n1þn2�2 then H0 is rejected, tα=2 is the upper α=2 percentage point of

the t-distribution with n1 þ n2 � 2 degrees of freedom at a fixed significance level two-
sided. If the H0 of yarn count is rejected, then the procedure continues by going back
to the SF 2 and doing some more adjustments on the frame and repeating this and the
above tests until the H0 of yarn count is unable to be rejected. The operation steps can
be summarized as below:

Step 1) Yarn count adjustment of SF 1.
Go to Step 1 and repeat until H0 is unable to be rejected

Step 2) Testing the variance of yarn count of SF 1 to be less than 1.
Go to Step 1 and repeat until H0 is unable to be rejected

Step 3) Testing the yarn count of SF 1 with μ0.
Go to Steps 1 and 2, and repeat until H0 is unable to be rejected

Step 4) Yarn count adjustment of SF 2.
Go to Step 4 and repeat until H0 is unable to be rejected

Step 5) Testing the variance of yarn count of SF 2 to be less than 1.
Go to Step 4 and repeat until H0 is unable to be rejected

Step 6) Testing the equality of variances of SF 1 and SF 2.
Go to Steps 4 and 5, and repeat until H0 is unable to be rejected

Step 7) Testing the yarn count of SF 2 with μ0.
Go to Steps 4, 5, and 6, and repeat until H0 is unable to be rejected.

Step 8) Testing the equality of yarn counts of SF 1 and SF 2.
Go to Steps 4, 5, 6, and 7, and repeat until H0 is unable to be rejected.

The same will be repeated for the rest of the spinning frames until SF 20.
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Now the SFs 1 and 2 are producing the same yarn having the same yarn count and
same variance of yarn count. The SFs 1 and 2 can be considered as one machine
producing the same product. A representation is given in Figure 7.

The procedure will continue with the statistics to make the SF 3 to produce what
the customer ordered and also the same as SFs 1 and 2. The necessary adjustments to
produce μ0 tex yarn is done on the SF 3 and n3 bobbins are chosen randomly, having s23
variance and x3 average yarn count. To test if the variance of yarn count of SF 3 is less
than 1, the one-sided hypothesis is:

H0 : σ23 ¼ 1

H1 : σ
2
3 ≺ 1

(36)

and the χ2 test statistic is:

χ23 ¼
n3 � 1ð Þs23

1
(37)

s23 is the sample variance of yarn count of n3 repeats from SF 3. The null hypothesis
of variance of yarn count is rejected if χ23 ≺ χ21�α,n3�1. If it is unable to be rejected, then
the procedure continues by going back to the SF 3 and doing some more adjustments on
the frame and repeating this test until the H0 of variance of yarn count is rejected.

Figure 7.
Representation of SFs 1 and .2 producing the same yarn.
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Both of the variances of yarn count of (SFs 1 and 2) and SF 3 may be less than 1 but
their equality has to be tested also because they will all mix into one lot. To test their
equality, the hypothesis is:

H0 : σ21,2ð Þ ¼ σ23

H1 : σ
2
1,2ð Þ 6¼ σ23

(38)

and the F statistics is:

F 1�3ð Þ ¼
s2p 1,2ð Þ
s23

(39)

H0 is rejected if F 1�3ð Þ ≻Fα=2,n1þn2�2,n3�1 or F 1�3ð Þ ≺F1� α=2ð Þ,n1þn2�2,n3�1,which denote
the upper α=2 and lower 1� α=2ð Þ percentage points of the F distribution with degrees
of freedom n1 þ n2 � 2 and n3 � 1, respectively. If the H0 of variance of yarn count is
rejected, then the procedure continues by going back to the SF 3 and doing some more
adjustments on the frame and repeating these tests until the H0 of variance of yarn
count is unable to be rejected.

When it is guaranteed that both the variance of yarn count is less than 1 for SF 3
and it is equal with the first two frames’ pooled variance of yarn count, then come the
yarn count statistics tests for SF 3. The average of yarn count of SF 3 would be μ3 and
the two-sided hypothesis:

H0 : μ3 ¼ μ0
H1 : μ3 6¼ μ0

(40)

Variance is estimated by s23, x3 is the average of the n3 repeats of yarn count from
SF 3, the t-test statistic is:

t3 ¼ x3 � μ0
s3=

ffiffiffiffiffi
n3

p (41)

where instead of a normal distribution it is a t distribution with n3 � 1 degrees of
freedom. If t3ð Þj j≻ tα=2,n3�1 then H0 is rejected, tα=2,n3�1 is the upper α=2 percentage
point of the a t distribution with n3 � 1 degrees of freedom at a fixed significance level
two-sided. If the H0 of yarn count is rejected, then the procedure continues by going
back to the SF 3 and doing some more adjustments on the frame and repeating these
tests until the H0 of yarn count is unable to be rejected.

Both of the yarn counts of (SFs 1 and 2) and SF 3 may be equal to what the
customer ordered but their equality with each other also has to be tested because they
will all mix into one lot. To test the yarn count equality of (SFs 1 and 2) and SF 3, there
is only one μ0, and for ease of reference, the hypothesis is:

H0 : μ 1,2ð Þ � μ3 ¼ 0

H1 : μ 1,2ð Þ � μ3 6¼ 0
(42)

and the pooled t-test statistic is:
The average of yarn counts of SF 1 and SF 2 is:

x1 þ x2
2

¼ x 1,2ð Þ (43)
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then,

t 1�3ð Þ ¼
x 1,2ð Þ � x3

sp 1�3ð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n1þn2�2 þ 1

n3

q (44)

s2p 1�3ð Þ ¼
n1 þ n2 � 2ð Þs2p 1,2ð Þ þ n3 � 1ð Þs23

n1 þ n2 þ n3 � 3
(45)

s2p 1�3ð Þ is the pooled estimator of variance of SFs 1�3 with n1 þ n2 � 3ð Þ degrees of
freedom.

If t 1�3ð Þ
�� ��≻ tα=2,n1þn2þn3�3 then H0 is rejected, tα=2 is the upper α=2 percentage

point of the t-distribution with n1 þ n2 þ n3 � 3 degrees of freedom at a fixed
significance level two-sided. If the H0 of yarn count is rejected, then the procedure
continues by going back to the SF 3 and doing some more adjustments on the frame
and repeating this and the above tests until the H0 of yarn count is unable to be
rejected. The operation steps can be summarized as below:

Step 1) Yarn count adjustment of SF 1.
Go to Step 1 and repeat until H0 is unable to be rejected

Step 2) Testing the variance of yarn count of SF 1 to be less than 1.
Go to Step 1 and repeat until H0 is unable to be rejected

Step 3) Testing the yarn count of SF 1 with μ0.
Go to Steps 1 and 2, and repeat until H0 is unable to be rejected

Step 4) Yarn count adjustment of SF 2.
Go to Step 4 and repeat until H0 is unable to be rejected

Step 5) Testing the variance of yarn count of SF 2 to be less than 1.
Go to Step 4 and repeat until H0 is unable to be rejected

Step 6) Testing the equality of variances of SF 1 and SF 2.
Go to Steps 4 and 5, and repeat until H0 is unable to be rejected

Step 7) Testing the yarn count of SF 2 with μ0.
Go to Steps 4, 5, and 6, and repeat until H0 is unable to be rejected

Step 8) Testing the equality of yarn counts of SF 1 and SF 2.
Go to Steps 4, 5, 6, and 7, and repeat until H0 is unable to be rejected.

Step 9) Yarn count adjustment of SF 3.
Go to Step 9 and repeat until H0 is unable to be rejected

Step 10) Testing the variance of yarn count of SF 3 to be less than 1.
Go to Step 9 and repeat until H0 is unable to be rejected

Step 11) Testing the equality of variances of (SFs 1 and 2) and SF 3.
Go to Steps 9 and 10, and repeat until H0 is unable to be rejected

Step 12) Testing the yarn count of SF 3 with μ0.
Go to Steps 9, 10, and 11, and repeat until H0 is unable to be rejected

Step 13) Testing the equality of yarn counts of (SFs 1 and 2) and SF 3.
Go to Steps 9, 10, 11, and 12, and repeat until H0 is unable to be rejected

The same will be done in a repeating pattern for the rest of the spinning frames
until SF 20.

Now the SFs 1�3 are producing the same yarn having the same yarn count and the
same variance of yarn count. The SFs 1�3 can be considered as one machine produc-
ing the same product. A representation is given in Figure 8.

The procedure will continue with the statistics to make the SF 4 to produce what
the customer ordered and also the same as (SFs 1�3). The necessary adjustments to
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produce μ0 tex yarn is done on the SF 4 and n4 bobbins from spindles are chosen
randomly, having s24 variance of yarn count and x4 average yarn count. To test if the
variance of yarn count of SF 4 is less than 1, the one-sided hypothesis is:

H0 : σ24 ¼ 1

H1 : σ
2
4 ≺ 1

(46)

and the χ2 test statistic is:

χ24 ¼ n4 � 1ð Þs24
1

(47)

TheH0 of variance of yarn count is rejected if χ24 ≺ χ21�α,n4�1. If it is unable to be rejected,
then the procedure continues by going back to the SF 4 and doing somemore adjustments
on the frame and repeating this test until theH0 of variance of yarn count is rejected.

Both of the variances of yarn count of (SFs 1�3) and SF 4 may be less than 1 but
their equality has to be tested also because they will all mix into one lot. To test their
equality, the hypothesis is:

H0 : σ21�3ð Þ ¼ σ24

H1 : σ
2
1�3ð Þ 6¼ σ24

(48)

and the F statistics is:

Figure 8.
Representation of SFs 1�3 producing the same yarn.
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F 1�4ð Þ ¼
s2p 1�3ð Þ
s24

(49)

H0 is rejected if F 1�4ð Þ ≻Fα=2,n1þn2þn3�3,n4�1 or F 1�4ð Þ ≺F1� α=2ð Þ,n1þn2þn3�3,n4�1,
which denote the upper α=2 and lower 1� α=2ð Þ percentage points of the F distribution
with degrees of freedom n1 þ n2 þ n3 � 3 and n4 � 1, respectively. If the H0 is rejected,
then the procedure continues by going back to the SF 4 and doing some more adjust-
ments on the frame and repeating these tests until the H0 is unable to be rejected.

When it is guaranteed that both the variance of yarn count is less than 1 for SF 4
and it is equal to the first three frames’ pooled variance of yarn count, then come the
yarn count statistics tests. The average of yarn count of SF 4 would be μ4 and the two-
sided hypothesis is:

H0 : μ4 ¼ μ0
H1 : μ4 6¼ μ0

(50)

Variance is estimated by s24, x4 is the average of the n4 repeats of yarn count from
SF 4, the t-test statistic is:

t4 ¼ x4 � μ0
s4=

ffiffiffiffiffi
n4

p (51)

where instead of a normal distribution it is a t distribution with n4 � 1 degrees of
freedom. If t4ð Þj j≻ tα=2,n4�1 then H0 is rejected, tα=2,n4�1 is the upper α=2 percentage
point of the t distribution with n4 � 1 degrees of freedom at a fixed significance level
two-sided. If the H0 of yarn count is rejected, then the procedure continues by going
back to the SF 4 and doing some more adjustments on the frame and repeating these
tests until the H0 of yarn count is unable to be rejected.

Both of the yarn counts of (SFs 1�3) and SF 4 may be equal to what the customer
ordered but their equality with each other has to be tested also because they will all
mix into one lot. To test the yarn count equality of (SFs 1�3) and SF 4, there is only
one μ0, the hypothesis is:

H0 : μ 1�3ð Þ � μ4 ¼ 0

H1 : μ 1�3ð Þ � μ4 6¼ 0
(52)

and the pooled t-test statistic is:
The average of yarn counts of (SFs 1 and 2) and SF 3 is:

x 1,2ð Þ þ x3
2

¼ x 1�3ð Þ (53)

then,

t 1�4ð Þ ¼
x 1�3ð Þ � x4

sp 1�4ð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n1þn2þn3�3 þ 1

n4

q (54)

s2p 1�4ð Þ ¼
n1 þ n2 þ n3 � 3ð Þs2p 1�3ð Þ þ n4 � 1ð Þs24

n1 þ … þ n4 � 4
(55)

s2p 1�4ð Þ is the pooled estimator of variance of SFs 1–4 with n1 þ n2 � 4ð Þ degrees of
freedom.
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If t 1�4ð Þ
�� ��≻ tα=2,n1þ…þn4�4 then H0 is rejected, tα=2 is the upper α=2 percentage point

of the t-distribution with n1 þ … þ n4 � 4 degrees of freedom at a fixed significance
level two-sided. If the H0 of yarn count is rejected, then the procedure continues by
going back to the SF 4 and doing some more adjustments on the frame and repeating
this and the above tests until the H0 of yarn count is unable to be rejected. The
operation steps can be summarized as below:

(Continued)
Step 14) Yarn count adjustment of SF 4.

Go to Step 14 and repeat until H0 is unable to be rejected
Step 15) Testing the variance of yarn count of SF 3 to be less than 1.

Go to Step 14 and repeat until H0 is unable to be rejected
Step 16) Testing the equality of variances of (SFs 1�3) and SF 4.

Go to Steps 14 and 15, and repeat until H0 is unable to be rejected
Step 17) Testing the yarn count of SF 3 with μ0.

Go to Steps 14, 15, and 16, and repeat until H0 is unable to be rejected
Step 18) Testing the equality of yarn counts of (SFs 1�3) and SF 4.

Go to Steps 14, 15, 16, and 17, and repeat until H0 is unable to be rejected
The same will be repeated for the rest of the spinning frames until SF 20.
Now the SFs 1-4 are producing the same yarn having the same yarn count and

same variance of yarn count. The SFs 1�4 can be considered as one machine produc-
ing the same product. A representation is given in Figure 9.

Suppose the same procedure is repeated for SFs 5, 6, and 7, and now the procedure
will continue with the statistics to make the SF 8 to produce what the customer

Figure 9.
Representation of SFs 1�4 producing the same yarn.
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ordered and also the same as (SFs 1–7). The necessary adjustments to produce μ0 tex
yarn is done on the SF 8 and n8 bobbins from spindles are taken randomly, having s28
variance of yarn count and x8 average yarn count. To test if the variance of yarn count
of SF 8 is less than 1, the one-sided hypothesis is:

H0 : σ28 ¼ 1

H1 : σ
2
8 ≺ 1

(56)

and the χ2 test statistic is:

χ28 ¼
n8 � 1ð Þs28

1
(57)

s28 is the variance of yarn count of n8 repeats from SF 8. The H0 of variance
of yarn count is rejected if χ28 ≺ χ21�α,n8�1. If it is unable to be rejected, then
the procedure continues by going back to the SF 8 and doing some more
adjustments on the frame and repeating this test until the H0 of variance of yarn
count is rejected.

Both of the variances of yarn count of (SFs 1�7) and SF 8 may be less than 1 but
their equality has to be tested also because they will all mix into one lot. To test their
equality, the hypothesis is:

H0 : σ21�7ð Þ ¼ σ28

H1 : σ
2
1�7ð Þ 6¼ σ28

(58)

and the F statistics is:

F 1�8ð Þ ¼
s2p 1�7ð Þ
s28

(59)

H0 is rejected if F 1�8ð Þ ≻Fα=2,n1þ…þn7�7,n8�1 or F 1�8ð Þ ≺F1� α=2ð Þ,n1þ…þn7�7,n8�1 which
denote the upper α=2 and lower 1� α=2ð Þ percentage points of the F distribution with
degrees of freedom n1 þ … þ n7 � 7 and n8 � 1, respectively. If the H0 of variance of
yarn count is rejected, then the procedure continues by going back to the SF 8 and
doing some more adjustments on the frame and repeating these tests until the H0 of
variance of yarn count is unable to be rejected.

When it is guaranteed that both the variance of yarn count is less than 1 for SF 8
and it is equal to the first seven frames’ pooled variance, then come the yarn count
statistics tests for SF 8. The average of yarn count of SF 8 would be μ8 and the
two-sided hypothesis is:

H0 : μ8 ¼ μ0
H1 : μ8 6¼ μ0

(60)

Variance is estimated by s28, x8 is the average of the n8 repeats of yarn count from
SF 8, the t-test statistic is:

t8 ¼ x8 � μ0
s8=

ffiffiffiffiffi
n8

p (61)
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where instead of a normal distribution it is a t distribution with n8 � 1 degrees of
freedom. If t8ð Þj j≻ tα=2,n8�1 then H0 is rejected, tα=2,n8�1 is the upper α=2 percentage
point of the a t distribution with n8 � 1 degrees of freedom at a fixed significance level
two-sided. If the H0 of yarn count is rejected, then the procedure continues by going
back to the SF 8 and doing some more adjustments on the frame and repeating these
tests until the H0 of yarn count is unable to be rejected.

Both of the yarn counts of (SFs 1�7) and SF 8 may be equal to what the customer
ordered but their equality with each other also has to be tested because they will all
mix into one lot. To test the yarn count equality of (SFs 1�7) and SF 8, there is only
one μ0, the hypothesis is:

H0 : μ 1�7ð Þ � μ8 ¼ 0

H1 : μ 1�7ð Þ � μ8 6¼ 0
(62)

and the pooled t-test statistic is:
The average of yarn counts of (SFs 1–6) and SF 7 is:

x 1�6ð Þ þ x7
2

¼ x 1�7ð Þ (63)

then,

t 1�8ð Þ ¼
x 1�7ð Þ � x8

sp 1�8ð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n1þ…þn7�7 þ 1

n8

q (64)

s2p 1�8ð Þ ¼
n1 þ … þ n7 � 7ð Þs2p 1�7ð Þ þ n8 � 1ð Þs28

n1 þ … þ n8 � 8
(65)

s2p 1�8ð Þ is the pooled estimator of variance of SFs 1�8 with n1 þ n2 � 8ð Þ degrees of
freedom.

If t 1�8ð Þ
�� ��≻ tα=2,n1þ…þn8�8 then H0 is rejected, tα=2 is the upper α=2 percentage point

of the t-distribution with n1 þ … þ n8 � 8 degrees of freedom at a fixed significance
level two-sided. If the H0 of yarn count is rejected, then the procedure continues by
going back to the SF 8 and doing some more adjustments on the frame and repeating
this and the above tests until H0 of yarn count is unable to be rejected. The operation
steps can be summarized as below:

(Continued)
Step 34) Yarn count adjustment of SF 8.

Go to Step 34 and repeat until H0 is unable to be rejected
Step 35) Testing the variance of yarn count of SF 8 to be less than 1.

Go to Step 34 and repeat until H0 is unable to be rejected
Step 36) Testing the equality of variances of (SFs 1�7) and SF 8.

Go to Steps 34 and 35, and repeat until H0 is unable to be rejected
Step 37) Testing the yarn count of SF 8 with μ0.

Go to Steps 34, 35, and 36, and repeat until H0 is unable to be rejected
Step 38) Testing the equality of yarn counts of (SFs 1�7) and SF 8.

Go to Steps 34, 35, 36, and 37, and repeat until H0 is unable to be rejected
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The same will be done in a repeating manner for the rest of the spinning frames
until SF 20.

Now the SFs 1�8 are producing the same yarn having the same yarn count and
same variance of yarn count. The SFs (1�8) can be considered as a one machine
producing the same product. A representation is given in Figure 10.

Suppose the same procedure is repeated for SFs 9, 10, 11, 12, 13, 14, 15, 16, 17, 18,
and 19, and now the last spinning frame is the 20th one, the procedure will continue
with the statistics to make the SF 20 to produce what the customer ordered and also
the same as (SFs 1�19). The necessary adjustments to produce μ0 tex yarn is done on
the SF 20 and n20 bobbins from spindles are chosen randomly, having s220 variance of
yarn count and x20 average yarn count. To test if the variance of yarn count of SF 20 is
less than 1, the one-sided hypothesis is:

H0 : σ220 ¼ 1

H1 : σ
2
20 ≺ 1

(66)

and the χ2 test statistic is:

χ220 ¼ n20 � 1ð Þs220
1

(67)

The H0 of variance of yarn count is rejected if χ220 ≺ χ21�α,n20�1. If it is unable to be
rejected, then the procedure continues by going back to the SF 20 and doing some
more adjustments on the frame and repeating this test until the H0 of variance of yarn
count is rejected.

Figure 10.
Representation of SFs 1�8 producing the same yarn.
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Both of the variances of yarn count of SFs (1�19) and SF 20 may be less than 1 but
their equality has to be tested also because they will all mix into one lot. To test their
equality, the hypothesis is:

H0 : σ21�19ð Þ ¼ σ220

H1 : σ
2
1�19ð Þ 6¼ σ220

(68)

and the F statistics is:

F 1�20ð Þ ¼
s2p 1�19ð Þ
s220

(69)

H0 is rejected if F20 ≻ Fα=2,n1þ…þn19�19,n20�1 or F20 ≺F1� α=2ð Þ,n1þ…þn19�19,n20�1

which denote the upper α=2 and lower 1� α=2ð Þ percentage points of the F
distribution with degrees of freedom n1 þ … þ n19 � 19 and n20 � 1, respectively. If
the H0 is rejected, then the procedure continues by going back to the SF 20 and doing
some more adjustments on the frame and repeating these tests until the H0 is unable to
be rejected.

When it is guaranteed that both the variance of yarn count is less than 1 for SF 20
and it is equal to the other nineteen frames’ pooled variance of yarn count, then come
the yarn count statistics tests. The average of yarn count of SF 20 would be μ20 and the
two-sided hypothesis is:

H0 : μ20 ¼ μ0
H1 : μ20 6¼ μ0

(70)

Variance of yarn count is estimated by s220, x20 is the average of the n20 repeats of
yarn count from SF 20, the t-test statistic is:

t20 ¼ x20 � μ0
s20=

ffiffiffiffiffiffiffi
n20

p (71)

where instead of a normal distribution it is a t distribution with n20 � 1 degrees of
freedom. If t20ð Þj j≻ tα=2,n20�1 then H0 is rejected, tα=2,n20�1 is the upper α=2 percentage
point of the a t distribution with n20 � 1 degrees of freedom at a fixed significance
level two-sided. If the H0 of yarn count is rejected, then the procedure continues by
going back to the SF 20 and doing some more adjustments on the frame and repeating
this test until the H0 of yarn count is unable to be rejected.

Both of the yarn counts of (SFs 1�19) and SF 20 may be equal to what the
customer ordered but their equality with each other also has to be tested because they
will all mix into one lot. To test the yarn count equality of SFs (1�19) and SF 20, there
is only one μ0, the hypothesis is:

H0 : μ 1�19ð Þ � μ20 ¼ 0

H1 : μ 1�19ð Þ � μ20 6¼ 0
(72)

and the pooled t-test statistic is:
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The average of yarn counts of (SFs 1�18) and SF 19 is:

x 1�18ð Þ þ x19
2

¼ x 1�19ð Þ (73)

then,

t 1�20ð Þ ¼
x 1�19ð Þ � x20

sp 1�20ð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n1þ…þn19�19 þ 1

n20

q (74)

s2p 1�20ð Þ ¼
n1 þ … þ n19 � 19ð Þs2p 1�19ð Þ þ n20 � 1ð Þs220

n1 þ … þ n20 � 20
(75)

s2p 1�20ð Þ is the pooled estimator of variance of SFs 1�20 with n1 þ n2 � 20ð Þ degrees
of freedom.

If t 1�20ð Þ
�� ��≻ tα=2,n1þ…þn20�20 then H0 is rejected, tα=2 is the upper α=2 percentage

point of the t-distribution with n1 þ … þ n20 � 20 degrees of freedom at a fixed
significance level two-sided. If the H0 is rejected, then the procedure continues by
going back to the SF 20 and doing some more adjustments on the frame and repeating
this and the above tests until the H0 of yarn count is unable to be rejected. The
operation steps can be summarized as below:

(Continued)
Step 94) Yarn count adjustment of SF20.

Go to Step 94 and repeat until H0 is unable to be rejected
Step 95) Testing the variance of yarn count of SF 20 to be less than 1.

Go to Step 94 and repeat until H0 is unable to be rejected
Step 96) Testing the equality of variances of SFs (1�19) and SF 20.

Go to Steps 94 and 95, and repeat until H0 is unable to be rejected
Step 97) Testing the yarn count of SF 20 with μ0.

Go to Steps 94, 95 and 96, and repeat until H0 is unable to be rejected
Step 98) Testing the equality of yarn counts of SFs (1�19) and SF 20.

Go to Steps 94, 95, 96 and 97, and repeat until H0 is unable to be rejected.
Now the SFs 1�20 are producing the same yarn having the same yarn count and

same variance of yarn count. The SFs (1�20) can be considered as one machine
producing the same product, no difference between the yarns of twenty different
spinning frames. A representation is given in Figure 11.

The logic in this proposed statistical approach is in a spinning mill having twenty
spinning frames to adjust the first spinning frame according to what the customer
ordered and to the technology of the spinning frame; take samples, statistically test
them and if rejected, correct the adjustments, do the statistic tests again, and if unable
to be rejected, adjust the second spinning frame according to what the customer ordered
and to the technology of the spinning frame, take samples, statistically test them and if
rejected, correct the adjustments, do the statistic tests again, pool the output of the first
and second frames, if rejected, repeat, and if unable to be rejected, go on to the third
frame, and so on until the twentieth frame. This approach pools the output of all the
spinning frames in multiple-stream process of ring spinning. This will guarantee that
the production starts correct and is pooled, producing yarn as per customers’ order by
incorporating the necessary technology and reducing variability. The whole lot will have
the same yarn property at the beginning of production. During production, control
charts will be performed and assignable causes will be seen if they occur, and will be
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taken care of. Control charts will give much valuable information during production
because it is assured that the production started correctly and all the frames are pooled.
Additionally, instead of preparing separate control charts for each rational subgroup,
even only one control chart for the whole lot would be enough, saving hence, time, cost,
manpower, etc. This robust statistical approach can be incorporated in a statistics
computer program, yielding a number of benefits for the enterprises.

On the other hand there is no restriction to employ boxplots, ANOVA, residual
plots, etc. during production. These statistical methods will all add positive inferences
on the data collected and support production and management. Claiming for better
products and services alike will lead to new perspectives, ideas, point of views, etc.

Besides, spinning frames are not the only application area of this logic. Starting
from the beginning of the stream, it can be applied to every machine in production,
same two or more machines doing the same production, and so on. The first one will
be adjusted at the beginning according to this logic, starting will be correct and will be
pooled one by one, and continuing production will be controlled with the other
statistical methods. Moreover, yarn count property is not the only application area
falling under this logic. Yarn twist is also a property adjusted on the spinning frame.
Other properties of textile materials adjusted on the machines can all be well worked
with this proposed statistical approach.

A summary of the statistical procedures followed in this proposed statistical
approach is given in Table 2.

5. Conclusion

This paper proposed a novel statistical approach for multiple-stream processes.
Performed literature review suggests that control charts are used in multiple-stream
processes but in this proposed statistical method, the expectations from the control

Figure 11.
Representation of SFs 1�20 producing the same yarn.
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charts are divided into two: First adjust the machines correctly and pool production,
then use control charts for assignable causes.

In this chapter, the proposed statistical approach is explained in detail being based
on a spinning mill having twenty spinning frames. When the first spinning frame is
adjusted according to what the customer ordered and to the technology of the spin-
ning frame, the results of that adjustment is controlled statistically, by means of
hypothesis testing. It is the yarn count property, being μ0, the examples are given.
Yarn wrap on bobbins on the spindles, from rovings coming from the top, are drafted,
and twisted to produce the yarn. ni samples are taken from independent, identical,
and with equal probability of being chosen spindles, and yarn count property have a
normal distribution, as the other properties of textile materials. The adjustments on
the first spinning frame are done and the variance of yarn count is hypothesis tested
with less than one because of the production year of the frame. The χ2 test statistic is
applied. If rejected, the adjustments are corrected, and the same test is repeated. If
unable to be rejected, then yarn count is hypothesis tested with what the customer
ordered μ0, the t-test statistic is applied; if rejected, the adjustments are corrected, and
the same tests are repeated. If unable to be rejected, the second spinning frame is
adjusted, the variance of yarn count is hypothesis tested with a χ2 test statistic, and the
equality of variances of yarn count of the two spinning frames is hypothesis tested
with an F statistic. If rejected, the tests are repeated, if unable to be rejected, the yarn
count hypothesis is tested with the t-test statistic. If rejected, adjustments on the
frames are done and the tests are repeated, if both are unable to be rejected, then the
yarn count of the two spinning machines are pooled. Now, the two frames are con-
sidered as one machine producing the same yarn, same variance of yarn count and
same yarn count property, variability reduced the most. This statistical approach
continues until the twentieth spinning frame and one by one, all the frames are
considered as one machine producing the same yarn, same variance of yarn count and
same yarn count property at the end.

This novel statistical approach guarantees that production starts with correct
adjustments of the machines. In the performed literature review, this however has not
been come across. By applying this statistical approach at the beginning of production,
the correct starting will be assured and the machines will all be pooled one by one. On
the other hand, during production, control charts will be applied to see the assignable
causes and quick care ought to be taken. Additionally, instead of preparing separate
control charts for each rational subgroup, even only one control chart for the whole lot
would be enough, saving time, cost, manpower etc. This robust statistical approach
can be incorporated in a statistics computer program, ending up with many benefits
for the companies. Other statistical methods like boxplots, ANOVA, residual plots will
all provide additional information about how the production proceeds. In addition to
the above, this novel statistical approach can be applied to machines starting from the
beginning of the multiple-stream like blowroom, carding, drawing, roving, examples
for a spinning mill, more than one machine producing the same material. Besides, it
can equally be applied to the other properties of textile materials, both adjusted
directly on the machines or which result indirectly with machine settings like pres-
sure, speed, etc. Raw materials, products, efficiency, yield, waste reduction, shift
management of workers, faults, machine breakdowns, spare parts, electricity, eco-
nomics, and much other application areas would emerge in due time.
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Chapter 4

Significance of “Quality Control” 
in Leather Goods and Garment 
Production
Abduletif Hebo

Abstract

The leather industry is one of the priority sectors that contribute to export income 
and economic development in the majority of African countries, in terms of creating 
job opportunities. Leather products need high care during manufacturing because 
their quality should never be compromised. Quality is a universal term used to evalu-
ate the performance of a product or a service and the acceptance by the customer(s) 
in terms of customer satisfaction. As such, understanding quality concepts such as 
quality control (QC), quality standards, procedures, and documents related to leather 
goods and garment production in accordance with manufacturing company’s policy 
is deemed useful within the context of this paper. Supervisors, quality controllers, 
and operators in leather products manufacturing firms need to know required quality 
parameters and associated control mechanisms so that defect-free products will reach 
the end users. In order to achieve this, quality-influencing parameters such as perfor-
mance, reliability, durability, serviceability, esthetics, features, and conformance are 
measured so as to verify set quality levels. Furthermore, factors that affect the quality 
of leather goods and garments as well as methods of identifying and isolating com-
mon defects and faulty pieces especially in the finishing activities of leather produc-
tion are included herein. Hence, this paper covers quality control aspects on leather 
goods observed within the garment manufacturing subsector.

Keywords: quality, quality control, leather goods and garment, defects

1. Introduction

The leather sector is regarded in most African countries as a major economy 
driver that highly contributes to a country’s economic growth by means of employ-
ment opportunities and foreign cash inflow. The leather sector includes tannery, 
footwear, leather gloves, and leather goods and garment subsectors. Leather by itself 
requires high care during the different phases of production, storage, and transporta-
tion. Hence, the issue of quality in leather manufacturing process is of paramount 
importance as most defects in leather and leather products are irreversible. Rework 
or correction of incurred damages during production of leather, leather goods, and 
garment leads to higher labor costs and sometimes to rejection of the products. 
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Therefore, the implementation of quality control (QC) concepts in every production 
step is associated with a valuable impact on the finished products so that defect-free 
products reach end users.

Most of the Ethiopian companies specializing in the leather sector prefer visual 
inspections and simpler physical testing methods to control product quality. This 
preference may work for the local market as the latter may not draw too much focus 
on quality aspects due to it being less aware for various quality dimensions. However, 
for penetrating and competing on an international level, special privileges such as 
African Growth Opportunity Act (AGOA) from importing countries or producing 
goods with the required quality and at a competitive price are required. Nonetheless, 
consistent with descriptive statistics results, econometric findings also reveal that 
exporting firms were found rather less efficient compared to those which are either 
powerless or have totally given up looking for the international market with respect 
to income and market sustainability. Once basic international standards are met and 
market access is established through various mechanisms including participation in 
trade fairs, the use of the internet, and buyer contacts, exporting companies have 
continued to benefit from the market due to the natural superiority of Ethiopian 
leather in terms of fineness, thickness, flexibility, strength, and compactness of 
texture, according to UNCTAD (2000) [1].

But this is not true for export markets. All leather and leather products-related 
quality standards need to be implemented which in turn includes, but may not be 
limited to, physical and/or chemical testing and inspections. In a perfectly competi-
tive market setup consisting of a high number of buyers and sellers (also referred to 
as a thick market), price signals would reward high quality, and hence, producers and 
traders of substandard quality would either be driven out of the market or would be 
relegated to a distinct low-quality-oriented market [2].

This chapter provides a background on quality control aspects for the production 
of leather products that directly reach end users. It covers quality control aspects 
applicable to leather products and goods and the garment manufacturing subsector.

1.1 Aims and objectives

The objective of this chapter is to provide a background on quality control aspects 
required in the production of leather products. In doing so, this research work aims to 
address the significance of quality control and quality aspects in the leather products 
manufacturing subsector.

2. Literature review

Quality is an absolute term. Concepts of quality and quality control with regard to 
the manufacture of leather goods and garments need to be viewed in accordance with 
the policies of the relevant specialty industries. The outcome thereof in conjunction 
with the application of quality control concepts listed herein will serve as the basis 
for supervisors, team leaders, and even operators in those companies with advanced 
know-how to the parameters, check points, and control mechanisms so that defect-
free products will reach end users.

Most Ethiopian leather and leather products manufacturing firms had imple-
mented various quality-related improvement tools and systems including, ISO 
9001:2018, Environmental Management Systems (EMS ISO 14001:2018, Occupational 
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Health and Safety Management Systems ISO 45001:2018), and a plethora of other 
quality management systems (QMSs) in order to enhance their local and global com-
petitions. For instance, (ELICO) Ethiopian Leather Industries Company PLC, Pittards 
Glove Manufacturing Factory PLC, Modern Zege leather products and footwear 
Industry PLC had implemented these systems [3].

Therefore, they will be able to acquire and maintain quality concepts, agreed qual-
ity standards and procedures, and introduce quality control/quality assurance (QA) 
to organizational staff/personnel. Furthermore, they will apply these parameters in 
leather goods and garment production, identify accompanied issues, and provide 
related documents to employees in accordance with the organization policy.

To implement quality standards, the basic conditions of the customer are (a) the 
purpose and (b) the selling price of the product or service.

These basic conditions can be resolved in to the following 10 detailed conditions:

• specifications of dimensions,

• operating characteristics,

• life and reliability objectives,

• safety requirements,

• relevant standard,

• engineering,

• manufacturing and quality costs,

• production conditions,

• field installation,

• maintenance and service objectives,

• energy utilization and material conservation factors,

• environmental and other side effects, and

• cost of operation or use

2.1 Concept of quality

Quality is the totality of features and characteristics of a product or service that 
affect its ability to satisfy the specified or implied needs of a customer. Quality 
consistency requires from users to concentrate on the process rather than on the 
product alone. Quality gurus define quality as “conformance to requirement” 
and “fitness for use” [4]. Good quality will automatically result in productivity 
improvement. It is the author’s view that the best policy should be to do the things 
right first time.

Quality helps determine a firm’s success in a number of ways:
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• customer loyalty: satisfied customers return, make repeat purchases, and recom-
mend the product or service to others,

• strong brand reputation for quality: retailers want to stock the product; 
improved quality leads to fewer returns and replacements which in turn lead to 
reduced costs attracting thus and retaining good staff.

The term “Quality” can be measured aspects such as failure or reject rates, level 
of product returns, customer complaints, customer satisfaction, customer loyalty, 
evident from repeat purchases, or renewal rates and employee health and well-being.

2.2 Quality parameters

Quality is measured in a relative manner. It depends on how the user perceives 
or the way he/she get satisfied with that product/service. Once a product/service 
is accepted to customers, it can pull more new customers and may be produced/
delivered in greater numbers, affecting in turn costs that are reduced and sales which 
will be increased. But, as quality has no universal meaning, the way users perceive it 
varies. Some users may like the performance or the reliability, while others may be 
happy with esthetic features and so on. What is reliable for a user may not be true for 
another. Hence, quality is an important factor which customers look for in a product 
or service in order to be rewarded with total satisfaction. Some of the important 
quality factors/parameters that customer considers in a product or services as stated 
by some quality gurus are listed as follows.

2.2.1 Dimensions (parameters) of quality

Performance: it evaluates if the product does the intended (planed or proposed) 
job or if the service delivered meets intended objective. Potential costumers usually 
evaluate a product to determine if it will perform certain specific functions and how 
well it will do them. For example, the production of a document holder or a leather 
bag with multifunction pockets would fall within this category.

Reliability: it indicates a product’s failure rate. Different products may need repair 
over their service life. The leather machineries should be also reliable so as to increase 
productivity, i.e. when leather garments are produced, greater attention ought to be 
placed during, e.g. the stitching procedure. As the needle is typically of a cutter edge 
type, sometimes it stitches the component by cutting the part. So, if proper stitching 
is not done, the product is either repaired or rejected.

Durability: it shows the duration that the product is expected to last for. This is the 
effective service life of the product that customer wants over a long period of time, 
e.g. a customer that orders a leather jacket may expect this to last for at least 5 years.

Serviceability: this parameter stands for how easy the product may be repaired. 
There are many industries where the customer’s view of quality is directly influenced 
by how quickly and economically a repair or routine maintenance activity can be 
accomplished’ in this case-study, dyeing or changing color of the leather jacket after a 
number of uses can be an example for this.

Esthetics: this dimension shows what the product looks like externally. This is the 
visual appeal of the product, often taking into account factors such as style, color, 
shape, packaging alternatives, and other sensory features.
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Features: it means what features the product possesses. Usually, customers 
associate high quality with products that have added features (such as special color, 
design, handles, and decorations), which go beyond the basic performance of the 
competition.

Conformance: it is used to evaluate if the product or service conforms to the 
specification. This means, if it is developed based on a performance specification; will 
it actually perform as specified? If it is developed based on a design specification, does 
it possess all of the features defined?

Perceived quality: The product or service may possess adequate or even 
superior dimensions of quality but still fall victim to negative customer or public 
perceptions. As an example, a high-quality product may get the reputation for 
being low quality based on poor service by installation or field technicians. If the 
product is not installed or maintained properly, and fails as a result, the failure is 
often associated with the product’s quality rather than the quality of the service it 
receives.

2.3 Quality control and quality assurance

Quality control (QC) is a procedure or a set of procedures intended to ensure that 
a manufactured product or performed service adheres to a defined set of quality 
criteria or meets the requirements of the client or customer. While quality assurance 
(QA) is defined as a procedure or set of procedures projected to ensure that a product 
or service under development (before the work is complete, as opposed to afterward) 
meets specified requirements. QA is sometimes expressed together with QC as a 
single expression. There is plenty of quality control types. The following are used in 
the leather-related production controls [5].

Quality control of incoming material:

• Ensuring the right materials are available in the right quantity at the right time.

• Based on quality requirements, the purchase information such as specifica-
tion, packing instruction, and transportation instruction should be clearly 
identified.

• For example, in the garment industry for finished leather, the parameters 
such as color fastness, light fastness, tensile strength and softness need to be 
checked.

• Physical characteristics such as lining, tensile strength and color fastness need 
to be checked. After finalizing the parameters to be assessed for each incoming 
material, the standards need to be met for each parameter of each incoming 
material.

Process control:
Process control (PC) can be defined as any activity that adds value to the prod-

uct to be supplied or the service to be rendered. The term “process” in the leather 
garments manufacturing industry may include – but not be limited to – unit pro-
cesses such as cutting, assembling and stitching, and finishing. According to the 
process control steps, the parameters for each process need to be identified first. For 
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example, in assembling and stitching, the needle to be used, i.e. the needle number 
and needle point have an influence on the final product. Further, the thread used in 
bobbin (lower thread) and the sewing machine (top thread) also affects the quality 
of the final product.

Process control is carried out by the following steps:

• Identification of process control parameters,

• Establishing the standards for each parameter of each process (internal process 
control standard/working standard for process control),

• Fixing the limits for each parameter.

Figure 1 shows the intended process control.

• Product control:
Product refers to the physical output produced by supplying in the inputs or 

raw materials and carrying out any production process. The final product is what is 
dispatched to the customer or the end users. Apart from this, there are components 
sometimes referred to as intermittent products. For a leather garment manufacturer, 
these are prepared sleeves, pockets, collars, etc. Therefore, the output after each 
operation or process is an intermediate product. Product control generally refers to 
the control of the final product. Control of intermediate products is equally essential. 
This is due to the fact that in each stage the product quality is ensured so as to produce 
the final product of desired quality [6].

2.4 Quality inspection and testing

Quality inspection: Industrial activities which ensure that manufactured 
products, individual components, and multicomponent systems are adequate for 
their intended purpose. Whereas inspection is the activity of examining the prod-
uct or its components to determine if they meet the design standards, testing is a 
procedure in which the item is observed during operation in order to determine 

Figure 1. 
Process control.



91

Significance of “Quality Control” in Leather Goods and Garment Production
DOI: http://dx.doi.org/10.5772/intechopen.104494

whether it functions properly for a reasonable period of time under given stress 
conditions. Inspection and testing are performed before, during, and after manu-
facturing to ensure that the quality level of the product is within acceptable design 
standards.

There are also various types of inspections. The following categories are used in 
leather goods and garment production:

• Incoming materials inspections: checking the quantity (finished leather, acces-
sories, etc.), quality, rejection allowances, verification as per purchase order, lead 
time, etc.

• First-article inspections: QC inspects first-article samples prior to volume 
production. This verifies that product specifications are being met and avoids 
unnecessary re-engineering work later.

• In-process inspections: these on-site inspections evaluate samples of the 
products selected during the manufacturing process. This confirms the quality of 
the product and allows any necessary changes to be addressed early on reducing, 
hence, rework time and costs.

• Pre-shipment inspections: during a pre-shipment inspection, engineers verify 
that finished goods conform to set specifications.

• Sample inspections: samples are taken from inspection lots for end user evalua-
tion, laboratory testing, or customer approval randomly, and processing QC can 
help for inspection. After this type of inspection, one can offer rapid service at a 
very affordable rate.

International standards are preferred to be used for testing leather products, 
especially in the garment industry. Table 1 shows this standard.

No. Items Standard

1 Elastic tapes IS 9686

2 Metal buckles IS 96986:1980

3 Threads IS 1376/1803

4 Leather garment sizing system IS 10397

5 Metallic slide fastener IS 3148:1983

6 Garment quality guide IS 12675

7 Leather for garments IS 12718

8 Fur leather IS 3840/2961

9 Fusible lining IS 12806

10 Zip fasteners IS 8894/3184/4829

Source: Leather Industry Development Institute, Advanced Garment Production, Level IV Training Materials, June 11, 2016.

Table 1. 
Standards related to leather garments industry and related items.
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3. Results and analysis

3.1 Leather goods common quality parameters

In addition to the eight quality parameters of any product like durability, feature, 
performance, conformity, esthetics, serviceability, perceived quality, and reliability, 
there are also other leather goods-specific quality parameters.

3.2 Most commonly used types of testing

Leather testing: it includes wet rub fastness, dry rub fastness, tool test, stress 
strain test, and plaster test fastness.

Leather goods and garments testing: it encompasses handbags and small lug-
gage, wherein the strength – say – of strap fastenings is an important consideration 
in the quality assessment of handbags and luggage. A large number of companies in 
Ethiopia are able to carry out all strength tests utilizing state-of-the-art equipment 
to assess the risk of strap failures, whether at fastenings (e.g. buckles) or where the 
strap is attached to the body of the item itself. The other one is the leather belt testing, 
from an assessment of the components of a belt for labeling purposes. Also, specialty 
companies can perform further tests in order to satisfy all clients’ requirements such 
as the color fastness (wet and dry rub fastness test) to tarnishing of buckles and metal 
components, to ensure the products are fit for the purpose they are intended for.

A few examples of tests used in leather products manufacturing firms are as 
follows:

Smell test: the smell test is an important part of every inspection. To avoid illegal 
toxins, the most reliable way to check it is to perform chemical tests as per ASTM 
D1296 in an accredited Leather Industry Development Institute (LIDI) laboratory.

Function test: the objective is to check if the product works as designed or antici-
pated. In the case of the leather bag, an inspector will wear it and test the zippers’ 
direction and strength.

Color fastness check on leather: excessive dye may be rubbed off during a color 
fastness check. On leather, this is a frequent problem. The test may be repeated 10 
times with a dry cloth and 10 times with a wet cloth.

Abuse and fatigue tests: pulling on straps and zippers with stronger-than-usual 
force helps to understand the manufacturing quality of leather bags.

Seam strength test for leather bags: this test is similar to the abuse test but 
focuses on the seams. It uses a tension gauge to check seam strength.

Load test: the inspector loads the leather bag with weights (depending on the 
model between 2 and 20 kg for backpacks (bag type) most of the time. Then the bag 
is lifted at least 20 times and is hanged on a hook for 4 h. This is an internal company 
policy similar to that of color fastness check.

Zipper twisting test: this type of test is used to check both the strength of the 
zipper and the seams holding it in the open middle and closed position. The QC pulls 
the zipper sideways for 10 s in each direction. Low-quality zippers tend to open and 
bend beyond repair. Extensive laboratory equipment test products (e.g. opening and 
closing zippers 5000 times) could be used also. However, most of small and medium 
leather products manufacturing companies use the manual test.

Carton humidity check: This test is performed in order to assess the behavior of 
the product in rainy conditions, while avoiding the buildup of mold or fungus, aiming 
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at maintaining a humidity level below 12%. In particular, during the rainy season, the 
inspector should check the humidity of the export cartons with a humidity tester. As 
such, it ought to be ensured that sufficient desiccant (calcium oxide absorb water) is 
placed in the right spots.

3.3 Factors that influence the quality of leather goods and garments

Factors that influence quality aspects make bags and garments good and/or cheap. 
The following aspects are commonly experienced in leather products manufacture:

3.3.1 Designs and materials

The design room is where quality starts in leather goods manufacturing com-
panies. Bag design is a system, which is not only the combination of the technique, 
knowledge, and the art, but also the connection of design and craft from the choice of 
the theme to grasp the inspiration and the accomplishment of the finished product. 
Through the design effect of a product, a bag or a garment should become a bridge 
between designers, technicians, and consumers. In that sense, it would be common 
language among them. The designers should identify the materials like type of leath-
ers, accessories, colors, and hardware that will be used in the production process. A 
well-designed bag or a garment should include all information about its design. As an 
example, a good leather goods design should have at least the following information:

• leather type (color, thickness, and feeling),

• origin (cow, sheep, goat, buffalo, etc.)

• reinforcement (EVA sheet, water proof, fusing, foam, etc.),

• lining (velvet, cotton fabric, nylon, and polyester),

• accessories (eyelet and rivet),

• zipper, in terms of size (3, 5, and 8 mm), finishing (silver, gold, and bronze), and 
type (metallic, plastic chain, and plastic molded),

• stitching (seam type and seam length per centimeter),

• thread size (for needle thread and bobbin thread), type (cotton, nylon, polyester, 
silk, and polyester spun cotton), each dimension, (volume, height, and base, 
handling length, and width),

• edge finishing (raw edge, folded, and edge color) and hard ware’s (buckle, color, 
and adjustable size) [7].

3.3.2 Material selection

Material selection refers to the materials selected for the manufacture of – say – a 
bag including the hardware and the accessories, as well as the processes involved.
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3.3.3 Pattern making and cutting

The pattern making, which is also referred to as a sample making process is an 
important aspect and is regarded as a bridge of transforming the graphic designs into 
the products. The maximum permissible error (acceptable level) of pattern is 1/32 
inches (1 inch error of 32 inches length), as by reference to any bag, or in accordance 
with international standards, such as SATRASumm, which is an industry standard 
package concerning the efficient cutting of leather and synthetic materials. In pattern 
making, usually major parts (shape and size of the bag) are made first, and then 
relatively smaller parts are followed and so on.

3.3.3.1 Fixing product size standards

Unlike leather garment and foot wear products, leather bags have no fixed speci-
fications such as height, depth, and width and may therefore be easy to categorize as 
small bags, medium bags, and large bags. One could remember Galileo Galilei’s quote: 
“Measure what can be measured, and make measurable what cannot be measured.” From 
a quality management point of view, this means that “we cannot manage what we 

Figure 2. 
Pattern alignment variations: (a) and (b).
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cannot measure.” In short, the clearer the specification, the better the possibility of 
creating and delivering quality products.

3.3.3.2 Construction

Construction is the matter of how everything or patterns have been put together. 
Figure 2 shows pattern alignment variations.

3.3.3.3 Technology

The manufacturing process is a key factor to leather products’ quality. A  
different technology represents a different style of leather products. The quality 
of bags is as good as the people that make it. That is why the best stitchery, leather 
workers, and quality control technician or experts are required. In order to have 
best-quality products and workers, it is important to put a lot of resources into train-
ing or hiring the most qualified staff and paying them well fostering their commit-
ment and creative minds.

3.4 Defects in goods and garments manufacturing

3.4.1 Defects and their types

Defects are deviations/nonconformities of processes, products, or materials 
from the requirements/standards. Causes of defects may be man-made (assignable 
causes) or common/natural causes. Assignable causes can be removed, while com-
mon causes can only be reduced. For example, a poorly build knife maybe a cause 
for cutting defects/human fault, while loose leather is a cause for less durability of 
the garments.

3.4.2 Methods of identifying and isolating faulty pieces

• Defects in the cutting section can be identified by various bodies operating therein 
that are briefly presented as follows:

A. Cutting supervisors: they are the cutting supervisors that issue leather from 
raw material store where defects like loose leather, under substance, wrong 
color/shape, poor nap on nubuck, poor color fastness, and poor knife can 
be visually identified, and the leather is thereafter sorted accordingly. Only 
leather bundles that meet specifications are issued and allocated among cut-
ting operators by the supervisors.

B. Cutting operators: they can identify during cutting minor defects like 
grains not matched pair wise, wrong direction of cutting, cuts/flaws in 
component, open defect, wrong size cut, and color variations to name 
but a few. These operators, in addition to cutting operations, have the 
responsibility to take care of component quality. As such, items ought to be 
cut in line with the parameters stated earlier and the data be posted to the 
operators.



Quality Control - An Anthology of Cases

96

• Defects in the stitching (sewing) section can be identified by various bodies oper-
ating therein.

○ Bench workers can identify defects like notch marks not matched, edge folding 
inaccurate, improper alignment, wrong components placement, too much ham-
mering, and too much glue.

C. Stitching operators: they can identify minor defects like uneven stitching 
length, skipped stitches, stitches not locked at the end, wrong needle/thread 
used, stitches too far or too close to the edge, stitches not as per the marking, 
broken stitches, top tension tight, and seam puckering.

Possible defects during the final inspection stage may be:

• trimming,

• thread burning,

• glue erasing,

• leaving uneven stitching length,

• pattern vs. assembly correspondence,

• measurement and alignment,

• grain structure checking,

• component checking,

• color and size matching,

• ironing dimension,

• seem puckering,

• proper feeding system,

• thread tension,

• leaving broken stitches and skipped stitches,

• stitches too far or too close to the edge,

• top tension tight, thickness, and not ±0.2 mm allowances [8].

3.5 Part five: Finishing in leather products manufacturing

Finishing is the final process given to a garment or goods in order to achieve good 
appearance, desirable feel and look and to impart some important, and durable and 
functional properties.
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3.5.1 Classification of finishing

Finishing in leather products manufacturing can be classified according to the 
nature of the finish such as Kawabata’s Evaluation System for Fabric-KES-FB and the 
degree of performance (ISO11644:2009). Figure 3a and b show these classifications.

3.5.2 Edge coloring

Sand edges: this is done by using emery paper to sand the edges and to arrange 
many belts/straps of the same size side by side on a flat table and sand simultaneously. 
This will ensure that all the leather layers are even and square and that any residual 
glues or finishes have been removed. Figure 4 shows edge coloring in industry.

Applying color: this is done either by using a machine or manually. For manual 
operation, the use of dye box like Fiebing’s dye will make it simpler. Keeping the dyed 
edge by facing up for air-drying before applying on the opposite edge is worthy. 
After the other side got dried, one can paint the opposite one and keep the same way 
one has done previously. It can also be applied during the second round if necessary. 
This method is used everywhere globally even though manual coloring is preferably 
practical in Ethiopian leather products manufacturing firms. Figure 5 indicates the 
application of color with the aid of a machine.

Applying filler: the leather filler paste is a white compound that can be air- or heat-
dried and requires re-coloring with a leather repair pigment after its application. The 

Figure 3. 
Classifications based on (a) the nature of finish (KES-FB) and (b) the degree of performances as per 
ISO11644:2009.
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leather filler remains flexible, durable, and natural to the existing leather surface. It is 
used to fill the edge surface and results in smoothness to the edge’s surface (see Figure 6).

Wet and soap: the edge of the leather can be wetted using a sponge or piece of 
trimmed woolskin. The outcome will be a slick/polished rounded edge.

Burnishing: this is accomplished by briskly rubbing the canvas against the edge 
of the belt until the edge is smooth. A canvas wrapped around a motorized wood 

Figure 5. 
Applying color with machine.

Figure 6. 
Leather filler paste.

Figure 4. 
Edge coloring in practical.
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burnishing wheel which speeds up the process could be used herein. However, care 
should be taken not to over-burnish, which will result in a rough edge.

Hand burnishing: this is done by means of a clean cloth that rubs the edges 
removing hence, any residual dye and determining thus, if the second coat is 
necessary.

Polish: at this point, paraffin is applied to the edge of the belt and burnished again 
and again. Denim works well here if burnishing is done by hand. Once one is satisfied 
with the finish, one can polish to a high luster with a dry cloth [9].

Finish: after the edges are polished, final finish is applied.

3.5.3 Trimming: Hand trimming and trimmer machine

It is preferred to use thread trimmer machines as it reduces trimming costs, 
increases production, uses unskilled help, eliminates scissor damage, keeps trimming 
area clean, and reduces cleanup cost. One can choose between different clipper blades 
and motor control for diverse material. Scissors can be used for trimming (Figure 7).

Thread burning: it can be manual with a candle or by means of soldering  
iron (Figure 8).

4. Discussion

The quality control concept is very useful especially for exports of branded 
products. Apart from the general knowledge and experience of the author in the 
sector, secondary sources were used from institutions such as the Ethiopian Leather 
Industry Development Institute (LIDI), Ethiopian Leather Industry Associations, 
and medium- and large-scale leather products manufacturers. The LIDI laboratory 

Figure 7. 
Scissors for trimming.

Figure 8. 
Soldering iron used for thread burning.
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was accredited from SANAS (South African National Accredited System) so as to 
support the leather sector with various laboratory testing (i.e. physical, mechanical, 
and chemical) services in 2012. Furthermore, the LIDI laboratory was also accredited 
from the Ethiopian National Accreditation Office (ENAO) in the same year.

With this responsibility, LIDI has been serving Ethiopian leather manufacturing 
firms by laboratory testing, technical training, quality management system (QMS), 
and quality control and quality assurance tools implementations. Under the Twinning 
program, which was made between LIDI and the Federal Democratic Republic of 
Ethiopia, FDRE, Ministry of Industry on Ethiopian side, and CSIR – Central Leather 
Research Institute-Council of Scientific and Industrial Research, India, in association 
with Footwear Design and Development Institute (FDDI), India, LIDI’s R&D labora-
tory state of the art was created to meet the requirements and demands of leather and 
leather products in order to meet and ensure international quality standards [10].

Most of leather goods and garment manufacturing companies in Ethiopia use 
smell test, function test, and color fastness check on leather accepting it as internal 

S.No. Types of test Test method

1 Determination of thickness ISO 2589:2002

2 Determination of apparent density ISO 2420

3 Determination of tensile strength and percentage elongation ISO 3376

4 Determination of tearing load (single and double) SO3377---1/3377---2

5 Determination of distension and strength of grain ball burst ISO 3378

6 Determination of flex resistance by flexometer method ISO 5402

7 Determination of shrinkage temperature up to 1150°C ISO 3380

8 Water absorption (Kubelka) after 2 and 24 h SATRA TM/ISO SLP 19

9 Determination of water resistance test for light leather ISO 5403

10 Determination of water resistance of heavy leather ISO 5404

11 Determination of water vapor permeability ISO 14268

12 Determination of cold crack resistance leather finish SLP 34

13 Determination of sole/upper adhesion tester Internal

14 Measurement of shoe flex (walk meter) Internal

15 Determination of dry heat resistance of leather Internal

16 Determination of adhesion of leather finish SLF 11

17 Color fastness to artificial light (xenon) SLF 401

18 Determination of fastness to water spotting ISO 11642

19 Color fastness to perspiration ISO 11641

20 Determination of fastness of leather finish to (to and from rubbing) ISO 11640

21 Determination of fastness to ironing (fastness to heat) IUP 470

22 Determination of static water absorption ISO 2417

Source: Leather Industry Development Institute’s Physical Laboratory, March 23, 2016.

Table 2. 
Leather physical testing.
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company policy, as it matches with some of global/international standards in this 
aspect (ASTM D1296, ISO 11640, ISO 11641, SLF 401, IUP 470).

Apart from common quality parameters, there are also other leather goods-specific 
quality parameters. Items made from real leather or imitations, such as PU, which 
are very popular, should be treated accordingly. However, leather goods and garment 
manufacturing companies prefer to use simpler (by observation and manual tests) 
methods, whereas other manufacturers in footwear subsectors could use more test 
methods as per international standards in order to check, for example, grain struc-
ture, thickness, apparent density, shrinkage, flex resistance, water resistance, and so 
on as per ISO 2589:2002, ISO 2420, ISO 5402, ISO 3380, ISO 5403. That is because, 
footwear products are highly vulnerable to damage, and hence, their suitability to 
use needs to be assured before reaching the end users. Table 2 provides a summary of 
physical testing standards for leather that could be recommended by the author to be 
used so as to improve productivity and reduce defect rates, rework, and waste.

Regarding the effect of human factors in product quality, it is the author’s view 
that most quality problems are caused primarily by a lack of interest or care on the 
part of the worker in the production department. However, it is usually not only  
the worker who is responsible for this but also the conditions necessary to carry 
out the work correctly often do not exist. For example, instructions may be inad-
equate, the incoming material may be defective, the machines may not be capable 
of producing goods of the required quality, and proper conditions for conducting 
inspection of the product are not given to the workers, and so on. The study done by 
joint consultancy of Ethio-Indian twinning project in collaboration with the Leather 
Industry Development Institute (LIDI) and the Footwear Design and Development 
Institute (FDDI) of India approves this fact [11]. Figure 4 (in Section 4.1) shows 
that inadequate instructions, which accounts for about 28% caused the rest effects. 
Effective understanding of the worker to the instructions in every step of production 
will surely lead to more pleasant effects on the product quality. However, although 
workers may not have control over these factors, they may though lead to defective 
work. Figure 9 shows Pareto analyses of one factory.

In Japan, it is generally believed that 40% of quality problems are caused by poor 
product design, 30% of quality problems are due to wrong or defective materials 
being purchased from suppliers, and the remaining 30% are due to errors made dur-
ing the manufacturing process [12]. One could argue that any other quality problems 

Figure 9. 
Result of Pareto analysis for ELICO-universal leather products unit. Source: Twinning report [11].
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in manufacturing are caused in equal proportion by managers (by not providing 
adequate training for workers) and by workers (by not paying adequate attention to 
machine settings).

Regarding defects observed in goods and in garments manufacturing listed in 
the following section are common examples of deficiencies in leather products 
manufactured in Ethiopia:

Sewing defects: open seams, wrong stitching techniques, non-matching threads 
and missing stitches, improper creasing of the garment, erroneous thread tension 
and raw edges are some of the sewing defects which can affect the garment quality 
adversely. Firms mitigate these types of defects by providing continuous on-the-job 
trainings for sewing operators.

Color defects: this category includes color variations between the sample and the 
final garment, wrong color combinations, and mismatching dyes’ that should always 
be avoided. Leather issuers check this in store for every order with the help of leather 
sorter or in-process quality inspector.

Sizing defects: this refers to wrong gradation of sizes and difference in the 
measurement of various parts of garment-like sleeves of XL size for a body of L 
size garment that can deteriorate the garments beyond repair. Though tanneries use 
leather grading machine during production, Ethiopian leather goods and garment 
manufacturing firms usually identify and mitigate these defects by cross-checking cut 
components visually.

Other defects: this group entails broken or defective buttons, snaps, stitches, differ-
ent shades within the same garment, dropped stitches, exposed notches and raw edges, 
fabric defects, holes, faulty zippers, loose or hanging sewing threads, misaligned buttons 
and holes, missing buttons, needle cuts or chews, pulled or loose yarn, stains, unfinished 
buttonhole, short zippers, inappropriate trimmings, etc. These defects, unless tackled 
at the very beginning, and/or quality assurance is undertaken in every step, could lead 
leather products manufacturing companies to be less competitive and affect in turn their 
existence. Due to globalization and acceptance of Ethiopian leather products to export 
markets, manufacturers of leather products are obliged to implement various quality 
improvement tools including QC/QA. Thus, respective process and final quality checking 
parameters have been posted in front of operators in each section along with visual defec-
tive and free cut components. This method encourages operators to think about quality 
issues in addition to their duties of – say – cutting, table work, sewing, and finishing.

Concerning defect control at the finishing section, various final quality control 
parameters are used that include trimming, thread burning, glue erasing, pattern 
vs. assembly correspondence, thread tension, leaving broken stitches and skipped 
stitches, and stitches too far or too close to the edge.

As for Ethiopian leather products manufacturers, the defect control parameters 
during the final inspection stage include aspects such as:

• leaving uneven stitching length,

• measurement and alignment,

• grain structure checking,

• component checking,

• color and size matching,
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• ironing dimension,

• seem puckering,

• proper feeding system,

• top tension tight and thickness, etc., are inspected prior to this stage.

5. Conclusion and further work

The leather sector’s contribution is very high with respect to export incomes 
and economic development, especially on creating job opportunities. For instance, 
according to the Central Statistical Agency (CSA) of Ethiopia, export of leather and 
leather products, which was US $23 million in 2013, reached US$133 million in 2018. 
Hence, leather goods and garment to be exported need high care during all manufac-
turing stages in order to increase competitiveness in the global market.

This book chapter discussed quality control concepts and quality standards for 
leather goods and garment. In doing so, it highlighted applicable procedures and doc-
uments enabling supervisors, quality controllers, and operators in those companies 
to get detailed knowledge about quality parameters and control mechanisms so that 
defect-free products reach end users. Furthermore, it will allow readers to familiarize 
themselves with quality concepts in this sector. It is the author’s view that this research 
work may prompt readers to confront themselves with quality control aspects and to 
research more about these aspects in this specialized manufacturing area.

Moreover, leather goods and garment quality parameters and factors that influ-
ence the quality of leather goods and garment were included. In addition to the 
earlier-mentioned ones, commonly occurring defects, methods of identifying and 
isolating faulty pieces, and some finishing types in leather products production were 
discussed.

Studying the application of QC/QA on the whole leather sector (leather processing, 
footwear industry, glove making, and other related subsectors) will be the next tasks of 
the researchers and book writers. This may include subsector-specific inspection and 
control mechanisms starting from designing, cutting, table work (preparation), sew-
ing, inspection and testing, packing, and shipping that need to be further analyzed.
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To get more practical explanation of quality aspects, readers are advised to read of 
the work of David Garvin (1988) – Eight Dimensions of Quality.
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Chapter 5

Development of a Quality Gate 
Reference Model for FDM 
Processes
Marcel Randermann, Timo Hinrichs and Roland Jochem

Abstract

Additive manufacturing (AM) enables industries to accomplish mass 
customization by creating complex products in small batches. For this purpose, 
fused deposition modeling (FDM) is widely used in 3D printing where the material 
is applied layer-by-layer from a digital model to form a three-dimensional object. 
There still exist problems in FDM processes regarding the failure rate of printed 
parts. Failures vary from deformed geometry, clogged nozzles, and dimensional 
inaccuracies to small parts not being printed that may be attributed to various process 
steps (e.g., poor quality CAD models, converting issues, overheating, poor quality 
filament, etc.). The majority of these defects are preventable and are caused by 
imprudent try-and-error print processes and troubleshooting quality control. The aim 
of this chapter is to propose a quality gate reference process with defined requirement 
criteria to prevent the occurrence of defects. The framework shall be applied in 
quality control and in-situ process monitoring to enhance overall manufacturing 
quality.

Keywords: additive manufacturing, fused deposition modeling, reference process, 
quality gates, quality control

1. Introduction

Customer demands on products and services are constantly increasing in the 
global and local market and the competitive conditions of companies are in constant 
flux. As a result, companies are faced with changing market conditions in which they 
have to assert themselves against increased competitive pressure, greater product 
complexity, and an ever-increasing variety of products [1].

Industrial 3D printing or additive manufacturing (AM) is considered the key 
technology for mass customization. This allows the individual production of com-
plex components and offers various possible solutions for increasingly complex 
requirements [2]. Additive manufacturing is an umbrella term for manufacturing 
processes in which components are built up element by element or layer by layer 
directly from computer-aided design (CAD) data without component-specific 
tools [3].
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Fused deposition modeling (FDM) belongs to the AM technologies, which enable 
incorporation of cavities in a part’s design and have little changeover cost compared to 
conventional manufacturing processes, potentially enabling individualized produc-
tion and new possibilities for light-weight products [4].

The first step of state-of-the-art FDM processes involves a so-called slicing 
software that is used to generate machine-executable instructions (G-code), 
approximating a virtual product in the form of a CAD model. The desired product 
geometries are decomposed (sliced) into stacked layers of equal height along a 
specified axis, called the build orientation. Furthermore, for each of the layers, a 
closed two-dimensional path is planned, incorporating print head velocities set 
by the user. In the production step, the FDM machine follows the defined path 
while extruding heat-liquified raw material threads. Starting on the build plate, for 
each layer, the respective trace is followed by the machine, and so the whole part 
is fabricated. During the process, the machine must highly accurately control the 
correct material flow, the build plates state, and the correct positioning and velocity 
of the print head [5, 6].

While the concept seems straightforward to realize, practitioners long since report 
that reproducibility and reliability issues persist, demanding effective quality control 
measures [7–9]. Achievement of the aforementioned demand requires controlling 
for influences from the 5M-domains during pre-process and in-process stages: man, 
machine, milieu, material, and method affect the success of a print [10].

To achieve a successful production result, a set of numerous interrelated process 
parameters must be determined, some of which have been mentioned above. Finding 
appropriate parameters can pose a challenge to beginners, leading to failure in almost 
every second print [11]. Even expert knowledge does not necessarily lead to a good print 
result, but their experience helps them to avoid easily preventable mistakes. Many man-
hours and unnecessarily wasted material could be saved by the prevention of simple 
mistakes. The reason lies in the fact that there is almost no recognized or approved refer-
ence process in which defined requirements serve as a quality control measure.

As of now, there are only few works that serve as a reference process for additive 
manufacturing. There is a lack of standards and norms that ensure high process and 
product quality. A lot of previous academic literature focuses on particular printing 
defects such as warping or oozing. Performed research indicates that comprehensive 
guidelines regarding failure prevention in the overall printing process ought to be 
developed. Additionally, there is a lack of in-depth documented requirements to 
achieve high quality in process and printed products.

This paper proposes a reference process model including 10 quality gates that 
serve as documented requirements to prevent defects and failure prints beforehand 
instead of costly troubleshooting. Section 2 describes related work and shows up the 
gaps upon which this present scientific work further elaborates. In Section 3, various 
failure types are introduced and considerations to prevent them. Section 4 contains 
the proposed reference process model including quality gates. Section 5 summarizes 
the results and discusses the advantages of the proposed approach and concludes with 
future research potentials.

2. Related work

An extensive list of FDM print issues and their causes have been published by Loh  
et al. [12]. Qualitative expert knowledge has been formulated in natural language and 
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lacks precise arguments. Each failure is assigned to a category which is either “printer-
associated,” “deposition-associated,” or “print quality,” but no reason nor meaning for 
an assignment is given. Livesu et al. provide a detailed description of the main process 
starting with the CAD model and ending in the G-code, but they focus mainly on software 
issues [13]. Baş et al. describe print conditions that sufficiently lead to faults by the applica-
tion of a fault tree analysis (FTA) [14]. Many faults are described and their dependencies 
are formally expressed. The German Norm DIN SPEC 17071 proposes a print flowchart, 
leaving open the actual events of quality checks [15]. Oropallo et al. name error control in 
a list of 10 challenges in 3D printing. A distinction is made between errors during printing 
and errors before printing, which is partially avoidable [16]. Bähr and Westkämper divide a 
print into three stages: pre-process, in-process, and post-process. The importance of cool-
ing is emphasized and divided up into a sinter phase, crystallization phase, glass transition 
phase, and a shrinkage phase, which are bounded by corresponding temperature values. 
Additionally, a table is provided that relates process parameters to their manifestation in 
component properties. Martinez-Marquez et al. developed a detailed quality control pro-
cedure including 18 quality gates but tailored to the production of patient-specific medical 
implants [17]. The process assumes the use of a laser-based AM system and error control is 
only briefly described. Fu et al. provide literature research and an overview of sensor tech-
nologies for in-situ monitoring of FDM processes [18]. Their flowchart is limited to in-situ 
printer health and product quality monitoring. Oleff et al. do systematic literature research 
in order to find quality-related research gaps, giving examples for a few FDM-process 
errors [19]. Song and Telenko examine FDM-print failures in a university makerspace [20]. 
They categorize these into user errors, machine errors, and designer errors. Also, a poll has 
been carried out to determine failure rates dependent on the user’s experience level. The 
results show wastage levels of about 34% of the total material and a print failure rate of 
41.1%. Gibson et al. provide a rough overview starting with the CAD model, ending in the 
application. An in-process view, as well as defects, is not considered.

To the best of the authors’ knowledge, no publication at present exists wherein a 
generic reference process is determined in which quality gates serve as requirements 
for quality control to prevent printing defects.

3. Defects in additive manufacturing

Defects that occur later in the process chain are harder to assess, as this presumes 
that no defect has occurred in a preceding process step.

In the following, examples of failures are explained which can either be pre-process, 
in-process, or post-process. Also, dependencies among failures are illustrated and 
research hypotheses for their assessment are formulated. Most of the enumerated defects 
have already been explained by Loh et al., whose work is extended in the following.

3.1 Pre-process defects

The following shows defects that may occur in the pre-process steps and are 
possibly preventable through quality control measures.

3.1.1 Tangled filament

If the end of the filament thread on a roll has been guided through under itself, a 
knot will eventually form on this roll, making proper unwinding impossible. This can 
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happen after a user has unloaded filament from a printer. A proper loading process of 
filament should therefore be examined and verified.

3.1.2 Gaps

In all instances of this kind of defect, print segments are not properly connected 
and small gaps are recognizable by the naked eye. Loh et al. distinguish between 
three kinds “walls not touching,” “gaps between Infill and outline” or “gaps between 
thin walls.” Such gap appearances are introduced by the slicing software, affected by 
the extrusion line width. Thus, gap defects are avoidable if slicing errors are being 
determined.

3.1.3 Small features not printed

This defect highlights noticeable differences between the provided CAD model 
and the production instructions executed by the printer. Two distinctions between 
affected features can be made: A vertically standing wall whose width is smaller 
than the extrusion line width and a feature parallel to the build plate, whose height is 
smaller than the layer height. Material waste can be prevented if the slicing soft-
ware informs the user about deviations between the CAD model and the generated 
G-code.

An example part that is susceptible to these kinds of defects is given in Figure 1, 
along with G-code paths generated by a slicing software using different parameter 
settings. The part consists of a block, a thin wall whose depth is 0.35 mm on its top, 
and a thin feature whose height is 0.1 mm in parallel to the build plate and is shown 
in (a). If a layer height smaller than the height of the thin feature of the CAD model 
and a line width smaller than the wall depth is chosen, then both the wall and the 
thin feature are not included in the generated G-code path, as demonstrated in (b). 
Conversely, if the layer height is smaller than the thinnest feature and the line width 
is smaller than the wall depth, then the sliced result matches the expectation of the 

Figure 1. 
Variations of parameter settings in slicing process of a complex cuboid object.
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user, illustrated in (e). If either layer height or line width is not chosen appropriately, 
corresponding results will be sliced, as can be seen in (c) and (d), respectively.

3.2 In-process defects

3.2.1 Warping

The occurrence of warping (see Figure 2) manifests in an up-curl and a 
detachment of corners that touch the print bed at the bottom of the part in production 
due to tension arising from a non-uniform thermal gradient and shrinkage effects in 
the part. Deposition of additional layers on a corner that has already started to warp 
can negatively amplify the situation and may lead to an extension of the detached 
area. In the worst case, the part completely detaches from the bed; at this point, a 
print job should be canceled to avoid damage to the printer and further material 
waste. Scholars indeed argue that inclusion of brims or rafts or a reduction of infill 
percentage can help to avoid warping. As warping is irreversible, its occurrence 
should trigger a cancelation of the print process.

3.2.2 Detachment

The adhesion of the parts’ first layer to the bed is essential for a successful result. 
If a part detaches from the bed, the print heads’ movement will shift the part through 
its slight connection by the deposition strand. Thus, the material cannot be deposited 
at the correct location and the process should be stopped. The reason for detachment 
is an insufficient adhesion between the part and the build plate. Like warping, this 
defect is practically irreversible and the print process must be stopped.

3.2.3 Shifted layers

The path specified by the G-code must be executed accurately by the machine. 
Unsuccessful movement execution, for example, caused by missed-out steps of an 
axis motor, or a detached part creates positional deviations that lead to shifted layers 
if not compensated for.

Figure 2. 
Warping of a cuboid print model.
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3.2.4 Clogging

Over the course of a print, all of the final parts’ material must pass through 
the nozzle. Dust and undesired objects in the raw material can accumulate in the 
nozzle and lead to obstruction so that no material is deposable. Other causes could 
be burned residual material inside the nozzle as a result of an excessive extrusion 
temperature.

3.2.5 Nozzle cake/extruder blob/head flood

If material is continuously fed into the print head but cannot leave through the 
nozzle, then there is a risk of an occurrence of a head flood. The material sticks to 
material residuals that have previously been attached to the nozzle. Over time, more 
and more material accumulates around the nozzle. If the problem is not noticed at an 
early stage, the printer will likely be damaged severely. Removal of the accumulated 
material is time-consuming and a downtime eventuates.

3.2.6 Grinding

In FDM printers, a knurled ring drives the filament toward the hot end. If it loses 
grip on the filament, a small amount of material is removed from the filament’s 
surface. If this happens for some time, then a groove forms in the filament thread, 
making transportation to the hot end difficult or impossible. Aggressive retraction 
settings can be the cause.

3.2.7 Overextrusion/underextrusion/missing extrusion

There are multiple causes for a missing extrusion: clogging, nozzle cake, or 
grinding. A camera, mounted at the nozzle’s height, is used by many authors to 
monitor if the specified extrusion amount is matched.

3.2.8 Overheating

A central concept of extrusion-based 3D printing is the use of heat to extrude the 
raw filament. Overheating happens when a new layer is deposited on a lower layer, 
whose temperature has not cooled down to a certain level. Uneven printed parts may 
occur as a result (see Figure 3).

3.2.9 Curling

Another temperature-related defect caused by overheating is curling, which 
becomes apparent on topmost corners. This is similar to warping, but on the top 
instead of the bottom.

3.2.10 Pillowing

The exhibition of blisters or undesired holes in the topmost layers is termed 
pillowing and is caused by overheating. It can be detected the earliest after the last 
layer has finished and cooled down.
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3.2.11 Stringing and oozing

The hot-end provides a continuous stream of liquid material whose flow is influ-
enced by the feeder. As the hot-end consists of metal parts, rapid cooling down below 
the glass transition temperature of a given material to solidify inside the nozzle is 
infeasible. Reasons for stringing can be too high extrusion temperature or unapplied 
retraction settings. Once strings have appeared, there is no way to remove them during 
the print process. Stringing can be corrected by a post-process heat treatment.

3.3 Post-process defects and quality measures

After a successful production, the quality-related requirements may be assessed.

3.3.1 Blobs and zits

The occurrence of small bulges on the side of a part is termed blobs and zits. 
The interplay between start/stop position and retraction settings causes this defect. 
Figure 4 shows a corresponding example, which demonstrates the development of 
blobs and zits that appear at the start/stop positions (right), which are marked by 
white dots on the left figure.

3.3.2 Porosity/voids

Due to the stacked deposition of round material beads, part-internal voids are a 
natural consequence. Such internal properties may be examined either by a dissection 
of a parts’ region-of-interest or by nondestructive metrology like microcomputer 
tomography.

3.3.3 Vibrations and ringing

High print speeds induce vibrations that propagate through the printer’s frame 
and cause small deviations in the head position. Hence, patterns according to these 
deviations appear on the parts’ surface.

Figure 3. 
Effects of overheating on print.



Quality Control - An Anthology of Cases

114

3.3.4 Dimensional accuracy

Overall shape deviations can be assessed by a separate measurement instrument.

3.3.5 Surface quality

The surface quality is the first aspect of an object that a customer perceives during 
an inspection of the object. This quality criterion can be checked independently of the 
actual model.

3.3.6 Mechanical properties

After quality checks of dimensional accuracy and surface quality, mechanical 
quality checks may be performed. Destructive assessments include tensile, shear, and 
compressive strengths, while part density can be measured using a scale.

4. Reference framework and quality gate process

The lack of norms and standards often leads to manufacturing processes that are 
defined from scratch for each individual production run, which provokes plenty of 
try-and-error operations. Indicative of this are numerous troubleshooting guides that 
help individuals cope up with problems that occur during the printing process as well 
as frequently discussed issues in community-based online forums (see for example 
[21–24]). On the other hand, there are very few references on how to plan quality and 
prevent easily avoidable defects beforehand. This leads to the overall conclusion that a 
lot of quality issues can be prevented if a reference process with criteria-based quality 
gates guides through the manufacturing process to ensure high process and product 
quality.

A reference process supports process requirements so that the process quality and 
resultant product quality remain consistent and reproducible at all times. This paper 

Figure 4. 
Blobs and zits on a conical print object.
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proposes a generic reference process model for additive manufacturing that describes 
the common sequence of activities for fused deposition modeling. Furthermore, this 
work suggests a model that contains pre-process, in-process, and post-process steps 
and starts with the CAD design and ends in machine and product post-processing 
(see Figure 5). The reference process model is based on the standard DIN SPEC 
17071:2019–2112 [15] that represents a process chain for additive manufacturing that 
can be seen in Figure 6.

This blueprint of an additive manufacturing process chain is further specified in 
the reference process model in Figure 5 and quality gates are added. A quality gate 
specifies criteria in process steps as well as quality-relevant characteristics and factors 
that have to be met in order to continue the process flow. It enables to perform correc-
tive and/or preventive action to ensure high quality [25].

The reference process starts with the CAD of the product that is going to be 
manufactured. After that, the pre-processing steps will ensure the material selection, 
preparation, loading, and build chamber preparation. Moreover, the build orientation 
and strategy, as well as the generation of support structures, will be determined. 
In the manufacturing process itself, the production of the first layer of the build is 
a crucial part and is a decisive factor for the continuous process. After the build is 
finished in printing, a cooldown process will harden the material. In post-processing, 
the build product has to be removed from the build platform and both the machine 
and the product itself need post-processing. The machine is cleaned-up and restored 
to the initial state in order to be prepared for following production runs. The support 
structures are removed from the printed parts and a surface finish is performed where 
required.

There are nine quality gates in the proposed reference process model that serve in 
the course of the manufacturing process as points at which a decision is made on the 
progression to the next process step on the basis of quality criteria clearly defined in 
advance. Each criterion may be checked to prevent quality issues in the succeeding 
process steps. Table 1 gives an overview of all nine quality gates and the respective 
criteria.

In the following, an example will show how the quality gates may prevent printing 
issues and may ensure the overall process quality. Therefore, a 3D-printed door hinge 
was manufactured according to the reference process model, and after each process 
step the quality gate criteria are reviewed and verified.

The first quality gate is actually positioned before the pre-processing of the 
additive manufacturing process and verifies the CAD design of the print part (QG 
0). First of all, the manufacturability in regard to printer settings and the adherence 
to design rules can eliminate severe quality issues that may occur during printing’ as 
an example thereto, if the door hinge cannot be assembled after printing because of 
poorly placed through-hole positions.

In QG 1, storage and material validation should be performed during the material 
preparation to prevent material-related quality issues. Filament could be damaged 
because of humidity or temperature-related variations in the storage area and may 
provoke damage during the printing process. In addition to that, there should be 
sufficient filament supply for the print that has to be printed as well as a coherent 
diameter of filament.

After the material was loaded to the feeder of the printer, QG 2 ensures that the 
orientation of the filament feed is adequate and the nozzle of the printer is unclogged. 
Moreover, the filament tubes should be empty and the overall filament feed rate is 
sufficient.
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Figure 5. 
Reference process for additive manufacturing.



117

Development of a Quality Gate Reference Model for FDM Processes
DOI: http://dx.doi.org/10.5772/intechopen.104176

Figure 6. 
DIN SPEC 17071 process standard for additive manufacturing [15].

Quality gate Description Criteria

QG 0 Verification of requirements and design 
approval

• Verification of manufacturability

• Adherence to design rules

• Avoidance of mass accumulation

• Verification of process 
requirements

• Verification of product 
requirements

• Customer design approval

• Wall thinness according to nozzle 
size

• Solid bottom and support 
structures

QG 1 Storage and material validation • Humidity of storage area

• Temperature of storage area

• No filament tangling

• Age of filament according to 
manufacturers’ instruction

• Sufficient filament supply accord-
ing to design

• No visual material damages

• Coherent diameter of filament

QG 2 Loading quality validation • Sufficient filament feed rate

• Adequate filament feed orientation

• Unclogged nozzle

• Empty filament tubes

QG 3 Software and file validation • Error-free STL-files

• Correct infill density

• No infill overlaps

• Error-free slicing process

• Updated slicing software

• Updated printer firmware
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Quality gate Description Criteria

QG 4 Build chamber validation • Free belt movement

• Free extrudement wheel

• Clean and dry build platform

• Adequate build platform 
temperature

• Leveled and flat build platform

• Aligned rod

• Fixated printer position

• Adequate nozzle height from build 
platform

• Adequate retracting settings

• Adequate cooling settings

• Primed nozzle

QG 5 First layer validation • Verification of extrusion process

• Adherence to build platform

• Verification of geometric and 
dimensional proportions

QG 6 Process monitoring • Geometric stability of build and 
filament

• Coherent filament flow

• Adherence to build platform

• Adequate extrusion process

• Adequate extrusion temperature

• Adequate build platform 
temperature

QG 7 Cooldown validation • Geometric stability (no warping 
or curling)

• Verification of layer adhesion

• Adequate part temperature

• Adequate in-part temperature 
gradient (to avoid material stress)

QG 8 Visual inspection • Verification of geometric stability

• Verification of nondestructive 
detachability

• Verification of transportability

QG 9 End of line quality validation • Elimination of porosity/voids

• Verification of surface quality

• Verification of geometric form

• Verification of tolerances

• Verification of mechanical, chemi-
cal, thermal properties

• Verification of density/mass

Table 1. 
Quality gates for the reference process model.
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QG 3 states that on the other hand, the slicing files, as well as the whole slicing 
process, should be error-free. Printer firmware and slicing software should load the 
latest update to prevent failure. The correct infill density and no infill overlap should 
be checked.

A lot of process failures can be associated with a build chamber that has not been 
calibrated for error-free printing. QG 4 examines if there is a free belt movement and 
a free radial movement of the extrudement wheel. Moreover, a leveled and clean build 
platform that has an adequate temperature can ensure a consistent printing process. 
The printer should have a fixed position because the printing process may cause 
vibrations and an unintended re-orientation of the whole system that may, in turn, 
interrupt the filament feed.

The first layer of printing is a crucial step for the whole printing process. 
Therefore, QG 5 should verify the extrusion process and the adherence to the build 
platform. Moreover, a visual inspection of correct geometric and dimensional propor-
tions should be performed.

After the first layer print, the continuous layer-by-layer printing should be in-situ 
monitored (QG 6). The filament flow and the extrusion process should be closely 
monitored, as well as the geometric stability of the print. Temperature sensors may 
observe the extrusion temperature and build platform temperature.

When the printing process is completed, the cooldown process is also a quality-
relevant aspect. To prevent warping or curling of the print due to material stress, the 
temperature should be lowered slowly (QG 7). In addition to that, layer adhesion 
should be verified.

A visual inspection can be performed as soon as the print is removed in a nonde-
structive manner from the build platform (QG 8). The geometric stability and the 
transportability should equally be verified.

Lastly, an end of line quality check should be performed after the post-processing 
(i.e., surface finish, removal of support structures). Verification of the surface quality 
as well as the geometric form including all relevant tolerances should also be per-
formed. Finally, the mechanical, chemical, and thermal properties should be checked.

5. Conclusion and further work

The proposed reference process model including the criteria-based quality gates 
to prevent printing issues serves as a guideline to achieve high process and product 
quality. Opposed to common troubleshooting that is carried out during the occur-
rence of printing issues, the presented model herein allows executing corrective or 
preventive action. The lack of norms and standards in additive manufacturing as well 
as rudimentary reference processes makes it difficult to meet process and product 
requirements per se and achieve a planned quality level.

This research work has introduced a reference process including pre- and post-
process activities with the aim to standardize the printing process of FDM 3D print-
ing. These process steps are sub-divided by quality gates that ensure the fulfillment 
of requirements to ascertain the prevention of quality issues. There are nine quality 
gates that have quality descriptions in form of documented requirements that have to 
be met.

In view of the above, it may be stated that the proposed process model requires 
some effort for the verification steps in terms of an operational measuring system. 
Regarding the in-situ monitoring of the printing process, temperature sensors for 
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the extruder system as well as the build platform and a feed rate sensor need to be 
installed. Additionally, the calibration of the printer settings and the validation of 
the build chamber is a time-intensive procedure and therefore extends the printing 
process not inconsiderably. The availability of all required sensors is a valid difficulty.

There are several limitations to the introduced reference process model. First of 
all, it only addresses manufacturing processes that are based on thermoplastic materi-
als. Powder bed fusion like selective laser melting is not considered in this reference 
process or in the quality gates. Therefore, this reference process model has to be 
adjusted accordingly in order to allow for these alternative additive manufacturing 
processes.

Further research activities have to be performed to achieve a more concise insight 
into how to prevent quality issues during additive manufacturing processes. First of 
all, this model needs further verification and validation in order to define the degree 
at which it can prevent relevant quality issues. Qualitative and quantitative studies 
may focus on what the overall benefits of this quality gate process are in terms of not 
aborted production runs or customer-relevant requirements. Moreover, the list of 
documented requirements in the quality gates is not exhaustive and quality criteria 
may be composed through further research to generate a complete reference model.
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Logistics
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Abstract

The minimization and elimination of deviations from quality that could cause a 
failure in the logistics system should be identified at an early stage in order to reduce 
the costs for recovering the system to its normal operation. The objective of this study 
is to analyze the contribution of prevention costs related to quality management to the 
total costs by focusing on the need to undertake priority preventive actions to ensure 
logistics services that meet the customer’s quality requirements. The methodology of 
the study includes the integrated application of conventional scientific methods for 
comparative analysis and Taguchi’s design for accounting regarding the primary costs 
for quality management with the predominant use of qualitative analysis. By apply-
ing these methods, the following groups of costs have been analyzed: prevention and 
avoidance of nonconforming quality; quality evaluation and control; and covering 
the costs for nonconforming quality of the logistics services. The contribution of the 
three groups of costs has been studied. Based on the analyses, this paper comes to 
the conclusion that the management of those costs by groups of factors for incurring 
them has the potential to contribute to the improvement of the quality of logistics.

Keywords: costs, logistics, nonconformities, quality

1. Introduction

The costs for maintaining the quality of the logistics services at the level of the 
customer’s expectation are associated with the achievement of high efficiency of the 
processes [1, 2], better quality of the incoming material flows [3], and performance of 
the equipment and inventories without failure [4, 5]. The achievement of the “Just-
in-time”, JIT principle for all products delivered requires targeted managerial efforts 
for maintaining the continuity of the logistics processes [6–10], ensuring efficient 
human resource management [11–13], and optimal utilization of the warehousing 
potential [14–17]. The identification, minimization, and elimination of deviations 
from set quality levels and the causes for failure of the system should be identified at 
the earliest possible stage in order to reduce the expenses for recovering the system to 
its normal operation. The level of quality has a positive impact on the implementation 
of the selected logistics strategy [18–21], whereas the low level of quality is an indica-
tor of the poor efficiency of the supply chain [22]. The main objective of the quality 
management processes is to ensure the effective performance of the logistics services. 
It has been concluded that when the quality management processes are operated as a 
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system, they have a much more positive impact on the performance of the individual 
components of the system rather than the contrary. It has also been postulated that 
certain key areas of the logistics operations have a decisive impact on the efficiency of 
the logistics system, such as, for example, transportation and storage operations.

To analyze the costs for maintaining required quality levels, the components of 
those costs (Figure 1), need to be clarified:

Improvement of the logistics system efficiency is a key factor for ensuring products 
that meet demand and the flawless management of the organization [23–27]. Logistics 
operators that organize the supply chain by setting targets and results based on a limited 
budget manage to achieve growth in their revenues and assets, and, at the same time, 
reduce their operational costs [28, 29]. Due to the constantly emerging risks in the oper-
ations in the real economy where the logistics operations take place, it is often necessary 
to respond to the specific situation for overcoming the bottlenecks without considering 
the strategic guidelines for business development [30]. This is why the systems that are 
very flexible and capable of changing together with the market and the changes in the 
external environment are the most rapidly developing ones. In essence, the purpose of 
logistics operations can be defined as the effective and timely movement of goods to 
the places where the customer needs them at a reasonable price [31]. However, there 
are often restrictive conditions for the fulfillment of those purposes, and the appropri-
ate equipment for loading and moving the transport vehicles is not always available 
when they are needed. In addition, the capacity of each logistics warehouse is strictly 
confined and fixed. There is competition in the sector of logistics, too. Therefore, the 
business needs to focus on its main competence and outsource to external contractors 
those services, the operation of which causes unjustified losses of resources, in order to 
achieve effective management of the costs for quality improvement. Actually, the main 

Figure 1. 
Quality assurance-specific costs.
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purpose of cost optimization is to practically [32, 33] satisfy the customer’s require-
ments by reducing the time for making the delivery. The main impediment to achieving 
this purpose is caused by the limited possibility to transfer and receive information 
about the actual demand in real-time.

The main problem about minimizing the costs for achieving the logistics purposes 
is related to the understanding about the management of the system itself as one that 
distributes the cargo (“push”) and one that requires distribution of the cargo where 
necessary and based on a customer’s order (“pull”) [34]. The first type of system is 
more appropriate in the case where no exact information about the need of goods 
is available. However, in this case, if demand is significantly higher than supply, 
distribution of scarce goods and priority servicing of selected customers is needed. 
The use of mathematical methods for planning routes, occupation of the warehousing 
facilities, and temporary hiring of workers can help to reduce costs. When accounting 
for the total operational overheads, the expenses for handling, storage, and transpor-
tation of the goods should be accounted for based on the main cost items. This can be 
done by identifying all the resources (including human resources), the packaging and 
repackaging operations performed, the processes, and the methods used for evalu-
ation and control in order to ensure the overall performance of the process. In other 
words, the total costs for logistics are the sum of all costs incurred for the manage-
ment and implementation of all processes and operations related to the logistics 
operations. Generally, the total costs can be divided into the following three groups:

• costs associated with the operations,

• costs related to with the management of the logistics system and,

• costs associated with the application of possible logistics risks.

There is an interesting approach in the control of quality management costs, which 
was developed by Taguchi [35]. This method focuses on the causes for deviations 
from the quality and on establishing clearer criteria for defining the critical boundary 
that distinguishes between conforming and nonconforming services [36]. Taguchi’s 
contribution to quality management is related to the following principle that any 
variations and deviations in the function of quality are the results of random and 
nonrandom factors and losses are observed when the variation results in conditions 
where the product or service is on the exact boundary of the target conformity value 
[37]. This is the quadratic loss function since it is assumed that when the product or 
service is at its target value, the loss will be zero. According to Diallo, Khan, and Vail, 
the relationship between quality improvement by decreasing the variations and the 
costs can be analyzed by using Taguchi’s function. Many researchers have also applied 
Taguchi’s method in the field of logistics services [38–41].

The contribution to the reduction of the total operational costs for prevention of 
nonconforming logistics services as compared to the increase in the costs for their 
management and their relationship to the costs for monitoring and control in logistics 
services has not been studied. A number of logistics organizations have not focused 
on this analysis and, as a result, perform restructuring or investments which do not 
yield the expected positive outcome. It is the author’s view that logistics service pro-
viders should draw their attention to investment in quality management related to the 
prevention of nonconformities. At the same time, logistics service providers should 
exercise more effort on the potential opportunities for the development of the actual 
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logistics services and the service processes. This study offers a practical solution for 
management and analysis for measuring these qualitative changes.

The objective of the study is to analyze the contribution to total costs of the 
expenses for prevention related to quality management in logistics by focusing on 
the need to undertake priority preventive actions to ensure the provision of logistics 
services that meet the customer’s quality requirements. By using the applied methods, 
this study analyses the contribution to quality improvement of the costs attributed to 
the prevention and avoidance of nonconforming quality, for quality evaluation and 
control, and for covering the expenditures for nonconforming quality of the logistics 
services. The relationship between these groups of costs in quality management has 
been identified by means of structural modeling, which helps to establish the contri-
bution of the costs to the achievement of sustainable quality of the logistics services.

2. Research methods

The primary method for data analysis that has been used is Taguchi’s method, 
which defines quality from the perspective of cost minimization and the subsequent 
loss to society. Based on his definition about quality management, continuous, consis-
tent, and targeted actions are required to achieve minimum variability of the logistics 
services offered. According to Taguchi, the efforts should focus on the following two 
aspects: defining the combination of factors that have the lowest impact on any devia-
tion from quality, and adjusting those factors that are the cause for the deviation from 
the set target of the logistics services. Based on the results obtained from Taguchi’s 
loss function, the contribution of the different factors that could have an effect on the 
deviation from the customer’s expectations for high-quality logistics services can be 
quantified. This can be used for initiating improvements that could have a positive 
impact in terms of satisfying those expectations.

2.1 Stages of Taguchi’s method application for this study

Taguchi’s method was applied in two stages:

1. A model generation stage, which allows the selection of those controllable levels 
of the factors that have the greatest contribution to the achievement of the logis-
tics services quality level expected by the customers (studied dependence) and 
the respective significance levels.

2. Performing the actual analysis (Taguchi’s design) to identify the parameters of 
the analyzed factors that minimize the variation in the deviations. The calcula-
tion of the tolerances that contribute to the reduction of deviations from the 
expected quality level of the logistics services is performed using the software 
Microsoft Excel XLSTAT 2021® [42].

2.2 Method for collection of data for analysis

The proposed data to be evaluated have been taken from the annual financial state-
ments of an operating logistics company in the food sector and have been subsequently 
divided into three main groups: for prevention and avoidance of nonconforming qual-
ity; for quality evaluation and control; for covering the costs for nonconforming quality 
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of the logistics services. The information collected about the last two-year period has 
been summarized in tables in order to visually illustrate the potential impact and the 
actual improvement of the economic result. After the final data from the studied two-
year period were collected (before and after the introduction of the changes in the cost 
structure), those data were summarized and presented in Table 1.

By observing Table 1, it can be seen that the costs for improvements after the 
introduction of the changes are two times greater than the costs for prevention and 
control, whereas the costs for covering losses as a result of nonconforming logistics 
services have decreased by half as compared to the period before the implementa-
tion of the changes. The change in the cost structure based on the pre-defined 
three groups has allowed for the practical application of Taguchi’s principle that the 
nonconforming logistics service cannot be improved through the process of control 
or covering the losses from the nonconformity after the service has been provided. 
The application does not have the potential to create a conforming service, but just to 
identify the conforming and nonconforming services. Based on the data obtained, the 
experimental design was built and a questionnaire was generated.

2.3 Evaluation collection method and discussion method

The data collection for the study was performed via telephone and online meetings 
in focus groups by taking into account all the restrictions imposed in relation to the 
pandemic. All participants in the study are currently managers in organizations where 
the main scope of business is the provision of logistics services in the field of trade 
and delivery of food products to wholesalers.

The participants in the study were selected based on their management experience 
and, in particular, their experience in the field of logistics services quality manage-
ment costs. The required criterion for participation was at least 10 years of experience. 
Initial informative telephone conversations about the study and its methods, including 
the observation of all requirements of the relevant legislation related to personal data 
protection, were performed with potential participants in the study. Only 5 out of a total 
number of 20 potential participants did not agree to participate. The participants who 
confirmed participation received a questionnaire. The main purpose of this questionnaire 
was to study the potential attitudes and evaluations of the participants regarding the 
need of change in the structure of quality management costs. The study was performed 
in two consecutive panels in online meetings with a discussion in focus groups held 
in-between. The evaluation of the participants’ opinion was performed based on a 100-
point scale ranging from 1 to 100. The questionnaire of the study is presented in Table 2.

Short name Nbr. Of 
categories

Period of time before 
implementation of the 

changes in the cost structure

Period of time after 
implementation of the changes 

in the cost structure

Prevention costs 2 450 (in thousand euro) 
(450 k€)

500 (in thousand euro)

Evaluation and 
control costs

2 200 (in thousand euro) 250 (in thousand euro)

Cost of 
nonconformities

2 100 (in thousand euro) 50 (in thousand euro)

Table 1. 
Variable information.
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After the study, the participants’ responses were averaged and summarized for 
further analyses using Taguchi’s method.

The method used allows on one hand a comparison to be made, while on the other 
to quantify the difference between the target function (optimum ratio between the 
quality management costs) and its actual manifestation. The objective was to find a 
solution for minimizing deviations from the target function for logistics services in 
the food sector.

3. Results

In the course of the study, Taguchi’s principles and methods for quality management 
were used to identify the optimum ratio between the quality management costs. The 
first principle that was applied is related to the statement that quality should be designed 
in the logistics service before offering that service on the market and, respectively, a 
strategy should be undertaken to increase the prevention costs (designing conforming 
quality) at the expense of the other costs.

Based on the experimental design, further calculations were made to find the contri-
bution of the increased or decreased share of certain overheads to the achievement of a 
conforming service impacted to the lowest possible extent by the other factors. The data 
obtained from the two focus group sessions held were averaged and entered in Table 3.

Based on the results from Table 3, the experts have given a significantly lower 
number of points to the ratio of costs in the cases where there is an increase in the 
costs for operations associated with the rectification of problems, rather than pre-
ventive actions. It was concluded that this was the right approach; however, despite 
this, it is the author’s view that logistics organizations practically continue using 
their entire potential not for the development of the types of services offered on the 
market, but for the rectification of problems that have occurred in the course of pro-
viding those services. The reasons for that could be related to the fact that often when 
designing the actual services, the processes are dragged over time, which in turn, may 

By using the 100-point scale (where 1 is the lowest value and 100 is the response with the highest value), 
please, evaluate which, in your opinion, would be the most suitable cost structure for logistics services 
quality management represented in 8 different categories.

Observations Prevention 
costs

Evaluation 
and control 

costs

Cost of 
nonconformities

Respondents’ answers 
in the two panels

Obs1 450 200 100

Obs2 450 200 50

Obs3 450 250 100

Obs4 450 250 50

Obs5 500 200 100

Obs6 500 200 50

Obs7 500 250 100

Obs8 500 250 50

Table 2. 
Questionnaire of the study.
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lead to a delay. Therefore, this process often needs to be compensated by reducing 
the time limits under signed contracts and by adjusting all the details and parameters 
related to the negotiation of the logistics service. As a result, certain logistics opera-
tions are skipped, which are subsequently performed without actually specifying 
their parameters. This, on the other hand, creates more favorable conditions for 
customer claims and undertaking actions to increase the control in order to avoid such 
nonconformity in the future. The higher level of control leads to an increase in costs 
and does not guarantee that the services will be conforming if the conditions that lead 
to the presence of claims remain unchanged.

The analysis of controllable factors that create conditions for deviations in the logistics 
services has been studied with respect to the contribution of costs for the different opera-
tions to the total operational costs. These costs include both the costs for planning the 
logistics services and the costs related to the control of those services and compensations 
to customers related to claims and returns, replacement, or repeated implementation of 
the logistics operations. It is the author’s view that claims could be minimized by design-
ing logistics services that are needed by the customer rather than services that the orga-
nization is capable to provide. A number of studies have come to the conclusion that the 
prevention of claims is more efficient than covering the costs once a claim has been filed 
and, respectively, could result in greater customer satisfaction [43–47].

Based on the data collected, Taguchi’s model has been created, where the ratio LS 
means (Signal-to-Noise ratios) has been calculated. It defines the ratio between the 
mean value of the share of each cost from the total costs and the standard deviation. 
The variability of the analyzed indicators considered significant by the experts for 
the provision of a conforming service, defined by their standard deviation from the 
average value, is presented in Figure 2.

The results presented in Figure 2 show that prevention costs have been evaluated as 
the most significant factor with positive impact, followed by the positive impact of the 
costs for control. The influence of the increase in the costs for nonconforming logistics 
services has been assessed as negative. The multiple criteria used by the logistics opera-
tors for calculation of the services are related to the satisfaction with their expected 
quality and are hard to quantify. The studies performed so far show that investing in 
the design of services has a significantly more positive impact on the expected quality 
than investment in a higher level of control on the performance of those services  
(the prevention costs and the costs for control are equally increased by 50 units).

Observations Prevention 
costs

Evaluation and 
control costs

Cost of 
nonconformities

Response 1 Response 2

Obs1 450 200 100 75.000 76.000

Obs2 450 200 50 80.000 82.000

Obs3 450 250 100 78.000 80.000

Obs4 450 250 50 84.000 85.000

Obs5 500 200 100 85.000 84.000

Obs6 500 200 50 98.000 97.000

Obs7 500 250 100 88.000 96.000

Obs8 500 250 50 99.000 99.000

Table 3. 
Experimental design (response 1 and 2).
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Taguchi’s approach thus requires seeking an appropriate solution for reducing the 
variations applied to the expected quality of the logistics operations and provides an 
opportunity to find results for lower deviation from the target function. The model 
these decisions can be based on, so that the variations in the logistics services are 
lower than expected, is presented in Table 4.

The studied factors are statistically significant (at 0.05), which allows an optimum 
ratio to be set between the studied costs so that the deviation from the target function 

Source Value Standard 
error

t Pr > |t| Lower bound 
(95%)

Upper bound 
(95%)

Intercept 39.184 0.136 287.649 <0.0001 38.805 39.562

Prevention costs-450 −1.317 0.136 −9.666 0.001 −1.695 −0.939

Prevention costs-500 0.000 0.000

Evaluation and 
control costs-200

−0.402 0.136 −2.952 0.042 −0.780 −0.024

Evaluation and 
control costs-250

0.000 0.000

Cost of 
nonconformities-50

0.775 0.136 5.690 0.005 0.397 1.153

Cost of 
nonconformities-100

0.000 0.000

Table 4. 
Model parameters (standard deviations).

Figure 2. 
Signal-to-noise ratios.
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is as low as possible. Table 4 equally shows the statistical significance of each type of 
costs and their contribution to the achievement of an optimum combination of those 
costs. According to the feedback provided by the questionnaires, the most important 
factor in quality management is cost prevention because the absolute value of this 
factor is the highest. It can be stated that the prevention costs and the costs for control 
on the processes in the specific case that was studied were increased by the same 
number of units; however, the prevention costs demonstrated a much higher effect on 
the target function.

These results are confirmed by the main effects graphs in Figure 3.
Logistics organizations should invest in operations for the prevention of noncon-

formities in order to decrease the variability in the target function, even if the causes 
of the variations are not eliminated.

It has been practically demonstrated that the costs for eliminating the variation 
in the target function are very high. A more feasible and practical solution is to just 
change the structure of the costs or to control the factors that are more significant and 
have a greater impact on the target function. This can be achieved without increasing 
the total expenses or with a minimum increase resulting just from the redistribu-
tion of costs in the proper direction. Furthermore, the overheads that do not have a 
positive impact on the variations in the target function could be decreased and thus 
invested properly, in areas where their impact could be more favorable. This is what 
the application of Taguchi’s method on the structure of quality management costs in 
logistics allows the user to do – to calculate the contribution of the three cost groups in 
order to achieve an optimum effect in the target function.

Figure 3. 
LS means (means prevention costs, control costs, cost of nonconformities).
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4. Conclusion

During the study, the change in the structure of quality management costs was 
analyzed based on the significant factors for achieving customer satisfaction defined 
by the experts. Data from the expenses incurred by the logistics company operating 
in the food sector were analyzed, which were divided into three groups of costs and 
described in the methodology. The road to improvement was found to be associated 
with the following:

• cost reduction for nonconforming services after delivery,

• keeping a relatively stable level of the expenditures for control and,

• to distribute the highest share of expenses for prevention by investing in the 
improvement of the processes for designing conforming logistics services.

Based on the analyses, it was concluded that even a change in the cost structure 
could contribute to a higher level of customer satisfaction with the studied logistics 
services in the food sector. Reducing the variation around the target function could 
not only contribute to higher customer satisfaction; moreover, it could reduce the 
overheads for nonconformities after delivery which are caused in particular by such 
a variation. Indeed, higher customer satisfaction could be achieved, if there is less 
variation with respect to the service wanted by the customer and delivered on time.
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Chapter 7

Managing Foodservice Quality in 
the Foodservice Industry
Lindiwe Julia Ncube

Abstract

Quality has become a value that enables businesses to survive and continue existing. 
Henceforth, food industries need to entrench quality into their business performance. 
Foodservice quality is characterized as a service that bears on its ability to satisfy stated 
or implied needs and service free of defects. Foodservice businesses are an integral 
part of social life, both biologically and socially, biologically as satisfying the nutri-
tion requirements of the society and socially in terms of addressing socialization and 
esthetics-pleasure values. Therefore, by adopting quality approaches, food industry 
businesses may encourage customers’ preferences for those businesses that diligently 
offer these services. Managing food service quality is a complex and challenging task 
requiring commitment, discipline, and emergent effort from everyone involved in food 
production processes. The task also requires the necessary management and admin-
istration techniques to continuously improve all processes (including quality control 
from raw material to finished product). Food industries need to be organizationally 
structured, establish policies and quality programs, measure customer satisfaction, use 
more quality tools and methodologies, embrace knowledge, apply techniques, and food 
safety programs to manage food quality. This chapter aims to describe the ISO 22000 
system—widely used for quality management in the food industry.

Keywords: foodservice, food industry, quality management, customer satisfaction, 
food production

1. Introduction

Unsafe food is a risk for all, and consumers can become seriously ill; hence the 
food industry may face serious legal consequences. These constant problems call for 
additional strategies for decreasing and eradicating the risks. As food safety is a joint 
responsibility for all participating parties, communication and raising awareness of 
potential hazards through the entire food chain is crucial [1]. Recent research suggests 
that most microbial food contamination in the food market happens in developing 
countries than in developed countries. Indeed, most chemical food contamination 
and food adulteration occur in developing countries. Additionally, the misuse of 
food additives was a common problem in developing countries; and in developed and 
developing countries, mislabeling was a problem. Furthermore, the selling of out-
dated foods occurred in developing countries than in developed [2].
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Food products are produced from farms or from food originating from farms. 
For example, food items such as bread, milk, meat, fruit, vegetables, and sugar 
originate from agriculture. Farmers grow, harvest, store, and transport food and 
food products raw materials to markets or processing plants, and transform them 
into various food items and products [3]. However, since the original standard was 
published over a decade ago, there have been substantial changes in how food is 
grown, transported, manufactured, and consumed. A study by [4] on food safety 
management systems (FSMS) performance in African food processing companies 
reported high microbiological and chemical contamination levels in most African 
food products, which exceeded the acceptable (legal) limits. In developed countries, 
innumerable deficiencies that affect the performance of FSMS in Africa were found 
at government, sectoral, retail, and organizational levels. For example, most com-
panies (except for the exporting and large companies) hardly implemented HACCP 
and ISO 22000:2005.

The authors further recommended the use of measures such as the construction of 
risk-based legislative frameworks, strengthening of food safety authorities, and using 
ISO 22000:2005 for food safety management in the food industry. Indeed, consumers’ 
food safety training was projected to be implemented by the government. The food 
sector had to develop sector-specific guidelines and third-party certification, while 
the food retailers had to develop stringent certification standards and impose product 
specifications. Food companies had to improve hygiene, apply strict raw material 
control mechanisms and production process efficacy, enhance monitoring systems 
assurance activities, and develop supportive administrative structures. Globally, it 
has been an accepted norm that food safety management systems be based on Hazard 
Analysis Critical Control Point (HACCP) principles, which is an internationally 
accepted FSMS. However, the implementation of HACCP in South Africa has been 
driven by the requirements of international trade—where foods are exported to 
developed countries such as Europe and the United States of America. A regulation 
requiring HACCP implementation was publicized in South Africa in the year 2003. 
However, the foodservice industries are not compelled to comply. According to [5], 
there is currently no force that pressurize the foodservice industry to implement 
formal food safety management systems in South Africa. Hence, the growing need 
for international traveling and hosting of international sports events dissected this 
industry.

Urbanization, consumer changes in eating habits, and travel have increased the 
number of people buying and eating food prepared in public places. As a result, 
globalization has triggered growing consumer demand for a wider variety of foods, 
resulting in an increasingly multifaceted and longer global food chain [6]. Food 
safety is becoming more critical with the demand for food to meet the rapidly 
growing world population. The food-to-table progression put a significant focus 
on food contamination prevention and maintaining good food quality standards. 
Each food supply chain is highly regulated by government agencies such as the 
FDA and the newly implemented Food Safety Modernization Act. The population 
growth results in increased agriculture and animal production to meet the increas-
ing demand for food, subsequently creating opportunities and challenges for food 
safety. Food safety ensures that products delivered to consumers do not negatively 
impact their health [1]. Hence, failing to comply with the food safety regulations 
may result in foodborne diseases. Climate change is also influencing food safety. 
These challenges put greater responsibility on food producers and handlers to 
ensure food safety.



139

Managing Foodservice Quality in the Foodservice Industry
DOI: http://dx.doi.org/10.5772/intechopen.104800

2. The food supply chain and food contamination

Globally, about 600 million people fall ill after eating contaminated food, and 420,000 
die every year, resulting in the loss of 33 million healthy life years (DALYs). Safe food 
supplies support national economies, trade, and tourism, contribute to food and nutrition 
security, and underpin sustainable development [7]. The Centre for Disease Control, CDC, 
estimates that roughly 48 million people get sick, 128,000 are hospitalized, and 3000 die 
from foodborne diseases each year [8]. Due to the speed and product distribution range, 
local incidents can quickly develop into international emergencies. Severe foodborne 
illness outbreaks have occurred in every continent in the past decade, often augmented 
by globalized trade. For example, the contamination of ready-to-eat meat with listeria 
monocytogenes in South Africa in 2017/18, brought about 1060 cases of listeriosis and 216 
deaths. At the same time, contaminated products were exported to 15 other countries in 
Africa, requiring an international response to implement risk management measures [9].

Food can become contaminated at any stage of the food chain including the pro-
duction and distribution stages, and the primary responsibility to prevent food con-
tamination lies with the food producers. The authors [10] reported that foods that are 
not prepared properly, or foods mishandled at home, in foodservice establishments, 
or at markets contribute to the majority of foodborne disease incidents. In addition to 
this, most consumers and food handlers may lack knowledge and understanding of 
the practice of basic hygiene measures when buying, selling, and preparing food items 
hence, their health and that of the wider community may be at risk of foodborne 
illnesses. Tracking food through all the supply chain stages has become more complex 
and difficult as consumers are distant from the farm. Therefore, farmers must ensure 
food safety when growing and processing food, and during food preservation and 
transportation. Due to the fact that food items travel long distances, food products 
are exposed to a greater possibility of contamination or spoilage [11]. Figure 1 below 
shows the flow of food and services that begin at the input and farm production sec-
tor and extend along the food supply chain until they reach the consumer.

2.1 The ISO 22000:2018 food safety management system

The ISO Food Safety Management System is malleable and can be utilized by all 
organizations involved in the food chain. Resulting from the usage, the food industry 

Figure 1. 
The food supply chain.



Quality Control - An Anthology of Cases

140

organizations may share common food safety language, thus reducing the risk of 
critical errors and maximizing the use of resources. Enterprises such as growers, 
transporters, packagers, processors, retailers, public and private catering companies, 
public and private food production and services units, bottlers, and restaurants can 
implement this standard [12].

The ISO 22000 was first published in 2005 to overcome the food crisis and facilitate 
harmonizing international food safety rules and regulations. The food industry has 
received the standard well, however the new food safety risks impelled for an updated 
version. Therefore, the latest edition was published on 19th June 2018 and upholds 
a concrete association with the Codex Alimentarius standards. The standard also 
addresses evolving food safety challenges and supports the organizational strategic 
direction with its Food Safety Management objectives.

The ISO 22000: 2018 is an internationally recognized food safety manage-
ment system that can be used in any organization in the food chain. The latest ISO 
22000:2018 is the newest food safety management standard bringing a common 
framework to all management systems. The ISO 22000:2018’s framework can assist 
in aligning the different food safety management system standards, helps to keep 
uniformity, offer corresponding sub-clauses against the top-level structure and 
apply communal language through all standards. Also, the new standard in place, 
makes it easier for organizations to incorporate their food safety management 
system into the fundamental business processes and attract more participation from 
senior management [13]. The ISO 22000:2018 is more focused on top management 
to demonstrate leadership and commitment to the FSMS and food safety policies. 
Additionally, top management needs to ensure the consignment, communication, 
and understanding of all the responsibilities, across the organization. Also, top 
management has a responsibility to ensure that the adequate food safety importance 
is communicated and understood by all parties and that the FSMS achieves its 
intended outcomes.

2.1.1 Key changes of the ISO 22000 standard

The following critical changes of the IS0 22000 standard were identified by [14].

1. Organizational context: clause four (4)

This clause intends to provide a high-level, strategic understanding of the essential 
issues that can positively or negatively affect organizational food safety management. 
It countenances the organization to identify and understand factors and parties that 
affect the intended outcome(s) of the FSMS. It addresses the concept of preventive 
action, where organizations need to determine external and internal issues, problems, 
and risks relevant to their purpose. The issues should also include conditions that 
affect the organization, such as those highlighted in the general guidance on “issues” 
in Clause 5.3 of ISO 31000:2009.

The organization needs to identify the interested parties relevant to the FSMS. 
For example, these groups could include customers, consumers, suppliers, and 
non-government organizations. Determining their relevant needs and expectations 
is currently part of establishing the context for a FSMS. After the context has been 
established, the FSMS scope must be determined with various additional factors.

Finally, Clause 4 requirement is to establish, implement, maintain and continually 
improve the FSMS. This clause requires adopting a process approach. Although each 
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organization may be different, documented information such as process diagrams or 
written procedures can be used to support this.

2. Clause eight (8): operation

With the exception of the HACCP Step one (Assemble HACCP team), Step 12 
(Establishing documentation and record-keeping), which are addressed outside 
clause 8 (in clauses 5.3 and 7.5, respectively), Clause eight of ISO 22000: 2018 is more 
focused on the HACCP principles and steps. Internal audit—a verification procedure 
(Step 11), is covered in clause 9.2.

Clause 8.1—Operational planning and control
In clause 8.1, an organization’s responsibility regarding processes required to meet 

requirements (plan, implement, control, maintain, and update) is highlighted in 
more detail. Examples of establishing criteria, implementing processes control, and 
demonstrating that processes have been carried out as planned are also provided, and 
a necessity to implement risk and opportunities assessment actions is introduced.

Clause 8.2—Prerequisite programs
For the effective implementation of any food safety system, prerequisite pro-

grams are crucial. The following differences were observed between the ISO 22000: 
2018 and the ISO 2005 versions: (1) The word establish was replaced with the word 
“update” in the statement “establish, implement, maintain and update PRP(s)”; (2) 
Since the ISO/TS 22002 series prerequisites are not compulsory, the standard includes 
the terms “shall” which indicates a mandatory requirement and “should” which 
indicates a recommendation. This change denotes that the only prerequisites orga-
nizations must implement (mandatory) are presented in the standard (clause 8.2.4). 
(3). Hence, the prerequisites list in the ISO 22000:2018 is similar to those specified 
in the ISO 2005 version. The significant differences are the additional terms such 
as product information/consumer awareness and supplier approval (although it is 
apparent that most organizations may have some related procedure in place to address 
the purchased materials management presented in the ISO 2005 version).

Clause 8.3—Traceability system
The ISO 22000:2018 standard presents a list of topics to be considered when orga-

nizations establish a traceability system. For example, the reworking of materials/
products and the connection between received materials, ingredients, and intermedi-
ate products to the end products were not mentioned in the IS0 2005 version. The 
mandatory verification and testing of the traceability system’s effectiveness exist in 
the ISO 22000:2018 version. Although this was not detailed in the ISO 2005 version, 
the guide for its application (ISO 22004:2014) encompassed making tests.

However, reference to quantities reconciliation (end products vs. ingredients) is a 
new requirement presented in the ISO 22000: 2018.

Clause 8.4—Emergency preparedness and response
Compared with clause 5.7 of ISO 22000:2005, the term “accident” was substituted 

with “incident.” Clause 8.4 of ISO 22000: 2018 is more extensive than the one in the 
2005 version. In the standard, it is currently compulsory to lessen the food safety 
emergencies, review, and update documentation. Additional examples of emergencies 
such as some new examples of emergencies were workplace accidents, public health 
emergencies, and interruptions of services like water, electricity, and refrigeration 
supply were added.

Clause 8.5.1, covers the preliminary steps to enable hazard analysis. In this clause, 
identifying raw materials, ingredients, product contact materials, end products (and 
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their intended use), preparing flow diagrams, and describing processes are consid-
ered as the first step of hazard control.

Also, the information to be collected to conduct hazard analysis is more detailed in 
the IS022000:2018. It is well explained that, at a minimum, the information collected 
by the food safety team should include statutory, regulatory, and customer require-
ments, food safety hazards, and products processes and equipment. A new point 
requiring organizations to declare the source (e.g., animal, mineral, or vegetable) 
of their raw materials, ingredients, and product contact materials were also added. 
Therefore, the new word “place of origin (provenance)” replaced the wording 
“origin,” which demands organizations to identify their product origin.

The IS0 22,000:2018 also specifies that the organization must include the intro-
duction of processing aids, packaging materials, and utilities in the flow diagram. 
When describing hazards analysis, The IS0 22,000:2018 stipulates that the food safety 
team address the following expanded issues:

Clause 8.5.2—Hazard analysis
The implicit understanding is that the food safety team must conduct a hazard 

analysis based on the preliminary information covered in the ISO 22000:2005. 
However, it is explicitly stated at the beginning of the ISO 22000:2018 to highlight its 
importance.

Changes were also observed in the type of information used to identify food safety 
hazards. The ISO 2018 food safety standard requires organizations to use internal 
information such as epidemiological, scientific, and historical data, statutory, regula-
tory, and customer requirements to identify food safety hazards. Therefore, instead of 
only focusing on the steps preceding and following the specified operation, organiza-
tions must consider all steps in the flow diagram, including the people involved.

In conducting a hazard assessment, organizations must determine the likelihood 
of occurrence prior to applying control measures and evaluate the severity concern-
ing the intended use.

After identifying the hazards, determining acceptable levels, and hazard assess-
ment, the step that follows is to select and categorize control measures. The following 
aspects to consider when selecting and categorizing control measures are available 
in the ISO. However, most of them are similar to the ISO 2005 version. Notably, 
three issues are more critical: (1) assessing the practicability of creating assessable 
critical limits and measurable/observable action criteria. This is similar to what was 
also previously stated in the ISO 22004:2014: (2) To assess the viability of applying 
well-timed improvements in case of failure (3) and using the external requirements to 
select control measures.

Clause 8.5.4—Hazard control plan (HACCP/OPRP plan)
In the ISO 22000:2018 standard, information that was previously separated into 

two clauses: Establishing the operational prerequisite programs and Establishing the 
HACCP plan is combined. This assists in recognizing that the Hazard Control Plan 
must include a critical limit(s) at CCP and action criteria for Operational Prerequisite 
Programs (OPRP).

This standard presents the need to document the monitoring methods used in 
monitoring systems. The standard also augments the probability of utilizing compa-
rable methods for calibration to verify reliable measurements or observations for OPRPs.

Clause 8.6—Updating information specifying the PRPs and the hazard control 
plan

The clause in the ISO 22000:2018 standard remains similar to clause 7.7 in the 
2005 version. Above and beyond using a hazard control plan to substitute what was 
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previously considered operational PRP(s) and HACCP plan, it announces that after 
establishing the hazard control plan, organizations need to update raw materials, 
ingredients, and product-contact materials characteristics.

Clause 8.7—Control of monitoring and measuring
The ISO 22000:2018 standard’s clause 8.7 was adjusted to make it more explicit.

it has been declared that for monitoring and measuring PRP’s hazard control plan, 
organizations must provide evidence that specified monitoring and measuring 
methods and equipment are adequate to ensure the monitoring and measuring 
procedures. The clause is more demanding for monitoring and measuring software 
as it requires organizations to validate its adequacy prior to use and when it is 
changed/updated.

Clause 8.8—PRPs and the hazard control plan verification
There are three differences identified in this clause: (1) The list of the constituents 

of the verification activities in ISO 22000:2018 corresponds to clause 7.8 of the ISO 
2005 except that implementation, and the PRP’s effectiveness (s) must be confirmed. 
Hence, the rewording of operational OPRP(s) and HACCP plan to hazard control 
plan is also to be noted. (2) It is mandatory in the ISO 22000:2018 standard that 
organizations must warrant the objectivity of the person who does the verification 
activities (3) Every time nonconformity is found in testing final manufactured goods 
or natural process samples, the ISO 2018 version postulates the necessity to take cor-
rective actions.

Clause 8.9—Product control and process nonconformities
It is well explained in the clause that organizations must ensure that process 

nonconformities are addressed. Clause 8.9.2.4. of this standard clearly explains the 
information reserved to describe corrections made.

In the ISO 2005, the clause indicated that only designated persons (with compe-
tence and authority) might evaluate nonconformities and initiate corrections and 
corrective actions, which was dispersed throughout the clause. However, in the ISO 
22000:2018 version, the clause is placed at the beginning of the title. Organizations 
must also review nonconformities identified by consumers or in regulatory inspection 
reports. In contrast, only customer complaints were given as examples in the 2005 
version.

Clause 8.9.4.3—dispositions of non-conforming products, it is required that any 
product that fails to remain within critical limits at CCPs not be released.

Clause 9—Performance evaluation
Clause 9 covers the evaluation of how the system performs. The clause covers the 

monitoring, measurement, and analysis; including valuation—a new item, which 
forces organizations to indicate what and when monitoring and measurement should 
take place, and how, when, and by whom will the results be analyzed and evaluated. 
Also, when conducting internal audits, and after introducing the audits program 
(which must be used to verify the FSMS against the food safety objectives and 
policy), the clause expects organizations to recognize the importance of integrating 
the changes in the FSMS and the results of monitoring and measurement. The clause 
also highlights the importance of reporting the audit results to the food safety team 
and pertinent management. Items such as nonconformities and corrective actions, 
the performance of external providers, adequacy of resources, and opportunities for 
continual improvement were added to the management review section of clause nine. 
The internal and external issues are covered as inputs for addressing any applicable 
change essential for the FSMS mainly, changes including decisions and actions related 
to output continual improvement opportunities.
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Clause 10—Continuous improvement
The is a new sub-clause that was added to clause ten of ISO 22000:2018 which 

gives clear guidance on addressing nonconformity and corrective action. The sub-
clause is similar to the one in ISO 2005 standard however, the need for an organiza-
tion to continuously improve the effectiveness of the FSMS and its suitability and 
adequacy was added in the 2018 version. No relevant changes were found in the last 
clause of the system (updating the FSMS).

The standard considers these changes essential to help organizations reduce food 
safety hazards and beneficial in alignment with the organization’s strategic direction 
for the food safety management system.

For effective implementation, ISO 22000:2018 is developed on a high-level 
structure and enables an organization to use a process approach (PDCA) cycle along 
with risk-based thinking. This high-level structure is beneficial in the integration of 
other management standards. This standard enables an organization to control food 
safety hazards along the food chain. This “Norm” also applies to all types and sizes of 
organizations in the food industry.

2.2 Process approach and risk-based thinking

In addition to making ISO 22000 and the resulting FSMS easier to integrate with 
other ISO management systems, the IS0 22000:2018 introduces the Plan-Do-Check-
Act (PDCA) cycle and risk-based thinking. ISO 22000 can help organizations reduce 
risk exposure and improve safety by combining organizational and operational risk 
management into one management system. For example, combining PDCA and risk-
based thinking to manage business risk with HACCP to identify, prevent and control 
food safety hazards. Organizationally, this approach provides the opportunity to 
consider all the different things (both good and bad) that might impact the company 
[15]. The approach allows for prioritization of the FSMS objectives that it is imple-
mented to accommodate the effects of these risks. On the operational side, risk-based 
thinking and implementation are based on HACCP principles associated with food 
safety management. Figure 2 below shows how they can be seen in the diagram below.

The PDCA Cycle in the food industry.
The PDCA cycle is comprised of the Plan, Do, Check and Act concepts [16], and the 

cycle is suggested for beginning a new improvement project, implementing changes, 
continuous process improvements, and planning data collection and analysis (ASQ ) 
[17]. There are four main stages for the PDCA cycle: Plan, Do, Check and Act [18]:

The “Plan Stage”: The problem is identified during the planning stage, and data 
on the intended root causes are collected. Lastly, the intended outcomes are selected, 
as well as developing a plan to meet the outcomes. The planning stage is performed to 
assist in evaluating and forecasting problems that might occur during the execution 
stage and provide alternative modification strategies to prevent possible problems.

The Implementation stage: In this stage, the solution to the problem is developed 
and implemented, and the results are measured.

The “Check Stage”: During this stage, the status and effectiveness of the plan are 
implemented. For example, checking whether the intended outcome was met and the 
reasons for not meeting the intended outcome if the outcome was not met.

Act Stage: This is the final stage of the PDCA cycle process and the first stage for 
the next cycle. In this stage, solutions are reviewed against standards, and actions 
are taken; information and results about the process and recommended changes are 
documented.
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2.3 Uses of the PDCA cycle in the food industry

The PDCA cycle is a managerial decision-making strategy that guarantees that 
process, product, or service goals are accomplished [19]. The plan involves establish-
ing goals and procedures to achieve the set goals. All employees are expected to meet 
performance standards and behave appropriately hence, contributing to the effective 
achievement of the goals set by the organizational management.

2.3.1 Corrective actions

Corrective action is a practice whereby management communicates with organi-
zational employees to improve their behavior after other methods such as coaching 
and performance appraisal failed. Corrective action is also considered an aspect 
of quality management that aims to remedy a task, process, product/service, or a 
person’s behavior when any deviation from an intended plan is identified. Once the 
deliverables deviate from the required output, corrective actions can be applied to 
the entire project whether tangible or service. For example, in Human resources for 
higher education institutions, corrective action also applies to individual employees 
and functions to communicate aspects of attendance, unacceptable behavior, or 
performance that require improvement.

For corrective actions, [20] suggest not using the PDCA cycle as a whole how-
ever, it must be broken down into the following seven food safety management 
system steps for corrective action procedures: Planning Stage -Step one and two: 
Understanding the system requirements and planning the process.

In the course of the planning stage, the managers must understand the FSMS, the 
nature of the deviations, and a root cause analysis must be conducted to determine 
the cause of the problem. The risk and consequences of the deviations must be 
frequently evaluated.

Do Stage-Steps 3, 4, and 5: Develop and Document, Conduct Training, and 
Implementation.

Figure 2. 
The food safety PDCA cycle.
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After the root cause analysis of the problem is determined, planning to correct the 
deviations can be performed. When developing corrective action, [21] is recommend-
ing the following actions by organizations:

• Determining the actual cause for the deviations.

• Developing action plans to ensure the effectiveness of corrective actions and 
preventative actions.

• Determining the need for training and ways to ensure and evaluate the effective-
ness of the training.

• Determine whether there is a need to update the procedures.

Corrective actions may be implemented as soon as the right ones have been 
determined, procedures updated, and training performed. Implementation of the 
corrective actions could take account of retesting the food products, confirming and 
observing procedures, and revising food safety records to make certain employees 
follow the procedures.

Check Stage-Step 6: Test/check the system.
After a few cycles of corrective actions implementation, ensuring that the correc-

tive actions become a permanent solution is essential. The check stage can be done by 
gathering employee feedback, employee interviews, reviewing the documentation, 
and monitoring employee activities.

Act Stage-Step 7: Adjust and improve.
In the last stage, the effectiveness of the corrective actions and preventative 

actions are reviewed, and the efficiency and effectiveness of the corrective actions 
are determined. Based on data obtained from the users, the corrective actions may be 
improved.

2.3.2 Internal audit

Internal audit is a fundamental process in any food safety management system 
because it helps evaluate its functioning as intended. It enables checking for the 
process systems and validates processes against their intended result—furthermore, 
internal audit assists in preparation for third-party audits [22]. This section will 
review the internal audit process from the PDCA cycle perspective.

The Internal Audit comes into play during the “Check” stage and allows checking 
of the process put in place during the “Plan” and “Do” Stages. During internal audits 
data is collected using document reviews, observations, and employee interviews, 
and used as evidence of the effectiveness of the implementation of the FSMS hence, 
the process allows for a full systemic review of the FSMS.

The envisioned internal audit purpose is to assure that one finds and resolves 
the deviations or gaps in the food safety management system before the third-
party audit identifies them. The deviations found during the internal audits 
are documented and further reviewed for immediate corrections and follow 
the Corrective Actions and Preventative Action procedures. The Internal Audit 
and Corrective Actions procedures are inter-connected. That is the “Act” stage, 
where information gathered can be used to improve the organization’s food safety 
management system [23].
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2.4 Advantages and disadvantages of PDCA cycle

The PDCA cycle has its advantages and disadvantages. One of its advantages is that 
it is intended to be repeatable and reused as necessary, thus permitting continuous 
improvements. It allows for mistake documentation, assessment, and rectifications 
that can be frequent as needed. Any changes can be tested on a small scale before 
being implemented on a large scale [24].

According to [25], one of the disadvantages to the PDCA Cycles is that including 
the actual work only comes in the action plan; it can take very long and even get stuck 
at the “Plan” stages while being analyzed and not proceeding to the next step.

3. Conclusions

The literature discussed above evidence indicates the importance of implementing 
a food safety management system. Developing and implementing a food safety man-
agement system can assist any type of food production and manufacturing organiza-
tion to ensure that they provide services or safe food products to their customers. As 
such, it is apparent that each organization can develop a FSMS relevant and suitable 
to address the needs of the interested parties. For effective implementation of the 
FSMS, ISO 22000:2018 was developed on a high-level structure where organizations 
use a process approach (PDCA) cycle along with risk-based thinking. The high-level 
structure assists organizations in integrating the FSMS with other management 
standards. The ISO 22000:2018 standard applies to all types and sizes of organizations 
in the food industry and supports organizations to control food safety hazards along 
the food chain. This standard also applies. Therefore, it is critical for food safety and 
quality management in the food industry.

© 2022 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 
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Chapter 8

Updates on Software Usability
Ahmed Mateen Buttar and Muhammad Majid

Abstract

Network security ensures that essential and accessible network assets are protected 
from viruses, key loggers, hackers, and unauthorized gain. Interruption detection 
system (IDS) is one of the most widespread significant network tools for network 
security management. However, it has been shown that the current IDS is challenging 
for network professionals to use. The interface, which assists users in evaluating the 
software usability, is a crucial aspect that influences the effectiveness of IDS, while 
security software such as IDS is effective. Usability testing is essential for supporting 
users in successful interaction and IDS utilization because the user finds it difficult to 
assess and use the output quality. Usability engineers are responsible for the majority 
of usability evaluations. Small and large business software engineers must master 
multiple usability paradigms. This is more difficult than teaching usability engineers 
how to write software. The Cognitive Analysis of Software Interface (CASI) tech-
nology was created as a solution for software engineers. Furthermore, this system 
aids software engineers in evaluating IDS based on user perception and evaluation 
perspectives. This study also discusses a large body of research on software interfaces 
and assessment procedures to evaluate novel heuristics for IDS. Finally, additional 
interface challenges and new ways for evaluating programmed usability are discussed. 
Topic Subject Areas: Intrusion Detection System (IDS) Usability.

Keywords: IDS, usable security, heuristics evaluation, cognitive analysis, SDLC

1. Introduction

The Internet has evolved recently, and users have been confronted with network 
security issues. Many firms are concerned about protecting their valuable and private 
data from dangers inside and outside society. Human and organizational variables, 
according to research, have an impact on network security. Security is a challenge 
for network practitioners. As a result, they employ specific tools, such as intrusion 
detection systems, firewalls, antivirus software, and Nmap, among others, to reduce 
or completely eradicate incursion. Interruption detection system (IDS) is critical in 
detecting malevolent behavior quickly and supporting real-time attack response. 
But many intrusion detection systems are challenging to use, and users cannot take 
advantage of all of their functions. These issues must be to boost IDS efficiency. One 
option is to create an effective solution that may assist network administrators in con-
trolling security. Usability is a critical factor that has a significant impact on security 
management. Software developers acknowledge that the software interface is critical 
to its success. In terms of software usability, this success can be measured. Usability 
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discusses the quality of a user’s know-how when interacting with products or systems, 
including websites, software, devices, or applications. Usability is an essential term in 
the human-computer interaction (HCI) discipline. One option to overcome the issues 
of IDS is to create a user-friendly interface to assist network experts in effectively 
managing security.

2. Usability

The way businesses and people interact has altered due to Twitter, which was  
created in 2006. Therefore, usability is a crucial aspect of software quality. It is 
described by ISO 9241 as the degree to which confident clients can use a product to 
succeed in preset goals with sufficiency, competency, and fulfillment in an exact set 
of users. The capacity of the product item is to be perceived, learned, and enjoyed by 
the client when used in endorsed settings [1]. Definitions emphasize convenience as 
a key component of programming that enables users to do tasks quickly and without 
any issues. Nielson lists the five characteristics of learnability, memorability, and 
adaptability essential to usability.

According to the client’s point of view, ease of use ensures that the result produced 
is easy to measure, use, and recollect. The objective of effectiveness, adequacy, 
security, utility, learnability, and memorability is reached. HCI’s center has grown, 
and the errand-focused convenience worldview has expanded to include a refined and 
epicurean client experience UX worldview.

Various methodologies assess the convenience of programming in ease of use. 
There are two convenience testing techniques: ease-of-use assessment and ease-of-use 
testing strategies. Convenience issues are perceived by ease-of-use professionals in 
convenience assessment. However, ease-of-use issues are found in clients’ perceptions 
of how they utilize the framework and connect with the product interface in ease-of-
use testing strategies.

3. Heuristic evaluation

Users believe that testing applications are an essential step in making them better. 
Heuristic evaluation is a well-known low-cost approach to usability testing. According 
to some authors [2], heuristics and recommendations can be used interchangeably. 
Up to 60% of the usability flaws were identified [2]. However, a collection of heuris-
tics has never been designed expressly for evaluating security-related applications. 
The project’s objective at this stage is to create criteria for assessing usability for this 
particular problem space. These strategies are used to evaluate the quality of existing 
products and to discover demands that products can meet. For the heuristic evalu-
ation, users selected snort as a candidate application. Snort is a simple yet popular 
intrusion detection system. It can track and record IP traffic. Because it is a command 
line-based tool, users decided to use a web-based application. Silicon defense has 
created a user-interface front end.

Usability testing can be done in various ways, including cognitive walkthroughs, 
formal usability inspections, heuristic evaluations, and pluralistic walkthroughs. 
Heuristic evaluation was used to assess the usefulness of IDS additionally, and heu-
ristics are specifically developed for IDS. Heuristic evaluation entails a small group 
of convenience specialists looking through the framework and comparing it with 
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usage standards. Customers can assess the ease of use of IDS and identify and address 
usability matters more successfully by employing new heuristics.

However, given that assessment can be expensive in terms of time, money, and 
human exertion, semi-mechanized or fully robotic evaluation is a viable option to 
improve current assessment approaches. Additionally, research reveals [2] the signifi-
cance of a particular framework in facilitating convenience assessment.

Regarding programming projects, utilizing a computerized or self-loader audit 
framework is basic to guarantee the venture’s adequacy, mainly when the cutoff time 
is tight. To guarantee project achievement, one choice is to develop further manual 
evaluation utilizing robotization or semi-mechanization. This will help assessors 
follow guide cycles and catch more mistakes significantly quicker. Finally, the assess-
ment’s discoveries are summed up and introduced to the planning group, alongside 
ideas for development.

4. Intrusion detection system

IDS is continuously monitoring and evaluating events within a computer system 
or organization for precursors to upcoming events, such as infringement or dangers 
of violation of PC security guidelines, acceptable use approaches, or usual security 
rehearses. The interruption detection system (IDS) is an organization-specific 
security arrangement that screens the organization for unapproved access. In IDS, 
users deal with two essential issues: The first is related to best-in-class, and the second 
is related to the state of training; the strategies or calculation used to recognize the 
assault, and the human point of interaction that permits security overseers or organi-
zation specialists to identify and answer the assault rapidly. Different techniques and 
calculations are being created to expand IDS’s capacity to distinguish unapproved net-
work access as depicted [3] in Figure 1. On the other hand, when the UI is not good, 
functional programming frequently fails.

Traditionally, IDS users have been network officers; however, the benefits of 
employing IDS have turned out to be so well-known that users today range from PC 
users who need to monitor network traffic passing through their business. There are 
three different types of clients: network administrators, security-trained profession-
als, and software engineers. An organization developer’s skill is the ability to design 
networks with traffic in mind. While LAN professionals manage and support an 
organization’s LAN, security professionals have a comprehensive understanding of 

Figure 1. 
IDS architectural data flow diagram.
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technology, including anti-infection, strong validation, interruption discovery, and 
biometrics. While interruption discovery frameworks watch out for networks for 
possible antagonistic exercises, they are inclined to deception. Thus, when ventures 
first carry out IDS items, they should twist them. It involves properly arranging inter-
ruption documentation frameworks to recognize genuine organization traffic and 
noxious exercises.

The interruption counteraction frameworks screen network parcels entering the 
frameworks to search for pernicious action and immediately give cautioning signals.

4.1 Intrusion detection system classification

4.1.1 NIDs (network intrusion detection system)

NIDs are implemented at a prearranged point in the organization to examine traf-
fic from all associated devices. It inspects completely subnetwork correspondence and 
looks at it as an information base of perceived dangers. An alert can be given to the 
chairman at whatever point an attack has been identified or bizarre conduct has been 
found. To determine whether someone is attempting to breach the firewall, NIDs are 
introduced on the subnet where firewalls are installed.

4.1.2 HIDs (host intrusion detection system)

HIDs are network interruption recognition frameworks that suddenly spike 
demand for independent hosts or gadgets. HIDs just screen the gadget’s approaching 
and active bundles, alarming the manager by assuming that dubious or malignant 
action is found. It thinks about the ongoing depiction of the past preview of existing 
framework records. An alarm is given to the director of the insightful framework 
records that have been adjusted or eliminated. HIDs should be visible in real life on 
tactical equipment that is not designed to change its format.

4.1.3 PIDS (protocol-based intrusion detection system)

PIDS is a structure that is frequently seen at the front end of the server, supervis-
ing and deciphering the communication between the client/contraption and the 
server. By consistently examining the HTTPS show stream and enduring the con-
nected HTTP show, it attempts to connect to the web server. This system would need 
to remain in collaboration for HTTPS to be used because HTTPS is not mixed until it 
manifests at the web show layer.

4.1.4 APIDS (application protocol-based intrusion detection system)

A framework that exists inside an assortment of servers is called APIDS. It identi-
fies interruptions by checking and investigating application-explicit convention 
traffic, for instance, the way the SQL convention the work communicates with the 
information base on the web server.

4.1.5 HIDS (hybrid intrusion detection system)

HIDS is made by joining at least two interruption identification advancements. 
First, the hosting specialist or framework data are converged with network data to get 
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an entire viewpoint on the organizational frameworks in the crossover interruption 
identification framework. The crossover interruption discovery framework shown in 
Figure 2 is more powerful [4].

5. Detection method of IDS

5.1 Signature-based method

Signature-put-together IDS recognizes attacks based on specific examples in 
network traffic, that is, the quantity of 1 s or 0 s. It additionally identifies malware 
given the infection’s recently realized hazardous guidance arrangement. Marks are 
models that IDS perceives.

While fresh malware attacks are attempting to be recognized because their model 
signature is dark, signature-based IDS can quickly identify attacks whose model 
signature already exists in the system.

Figure 2. 
Life cycle or system flow diagram.

Figure 3. 
Internal life cycle model.



Quality Control - An Anthology of Cases

156

5.2 Anomaly-based methods

A peculiarity-based IDS was designed to identify the hazards posed by dark 
malware because new malware is being produced at a rapid rate. A dependable 
development model is fostered by computer-based intelligence in characteristic-based 
intrusion detection systems IDS, and anything that enters is diverged from that model 
and stepped suspect if it is not detected. In contrast, because these models may be 
prepared by the applications and equipment plans, Figure 3 represents AI-based IDS 
that has a prominent regular property [5].

6. Software interface cognitive analysis

According to studies [6], the software is currently being developed by businesses 
that can test ease of use completely on their own or with very little assistance from 
humans. This is because many businesses dislike hiring convenience specialists, 
because it examines and evaluates customer discernments, such as what clients think 
of the connection point, how they associate with it, and how they believe it should be. 
CASI is a strategy that helps programmers and IT clients assess user interface without 
needing to enlist convenience specialists. CASI does not just recognize convenience 
shortcomings in a framework’s connection point, yet, in addition, makes suggestions 
to further develop it and make it more intelligent for the client.

The product connection point is essential in deciding the ease of use of program-
ming. Every IDS interface in CASI is evaluated for usability, and flaws are identified. 
To show this test, the proposed IDS heuristics are executed on the IDS connection 
point. Proposed heuristics are installed in CASI and run on each ID connection point 
to recognize and suggest ease-of-use issues. The IDS connection point is picked and 
organized by the client’s prerequisites at the primary level. Those IDSs that are as yet 
being created can be used to work on their helpfulness during the advancement stage. 
The authors believe that users should choose a single IDS point of interaction and 
then execute the suggested heuristics at the following level.

7. IDPS methodologies

IDPs utilize various ways to deal with distinguishing changes in the frameworks 
they screen. Outside assaults or interior staff abuse can cause these changes. Four 
procedures stand apart among the numerous others and are ordinarily utilized. The 
four options are as follows:

• Signature-based,

• Oddity-based,

• State full convention examination-based, and

• Half-and-half-based.

The half-breed strategy, which consolidates various approaches to give prevalent 
location and avoidance capacities, is utilized by most of the current IDPS frameworks. 
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Each methodology follows a similar broad framework; the main variations lie in how 
they analyze data from the observed environment to determine whether an agreement 
violation has happened as explained in Table 1 [7].

7.1 Anomaly-based methodology

The system of irregularity-based procedure analyzes noticed action to a gauge 
profile. The gauge profile is the practical framework’s learned typical way of behav-
ing that is created during the learning time frame when the IDPS learns the climate 
and produces an ordinary profile. This climate can incorporate organizations, clients, 
frameworks, and other things. Fixed or dynamic profiles are accessible. A decent 
profile stays consistent over time, yet a robust profile differs when the practical 
frameworks change. A robust profile adds critical upward to the framework because 
the IDPs continue refreshing it, making it defenseless against avoidance. By spreading 
the assault throughout an extensive period, an aggressor can sidestep the IDPS that 
utilizes a powerful profile.

7.2 Signature-based methodology

Signature-based approach thinks about noticed marks to marks put away on 
record. An information base or a rundown of known assault marks may be remem-
bered for this record. Any signature that matches the marks on a document in the 
checked climate is set apart as a security strategy infringement or an assault. Since it 
does not assess each activity or organization traffic on the observed climate, the mark-
based IDPS has a low upward. It simply looks at the information base or document for 
perceived marks. Unlike irregularity-based approaches, signature-based systems are 
simple to apply since they do not require studying the climate. This technique looks, 
investigates, and analyzes the items in caught network bundles for known danger 
marks. It likewise thinks about conduct marks to those that are allowed. The frame-
works’ known hazards payload is also broken down using a mark-based approach. 
Signature-based systems are very effective against known attacks and infringe-
ments, but they cannot identify fresh attacks unless new marks are introduced. 

Solar winds security Top features Common features

Kismet Risk assessment report trend Export to the PDF

Zeek Various plugins available Monitor SNMP Traffic

Open DLP Customizable policy scripts Agents

Sagan Identifies at rest data across thousands of 
system

Snort-like design

Suricata Compatible with rule management 
software

Detects complex threats

Security Onion Supported standard output and input 
formats

Traffic pattern insight

Security Level NIDS/HIDS Hybrid Automated asset discovery

Table 1. 
Best intrusion detection software tools and features.
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Signature-based IDPSs are not difficult to overcome because they depend on existing 
assaults and require the utilization of new marks before they can identify new ones. 
Attackers can easily lose signature-based identification frameworks if they modify 
known attacks and target frameworks that have not been updated with new marks 
that identify the alteration. Signature-based procedures demand significant resources 
to maintain awareness of the potentially endless number of changes to known risks. 
Systems based on signatures are easier to modify and enhance since the markings or 
rules used to display them can still change.

7.3 Hybrid-based methodology

1. With the advancing assortment of assaults, the two old-style IDSs referenced 
above can safeguard our data frameworks. New strategies for joining different 
interruption location frameworks to further develop their adequacy have been 
planned. The inquiry has shown that consolidated calculations perform well 
compared with only calculations [8].

2. The objective of half-and-half interruption identification frameworks is to join a 
few discovery models to accomplish improved results. A crossbreed interruption 
location framework comprises two parts. The main part processes the unor-
ganized information. The subsequent part takes the handled information and 
sweeps it to sleet available interruption exercises [9].

3. Crossbreed interruption location frameworks depend on consolidating two 
learning calculations. Each learning calculation has novel highlights, it helps to 
work on half-breed offering IDS mixture, and it can be broadly classified as fluid 
half-breed, coordinated-based crossover over the bunch single, and half-breed.

4. A crossover interruption discovery framework in light of mark-based and ir-
regularity location parts. In the principal phase of the model, an abuse discovery 
part was applied to recognize realized assaults in light of the caught designs. The 
next phase included an irregularity recognition component to capitalize on the 
flaws of the abuse discovery component. Various one-class SVM calculations 
were used to support the model’s second component. The KDD Cup 99 dataset 
was used to test the model’s presentation. When compared with a single tradi-
tional IDS, the model outperformed it [10].

5. Experts combine highlight extraction strategies and management methods to 
increase detection rates as well as reduce the amount of fraud. The crossover’s 
initial phase employed chi-square to identify the highlights. The goal of this stage 
was to reduce the number of entries in the dataset while maintaining the impor-
tant highlights that detect attacks. A multiclass support vector machine (SVM) 
calculation was used for grouping in the following stage. To improve the charac-
terization rate of this model, a multiclass support vector machine was used. The 
NSL-KDD dataset [11] was used to evaluate the model, and the results showed 
that the model had a high discovery rate and a low misleading problem rate.

6. In light of a C5 choice tree classifier and a one-class support vector machine, sci-
entists developed a mixed location model OC-SVM. Two key components made 
up the model [12]. The primary component of the abuse identification model 
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was developed using a C5.0 decision tree classifier. The next section was devel-
oped with OC-SVM for irregularity discovery. The NSL-KDD and Australian De-
fense Force Academy (ADFA) datasets were used by the experts to demonstrate 
the model, and the results revealed that the half-and-half model performed 
better than single-based models.

7. In light of repetitive brain architecture and convolutional brain organization 
CNN, the author [13] developed a crossover interruption discovery model RNN. 
The investigation is anticipated to advance highlight extraction, in the presenta-
tion of interruption finding frameworks, which is crucial. The RNN was used 
in the second stage to extract transient elements from the dataset, while CNN 
was used in the main stage to differentiate neighboring highlights in the dataset. 
The information irregularity on the accessible dataset was resolved by this tactic. 
The CSE-CIC-DS2018 dataset, which is the updated dataset, was used to test the 
model’s presentation. With an interruption identification exactness of 97.75%, 
the model outperformed other interruption location models.

8. For smarter home security, the experts [14] suggested a half-and-half model in-
terruption identification model. The model was divided into two pieces. The ma-
jority of the section used AI calculations to recognize continuous interruptions. 
In this section, calculations using irregular forests, XG Boost, choice trees, and 
K-closest neighbors were used. The abuse interruption identification approach 
was used in the next section to find known assaults. Both the CSE-CIC-IDS2018 
and NSL-KDD datasets were used to test the model’s presentation. For the loca-
tion of both organizational disruption and client-based anomalies in cunning 
homes, the model captured an amazing display.

9. A mixture location model given Catalyst ML and the convolutional_LSTM Conv-
LSTM network was planned. The model comprises two parts: The principal part 
utilizes Catalyst ML to identify inconsistency interruption, while the subsequent 
part sends Conv-LSTM for abuse discovery. To explore the exhibition of the 
perfect, the specialists utilized the ISCX_UNB datasets [15]. The model kept a 
remarkable presentation of 97.29% precision in identification. The specialists 
suggested that the ideal can be assessed further utilizing an alternate dataset as 
an approach to endeavoring to replicate the outcomes.

10. The creators [16] fostered an interruption location framework by joining firefly and 
Hopfield brain organization HNN calculations. The analysts utilized Firefly calcu-
lation to identify refusal-of-rest assaults through hub grouping and verification.

11. The scientists [17] proposed a crossbreed recognition framework for VANET ve-
hicular impromptu organization. The model comprises two parts. The scientists 
conveyed an order calculation on the main part and a grouping calculation on the 
subsequent part. In the main stage, they utilized irregular woodland to identify 
known assaults through the order. They sent a weighted K-implies computation 
for the next step, which was the finding of an odd interruption. The most recent 
dataset, the CICIDS 2017 dataset, was used to evaluate the model. The experts 
suggested conducting additional testing on the model under verifiable circum-
stances. They also combined arbitrary woods computation with unsupported 
bunching calculation in light of corsets in another work. This model was used to 
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identify persistent VANET disruptions. In comparison with other models, this 
maintained a better presentation in terms of accuracy, computational efficiency, 
and identification rate.

12. The author [18] projected a mixture location perfect given hereditary calcula-
tion and fake-resistant framework AIS-GAAIS for interruption identification 
on impromptu on-request distance vector-based versatile impromptu organiza-
tion AODV-based MAN, ET. The model was assessed utilizing different steering 
assaults. In contrasted and different models, the model had superior recognition 
rates and diminished the deception rates.

13. The scientists [19] involved incorporated firefly calculation with a hereditary 
calculation to include determination MANET. To group the chosen highlights 
in the main phase of the model as one or the other interruption or typical, the 
specialists utilized a replicator brain system for arrangement. The models’ exhi-
bition was contrasted with that of fluffy-based IDS. The model beat fluffy-based 
IDS in exactness as well as accuracy.

7.4 Literary analysis

The objective of the literary investigations is to look into IDS and convenience to 
track down replies to explore issues. Users will do an abstract analysis of IDS’ usabil-
ity to identify any usability challenges and determine the best course of action. To 
advance the usability of IDS, Figure 4 shows the users will also need to ascertain the 
present state of craftsmanship and methods [20].

To improve convenience, users want to identify and study the IDSs that are used 
the most frequently. Users have Grunt, KF Sensor, and Easy KF Sensor is a viable host 
based-intrusion detection system (IDS) that acts as a honeypot to invite and detect 
hackers by pretending weak systems. A few fundamental highlights of IDS are seen 
during the examination, including client sorts, ease of use issues, and client collabo-
ration with IDS.

7.5 Selection of IDS practitioners

It is critical to understand who the actual IDS users are to gain meaning-
ful user input in defining the heuristics for IDS. In addition, this will aid in 

Figure 4. 
Selection-and-study of IDS.
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identifying IDS usability issues and determining ways to improve IDS usability 
based on user perceptions.

7.6 Survey questionnaire

Before working into the specifics of IDS convenience difficulties, an overview 
survey is intended to provide more insight into how ease-of-use and IDS are handled 
practically. Since users oversee various individuals with various backgrounds and 
levels of expertise, information, and aptitude, this system was picked. While utilizing 
IDS, it will help with getting what applies to these clients.

7.7 Designing of heuristics for IDS

Based on the responses to the review questionnaire, users determine the problems 
users have using IDS. This will support the creation of fresh IDS heuristics. The 
heuristics are broken down into various groups, including:

a. Installation heuristics.

b. Interface heuristics.

c. Output heuristics.

d. Customization heuristics.

e. Help heuristics.

7.8 Lab-based testing

After the heuristics have been planned, now is the right time to scrutinize them in 
the lab. The good thing about CASI is that the user may use the provided calculations 
at any point in the IDS process, including the result and customization phases. This 
study aims to evaluate CASI’s performance in identifying and fixing ease of use flaws 
compared with conventional heuristics.

7.9 Experts-based testing

Following lab testing, the wished-for heuristics are currently prepared for exact 
testing, in which network experts can participate in IDS interface assessment chal-
lenges and receive the outcomes. At the same time, another IDS interface mock-up 
is assembled and tried for assessment relying upon the experimental outcomes. 
Assuming that network experts find the point of interaction engaging and easy to 
utilize, it will ultimately supplant the past IDS interface.

8. Evaluation of intrusion detection system (IDS)

To observer-assess IDS, this can be achieved via the CASI and (Nielson) [2] 
Usability on IDS to decide the number of ease-of-use flaws found and eliminated 
from the IDS interface. The researcher’s ease-of-use was picked because they are 



Quality Control - An Anthology of Cases

162

the most routinely used. The objective of contrasting the convenience of how CASI 
functions contrast with scientists’ ease of use. A few elements should be considered 
while contrasting including the quantity of ease-of-use defects distinguished, time, 
dependability, proficiency, and accuracy.

8.1 Challenges in intrusion detection for web-based applications

In the web application security field, the interruption identification system is 
still at its outset. The identifying frameworks are mostly used as an organization 
security gadget. In contrast to standard network IDS design, tackling the intricacies 
associated with online applications necessitates a novel methodology in this segment. 
One should outline some of the characteristics of online apps and web traffic that 
make designing the IDS challenging. The elements depicted in the accompanying 
subsets structure the theoretical starting point for fostering the web’s IDS. This will 
aid in understanding the essential knowledge needed to create a solid engineering 
framework.

8.2 Communication protocol (HTTP//HTTPS)

To take advantage of online application weaknesses, aggressors solely use 
HTTP/HTTPS conventions. HTTPS guarantees a protected and encoded associa-
tion. Hypertext transfer protocol (HTTP) is a solicitation reaction convention 
intended to ease correspondence between the client and server. One major disad-
vantage of noticing HTTPS traffic from an IDS stance is that encryption blinds 
network-based location frameworks. Based on their work on the application layers 
or the Internet layer of the TCP/IP worldview, IDS can be delegated host-based 
intrusion detection systems (HIDs) or networks-based intrusion detection systems 
(NIDs).

NIDS observes the organization bundles, and in HTTPS association, the parcel 
information is scrambled, which the framework neglects to check. If these frame-
works approach the SSL testament’s private key, they can examine HTTPS traffic. 
HIDS, then again, experiences no difficulty managing HTTPS traffic since it safe-
guards endpoints where the encoded information is unscrambled once more into its 
unique structure.

8.3 Internet request

Information is sent from the client to the server through a web demand. The 
data is sent utilizing HTTP demand header fields or solicitation boundaries. The 
solicitation header fields contain client demand control data, while the solicitation 
boundaries contain extra client data required by server-side projects to play out a 
movement. GET and POST are the two standard strategies for passing boundaries 
to the server. Boundary values are provided in the inquiry line of the URL in the 
GET demand, and these qualities are conveyed in the solicitation body in the POST 
demand. The client program typically characterizes the header fields. However, the 
boundary values are either given by the client or recently arranged by waiter side 
projects, for example, treats, stowed away fields. The hidden test with electronic 
application security is that client information can be truly a factor and similarly 
mind boggling, making it hard to interface them along with a legitimate arrange-
ment of values.
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The primary function of identification frameworks is to scrutinize the attributes 
listed in header fields and solicitation borders. Positive or negative methodologies 
may be utilized to approve these qualities. The positive approval procedure indicates 
what information the program anticipates. It incorporates information type (string, 
the negative strategy, then again, involves filtration of values that contain attack 
designs). Positive (whitelisting) and negative boycotting approval are remembered 
for metaphysics and mark-based frameworks, while inconsistency-based frameworks 
are concerned mostly with certain approvals. The information sent in a web solicita-
tion could contain a wide scope of values, and the methodology to utilize (whitelist or 
boycott) is profoundly reliant upon the kind of significant worth set. The accompany-
ing classes have been created from the worth set.

8.4 Finite values

These characteristics exist in a restricted reach and can be free, that is, general to 
all or tweaked to the application’s business rationale. The main gathering contains an 
assortment of normal qualities, for example, header fields, Accepts, Accept Charest, 
Accept-Language. Since these qualities are regularly something similar across applica-
tions, they can be checked against a SIDS allow list. The last gathering of boundaries 
contains values for HTML controls, such as dropdown records, checkboxes. These 
controls assist clients with choosing values from a restricted determination of choices. 
However, the business case for the application leaves the value arrangement of these 
uncertain. Because of an assortment of elements, keeping up with the whitelist 
to assess such boundary values can become a tedious activity for SIDS. First, the 
whitelist has become excessively intended for the assortment of values that match the 
business rationale. Second, this rundown may be huge dependent upon how much an 
application controls. Third, staying up with the latest is troublesome since the pass-
able arrangement of values could shift rapidly as business rationale changes. However, 
assistance can be beneficial in this situation as it allows one to become familiar with 
the benefits of boundaries.

9. Application values

This class provides values given by server-side projects that should not be changed 
on the client side. Treats are stowed away fields, and designers utilize question strings 
to store a scope of significant information, for example, item cost and amount, 
meeting ID. IDS should check that these qualities match those set by the application. 
Signature-based IDS cannot detect changed values because they need an attack strat-
egy and changed values frequently resemble real information. Inconsistency-based 
frameworks, then again, can be utilized to realize which boundaries should not be 
changed on the client side. Boundary-altering assaults were found in the exploration 
portrayed.

9.1 Multiple users with multiple roles

Web applications typically have a large number of clients with varying levels of 
honors. These honors are supervised by the approval interaction, which ensures 
that the client is only leading legal activities. Applications follow each client-server 
connection and direct each solicitation to a specific client before deciding whether 
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to handle it. Every time a user logs in to the program, a meeting ID is assigned the 
responsibility of identifying the solicitations from the solicitation pool and append-
ing them to the user.

Utilizing discovery frameworks allows the user to provide various clients with 
unique honors arrangements. IDS should initially have the option to follow client 
meetings to relate client solicitations to the suitable meeting. IDS should also observe 
asset utilization and client actions during a meeting. Unapproved access can be 
acquired with an all-around created honor heightening attack. This element helps the 
IDS in monitoring the situation with a solitary meeting. Finally, the full state strategy 
can associate the grouping of solicitations to a given client, while stateless IDS treats 
each solicitation freely and does not monitor them. Frameworks that come up short 
on means to connect the current solicitation to recently got demands will probably not 
recognize state support and authorization infringement.

10. Conclusion

Interruption identification frameworks are confounded and present various 
obstacles to security experts. Earlier IDS research has generally centered on expand-
ing the precision of these frameworks and giving help to experts and dissecting 
potential security issues. Further developed IDS convenience is one region that 
has received insignificant consideration. Yet, present heuristics are not laid out for 
IDS frameworks and can go about as a hindrance to utilization. An overview of the 
ease-of-use assessment was provided. This project includes convenience evaluations 
and difficulties with usability. In terms of computer programming, organization and 
programming connection points, and the proximity of the correlation of ease of use 
assessment, the analysis further added to the categorization of convenience issues, 
which check to take the issues and inadequacies in this field into account. Moreover, 
the suggested heuristics for clients and IDS give the principal standards for creating 
and developing IDS connection points to opposing security breaks.

Abbreviations

ADFA Australian Defense Force Academy
APIDS Application protocol-based intrusion detection system
CASI Cognitive analysis of software interface
HIDS Host intrusion detection system
HIDS Hybrid intrusion detection system
HTTP Hypertext transfer protocol
IDS Intrusion detection system
NIDS Network intrusion detection system
PIDS Protocol-based intrusion detection system
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Chapter 9

Design of Low-Cost Reliable and
Fault-Tolerant 32-Bit One
Instruction Core for Multi-Core
Systems
Shashikiran Venkatesha and Ranjani Parthasarathi

Abstract

Billions of transistors on a chip have led to integration of many cores leading to
many challenges such as increased power dissipation, thermal dissipation, occurrence
of faults in the circuits, and reliability issues. Existing approaches explore the usage of
redundancy-based solutions for fault tolerance at core level, thread level, micro-
architectural level, and software level. Core-level techniques improve the lifetime
reliability of multi-core systems with asymmetric cores (large and small cores), which
have gained momentum and focus among a large number of researchers. Based on the
above implications, multi-core system using one instruction cores (MCS-OIC) factor-
ing its features are proposed in this chapter. The MCS-OIC is an asymmetric multi-
core architecture with MIPS core as the conventional core and OICs as the warm
standby-redundant core. OIC executes only one instruction named ‘subleq _ subtract
if less than or equal to zero’. When there is one of the functional units (i.e., ALU) of
any conventional core fails, the opcode of the instruction is sent to the OIC. The OIC
decodes the instruction opcode and emulates the faulty instruction by repeated exe-
cution of the ‘subleq’ instruction, thus providing fault tolerance. To evaluate the idea,
the OIC is synthesized using ASIC and FPGA. Performance implications due to OICs
at instruction and application level are evaluated. Yield analysis is estimated for
various configurations of multi-core system using OICs.

Keywords: fault tolerance, reliability, one instruction core, multi-core, yield

1. Introduction

Researchers have predicted about an eight percent increase in soft-error rate per
logic state bit in each technology generation [1]. According to the International
Telecommunication Roadmap for Semiconductors (ITRS) 2005 and 2011, reduction in
dynamic power, increase in resilience to faults and heterogeneity in computing archi-
tecture pose a challenge for researchers. According to the International Roadmap for
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Device and System (IRDS) roadmap 2017, device scaling will touch the physical limits
with failures reaching one failure per hour as shown in Figure 1. The soft error rate
(SER) is the rate at which a device or system encounters or is predicted to encounter
soft errors per unit of time, and is typically expressed as failures-in-time (FIT). It can
be seen, from Figure 1 [2–4] that, at 16 nm process node size, a chip with 100 cores
could come across one failure every hour due to soft errors.

This decrease in process node size and increase in integration density as seen in
Figure 1, has the following effects.

1.Number of cores per chip has increased. Due to increase in number of cores, size
of the last level cache (LLC) has increased. For example, NVIDIA’s GT200
architecture GPU did not have an L2 cache, the Fermi GPU, Kepler GPU,
Maxwell GPU has 768KB LLC, 1536KB LLC and 2048KB LLC respectively [5].
Similarly, Intel’s 22 nm Ivytown processor has a 37.5 MB static random-access
memory (SRAM) LLC (Rusu 2014) [6] and 32 nm Itanium processor had a
32 MB SRAM LLC (Zyuban 2013) [7]. Consequence of larger cache size has led to
exponential increase in SER.

2.Low swing interconnect circuits are being used in CMOS transmission system.
This has proved to be an energy efficient signalling system compared to
conventional full swing interconnects circuits. However, incorrect sampling of
the signals in low swing interconnect circuits together with interference and
noise sources can induce transient voltages in wires or internal receiver nodes
resulting in incorrect value being stored at receiver output latch [8].

This scenario can be envisaged as a "fault wall”. In order to surmount the fault wall
scenario, reliability has been identified as a primary parameter for future multi-core
processor design [9, 10]. Similarly, ITRS 2005 and 2011, have also identified increase
in resilience to faults as a major challenge for researchers. Hence, a number of
researchers have started focusing on resilience to faults and reliability enhancement in
multi-core processors. The chapter focuses on providing fault tolerance solutions for
processor cores in multi-core systems.

Figure 1.
SERs at various technology node.
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2. Motivation

As seen in Figure 1, the total FIT per chip increases with number of cores per chip
increasing. In order to accommodate higher number of cores per chip, (1) total FIT
per chip has to be maintained constant (or no change), and (2) SER per core needs to
be reduced. In the present-day processor cores, the frontend of the core comprises of
decode queue, instruction translation lookaside buffer, and latches. The backend of
the core comprises of arithmetic logic unit, register files, data translation lookaside
buffer, reorder buffers, memory order buffer, and issue queue. SER from backend and
the frontend of the core is 74.48% and 25.22% respectively. In the present processor
cores, latches are hardened [11, 12] cache and large memory arrays are protected using
error correcting codes (ECC) [13, 14]. The SER from backend of the processor is more
when compared to front end and is mainly due to arithmetic logic unit. The FIT from
the arithmetic logic unit of the processor core has started reaching higher levels which
needs robust fault mitigation approaches for present and future processors. Hence
addressing the reliability issues of the core (arithmetic logic unit in backend) is more
significant in improving the reliability of the multi-core system [15, 16]. Conventional
approaches to handle soft errors consumes more power and area. Hence, the chapter
focuses on using heterogeneous model with low cost (“low cost” denote low power
and lesser area of OICs) fault tolerant cores to improve reliability of multi-core
systems.

2.1 Chapter contributions

Contributions of the chapter are briefly presented below.

1.The microarchitecture consisting of control and data path for OIC is designed.
Four modes of operation in 32-bit OIC namely (a) baseline mode (b) DMR
mode (c) TMR mode and (d) TMR with self-checking subtractor (TMR + SCS)
are introduced.

2.The microarchitecture of 32-bit OIC and multi-core system integrated
with 32-bit OIC are implemented using Verilog HDL. The design is
synthesized in Cadence Encounter (R) RTL Compiler RC14.28 –V14.20
(Cadence design systems 2004) using TSMC 90nm technology library
(tcbn90lphptc 150).

3.Dynamic power, area, critical path and leakage power for four modes of OIC are
estimated and compared.

4.Dynamic power and area of OIC and URISC++ are compared.

5.Area and power are estimated for multi-core system consisting of 32-bit OIC.

6.The OIC is synthesized using Quartus prime Cyclone IVE (Intel, Santa Clara,
CA) with device EP4CE115FE29C7. Number of logical elements and registers
are estimated.

7.Number of logical elements and registers in OIC and URISC++ are compared.
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8.Using Weibull distribution, the reliability for the four modes of OIC are
evaluated and compared.

9.Using Weibull distribution, the reliability for OIC and URISC++ are evaluated
and compared.

10.Performance overhead at instruction level and application level is estimated.

11.Yield analysis for proposed multi-core system with OICs is presented.

2.2 Chapter organization

The remaining portion of the chapter is organized as follows as: Section titled “3. An
Overview on 32-bit OIC” presents (a) an outline of 32-bit OIC (b) one instruction set of
OIC (c) modes of operation of OIC (d) microarchitecture of OIC (e) microarchitecture
of multi-core system consisting of OIC (f) instruction execution flow in multi-core
system using one instruction cores (MCS-OIC); Section titled “4. Experimental results
and discussion” presents power, area, register and logical elements estimation for OIC,
and power, area estimation for MCS-OIC; Section titled “5. Performance implications in
multi-core systems” presents performance implications at instruction level and applica-
tion level; Section titled “6. Yield analysis for MCS-OIC” presents yield estimates for the
proposed MCS-OIC; Section titled “7. Reliability analysis of 32-bit OIC” presents reli-
ability modelling of OIC and its estimate in different operational modes; the conclusion
of the chapter is presented in the Section titled “8. Conclusion”; the relevant references
are citated in the Section titled “References”.

3. An overview on 32-bit one instruction core

A 32-bit OIC [17] is designed to provide fault tolerance to a multi-core system with
32-bit integer instructions of conventional MIPS cores. OIC is an integer processor.
The terms “32-bit OIC” and “OIC” are interchangeably used in this thesis. OIC exe-
cutes only one instruction, namely, “subleq – subtract if less than or equal”. The OIC
has three conventional subtractors and an additional self-checking subtractor. A con-
ventional core that detects faults in one of the functional units (i.e., ALU) sends the
opcode with operands to the OIC. In this thesis, the OIC is designed to support the
instruction set of 32-bit MIPS core. However, it can be designed to support 32 bit �86/
ARM instruction set by making necessary changes in the instruction decoder. The OIC
emulates the instruction by repetitively executing the subleq instruction in a
predetermined manner. There are four modes of operation in OIC and they are (a)
baseline mode (b) DMR mode (c) TMR mode and (d) TMR + Self Checking
Subtractor (SCS) or TMR + SCS mode. TMR + SCS is the “high resilience mode” of
OIC. Baseline mode is invoked only when soft error detection and correction alone are
required.

3.1 One instruction set

“Subleq – subtract if less than or equal” is the only instruction executed by the OIC.
The syntactic construct of the subleq instruction is given below.

Subleq A, B, C; Mem [B] = Mem [B] – Mem [A]
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; If (Mem [B] ≤ 0) go to C;
It is interpreted as: “subtract the value at thememory location A from the value at the

memory location B; store the result at thememory location B; If the value at the memory
location B is less than or equal to zero, then jump to C.” The subleq instruction is Turing
complete. The instruction set of a core or processor is said to be Turing complete, if in
principle, it can perform any calculation that any other programmable computer can. As
an illustration, the equivalent synthesized subleq instructions for ADD, INC, MOV, DEC
and RSB (Reverse subtract) instructions are given in the Table 1.

3.2 Modes of operation

The OIC operates in four modes as mentioned above. They are (a) baseline mode
(b) DMR mode (c) TMR mode and (d) TMR + Self Checking Subtractor (SCS) or
TMR + SCS mode.

a. Baseline mode: In this mode, only the self-checking subtractor is operational. The
results from the subtractor are verified by the self-checker. If the results differ,
the subtraction operation is repeated to correct the transient faults. Transient
faults are detected and corrected in this mode. If the results do not match again,
a permanent fault is detected.

b. DMR mode: In this mode, only two subtractors are operational. The results of
the two subtractors are compared using a comparator. If the results differ, the
subtraction operation is repeated to correct the transient faults. The transient
faults are detected and corrected in this mode. If one of the two subtractors
fails, a permanent fault is detected, and the OIC switches to baseline mode.

c. TMR mode: In this mode, all three subtractors are operational. The results from
the three subtractors are compared using three comparators. The voters check
the results from the comparators and perform majority voting. To correct the
transient faults, the operations are repeated. If anyone subtractor fails, the
faulty subtractor is disabled. In this mode, results from the redundant
subtractors are fed back on special interconnects to the inputs of the
multiplexer. OIC then switches to DMR mode. It is assumed that two
subtractors do not fail simultaneously. Occurrence of one permanent fault is
detected and tolerated in this mode.

d. TMR + SCS mode: TMR + SCS mode is the initial mode of operation in OIC. In
this mode, all three subtractors and SCS are operational. Both permanent and

ADD a,a,b INC a MOV a, b RSB b, a, b

1.Subleq a, z,2 1.Subleq One, z,2 1.Subleq a, a,2 1.Subleq a, b,2

2.Subleq z, b,3 2.Subleq z, a,3 2.Subleq b, z,3 2 ret

3 Subleq z, z,4 3.Subleq z, z,4 3.Subleq z, a,4 DEC a

4 ret 4.ret 4.Subleq z, z,5 Subleq one, a

5.ret ret

Table 1.
Sequence of synthesized Subleq instruction.

173

Design of Low-Cost Reliable and Fault-Tolerant 32-Bit One Instruction Core for Multi-Core…
DOI: http://dx.doi.org/10.5772/intechopen.102823



transient faults are detected and corrected. The results of three subtractors and
SCS are compared using a comparator. If the results differ, then entire operation
is repeated to correct the transient faults. If results continue to differ, then OIC
switches to TMR mode.

3.3 Micro-architecture of OIC

The micro-architecture of the OIC is given in Figure 2. The micro-architecture of
the OIC can be divided into two parts: the control unit and data-path unit. The control
unit consists of a 12-bit program counter (PC), an instruction decoder, a 12-bit control
word memory register and control word memory. The control memory is safeguarded
by (12, 4) Hamming codes [18]. All single-bit errors are detected and corrected by
Hamming codes. The data-path unit consists of four multiplexers, one demultiplexer,
three subtractors, one self-checking subtractor (SCS), three comparators and one
voter unit. Normally, the register files occupy a large die area in a core and are
exposed to high energy particles. In the spheres of replication, the register files also
have high access latency and power overhead due to their fortification from ECC. The
OIC does not have large register files that are likely to propagate transient faults or
soft errors to other subsystems. The OIC uses very few registers. Once the operands
from faulty core are admitted, they are stored in the registers. The results computed
by the subtractors are compared and fed back on a separate interconnect line to the
respective multiplexers. The intermediate results are not stored in the registers.

Figure 2.
Control unit and data path unit of 32-bit OIC.
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3.4 Microarchitecture and instruction execution flow in MCS-OIC

AMulticore system comprising one 32-bit MIPS core and one 32 bit OIC occupying
the upper half and lower half portions respectively in the micro-architecture, is shown
in Figure 3. The MIPS core is a five-stage pipelined scalar processor. Instruction Fetch
(IF), Instruction Decode (ID), Execution (EXE), Memory access (MEM) and Write
Back (WB) are the five stages in the MIPS pipeline. IF/ID, ID/EXE, EXE/MEM, and
MEM/WB are the pipeline registers. PC is a program counter and LMD, Imm, A, B, IR,
NPC, Aluoutput, and Cond are temporary registers that hold state values between
clock cycles of one instruction. The fault detection logic (FDL) detects faults in all the
arithmetic instructions (except logical instructions) by concurrently executing the
instructions. The results of ID/EXE.Aluoutput and FDL are compared to detect the
fault. If a fault is found then the pipeline is stalled. The IF/ID.opcode (in IR) and
operands ID/EXE.A and ID/EXE.B are transferred to OIC as shown in Figure 4. The
IF/ID.opcode is decoded and concurrently ID/EXE.A and ID/EXE.B values are loaded
into the OIC registers (X & Y). The OIC.PC is initialized and simultaneously first
control word from memory is loaded into its control word register. During every clock
cycle, the control bits from control word register are sent to the selection lines of the
multiplexer that control the input lines to the subtractors. At every clock cycle,
subtraction is performed to emulate the instruction sent from the MIPS core. Finally,

Figure 3.
Multi-core system consisting of one 32-bit MIPS core and one 32-bit OIC.
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the computed result is loaded into MEM/WB.Aluoutput and the MIPS pipeline oper-
ation is resumed. The sequence of events from fault detection to results loaded into
MEM/WB.Aluoutput register of the MIPS core is shown in Figure 4.

4. Experimental results and discussion

The micro-architecture of the OIC is implemented using Verilog HDL and
synthesised in ASIC and FPGA platforms to estimate hardware parameters (area, criti-
cal path delay, leakage power, dynamic power) and number of logical elements, register

Figure 4.
Sequence of events from fault detection to loading of results into Mem/WB.Aluoutput register of MIPS core.
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usage respectively. In the Section 4.1, comparison of area, power, registers and number
of logical elements of OIC with an approach named URISC proposed by [19] and URISC
++ proposed by [20] is presented. Notably, URISC/URISC++ implement one instruction
set. The URISC/URISC++, a co-processor for TigerMIPS, emulates instructions through
the execution of subleq instruction. TigerMIPS performs static code insertion in both
control flow and data flow invariants so as to detect faults by performing repeated
executions of subleq within the co-processor. Comparative analysis on hardware
parameters for different modes of OIC are discussed in Section 4.2.

ASIC simulation: The OIC given in Figure 2 and multi-core system in Figure 3
has been implemented using Verilog HDL and then synthesized in Cadence Encounter
(R) RTL Compiler RC14.28 –V14.20 (Cadence design systems 2004) using TSMC
90 nm technology library (tcbn90lphptc 150). The area, power (dynamic, leakage,
net, internal) and critical path delay are estimated for the OIC and tabulated in
Table 2.

FPGA synthesis: The OIC is synthesized using Quartus prime Cyclone IVE with
device EP4CE115FE29C7 and the results are illustrated in Tables 3 and 4.

Leakage power and dynamic power: Power dissipation shown in Table 2 is
understood as sum of dynamic power and static power (or cell leakage). Static power
is consumed when gates are not switching. It is caused by current flowing through
transistors when they are turned off and is proportional to the size of the circuit.
Dynamic power is a sum of net switching power and cell internal power. The net
switching power is the power dissipated in the interconnects and the gate capacitance.

Block name Area
(μm2)

Leakage
power (nW)

Internal
(nW)

Net (nW) Dynamic
power (nW)

Critical path
delay (ps)

Control path 590 39.87 79,498.48 21,881.40 10,1379.88

(Control path +
data path)

8122 704.08 10,51,631.88 346,487.45 13,98,115.34 8608

Sub blocks

Subtractor 581 67.98 41,676.83 6711 48,387.83

Comparator 615 67.04 42,457.83 9954.38 52,411.44

Table 2.
Implementation of 32 bit OIC results using 90 nm TSMC technology.

(A) blocks Logical elements Dedicated registers

OIC (TMR + SCS) 530 160

Subtractor (1) 33

Comparator (1) 43

(B) modes Logical elements

Baseline 100

DMR 303

TMR 486

Table 3.
FPGA synthesis results for OIC.
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The cell internal power is the power consumed within a cell by charging and
discharging cell internal capacitances. The total power is a sum of the dynamic power
and the leakage power.

Multi2sim (version 5.0): Multi2sim supports emulation for 32 bit MIPS/ARM
binaries and simulation for 32-bit �86 architectures. It performs both functional and
timing simulations. The performance loss is estimated for compute intensive and
memory intensive micro-benchmarks using a Multi2sim simulator. Performance loss
for micro-benchmarks listed in Table 6 are illustrated in Figures 6–11.

4.1 Comparative analysis: power, area, registers and logical elements

With the critical path delay at 8608 ps, the operating frequency of the circuit is 115
MHz with power supply at 1.2v. OIC is a low power core consuming 1.3 mW, with die
area of 8122 μm2. The die area of conventional MIPS core is 98,558 μm2 which is 14.2�
larger than OIC core. The MIPS core consumes a total power of 1.153 W and the 32-bit
OIC consumes 1.39 mW; order of difference in powers of 10 is three. The registers in
OIC are PC and temporary registers which hold the operands. But they are not
designed and managed as a register file. Tables 3 and 4 provide the register count and
logical elements count for OIC and URISC++. The number of logical elements in OIC
is 3.51% and 3.52% of the logical elements in URISC and URISC++ respectively. The
number of registers in OIC is 3.05% of URISC++. URISC++ adds 62 logical elements
and one additional register to the architecture of URISC. The logical elements in
URISC++ consume 6.6 mW. URISC++ has 650 registers or 14.3% of registers in
TigerMIPS. URISC++ has two large register files. URISC++ altogether consumes
1.96 W. Thus, OIC consumes less power than URISC++.

4.2 Comparative analysis: four modes of OIC

The critical path delay, area, dynamic power and leakage power for the four modes
of OIC namely baseline mode, DMR mode, TMR mode and TMR + SCS mode are
normalized to baseline mode and shown in Figure 5. The area overhead of TMR + SCS
mode is 68.43% of the baseline, area overhead of TMR mode is 65.37% of the baseline
and for DMR mode it is 51.4%. The comparators and subtractors occupy 22.71% and
28.6% of TMR + SCS mode area respectively. The size of the voter is negligible in
TMR + SCS mode and TMR mode. In the critical path delay, 10% increase is noticed
from the baseline to TMR + SCS mode. The critical path traverses from the subtractor
input to the comparator, and then to the voter, passing through select logic and ends at
an input line. Delay would not differ much between TMR mode and TMR + SCS mode.

Both the dynamic power and leakage power for TMR mode and DMR mode
increase significantly due to redundant subtractors and comparators which are not in
the baseline. The dynamic power overhead of TMR mode and DMR mode is 60% and

Cores Logical elements Dedicated registers

OIC 530 160

URISC 15,019 5232

URISC++ 15,081 5233

Table 4.
FPGA synthesis results comparison.
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73% of the baseline. It is 75% for TMR + SCS mode. The static power or leakage power
is proportional to the size of the circuit. The TMR + SCS mode has leakage power
which is 76% more than the baseline. The TMR and DMR mode have leakage power
which is 72% and 50% more than the baseline. In Table 4 which depicts FPGA
synthesis results, it is observed that the number of logical elements in TMR + SCS
mode and DMRmode is 79% and 66%more than the baseline. From Tables 2 and 4, it
is observed that TMR mode with additional self-checking subtractor in TMR + SCS
mode costs more than the baseline, but still TMR + SCS/OIC will be a suitable fault
tolerant core for a low power embedded system.

4.3 Power and area estimation for MCS-OIC

The area and power for the micro-architecture of multi-core system (one MIPS
core with one OIC) shown in Figure 3, are estimated using ASIC simulation. The
multi-core system occupies a total area of 306,283 μm2 and consumes a total power of
1.1554 W. The FDL occupies an area of 6203 μm2 which is 2% of the total area
occupied by the system. The OIC occupies an area of 8122 μm2 which is 2.6% of the
total area occupied by the system. The FDL consumes a power of 1.2 mW and OIC
consumes a power of 1.4 mWwhich are negligible when compared to the total power.
The redundancy-based core level fault mitigation techniques/approaches such as Slip-
stream [21], dynamic core coupling (DCC) approach proposed by [22], configurable
isolation [23], reunion is a fingerprinting technique proposed by Smolens et al. [24]
have nearly 100% area overhead and obviously larger power overhead.

5. Performance implications in MCS-OIC

For every instruction emulated on OIC, an additional three clock cycles are needed
for transfer of opcodes and operands, and two clock cycles are needed to resume the

Figure 5.
(a) Area, (b) critical path delay, (c) leakage power and (d) dynamic power (y-axis—normalized values to
baseline).
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pipeline in the MIPS processor. The two terms defined below highlight the latency
that incur in instruction execution, presented in the following subsection.

5.1 Performance overhead at instruction level

Definitions: (a) The instruction execution time by emulation (IETE) is defined
as the number of cycles needed to execute the instruction on OIC. (b) Total execu-
tion time (TET) is defined as the sum of IETE and time (in clock cycles) to transfer
opcodes, operands (from MIPS to OIC) and results (from OIC to MIPS). In other
words, this indicates that time in clock cycles between pipeline stall and resumption of
pipeline. The TET and IETE for instructions are tabulated in Table 5.

5.2 Performance overhead at application level

In the previous section, performance loss at instruction level caused due to
transfer of operands and results back to host core is discussed. This would cause an
accumulative loss in performance of application and the same is discussed in this
section. The OIC supports 32 bit ISA of MIPS R3000/4000 processor operating at a
frequency of 250 MHz. OIC operates at a frequency of 115 MHz, thereby incurring a
performance loss while emulating the instructions from a faulty functional unit in
MIPS core. The Multi2sim, a cycle accurate simulator together with a cross
compiler, mips-linux-gnu-gcc/mips-unknown-gnu-gcc is used to estimate the
simulation execution time for a set of micro-benchmarks. The emulation of only
arithmetic instructions on OIC is considered for estimating the performance loss as
they constitute nearly 60% of total instructions in integer application programs. The
compute intensive and memory intensive micro-benchmark programs considered are
listed in Table 6.

5.2.1. Memory intensive micro-benchmarks

The performance loss for memory intensive micro-benchmark programs, namely,
binary search, quicksort (using recursion), and radix sort, are given in Figures 6–8
respectively. The performance loss for CPU intensive micro-benchmark programs,
namely, matrix multiplication, CPU scheduling, and sieve of Eratosthenes, are given
in the Figures 9–11 respectively. The baseline indicates the simulated execution time

Instructions IETE TET Clock cycle in MIPS/LEON 2FT/3FT

ADD 4 9 1

MOV 5 10 1

INC 4 9 1

DEC 1 5 1

SUB 1 5 1

MUL 7 (per iteration) Min 12 6

DIV 5 (per iteration) Min 10 34

Table 5.
IETE and TET for instructions.
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of micro-benchmarks with no arithmetic instructions emulated on OIC. The perfor-
mance loss is quantified for micro-benchmarks with respect to simulated execution
time of the baseline (with varying input data sets/size).

As shown in Figure 6, Binary search with emulation of ADD instructions incurs
performance loss of 1.77�, 3.59� and 4.59� with input size of 3000, 30,000 and
300,000 respectively, when compared to baselines. Significant proportion of ADD
instructions is associated with incrementing or decrementing counters and effective
addresses. OIC do not fetch operands or store results directly to main memory. Main
memory latency is not taken into account for performance loss estimation. The num-
ber of ADD instructions executing as a part of the algorithmic phase of program
execution does not increase exponentially with increase in input data sets. Hence,
performance loss impact is minimal in algorithmic phase and is higher during fetching
and storing of the input data sets. In case of multithreaded binary search, multi-core
setup consisting of two cores core-0 and core-1 each with single thread is used to
estimate the performance loss. The performance loss is similar to that of single

Figure 6.
Performance overhead in binary search by emulating ADD using subleq instruction.

S. no Micro-benchmark CPU/memory
intensive

Input
form

Input size

1 Matrix multiplication
(single/multithreaded)

CPU Matrix [10 � 10], [100 � 100],
[1000 � 1000] elements

2 Binary search
(single/multithreaded)

Memory Array 3000, 30,000, 300,000 elements

3 Sieve of Eratosthenes CPU Array 1000, 10,000, 100,000 prime number
limit

4 CPU-scheduling CPU Array 1000, 10,000, 100,000 processes

5 Quicksort (recursion) Memory Array Sorted 100, 1000, 10,000 elements for
worst case analysis

6 Radix sort Memory Array 1000, 10,000, 100,000 elements

Table 6.
CPU intensive and memory intensive micro-benchmarks.
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threaded binary search. It is due to the fact that majority of the ADD instructions are
associated with LOAD and STORE instructions.

Quicksort (with emulation of ADD instruction), implemented using recursion for
sorted data elements (worst case analysis) incurs performance loss of 3.85�, 6.31�,
and 6.99� for data size of 100, 1000 and 10,000 respectively as shown in Figure 7.
For best case analysis of quicksort for 10,000 elements, performance loss reduces to
1.008�. Due to recursion, majority of ADD instructions are associated with LOAD/
STORE instructions. In radix sort, occurrence of ADD instructions is more compared
to DIV instructions. Since it is memory intensive method of sorting, large number of

Figure 8.
Performance overhead in Radix sort by emulating ADD and DIV using subleq instruction.

Figure 7.
Performance overhead in Quicksort by emulating ADD using subleq instruction.
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ADD instructions is used to increment counters and constants associated with LOAD/
STORE instructions. The performance loss due to emulation of ADD instructions for
radix sort is 2.45�, 4.79�, and 5.96� for input sizes of 1000, 10,000 and 10,000 as
shown in Figure 8. For DIV instructions, performance loss is 1.4�, 2.05�, and 2.37�
for input sizes of 1000, 10,000 and 10,000 elements.

As shown in Figure 9, matrix multiplication with emulation of ADD and MUL
instructions executing in the algorithmic phase of the program, incurs a performance
loss of <1.56�, 4.09�, 4.0�> (for ADD) and <1.632�, 7.62�, 7.99�> (for MUL), for
input matrix sizes of 10 � 10, 100 � 100, and 1000 � 1000 respectively. In CPU
scheduling, ADD and SUB instructions emulation incur a performance loss of <2.45�,
4.79�, 5.96�> and <1.4�, 2.05�, 2.3�> for input data set of 1000, 10,000 and
100,000 processes respectively as shown in Figure 10. In sieve of Eratosthenes,
emulation of MUL and ADD instructions incur a performance loss of <1.89�, 5.03�,
7.63�> and <1.48�, 2.9�, 3.8�> for input data set size of 1000, 10,000 and 100,000
respectively as shown in Figure 11.

Figure 9.
Performance overhead in matrix multiplication by emulating ADD and MUL using subleq instruction.

Figure 10.
Performance overhead in CPU scheduling by emulating ADD and SUB using subleq instruction.
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For multithreaded matrix multiplication, multi-core configuration consisting of
two cores: core-0 and core-1 with single thread each is considered. The ADD and MUL
instructions of core-0 and core-1 are emulated on single OIC due to failures in adder
and multiplier units respectively. The performance loss is estimated as 2.04�, 10.07�,
and 10.99� for matrix size of 10 � 10, 100 � 100, and 1000 � 1000 respectively as
shown in Figure 9. Since, simultaneous access to single OIC from two cores is not
permitted, performance loss includes the waiting time between subsequent ADD and
MUL instructions emanating from core-0 and core-1. Waiting time alone is greater
than 45% of the performance loss. In this multi-core configuration, consisting of two
MIPS cores with single OIC, it bears the brunt of multiple functional unit failures in
two cores. An Additional OIC would bring down the performance loss by 1.5� (for
matrix size of 10 � 10) and 7� (for matrix size of 100 � 100/1000 � 1000) and
eliminate the need for instructions to wait for execution on OIC. On 1:1 and 1: N basis
i.e., one MIPS core with one or more OICs can scale to 100 MIPS core with 100 or
more OICs.

It may be noticed that the performance loss does not vary when there is change of
mode in OIC from TMR + SCR to TMR, or TMR to DMR as the number of instructions
executed remains the same.

6. Yield analysis for MCS-OIC

This section examines the effect of fault tolerance provided in MCS-OIC on the
yield. As discussed in the section which presents design of OIC, it is assumed that two
subtractors do not fail simultaneously. In the TMR + SCR, TMR, and DMR modes,
OIC repeats the instruction execution if the results differ, to avoid transient failures.
The spatial and temporal redundancy to avoid permanent and transient faults in OIC
makes it defect tolerant. The arithmetic logic unit in MIPS is protected by functional
support provided by OIC. The remaining portion of MIPS are hardened and protected
by ECC. The die yield for proposed different configurations of MCS-OIC is estimated
using the equations presented below.

Figure 11.
Performance overhead in Sieve of Eratosthenes by emulating MUL and ADD using subleq instruction.
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6.1 Terms and parameters

a. Original die: It is the die consisting of MIPS cores only.

b. Fault tolerant die: It is the die consisting of MIPS cores and OICs.

c. Regular dies per wafer: It is the number of original dies per wafer. The number of
regular dies per wafer is estimated using the Eq. (1).

Regular dies per wafer ¼ π diameter=2ð Þ2
Area

� π � diameterffiffiffi
2

p � Area
(1)

Where diameter refers to the diameter of thewafer,Area refers to the area of the die.

d. Die yield: Ignoring full wafer damage, the yield for single die is approximated
using negative binomial approximation as given in the Eq. (2).

Die yield ¼ 1þ defect density� Area
cp

� ��cp

(2)

Where cp denotes cluster parameter or manufacturing complexity, defect
density denotes number of defects per unit area.

e. Regular working dies per wafer: It is die yield times the regular dies per wafer. It is
estimated using the Eq. (3).

Regular working dies per wafer ¼ 1þ defect density� Area
cp

� ��cp

:

π diameter=2ð Þ2
Area

� π � diameterffiffiffi
2

p � Area

 ! (3)

f. Regular fault tolerant dies per wafer:

The area of fault tolerant core is expressed as summation of area of original
die and area of OIC. If the area of OIC is expressed as δ 0< δ< 1ð Þ times the
area of original design then ((1 + δ) � area of the original design)) denotes
the area of the fault tolerant die. By substituting (1 + δ) � area in the number
of regular fault tolerant cores per wafer can be estimated and is given in the
Eq. (4).

Regular fault tolerant dies per wafer ¼ π diameter=2ð Þ2
1þ δð ÞArea � π � diameterffiffiffiffiffi

2ðp 1þ δð Þ AreaÞ (4)

g. Regular working fault tolerant dies per wafer: It is die yield times the regular fault
tolerant die. It is estimated using the Eq. (5).
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Regular working fault tolerant dies per wafer ¼ 1

 
þ defect density� Area

cp

!�cp

:

π diameter=2ð Þ2
1þ δð ÞArea � π � diameterffiffiffiffiffi

2ðp 1þ δð ÞAreaÞ

 !

(5)

6.2 Parametric evaluation and discussion

The die yield for the original die and fault tolerant die estimated for one MIPS core
with one/two/four/ OICs, two MIPS core with one/two/four/ OICs, four MIPS core
with one/two/four/ OICs, and eight MIPS core with one/two/four/six OICs is tabu-
lated in Tables 7–10 respectively. The defect density is varied from 9.5, 5.0, to 1.0 and
wafer diameters varied from 300 mm, 200 mm to 100 mm to estimate die yield of the
original die and fault tolerant die. The cp is fixed at 4.0. The die yield of the original
die at defect densities are 1.0, 5.0, and 9.5 are 0.9971, 0.9855, and 0.9727 respectively.
The die yields for three fault tolerant dies each consisting of one MIPS core with first
die with one OIC, second with two OICs, third with four OICs for 300 mmwafer with
defect density at 1.0 is <0.9970/0.9969/0.9967> respectively as shown in the Table 7,
which is slightly lesser than the yield of the original die. The average of the differences
between yield of original die and fault tolerant dies with defect density 1.0 is 0.0002
which is negligible value. Similarly, the average of the differences between yield of
original die and fault tolerant dies at defect density 5.0 and 9.5 are 0.0009 and 0.0017
respectively. It is observed that an increase in the defect density decreases the yield.

Wafer diameter 100 mm 200 mm 300 mm

Defect density 9.5 5.0 1.0 9.5 5.0 1.0 9.5 5.0 1.0

Number of regular dies
per wafers

26,489 26,489 26,489 10,6781 10,6781 10,6781 24,0876 24,0876 24,0876

Die yield of original die 0.9727 0.9855 0.9971 0.9727 0.9855 0.9971 0.9727 0.9855 0.9971

Number of regular
working dies per wafer

25,767 26,106 26,412 10,3870 10,5237 10,6470 23,4309 23,7391 24,0174

Number of
regular
fault
tolerant
dies per
wafer

One OIC 25,768 25,768 25,768 103,884 103,884 103,884 234,347 234,347 234,347

Two OICs 25,084 25,084 25,084 101,139 101,139 101,139 228,163 228,163 228,163

Four OICs 23,820 23,820 23,820 96,061 96,061 96,061 216,723 216,723 216,723

Die yield
of fault
tolerant
die

One OIC 0.9719 0.9851 0.9970 0.9719 0.9851 0.9970 0.9719 0.9851 0.9970

Two OICs 0.9712 0.9847 0.9969 0.9712 0.9847 0.9969 0.9712 0.9847 0.9969

Four OICs 0.9697 0.9839 0.9967 0.9697 0.9839 0.9967 0.9697 0.9839 0.9967

Number of
regular
working
fault dies
per wafer

One OIC 25,046 25,385 25,691 10,0974 10,2340 103,573 227,784 230,864 233,645

Two OICs 24,363 24,701 25,007 98,231 99,595 100,828 221,603 224,681 227,461

Four OICs 23,100 23,437 23,743 93,157 94,518 95,750 210,170 213,243 216,021

Table 7.
Die yield for fault tolerant die consisting of one MIPS core with one/two/four OICs.
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The die yield of the fault tolerant dies each consisting of two MIPS cores with <
one/two/four> OICS with defect density 1.0 is <0.9941, 0.9940, 0.9937> respectively
as shown in Table 8. The die yield of the original die at defect densities 1.0, 5.0, and
9.5 is 0.9942, 0.9713, and 0.9463 slightly higher than yield of fault tolerant dies. The
average of the differences between yield of original die and fault tolerant dies is
0.00026. The average of the differences between yield of original die and fault toler-
ant dies increases by 0.0009 and 0.0018 for defect density 5.0 and 9.5 respectively.

The die yields of the original die at defect densities 1.0, 5.0, and 9.5 are 0.9884,
0.9436, and 0.8963 respectively. From Table 9, the die yield of the fault tolerant dies
each consisting of four MIPS cores with <one/two/four>OICS with defect density 1.0
are <0.9883, 0.9882, 0.9880> respectively. It is observed that average of the differ-
ences between yield of the original die and fault tolerant dies at varying defect
densities is similar with other alternatives discussed above.

From Table 10, the die yield of the fault tolerant dies each consisting of eight MIPS
cores with <one/two/four/six> OICS with defect density 1.0 is <0.9769, 0.9767,
0.9765, 0.9764> respectively. The die yield of the original die at defect densities 1.0,
5.0, and 9.5 is 0.9769, 0.8912, and 0.8057 respectively. The average of the differences
between the original die and fault tolerant dies with defect density of 9.5 is 0.0031, is
the highest among the averages. From this data, it is inferred that larger chips with
increasing redundancy widens gap between the yield of the original dies and fault

Wafer diameter 100 mm 200 mm 300 mm

Defect density 9.5 5.0 1.0 9.5 5.0 1.0 9.5 5.0 1.0

Number of regular
dies per wafers

13,159 13,159 13,159 53,220 53,220 53,220 120,182 120,182 120,182

Die yield for original
die

0.9463 0.9713 0.9942 0.9463 0.9713 0.9942 0.9463 0.9713 0.9942

Number of regular
working dies per
wafer

12,454 12,782 13,082 50,368 51,694 52,911 113,740 116,736 119,484

Number
of regular
fault
tolerant
dies per
wafer

One OIC 12,977 12,977 12,977 52,487 52,487 52,487 118,529 118,529 118,529

Two OICs 12,494 12,494 12,494 50,544 50,544 50,544 114,150 114,150 114,150

Four OICs 12,459 12,459 12,459 50,403 50,403 50,403 113,833 113,833 113,833

Die yield
for fault
tolerant
die

One OIC 0.9456 0.9709 0.9941 0.9456 0.9709 0.9941 0.9456 0.9709 0.9941

Two OICs 0.9449 0.9705 0.9940 0.9449 0.9705 0.9940 0.9449 0.9705 0.9940

Four OICs 0.9428 0.9693 0.9937 0.9428 0.9693 0.9937 0.9428 0.9693 0.9937

Number
of regular
working
fault
tolerant
dies per
wafer

One OIC 12,272 12,600 12,900 49,636 50,962 52,177 112,091 115,085 117,830

Two OICs 12,095 12,423 12,723 48,924 50,249 51,464 110,486 113,478 116,222

Four OICs 11,592 11,919 12,219 46,900 48,222 49,435 105,923 108,908 111,650

Table 8.
Die yield for fault tolerant die consisting of two MIPS core with one/two/four OICs.
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Wafer diameter 100 mm 200 mm 300 mm

Defect density 9.5 5.0 1.0 9.5 5.0 1.0 9.5 5.0 1.0

Number of regular dies
per wafers

6519 6519 6519 26,489 26,489 26,489 59,910 59,910 59,910

Die yield for original die 0.8963 0.9436 0.9984 0.8963 0.9436 0.9984 0.8963 0.9436 0.9984

Number of regular
working dies per wafer

5843 6152 6444 23,744 24,997 26,182 53,700 56,536 59,216

Number of
working fault
tolerant dies
per wafer

One OIC 6474 6474 6474 26,305 26,305 26,305 59,495 59,495 59,495

Two OICs 6428 6428 6428 26,124 26,124 26,124 59,085 59,085 59,085

Four OICs 6340 6340 6340 25,768 25,768 25,768 58,282 58,282 58,282

Die yield for
fault tolerant
die

One OIC 0.8956 0.9433 0.9883 0.8956 0.9433 0.9883 0.8956 0.9433 0.9883

Two OICs 0.8949 0.9429 0.9882 0.8949 0.9429 0.9882 0.8949 0.9429 0.9882

Four OICs 0.8929 0.9417 0.9880 0.8929 0.9417 0.9880 0.8929 0.9417 0.9880

Number of
regular
working fault
tolerant dies
per wafer

One OIC 5798 6106 6398 23,561 24,814 25,998 53,288 56,122 58,800

Two OICs 5753 6062 6353 23,381 24,633 25,817 52,881 55,713 58,391

Four OICs 5623 5930 6221 22,855 24,104 25,286 51,694 54,520 57,195

Table 9.
Die yield for fault tolerant die consisting of four MIPS core with one/two/four OICs.

Wafer diameter 100 mm 200 mm 300 mm

Defect density 9.5 5.0 1.0 9.5 5.0 1.0 9.5 5.0 1.0

Number of regular dies per
wafers

3217 3217 3217 13,159 13,159 13,159 29,827 29,827 29,827

Die yield for original die 0.8057 0.8912 0.9770 0.8057 0.8912 0.9770 0.8057 0.8912 0.9770

Number of regular working dies
per wafer

2592 2867 3143 10,603 11,728 12,856 24,034 26,584 29,141

Number of
regular fault
tolerant dies per
wafer

One OIC 3205 3205 3205 13,113 13,113 13,113 29,723 29,723 29,723

Two OICs 3194 3194 3194 13,068 13,068 13,068 29,620 29,620 29,620

Four OICs 3172 3172 3172 12,977 12,977 12,977 29,415 29,415 29,415

Six OICs 3150 3150 3150 12,888 12,888 12,888 29,214 29,214 29,214

Die yield for fault
tolerant die

One OIC 0.8051 0.8909 0.9769 0.8051 0.8909 0.9769 0.8051 0.8909 0.9769

Two OICs 0.8040 0.8902 0.9767 0.8040 0.8902 0.9767 0.8040 0.8902 0.9767

Four OICs 0.8028 0.8895 0.9765 0.8028 0.8895 0.9765 0.8028 0.8895 0.9765

Six OICs 0.8016 0.8888 0.9764 0.8016 0.8888 0.9764 0.8016 0.8888 0.9764

Number of
regular working
fault tolerant dies
per wafer

One OIC 2581 2856 3131 10,559 11,683 12,810 23,933 26,481 29,037

Two OICs 2559 2833 3109 10,470 11,592 12,719 23,732 26,277 28,831

Four OICs 2537 2811 3087 10,382 11,503 12,629 23,535 26,075 28,628

Six OICs 2516 2790 3065 10,296 11,415 12,541 23,340 25,877 28,428

Table 10.
Die yield for fault tolerant die consisting of eight MIPS core with one/two/four/six OICs.
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tolerant dies. Thus, a trade-off exists between the die yield and fault tolerance pro-
vided by the design alternatives (discussed above) having redundancy ranging
between 2% and 11%.

7. Reliability analysis of 32-bit OIC

In order to assess the endurance for the four modes of OIC, reliability is evaluated
and compared. The reliability, denoted by R(t), is defined as the probability of its
survival at least until time t, which is estimated using Weibull distribution and can be
determined in the following manner:

R tð Þ ¼ P T > tð Þ ¼ e�λtβ (6)

where β is the shape parameter,T denotes the lifetime and λ denotes the failure rate
of a component. Defect induced faults occur in the early stage of the lifetime, but the
wear-out induced faults increase in the tail end of the lifetime. β < 1, is used to model
infant mortality and it is a period of growing reliability and decreasing failure rate.
When β = 1, the R(t) of Weibull distribution and exponential distribution are identi-
cal. β > 1, is used to model wear out and the end of useful life where failure rate is
increasing. The initial failure rate is computed using the failure rate formula:

λ ¼ C1πTπV þ C2πEð ÞπQπL (7)

here, C1,C2 are the complexity factors, πT, πV, πE, πQ , πL are temperature, voltage
stress, environment, quality and learning factors respectively. Failure rate λ is
assumed as a function of the number of logical elements in the micro-architectural
components.

The reliabilities of the four modes of OIC given in the Eqs. (8)�(11) are expressed
in terms of Rselect logic tð Þ,Rsub tð Þ,Rsub�sc tð Þ,Rcomp tð ÞRvoter which denote the reliabilities
of select logic, subtractor, SCS, comparator and voters logic respectively.

TMR + SCS mode reliability is expressed as:

RTMTþSCS tð Þ ¼ Rsub�sc tð ÞRselect logic tð ÞRcomp tð ÞRvoter tð Þ
X4
i¼2

4
i

� �
Rsub tð Þð Þi 1� Rsub tð Þð Þ4�i

(8)

TMR mode reliability is expressed as:

RTMR tð Þ ¼ Rselect logic tð ÞRcomp tð ÞRvoter tð Þ
X3
i¼2

3
i

� �
Rsub tð Þð Þi 1� Rsub tð Þð Þ3�i (9)

DMR mode reliability is expressed as:

RDMR tð Þ ¼ Rselect logic tð ÞRcomp tð Þ
X2
i¼1

2
i

� �
Rsub tð Þð Þi 1� Rsub tð Þð Þ2�i (10)

Baseline mode reliability is expressed as:
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Rbaseline tð Þ ¼ Rselect logic tð ÞRsub�sc tð Þ (11)

The reliabilities are plotted for TMR + SCS, TMR, DMR and Baseline modes in
Figure 12 for β = 0.9 and 1.0, (which denote defect induced fault phase) and in
Figure 13 for β = 1.1 and 1.2 (which denote wear out induced fault phase). λ is a
function of number of logical elements as given in the Table 3.

In all these cases, TMR + SCS mode is observed to have a better failure tolerance
when compared to all other modes. For β = 1.2, the reliabilities of TMR mode and
DMR mode are less than that of TMR + SCS mode during the interval 3 � 104 to
15 � 104 hours, as illustrated in Figure 13. The levels of reliability of TMR modes
decline far below DMR, and baseline modes in wear out induced fault phase due to the

Figure 12.
Reliability vs. time for (a) β = 0.9 and (b) β = 1.0.
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fact that a single component reliability is below 0.5 and that the redundancy does not
have any merit in the TMR mode. In Table 11, reliability of subtractor goes below 0.5
at t = 180,000 h or 20.5 years and reliability gap between TMR and DMR widens
endorses the above argument.

7.1 Comparative analysis: OIC and URISC/URISC++

In this section, reliability of OIC is compared with that of URISC++. The reliability
function of Weibull distribution with λ as a function of number of logical elements is
used to estimate the reliability of URISC/URISC++. The number of logical elements in

Figure 13.
Reliability vs. time for (a) β = 1.1 and (b) β = 1.2
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OIC and URISC++ are given in Table 4. In the defect induced fault phase (β = 0.9 and
β = 1.0), a drastic fall in the URISC++ reliability is observed as shown in Figures 14
and 15. OIC continues to maintain a reliability of 0.96, unlike URISC++ with endur-
ance reaching 0.87 after 210,000 hours. In the wear-out induced fault phase, the

t (h) R (subtractor) R (comparator) R (TMR) R (DMR)

120,000 (13.7 years) 0.6256 0.6948 0.16931 0.2112

150,000 (17.12 years) 0.5417 0.6226 0.09060 0.1272

180,000 (20.5 years) 0.4663 0.5545 0.04633 0.07706

Table 11.
Reliabilities of components in OIC for β = 1.2.

Figure 14.
β = 0.9 reliability vs. time (hours).

Figure 15.
β = 1.0 reliability vs. time (hours).
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reliability gap widens between 32-bit OIC and URISC++ when β = 1.1 (Figure 16) after
60,000 hours or 6.84 years. The reliability levels of OIC fall below that of URISC++
because single component reliability reduces below 0.5 after 23.4 years as shown in
Figure 17 and the redundancy in the OIC does not have any merit thereafter.

8. Conclusion

1.Power, area and total power for OIC and for its contender URISC++ are
evaluated. OIC consumes less power and area compared to its contender. The
registers count in OICs is significantly less compared to URISC++. It is observed
that two large register files in URISC++ consume more power, unlike OIC which
does not maintain register files.

Figure 16.
β = 1.1 reliability vs. time (hours).

Figure 17.
β = 1.2 Reliability vs. time (hours).
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2.The performance overheads at instruction level and application level are
evaluated. In terms of performance overhead, based on the analysis in the
Section 5, performance loss is incurred in compute intensive and memory
intensive micro-benchmarks mainly due to MUL and DIV instructions in the
programs. But the performance loss will not be high in programs with right mix
of arithmetic instructions.

3. In 1:1 configuration of multi-core system with OICs i.e., one conventional core
with one OIC, all the emulation request from the conventional core is handled by
OIC. In 2:1 configuration (two cores and one OIC), simultaneous failures in two
conventional cores results in higher performance loss for the application
executing in the system. This performance loss can be reduced by augmenting
the multi-core configuration with an additional OIC. That is, 1:1 model proves to
be a viable solution with minimal performance loss. This is validated by the
simulation results presented in this chapter. On 1:1 and 1: N basis i.e., one MIPS
core with one or more OICs can scale to 100 MIPS core with 100 or more OICs.
Hence, MCS-OIC model is a scalable design alternative.

4.As expected, it is observed from the reliability analysis of OIC that an increase in
the number of subtractors results in higher reliability. Alternatively, it can be
understood that replication of functional units improves reliability of the OIC
significantly. Hence, TMR + SCS mode has higher reliability compared to the
other modes.

5.The yield of the fault tolerant die is slightly lesser than the original die for all the
design alternatives of MCS-OIC. It is inferred that larger chips with increasing
redundancy widens gap between the yield of the original dies and fault tolerant
dies. Thus, a trade-off exists between the die yield and fault tolerance provided
by the design alternatives (discussed above) having redundancy ranging
between 2% and 11%.

6.Reliability of OIC and URISC++ are evaluated and compared. Evaluation results
indicate that OIC is more reliable than URISC++ both in the defect induced phase
and the wear out induced phase. It can be understood that the level of
redundancy is significantly less in URISC++ compared to OIC.
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Chapter 10

Computer Vision-Based
Techniques for Quality Inspection
of Concrete Building Structures
Siwei Chang and Ming-Fung Francis Siu

Abstract

Quality performance of building construction is frequently assessed throughout
the construction life cycle. In Hong Kong, quality management system must be
established before commencing new building works. Regular building inspections are
conducted in accordance with the code of practice of new building works. Quality
managers are deployed in construction sites to inspect and record any building
defects. The concrete cracks must be identified, which is usually followed by proposed
rectifications, in order to protect the public and occupants from dangers. This chapter
is structured as follows: Background information of concrete cracks is firstly given.
Traditional technique of conducting regular manual inspection is introduced, in
accordance with Hong Kong’s code of practice “Building Performance Assessment
Scoring System (PASS)”. Then, an advanced technique of conducting crack inspection
intelligently based on computer vision is introduced. The procedures of defining,
training, and benchmarking the architecture of convolutional neural network models
are presented. The calculation steps are detailed and illustrated using a simple text-
book example. An experiment case study is used to compare the time, cost of
inspecting concrete cracks using both manual and advanced technique. The study
concludes with a presentation of the future vision of robot-human collaboration for
inspecting concrete cracks in building construction.

Keywords: building quality control, concrete crack, quality inspection, computer
vision, artificial intelligence

1. Introduction

Throughout the entire construction life cycle, quality assessment plays an impor-
tant role in ensuring the safety, economy, and long-term viability of construction
activities. Construction products that have been completely inspected and certificated
by quality inspectors are more inclined to be chosen by developers and buyers. Typi-
cally, the structural work is considered as an essential aspect for quality assessment
because structural problems directly influence the construction stability and integrity.
Among the construction structural forms, concrete structures are adopted as the most
common and basic construction structure. Therefore, exploring advanced
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technologies that enable effective concrete defect inspection can be deemed a worth-
while endeavor.

Normally, the types of concrete defects include blistering, delamination, dusting,
etc. Among them, concrete cracks, usually caused by deformation, shrinkage, swell-
ing, or hydraulic, appear most frequently in concrete components. Concrete cracking
is considered the first sign of deterioration. As reported by the BRE Group [1], cracks
up to 5 mm in width simply need to be re-decorated because they only affect the
appearance of the concrete. However, cracks with a width of 5–25 mm have the
possibility to trigger structural damage to concrete structures [2]. A 40-year-old
oceanfront condo building collapsed on June 27, 2021, in Florida because of the neglect
of cracks. Experienced engineers noticed the cracked or crumbling concrete, the
interior cracks, and the cracks at the corners of windows and doors are the significant
and earliest signs of this tragedy. Therefore, in order to prevent potential failures that
may pose a loss to society, crack problems should be thoroughly examined and
resolved.

In general, construction works are divided into two categories: new building works
and existing building works. The new works refer to a building that will be
constructed from scratch. The existing building works mean that a building has
existed for many years and residents are living inside. In Hong Kong, quality assur-
ance and control should be conducted by full-time quality managers on-site for both
new and existing buildings. Normally, the quality managers visually inspect implied
build quality and by appointing a score to the building’s quality in accordance to the
Building Performance Assessment Scoring System (PASS) for new buildings, the
Mandatory Building Inspection Scheme (MBIS), and the Mandatory Window Inspec-
tion Scheme (MWIS) for existing buildings. Meanwhile, to ensure a continuous and
in-depth inspection, Non-destructive (NDT) methods e.g., eddy current testing,
ultrasonic testing are also commonly applied in the quality inspection process.

Quality managers are commonly obliged to work 8 hours per day. Their salary
ranges from HKD 30,000 to HKD 50,000 per month. In PASS, more than 300 quality
assessment items are related to cracking-related problems. Cracks in all building
components, including floors, internal and external walls, ceilings, and others are
required to be strictly inspected during both structural and architecture engineering
stages. Therefore, both manual and NDT inspections are considered time-consuming,
costly, and dangerous, especially for large-scale and high-rise structures. To tackle this
issue, computer-vision technique is increasingly introduced for automated crack
inspection. For example, various convolutional neural network (CNN) architectures
have been developed and implemented to increase the efficiency of manual crack
inspection [3, 4].

Considering the aforementioned context, computer-vision-based automated
crack inspection techniques were introduced by the authors in 2022. To achieve this,
the theoretical background of CNN networks is firstly explained in the context of
convolution, pooling, fully-connected, and benchmarking processes. AlexNet and
VGG16 models were then implemented and tested to detail and illustrate the
calculation steps. Meanwhile, a practical case study is used to compare the
difference between manual and computer-vision-based crack inspection. The future
directions of combining robotics and computer-vision for automated crack
inspection are discussed. This study gives a comprehensive overview and solid
foundation for a computer-vision-based automated crack inspection technique that
contributes to high efficiency, cost-effectiveness, and low-risk quality assessment of
buildings.
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2. Computer vision-based automated concrete crack inspection

The term computer vision is defined as an interdisciplinary field that enables com-
puters to recognize and interpret environments from digital images or videos [5].
Computer vision techniques are rapidly being used to detect, locate, and quantify
concrete defects to reduce the limitations of manual visual inspection. By automati-
cally processing images and videos, computer vision-based defect detection technolo-
gies enable efficient, accurate, and low-cost concrete quality inspection. Various
techniques in the computer vision field, such as semantic segmentation and object
detection, have been developed and applied to date [6]. Among them, image classifi-
cation is considered the most basic computer vision technique and has been intro-
duced most frequently to predict and target concrete defects.

The motivation of image classification is to identify the categories of input images.
Different from human recognition, an image is first presented as a three-dimensional
array of numbers to a computer. The value of each number ranges from 0 (black) to
255 (white). An example is shown in Figure 1. The crack image is 256 pixels wide, 256
pixels tall, and has three color channels RGB (Red, Green, and Blue). Therefore, this
image generates 256 � 256 � 3 = 196,608 input numbers.

The input array is then computed using computer vision algorithms to transform
the numbers to a specific label that belongs to an assigned set of categories. One of the
computer vision algorithms is CNN, which has become dominant in image classifica-
tion tasks [7]. CNN is a form of a deep learning model for computing grid-shaped
data. The central idea of CNN is to identify the image classification by capturing its
features using filters. The features are then output to a specific classification by a
trained weight and biases matrix.

There are three main modules included in a CNN model: convolution, pooling, and
fully connected layer. The convolution and pooling layers are used to extract image
features. The fully connected layer is used to determine the weight and biases matrix
and to map the extracted features into specific labels.

Convolution layer is the first processing block in CNN. During the convolution
process, a set of convolution filters is used to compute the input array Α ¼ aij

� �
m�n,

m, n∈ widthimage, heightimage

� �
. After computing, a new image Α ∗ ¼ a ∗

ij
� �

n�n, is

Figure 1.
An example of the input number array.
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output and passed to the next processing layers. The size of the output image can be
calculated with Eq. (1). The values of output image pixels can be calculated with
Eq. (2). The output images are known as convolution feature map.

n ¼ m� f þ 2pð Þ=sð Þ þ 1 (1)

Here: n refers to the size of output image, m refers to the size of input image, f
refers to the size of convolution filter, p refers to the number of pooling layer, s refers
to the stride of convolution filter.

Α ∗
o ¼ f

X
k

Wo � Αo þ bo

 !
(2)

Here: Α ∗
o refers to the pixels of output image, f refers to an applied non-linear

function, Wo refers to the values of convolution filter matrix, k refers to the number
of convolution filters.Αo refers to the pixels of input image, and bo is an arbitrary real
number.

An example of a convolution process is shown in Figure 2. In this example, both
the width and height of the input image is 5. The pixels of the image are shown in
Figure 2. The convolution filter is in a shape of 3� 3. In this example, only one filter is
used. The initial value of the convolution filter is set randomly. The filter matrix is
adjusted and optimized in the following backpropagation process. In this example, the
non-linear function, padding layer is not used, and the biases value bo is set as 0. The
stride of convolution filter is set as 1. The convolution filter moves from left to right,
and from top to bottom. The size and value of the output feature map can be com-
puted using Eqs. (1) and (2). The detailed calculation process of the example feature
maps value and size is shown in Table 1. Seen from Figure 2, the value of size of input
image, size of filter is 5, 3, respectively. Suppose the number of the pooling layer, the
convolution stride is 0, 1, respectively.

A pooling layer is used to refine the feature maps. After pooling, the dimensions of
the feature maps can be simplified. In doing so, the computation cost can be effec-
tively decreased by reducing the number of learning parameters, whilst allowing only
the essential information of feature maps to be presented. Usually, pooling layers
follow behind convolution layers. Average pooling and maximum pooling are the
main pooling operations. Similar to convolution layers, pooling filters are used to
refine feature maps. For maximum pooling, the maximum value from the regions in
feature map that is covered by pooling filters is extracted. For average pooling, the
average value of the regions in feature maps covered by pooling filters is computed.
The pooling filters slide in the feature map from top to bottom, and from left to right.
The output of the pooling process is new feature maps that contain the most

Figure 2.
An example of convolution process.
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prominent features or average features. An example of maximum pooling and average
pooling is shown in Figure 3.

After extracting image features, the fully connected layers are applied to map these
features with classification labels. The relationship between input feature maps and
output classifications is calculated using an artificial neural network (ANN). The ANN is
structured into input layers, hidden layers, and output layers. A group of neurons is
included in the three layers. The neurons connect to one another in a processed weight
matrix. The weights present the importance of input featuremaps to classification labels.
Therefore, the relationships between inputs and outputs can be obtained by calculating a
weight matrix that connects image feature neurons and classification neurons.

To achieve this, the cube-shaped feature maps are first flattened into one-
dimension vectors. The values of transformed vectors represent the values of input
neurons. Then Eq. (3) is applied to calculate the value of new neurons that connect
with input neurons. The initial weights and biases values are chosen at random.

y j xð Þ ¼ f
Xn
i¼1

w jxi þ b

 !
(3)

Here: y j refers to the weights of output neurons, w j refers to the weights that
connect different neurons, xi refers to the values of input neurons, b refers to the biases.

A Back-Propagation algorithm (BP) is commonly used to train and modify weights
and biases. BP updates weights and biases by computing the gradient of loss function.
In doing this, the optimal weights and biases matrix that enable the minimum loss
between model outputs and actual value are identified. For now, various loss func-
tions are developed and applied. For example, the mean square error (MSE), shown in
Eq. (4), is one of the most frequently used loss functions to calculate loss value.
Stochastic gradient descent (SGD) is then processed to determine updated weights
and biases using the gradient of loss function, shown as Eq. (5).

Loss ¼ 1
n

Xn
i¼1

yi � byi
� �2 (4)

Here: Loss refers to the loss value of output neuron and actual value, n refers to the
number of neurons that connect to one specific output neuron, y refers to the actual
value, ŷ refers to the value of one output neuron.

Figure 3.
An example of max pooling and average pooling.
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w0 ¼ w� η
∂L
∂w

(5)

b0 ¼ b� η
∂L
∂b

Here: w0, b0 refers to updated weights and biases, η, η refers to former weights and
biases, η refers to the learning rate, ∂L

∂w,
∂L
∂b refers to the partial score of the loss function

for weights and biases, respectively.
An example of feature map updating using BP is explained. Figure 4 depicts an

example of a fully connected process. The initial weights and biases in this process are
determined randomly. Suppose the value of w11, w12, w21, w22, w5, w6 is 0.1, 0.2, 0.3,
0.4, 0.5, 0.6, respectively. The value of x1, x2, actual output value is 5, 1, 0.24. The
detailed calculation of the updated weights, biases, feature map is shown in Table 2.

In conclusion, during the convolution and pooling processes in CNN, the features
of the input image are extracted first. The pooled feature maps are then flattened and
considered as input neurons in fully connected process. After several training periods,
the appropriate weights and biases can be determined using BP. The classifications of
input images can be predicted automatically and reliably using the optimal weights
and biases.

A confusion matrix is a table structure that permits the viewing of CNN perfor-
mance [8]. Each row of the matrix records the number of images from actual classes,
while each column records the number of images from predicted classes. There are
four type indicators in the matrix: (1) True positive (TP) represents the images that
are predicted correctly as the actual class; (2) False positive (FP) represents the
images that are wrongly predicted; (3) True negative (TN) represents the images that
are correctly predicted as another actual class; (4) False negative (FN) represents the
images that are wrongly predicted as another actual class. TP, FP, TN, FN can be
expressed in a 2 � 2 confusion matrix, shown in Figure 5.

Based on TP, FP, FN, and TN, four typical CNN performance evaluation indexes:
accuracy, precision, recall, and F1-score can be calculated using Eqs. (6)–(9). For the
crack inspection problem, accuracy shows how many images can be predicted cor-
rectly. The percentage of actual cracked photos to all predicted cracked images is
shown by precision. CNNs with a high precision score indicate a better inspection
ability of cracked images. Recall shows the ratio of predicted cracked images to all
actual cracked images. CNNs with a high recall score indicate a better distinguishing
capacity between cracked and uncracked images. F1-score shows the comprehensive

Figure 4.
An example of a fully connected process.
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performance of precision and recall. A CNN with a high F1-score indicates stronger
robustness.

Accuracy ¼ TPþ TN
TPþ TN þ FPþ FN

� 100 (6)

Precision ¼ TP
TPþ FP

� 100 (7)

Recall ¼ TP
TPþ FN

� 100 (8)

F1� score ¼ 2� Precision� Recall
Precisionþ Recall

� 100 (9)

For example, the prepared dataset contains 10,000 photos, with 32,000 and 7000
cracked surface images and uncracked surface images, respectively. After CNN
processing, 2700 images are correctly predicted as cracked surfaces, 300 images out of
the 3000 real cracked surfaces are wrongly predicted as uncracked surfaces. 6500
images are correctly predicted as uncracked surfaces, and 500 images out of the 7000
uncracked surfaces are wrongly predicted as cracked surfaces. Then, based on above-
mentioned concepts, the values of TP, FN, FP, TN is 2700, 300, 500, 6500, respec-
tively. Table 3 shows the details of the accuracy, precision, recall, and F1 score
calculations.

Figure 5.
An example of a fully connected process.

Variable Equation Calculation process

Accuracy TPþTN
TPþTNþFPþFN � 100 (2700 + 6500) /(2700 + 300 + 500 + 6500) � 100 = 92%

Precision TP
TPþFP � 100 2700/(2700 + 500) � 100 = 84.375%

Recall TP
TPþFN � 100 2700/(2700 + 300) � 100 = 90%

F1-score 2� Precision�Recall
PrecisionþRecall � 100 2 � ((0.84375 � 0.9)/(0.84375 + 0.9)) � 100 = 87.23%

Table 3.
Detailed calculation process of accuracy, precision, recall, and F1 score.
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3. Example of concrete crack inspection using CNN

3.1 Textbook example of crack inspection using CNN

This chapter provides an example of how convolution, pooling, fully connected,
and benchmarking can be demonstrated in real-world concrete crack inspection using
CNN. The above-mentioned calculation was carried out using the Python program-
ming language and the Pytorch package.

3.1.1 Dataset

In this example, the input images were gathered from Kaggle, the world’s most
well-known data science community. Kaggle allows access to thousands of public
datasets covering a wide range of topics, including medical, agriculture, and con-
struction [9]. By searching “concrete crack” in Kaggle datasets module, 12 datasets
were found. The “SDNET2018” dataset was chosen from among them since it com-
prises sufficient and clean concrete surface images with and without cracks [10]. In
“SDNET2018”, 56,096 images were captured in the Utah State University Campus
using a 16-megapixel Nikon digital camera, including 54 bridge decks, 72 walls, and
104 pavements. In this example, only images of walls and pavements were used to
demonstrate the comparison analysis between manual inspection and CNN-based
automatic inspection. Therefore, 42,472 images were used as training and testing
dataset. Among them, 6459 cracked concrete surfaces are considered as positive class.
The captured cracks are as narrow as 0.06 mm and as wide as 25 mm, while 36,013
uncracked concrete surfaces are considered as negative class. Images in this dataset
contain a range of impediments, such as shadows, surface roughness, scaling, edges,
and holes. The diverse photographing backgrounds contribute to ensuring the robust-
ness of the designed CNN architecture. At a ratio of 80/20, the cracked and uncracked
concrete photos were randomly separated into training and testing datasets. The input
images’ pixels were standardized to 227 � 227 � 3 for AlexNet, and 224 � 224 � 3 for
VGG16. Table 4 shows the details of the input images. Figure 6 shows the examples
of the input images.

3.1.2 CNN architecture

In this section, two pre-trained CNN networks, AlexNet and VGG16, were intro-
duced to illustrate CNN computation process. AlexNet was designed as an eight-layer
architecture. VGG16 has a depth that is two twice that of AlexNet. According to
[11, 12], the depth of CNN network has a significant impact on model performance.

Total dataset Training dataset Testing dataset

Total images 42,472 33,978 8494

Cracked images 6227 4986 1238

Non-cracked images 36,245 28,992 7256

Image pixels AlexNet: 227 � 227 � 3
VGG16: 224 � 224 � 3

Table 4.
Details of prepared dataset.
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Therefore, by training and testing the prepared dataset with AlexNet and VGG16, the
comparison of network depth to prediction performance and computation cost can be
further highlighted.

1.AlexNet architecture

The AlexNet architecture, developed by Alex Krizhevsky, Ilya Sutskever, and
Geoffrey E. Hinton in 2012, is considered one of the most influential CNN architec-
tures [13]. AlexNet consists of five convolution layers and three fully-connected
layers. The max-pooling layers follow the first, second, and fifth convolution layers.
AlexNet was designed to predict 1000 object classifications. 1.2 million images with a
pixel size of 2,242,243 were used as input images. As a result, 60 million parameters
and 650,000 neurons are included in the computation process. The details of the
AlexNet architecture are shown in Figure 7.

In the first convolution stage, 96 convolution filters with size of 11 � 11 were
applied; they move with a stride with four pixels. The size of pooling filters is 3 � 3.
The pooling filters move with a stride of two. It is worth noticing that the error rate
can be reduced by applying overlapping pooling technique (the size of pooling filters
is smaller than its stride). In the second convolution stage, the size of convolution
filters becomes smaller from 11 � 11 to 5 � 5 while its number becomes larger from 96
to 256. The convolution filters in the third and the fourth convolution stage keep
minimizing, from 5� 5 to 3� 3, while its number keeps increasing from 256 to 384. In
the last convolution stage, the size of convolution filters remains same as 3 � 3, and its
number turns back to 256. The size and stride of pooling filters also remain the same in
the second and fifth convolution stage. Finally, 4096 neurons are included for both
first and second fully-connected layers. The final fully-connected layer contains 1000
neurons to output the probabilities of 1000 classifications. The 1000 neurons are
activated by softmax function.

The outputs of each convolution and fully-connected layer are activated by a non-
linear function, namely the Rectified Linear Units (ReLU) [14]. It is proved in

Figure 6.
Examples of cracked and non-cracked surface.
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AlexNet that using ReLU instead of other activation functions effectively solves the
overfitting problem and improves computation efficiency. Especially for the larger
architectures trained on larger datasets. The local response normalization [15] tech-
nique (LRN) is also applied following ReLUs to reduce the error rate. Moreover, to
avoid overfitting, drop-out techniques [16] are also applied in the first two fully-
connected layers. The dropout criteria was set at 0.5.

AlexNet was computed using SGD. The batch size, momentum [17], and weight
decay [18] were set as 128, 0.9, and 0.0005, respectively. The learning rate was set as
0.00001. AlexNet was computed for roughly 90 periods in NVIDIA GTX 580 3GB
GPUs. As a result, the error rate of AlexNet on test set of top-1 and top-5 achieved
37.5% and 17.0%, which was 10% lower than the out-performed CNN architecture at
that time.

2. VGG16 architecture

VGG16, designed by Karen Simonyan and Andrew Zisserman in 2015, was devel-
oped to investigate the influence of convolution network depth on prediction accu-
racy in larger datasets [19]. Therefore, VGG16 was designed as a deep architecture
with 16 weight layers, including 13 convolution layers and three fully-connected
layers. Convolution layers in VGG16 are presented as five convolution blocks. The
details of the VGG16 architecture are shown in Figure 8.

Figure 7.
Details of AlexNet architecture.
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As seen from Figure 8, there are two convolution layers in the first two convolution
blocks, respectively, and three convolution layers in the following three convolution
blocks, respectively. The size of all convolution filters is uniformly 3 � 3. All the
convolution filters move with a stride of one. The number of convolution filters
increases gradually from 64 to 128, 256, and 512 in the five convolution blocks. To
preserve information about image boundaries as completely as possible, spatial padding
is applied [20]. As with AlexNet, ReLU is applied as a non-linearity function for convo-
lution and fully-connected outputs to avoid overfitting problems. However, unlike in
AlexNet, LRN is not used in VGG16 because the authors stated that LRN has no influ-
ence on model performance and increases memory consumption and computation time.

Five max-pooling layers follow the last convolution layer in each block. The max-
pooling filters are uniformed with a size of 2 � 2, and a stride of two. As with AlexNet,
the first two fully-connected layers have 4096 neurons and 1000 output neurons. The
output neurons are activated by softmax. To avoid overfitting problems, drop-out
technique is also applied in the first two fully-connected layers. The dropout ratio is
set at 0.5. It can be concluded that the most important novelty of VGG16 compared
with AlexNet are: (1) the designed deep architecture; (2) the uniformed and small size
convolution filters.

In the training process, the training batch size, momentum, weight decay, and
learning rate were set as 256, 0.9, and 0.0005, 0.0001, respectively. As a result, the

Figure 8.
Details of VGG16 architecture.
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top-1 and top-5 errors of VGG16 achieved 24.4% and 7.2%, which is 13% and 9.8%
lower than AlexNet. The result proved that the deep architecture and small convolu-
tion filters have positive influences on CNN performance.

3.1.3 Training and benchmarking

Finally, the prepared dataset mentioned in Section 3.3.1 was used to train and test
AlexNet and VGG16, respectively. The training and testing process was conducted in
Kaggle kernels [21]. Kaggle kernel, provided by Kaggle community, is a virtual envi-
ronment equipped with NVIDIA Tesla K80, a dual GPU design, and 24GB of GDDR5
memory. This high computing performance enables 5–10 times faster training and
testing processes than CPU-only devices. Both AlexNet and VGG16 were trained
using SGD. Batch size was and learning rate set as 64, 0.0001, respectively. To avoid
overfitting problem, dropout was applied at the fully-connected stage, dropout prob-
ability was set as 0.5.

Python was used to program the computing process. Pytorch library was imported.
The whole computation time of AlexNet was roughly 2 h, and 4 h for VGG16. The
model’s performance in the training and testing datasets is shown in Figures 9 and 10,

Figure 9.
Training loss and accuracy of AlexNet and VGG16.

Figure 10.
Testing loss and accuracy of AlexNet and VGG16.
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respectively. The training and testing loss and accuracy values are represented on the
vertical axis, while the processing epochs are represented on the horizontal axis. Since
the loss and accuracy variation remained consistent after the 60th epoch overtraining
the model could lead to an overfitting problem [22]. The training epoch was set to 60
epochs.

As shown in Figure 9, both AlexNet and VGG16 converged successfully. The
training loss for AlexNet reduced steadily from 0.43 to 0.05 in the 58th epoch and
then remained constant in subsequent epochs. Similarly, at the 58th epoch, AlexNet’s
training accuracy increased from 0.85 to 0.98. At the 35th epoch, the training loss for
VGG16 dropped from 0.42 to 0.01 and subsequently stayed steady at approximately
0.008–0.01 in following epochs. At the 34th epoch, the training accuracy of VGG16
increased from 0.85 to 0.99 and then remained at 0.99. The results revealed that
VGG16 performed better during the training procedure. VGG16’s convergence speed
is roughly two times that of AlexNet. VGG16’s minimum training loss is 0.04 lower
than AlexNet’s, while its maximum accuracy is 0.01 times higher. It is observed that
deeper CNN designs assist in the faster processing of larger datasets, which contrib-
utes to producing more trustworthy weights and biased matrices. These results are in
accordance with those proposed by [23].

Figure 10 shows the loss and accuracy variations of AlexNet and VGG16 in the
testing dataset. The testing loss and accuracy consist of the fluctuation tendency of
training loss and accuracy. It indicated that neither AlexNet nor VGG16 had
overfitting or underfitting problems. VGG16 also out-performed AlexNet in the test-
ing process. AlexNet and VGG16 have minimum testing losses of 0.01 and 0.00003,
respectively. AlexNet’s maximum accuracy was 0.98, and VGG16’s was 0.99. In the
testing dataset, VGG16 converges at the 34th epoch, which is nearly 2 times faster
than AlexNet.

The confusion matrix of AlexNet and VGG16 is shown in Table 5. It can be shown
that the accuracy scores of AlexNet and VGG16 are nearly identical, indicating that
AlexNet and VGG16 have similar prediction abilities for cracked and uncracked con-
crete surfaces. VGG16 has a precision and recall of 96.5% and 89.6%, respectively,
which is nearly 1% and 5% greater than AlexNet. The results show that VGG16 out-
performs AlexNet for predicted positive variables (cracked surfaces). Meanwhile,
more cracked images from actual datasets can be correctly identified by applying
VGG16. AlexNet and VGG16 have F1-scores of 89.6% and 92.9%, respectively, indi-
cating that the VGG16 model is more robust.

AlexNet VGG16

TP 5242 5579

FN 985 648

TN 36,007 36,040

FP 238 205

Accuracy 0.971204558 0.97991618

Precision 0.956569343 0.9645574

Recall 0.84181789 0.895937048

F1-score 0.895532587 0.928981767

Table 5.
Confusion matrix of AlexNet and VGG16.
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In conclusion, VGG16 demonstrates better performance. Since it is important to
avoid ignoring any cracked surfaces, the model with the highest recall and F1-score is
more worthwhile. Meanwhile, AlexNet is also a preferable option when the number of
cracked and uncracked images is balanced because it shows a similar accuracy score as
VGG16 and has a lower computation cost.

3.2 Comparison of CNN and manual inspection

During on-site construction quality management process, quality control managers
(QCM) or registered inspectors (RI) are responsible for personally inspecting and
reporting quality problems with forms, reports, and photocopies. According to the
Mandatory Building Inspection Scheme (MBIS) and related contract regulations,
QCMs and RIs are obliged to examine cracks and other defects in building compo-
nents visually or with non-destructive equipment [24]. For example (1) cracks on the
structural components, e.g., structural beam, column, (2) cracks on the external
finishes, e.g., tiling, rendering, and cladding, (3) cracks on the fins, grilles, windows,
curtain walls.

When using computer-vision-based inspection techniques, differently, there is no
necessity for QCMs and RIs to conduct the aforementioned inspection tasks on-site.
Instead, their primary responsibilities may switch to (1) taking photos or videos of
building components, and (2) inputting the images and videos into pre-trained CNN
models. To highlight the differences between manual and computer-vision-based
crack inspection, an experiment was set up to calculate and compare inspection time
and cost.

The layout of the experiment is shown in Figure 11. Suppose this experiment case
is a 15 m � 15 m � 2 m residential building that is located in San Bernardino. The
inspection items include cracks on slab, internal walls, and external walls. According
to Dohm, John Carl [25], the total manual inspection time for 1600–2600ft2 home in
San Bernardino is around 13.65 h, including inspection items of building slab, shear
walls, etc. The manual inspection service cost is around $85.9 per hour.

Referring to the computer-vision-based inspection process described above, the
total inspection time includes the time of taking images or videos and CNN
processing. Assume that the input videos are obtained with handheld camera devices
while QCMs or RIs are by means of walking. Then, the time of taking videos can be
considered as the time of walking.

Figure 11.
Layout of the experiment case.
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Normally, the average walking speed between the age of 20–49 is around 1.42 m/s
[26]. Considering the time delays of taking videos, the walking speed can be consid-
ered as 0.1 m/s. Suppose the walking path follows an S-curve, shown in Figure 12.

According to [27], the universally accepted frame rate is 24 FPS per second.
Suppose the inspector begins to record video while taking the first step. Then the time
of captured video equals the time of walking. The number of the input images that
converted from the captured video can be calculated as 2390 s � 24FPS = 57,360.
According to the testing time of the textbook examples mentioned in Section 3.1, and
the study outcomes of [28], the time of CNN processing is around 100 images per
second. Then, the time of CNN processing can be calculated as 57,360/100 = 573.6 s.
Therefore, the cost of computer-vision based crack inspection can be calculated as
(2390 s + 573.6 s) � (85.9/3600) = $70.7.

Table 6 summarizes the calculation process of time and cost of manual and
computer-vision-based crack inspection. It can be seen that using CNN-based tech-
nique can effectively reduce inspection time and cost. The inspection time decreases
from 13.65 to 0.8 h in total, the inspection cost decreases from $1172.5 to $70.7.

4. Conclusion

To facilitate automatic building quality inspection and management, this study
introduced a computer-vision-based automated concrete crack inspection technique.
In order to demonstrate the computing and benchmarking process, the mathematical

Figure 12.
Walking path of the inspectors.

Manual inspection Computer-vision based inspection

Time 13.65 � 3600 = 49,140 s Time Taking video (1/0.1 � 15) � 15) +1/0.1 � 14 = 2390 s

CNN processing (2390 � 24)/100 = 573.6 s

Cost (85.9/3600) � 49,140 = $1172.5 Cost (573.6 + 2390) � (85.9/3600) = $70.7

Table 6.
Time and cost of manual and computer-vision based crack inspection.
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understanding of one of the most essential computer vision algorithms, convolution
neural network, was first detailed.

The theoretical foundation was then explained using a textbook example. In this
case, the input dataset “SDNET2018” was obtained from the Kaggle community. A
digital camera was used to acquire the 56,096 photos from the Utah State University
campus. To train the input images, the two most basic CNN architectures, AlexNet
and VGG16, were chosen. The Pytorch library was used to carry out the training
process in the Kaggle kernel. The model’s performance was evaluated using a confu-
sion matrix. The results revealed that the prediction accuracy of AlexNet and VGG16
is nearly identical. However, VGG16’s precision and recall are higher than AlexNet’s,
indicating that VGG16 has a stronger capacity to identify cracked surfaces. VGG16’s
F1 score is also greater than AlexNet’s, signifying that VGG16 is more robust. VGG16
is deemed to have a better significance since it has higher precision, recall, and F1-
score, which is crucial when distinguishing cracked and uncracked surfaces. When the
ratio of cracked and uncracked images is almost the same, however, AlexNet is a
feasible alternative because of its high accuracy score and low computation cost. It’s
worth noting that, when compared to shallow CNN architectures, deeper and broader
CNN architectures outperform shallow CNN architectures for larger datasets.

Next, an experimental case was designed to compare manual and computer-vision-
based crack inspection in terms of time and cost. The results showed that the
efficiency and cost-effectiveness can be effectively improved when adopting
computer-vision-based techniques. The inspection time and cost or the designed case
can nearly decrease from 13.65 to 0.8 h, and from $1172.5 to $70.7, respectively.

The findings help to demonstrate the computer-vision-based quality inspection
technique in both theory and practice. Although the recently developed computer-
vision-based technology improves the efficiency, cost-effectiveness, and safety of
human quality inspection, it still relies primarily on the collected image quality. Some
concrete surface images are difficult to capture in real-life situations, including among
others high-rise buildings, component corners, and buildings in extremely harsh
environments. To address this issue, robotics techniques are growing rapidly as a
means of upgrading computer-vision-based quality inspection [29]. Previous research
has begun to use mobile robots, such as UAVs in order to gather surface images [30–32].
Some studies have focused on exploring robotic inspection systems to raise the auto-
matic level of quality inspection [33, 34]. Therefore, merging robotics and computer
vision approaches may be considered as a worthwhile future research direction to
improve the efficiency and accuracy of manual quality control and management.
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Chapter 11

Development and Usage of 
Electronic Teaching Technologies 
for the Economic Training of 
Students in a Technical University
Valeryi Semenov

Abstract

In this chapter, the experience of the Department of Economic Theory in the 
development and use of electronic technologies in teaching economic theory for 
students of technical directions is described. The necessity of electronic testing in 
the context of the concept of practice-oriented teaching has been substantiated. The 
stages of development and structure of electronic testing are presented. The process 
of forming the base of test tasks is described. The structure of the software is stated. 
The experience of approbation and application of testing technology is presented. 
The influence of electronic testing technology on teaching methods is shown. The 
issues of electronic support of business games are considered. Electronic technologies 
are considered as a necessary and essential element in the organization and imple-
mentation of business games developed at the department. An assessment of the 
impact of electronic testing and electronic support of business games on the quality 
of the educational process is given.

Keywords: economic theory, students of technical specialties, practice-oriented teaching, 
business games, electronic support, electronic testing technology, quality control of the 
educational process

1. Introduction

The development of the system of economic education for students in technical 
areas involves the following in particular: taking into account the requirements of 
employers, compliance of domestic standards with foreign ones, creativity in teach-
ing, and the use of electronic learning technologies.

The subject “Economic theory” is included in the block of humanitarian and 
socioeconomic disciplines that provide students of technical stream with the neces-
sary competencies. There are two main problems in the teaching of economic theory 
in a technical university:
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• Uninterested perception of the subject as “not basic” and not relevant to the 
disciplines in the specialty

• Small amount of auditor hours

To solve these problems, the concept of practice-oriented teaching has been 
implemented at the Department of Economic Theory in recent years [1].

A necessary element in the implementation of the concept of practice-oriented 
learning is the use of electronic learning technologies.

2.  The structure of a practice-oriented approach to teaching economic theory

It consists of the fact that along with the consideration of questions of a theoretical 
nature, it is obligatory to consider concrete and real data on lectures and seminars on 
all the topics under study. At the same time, the main methodological principle is the 
maximum possible usage of examples corresponding to the streams of student training.

A practically oriented approach in teaching the subject “Economic theory” is 
implemented in the following streams:

1. Development of presentations of lectures containing real data. This may in-
clude—but be not limited to—the following practical applications, addressing 
the following topics:

• Automotive market

• Oil and gas market

• Information engineering and technology market

The choice of the automotive market as a topic for practical application is justified 
by acknowledging the following circumstances: widespread use, a lot of informa-
tion, the ability to historically analyze the evolution of the market and the structure 
of competition, tracking the effects of mass production, the availability of data on 
prices, production volumes, and technologies.

In addition, this topic correlates with the use of the business game “Formation of 
the automotive market” in practical classes.

The subject of the oil and gas market is related to the peculiarities of the Russian 
economy and is characterized by the possibility of obtaining various data for analysis, 
thus making it possible to analyze the activities of monopolies and oligopolies.

The choice of the information technology and technology market as a topic for 
practical application is due to its relevance, the widespread use of digital technologies, 
and their development. This topic corresponds to the areas of training of one of the 
faculties of the university and correlates with the business game “Digital Economy” 
developed within the department.

2. Change the methodology for conducting practical exercises.

As far as the change in the methodology of teaching is concerned, at first, the 
technology of preparing and presenting reports by students is introduced. The 
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structure of the report should contain a brief summary of the theoretical content of 
the key aspect of the topic (5–6 min), as well as bringing statistical and other data 
on the topic (4–5 min). The recommended subject of reports on all topics coincides 
with the directions chosen by the department.

In addition to this topic, students are offered other areas in accordance with their 
specialty.

3. Development and application of business games and specific situations for 
analysis in the educational process.

The department has developed a number of business games and specific situations 
for analysis [2].

Therefore, when studying the topic of supply and demand, the business game 
“Demand and Supply in the Automotive Market” is used. In a playful way, students 
analyze the formation of the automotive market in the United States, supply and 
demand factors, market structure, and the strategy of competing firms.

When reviewing the topic of the production factors market, the business game 
“Real estate: rent or buy” is used. The game deals with supply and demand in the 
labor market of engineers, wage dynamics, and housing market data. Students 
analyze the possibility of buying or renting an apartment depending on the level 
and dynamics of their future income, other life criteria, and factors of the real estate 
market.

The study of the topic “Cost theory of the firm” is also conducted using a business 
game. By imitating small businesses, students are divided into subgroups, creating 
small enterprises in the field of catering. In doing so, they analyze the main costs, 
their structure, and dynamics.

Studying the topics “Fiscal policy of the state” and “Monetary policy of the state,” 
the business game “State regulation of the automotive market” is used. The actions 
of the “AvtoVAZ Bank” as well as the state policy on supporting the car industry and 
AvtoVAZ’s efforts to attract investments and implement its production program are 
considered.

When studying the topic “Economic functions of the state,” the business game 
“Digital Economy” is used. During the business game, four teams of students inter-
act, representing the positions of the state, business, consumers, and experts, assess-
ing the socioeconomic consequences of implementing programs for the development 
of the digital economy.

4. Attraction of students of technical faculties for participation in conferences with 
reports on economic theory of practical orientation.

In the context of the practical orientation of teaching, students of technical 
faculties are involved in terms of participating in conferences. They present reports 
on economic topics with the involvement of specific materials. Some of the students 
present their own reports, while others act in collaboration with the teachers of the 
department.

The experience of students participating in conferences held at the university 
showed that students readily present reports on specific topics.

It is worth noting at this point that at the Russian scientific and practical confer-
ence of students, that is, postgraduate students of the “Modern problems of man-
agement” (2019), 34 reports of students were presented by the department (which 
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accounted for more than 40% of all the reports presented by four departments of the 
Faculty of Economics and Management).

In particular, students presented reports on the following topics:

• Demand and supply in the Russian electronics market

• Competition in the electronics market in Russia

• Domestic market of laser equipment and laser technology

• On the state of the instrument making and measuring equipment market

• Russian market of medical technologies and medical equipment

• On the development of the market for ultrasonic non-destructive testing

• Effect of scale in the development of the automotive industry

• On factors affecting the oil market

• Demand and supply in the world oil market

• Structure of the information technology market in Russia

• Change in supply and demand in the information technology market

5. Development of technologies for electronic testing and support of business games.

Electronic teaching technologies are considered in the context of a practice-ori-
ented approach. The technology of electronic testing allows one to save time of class 
hours, increasing the possibilities for meaningful studying. It furthermore improves 
the quality of testing in assessing students’ mastery of the main theoretical material.

Indeed, it may be stated that the electronic support of business games is an essen-
tial element of their conduct.

6. Development of online courses and use of other forms of distance learning.

3. Structure of the score-rating system for assessing students’ knowledge

At the Department of Economic Theory, a point-rating system for assessing 
students’ knowledge has been used for a long time [3].

At present, this system has the following structure:

Basic controls.

1. Test papers:

• Two for “Microeconomics” and two for “Macroeconomics.”

• The maximum number of points for each control work is 10.
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• Final examination—the maximum number of points is 15.

• The relevant control works are carried out in the form of test tasks and include 
tests and tasks.

2. Report

• This is rated from 0 to 10 points.

• Each student has the right to make only one report during the semester.

• Preparation of one report by a group of two students is allowed.

3. Variably considered forms of educational work.

• Solving problems and test tasks at the seminar. Points allocated range from 0 
to 3 points.

• Performances: evaluated from 0 to 4 points.

• Answers to questions for discussion and control questions, participation in the 
discussion of the report, and the discussion: evaluated for each type of activity 
and making-up between 0 to 3 points.

The approximate structure of time spent in a practical lesson (one topic is consid-
ered for 40–45 min):

• report—no more than 10 min.

• discussion of the report: 5 min.

• speeches on the topic of the report or the topic of the seminar: 5 min.

• discussion of the issues of the topic and answers to control questions: 10 min.

• problem solving: 10 min.

• Total: 40 min.

The final rating is formed as follows:
The mark “satisfactory” is set if the student scores 55–69 points, “good” is awarded 

between 70 and 84 points, and “excellent” from 85 points upwards.
If a student does not score 55 points, he/she receives an unsatisfactory grade and 

must pass the exam with the performance of test tasks.

4. Testing stages of development and technology structure

1. Urgency of development

An urgency of development is related, first of all, with the reduction of time of 
class hours. The working program on economic theory provides the study of 12 topics. 
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The lectures and seminars are allocated for 18 h. Practically, for each topic, both the 
lecture and the practical lesson have one academic hour (45 min). Such a structure 
of classes assumes a significant change and improvement in the methods of lecturing 
and conducting practical classes.

Before the introduction of the electronic testing system, knowledge control was 
carried out only during practical classes, and this was done by using paper carriers for 
test tasks.

Its main purpose was to eliminate these problems that the development of a system 
of electronic tests was primarily aimed at.

The following shortcomings of this system were revealed:

• too much time-related expenditures,

• limited variants,

• cribbing,

• replicating the right answers,

• difficulty in controlling the independent work of students due to lack of time in 
practical classes.

2. Formation of the base of test tasks.

As the experience of other developers of similar methods and our estimates has 
shown, in order to avoid repetition of the questions, it was necessary to form at least 
40 test tasks for each topic. Taking into account that all the topics of the course were 
subject to testing, the total number of generated test tasks was more than 500. As 
such, the author of this research work used previously proven test tasks, newly devel-
oped, as well as tasks taken from other sources, in particular from websites attnica.
ru, i-exam.ru, and fepo.ru, which was a time-consuming and laborious work. The 
formation of the base of test tasks was done by a group of three people.

3. Software.

To develop computer tests and questions, students used the database management 
system Question Mark Perception, which allows them to reproduce memories, as well 
as generate the results of various forms of reports for data analysis.

The Database Management System Question Mark Perception supports different 
types of questions:

• open-ended questions included in the tested text of the answer;

• question with one choice—the subject must choose one correct answer from 
several;

• multiple choice questions—the subject must choose at least the correct answer 
from the proposed ones;

• a question with a Likert scale—the subject chooses one of several values based on 
the scale;



227

Development and Usage of Electronic Teaching Technologies for the Economic Training…
DOI: http://dx.doi.org/10.5772/intechopen.105610

• filling in the void—the subject must enter the missing word in a paragraph of the 
text;

• selection of words from the drop-down list—the subject must choose the correct 
answer from the drop-down list;

• a question about the details of the text;

• a question about entering a number—it involves entering the answer in a count-
able form;

• a question about the transfer of objects—the subject must reassign a lot of mark-
ers on the image;

• a question with a graphic choice—the subject must reassign the marker on the 
image

• matrix question—it is a table in each series of which the subject must choose one 
answer (column);

• ordering question—the subject must put the options in the correct order.

When setting rules for checking answers, many options are also possible, for 
example, correct answer, wrong answer, partially correct answer, etc. For each indi-
vidual answer option, one needs to create one’s own rule. It is also possible to set up a 
feedback, for example, a message with comments on the answer.

The evaluation of each question is also configured by the author, and the points 
awarded for the answer depend on the specified conditions.

Test events can be taken on any device that has access to the Internet. This allows testing 
not only in the classroom, but also to give homework in the form of independent work.

For testing within the disciplines of the Department of Economic Theory, questions 
with a single choice and a question for entering a number and choosing a word from 
a drop-down list were mainly used. Evaluation is carried out according to the system 
wherein the correct answer is linked to a simple question—one point, the correct 
answer to the problem—two to four points (depending on the level of complexity).

4. Approbation of technology.

The technology of electronic testing was proved during practical classes in eco-
nomic theory at the Faculty of Economics and Management, the Humanities Faculty, 
and a number of groups of other technical faculties.

Testing was carried out for each topic of the course of economic theory in com-
puter labs during the practical classes immediately after passing the corresponding 
topic. For a number of groups, testing on the same topics was conducted on an 
extracurricular basis (online).

The analysis of the results of testing on the parameters noted above was carried 
out, and the answers of students in computer classes and at home were compared.

A number of test tasks have been adjusted.
There was a slight repetition of the questions and some unevenness in the com-

plexity of some tests.
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It turned out that the percentage of failure to perform tests in extracurricular time 
for various reasons (including technical ones) was about 7%. This made it possible 
to compile a real timetable for retesting on the examination week and to estimate the 
scope of retesting with a larger number of students.

The total number of students tested in each academic year was more than a thou-
sand people. On average, about 1–2% of students tested outside the classroom had 
problems during testing for technical reasons. They were promptly retested.

At present, the system is fully debugged.

5. Application of testing technology and changing teaching methods.

The technology of electronic testing for students of technical faculties is intro-
duced from the 2014/2015 academic year. In this regard, the system of monitoring 
was changed. Four tests are carried out in the test form (two under the section 
“Microeconomics” and two under the section “Macroeconomics”). Test works 
included test tasks and exercises on all topics of the course. For each section, one 
control work was done in a computer lab (or in the classroom—in written form), and 
the other—on an extracurricular time (online). A test schedule was prepared, students 
were given logins and passwords, and consultations were conducted on testing tech-
nology. As previously mentioned, the total number of students tested in each academic 
year was more than a thousand people. On average, about 1–2% of students tested on 
an extracurricular time had problems in testing for technical reasons. Retesting was 
reopened for them promptly. Currently, the system is completely debugged.

5. Electronic support of business games

A business game is conducted in the form of an analysis of a specific situation 
using the role method. The business game is directly related to the lecture’s material 
and the topic of the practical class.

The goal of the business game is to assimilate learning issues by students, to teach 
the skills of applying knowledge in economic theory to the analysis of the real situa-
tion, and to develop the abilities of working in small groups.

The business game is based on the careful study of a specific situation by students, 
searching for and analyzing additional materials, organizing individual and group 
work, preparing a report in accordance with questions and tasks for the business 
game, presenting the report, and discussing it at the seminar.

Electronic technologies are an essential component in the preparation, organiza-
tion, and implementation of business games developed at the department.

This is determined by the following specific circumstances:

• The need to present materials in the form of presentations and texts,

• The training schedule, according to which the practical classes are held in a week, 
and therefore, a high efficiency is required in the preparation for the conduct of a 
business game

The time for conducting a business game is one to two academic hours; therefore, 
strict requirements are imposed on the representativeness, volume, and quality of the 
information provided.
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Introductory instructive explanations of the lecturer on the organization of the 
business game are accompanied by the issuance of a task, a scenario, an algorithm for 
conducting, and the necessary materials in electronic form. A schedule is established 
for presenting the reports of students to the lecturer. In the process of preparing for a 
business game, consultations and necessary adjustments of the submitted materials 
take place. When conducting a business game, it is necessary to introduce presenta-
tions of the final report and other materials.

6. Development of online courses and the use of distance technologies

The departments are focused on the development of online courses and other 
products using the university’s technological and organizational resources.

The St. Petersburg Electrotechnical University “LETI” has developed a strategy in 
the field of distance learning and distance learning technologies.

The strategy is a formalized set of approaches consistent with the develop-
ment priorities of the university, on the basis of which an action plan is imple-
mented to saturate the educational process with information and communication 
technologies [4].

The technical infrastructure is:

• computer network, including wireless access equipment;

• computer equipment, telecommunication and communication devices, presenta-
tion, and video equipment;

• mobile devices for access to digital resources;

• systems for monitoring and managing access to resources, alarm, and video 
surveillance systems.

The information infrastructure consists of the following systems:

• intrauniversity SPOC3 platform on open edX;

• automated e-learning system (LMS);

• interactive media library;

• system for online conferences;

• electronic library platforms;

• the “Electronic Dean’s Office” system for the implementation of educational 
programs of all forms of education.

The information infrastructure is implemented in the form of digital resources 
and services of the corporate information environment. A single attribute for access-
ing university resources is the personal IDs of students and staff.
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The Center for New Educational Technologies and Distance Learning and the 
Department of Educational Programs are responsible for the development of the 
online education system at LETI [5].

During the implementation, the following organizational technology was used:

• At the beginning of the semester, consultative meetings were held with all the 
students (in groups and on streams) on the organization of the educational 
process. Students were provided with information about the procedure for 
registering for online courses, the training schedule, types of classes, reporting, 
and the assessment system.

• During the semester, several times a week, mailing lists were sent with informa-
tion about the opening of new course materials and deadlines for completing 
tests and handing in practical assignments.

• On a weekly basis, the Dean’s offices were provided with detailed information 
on the development of the online course by students. At the end of the semester, 
all the students passed the final certification for their courses in the format of 
offline proctoring.

The following models of embedding distance learning technologies are assumed [6]:

• full distance learning;

• express distance learning;

• full or partial reduction of lecture classes;

• partial replacement of classroom hours with in-depth study of the material;

• flipped learning;

• automated issuance of individual homework assignments and carrying out 
control activities in the form of computer tests;

• controlled independent work on discipline.

When developing online courses, there is a need for their expertise. The university 
has the following system of peer review, which includes the following two stages:

1. Preliminary technical expertise: It includes the availability and performance of 
the online course components.

2. Comprehensive expertise: The subjects of a comprehensive examination are:

• assessment of the compliance of the course structure and its content with the 
goals and objectives in the development of the academic discipline for which 
the online course is being created;

• assessment of the presentation of text and presentation materials, various 
audiovisual aspects of the online course;
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• evaluation of the control materials used in the online course.

Before creating the online course “Economics,” the following main issues were 
analyzed:

• the educational objectives of the course,

• the audience of the course,

• technical capabilities.

Depending on the objectives of the course, audience, and technical capabilities, 
the format was chosen and the components of the course were determined, i.e.:

• who will be involved in creating the course,

• what the length of the course and its volume will be,

• whether the course provides additional classroom lessons,

• whether a situational assessment with instant feedback is needed.

As a result, it was decided that the course would be recorded by an employee of the 
department who would work together with the author and producer of the course. In 
the case described herein, the producer was also a member of the department.

The online course is seen as an addition to the classroom.
The course contains 13 topics and corresponds to the program of the discipline 

“Economic theory.” The course structure includes video content and testing based on 
the results of mastering. The online course developed at the department is an integral 
part of the educational process and can be used as an independent material at the 
same time.

It should be noted that the development of the course required a significant 
amount of time. In addition, there was a need to master new competencies in content 
design and lecture recording.

7. Conclusion and further work

Electronic teaching technologies are considered in the context of a practice-
oriented approach.

The used score-rating system for assessing students’ knowledge has become even 
more effective. Furthermore, the developed technology of electronic testing has 
allowed to improve essentially the technique of conducting practical classes.

The quality of testing has significantly improved. The time for discussing issues 
of the topic, presenting reports, and solving problems has increased. The control of 
independent work of students became better.

Experience has shown that the electronic support of business games is an 
indispensable element of their conduct. The developed technology of electronic 
support has allowed to considerably increase the effectiveness of the conducted 
business games.
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As a result of the introduction of electronic testing and business games support 
technologies, the perception of subject has expressively been enhanced, and the qual-
ity and effectiveness of training has advanced.

A short online course developed at the Department of Economic Theory is 
included in the system of the educational process and is its important component.

According to the results of a sociological survey [7, 8], the main advantages of 
online learning as named by students were:

• the ability to independently organize the process of mastering the academic 
discipline;

• the rational use of time in the development of the course;

• the use of video materials in the educational process;

• the possibility of returning to lecture materials and restudying these.

The most important aspects of online learning for students were: the clarity and 
consistency of the presentation of the educational material, the usefulness of the 
course for the specialty, and the pleasure of attending the course.

Main directions of further work may include but not be limited to the following 
areas:

• inclusion in the online course of business games and case studies;

• creation of a number of webinars and forums on the problems of economic 
theory;

• organization of design work in groups using remote

• technologies;

• creating a massive online course in economics for engineering students.
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Chapter 12

Exploring the Effects of Learning
Capability and Innovation on
Quality Management-Organizational
Performance Relationship
Mohsen Modarres

Abstract

Management scholars should further study the scientific area concerning the
contingent effects of learning capability and organizational innovations on the
relationship between quality management organizational performance. This chapter
examines the interactive effects of quality management with organizational learning
capability and innovations on organizational performance. Indeed, it may be argued
that within quality management theory and methodology, the need to consider the
contingency approach may result in an in-depth understanding of how the intersec-
tion of constituent elements associated with quality management influences organi-
zational performance. Results revealed that the interaction of quality management
and learning capability explained higher variance in organizational performance than
the direct effect of quality management on performance. Similarly, interactions
between quality management and innovations explained more significant variance in
organizational performance than the direct effect of quality management on perfor-
mance. Outcomes showed that quality management might not directly impact orga-
nizational performance. Findings underscore the importance of interactive effects of
innovation and organizational learning capability with quality management in
explaining the relationship between quality management and organizational
performance.

Keywords: strategy, integrated quality management, contingency theory, innovation,
learning capability

1. Introduction

Organizations competing in dynamic industries are required to be cognizant of
challenges and complexity in maintaining a balance between initiating changes
through innovations and maintaining stability in their existing processes.
Unpredictability within dynamic competitive markets creates a paradox between
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replicating stable processes or re-allocating resources toward innovation [1]. Hence,
organizational success tends to be contingent on organizational commitment and
capability to continuously explore a new way of doing things and exploit existing
competencies [2]. Markets in dynamic industries tend to exert more significant pres-
sure on competing firms to sense and respond to cues in their environment by creating
flexible and adaptable core capabilities. The recent trends toward the adoption and
implementation of total quality management have been indicative of competitive
challenges in dynamic industries. As competitive advantage tends to erode at an
accelerated pace [1], organizations that are responsive to intra-organizational cues and
shifts in elements within the immediate organizational environment may have a better
chance of success and prosperity [3, 4]. A healthy competitive position in the mar-
ketplace requires managers to coordinate among various internal processes, such as
continuous improvements, innovations, and efficiency, through enhanced organiza-
tional learning capability. Moreover, internal coordination among process improve-
ment, innovation, and organizational learning may lead to equilibria between
continuous changes in various constituents in quality management and maintaining
stability in existing processes. Integrated total quality management strategies enable
managers to explore and implement a novel way of doing things and maintain stable
and standard processes by repetition and duplication of high-performing processes. A
number of researchers have posited that the performance outcome of quality man-
agement strategies tends to be contingent on the managerial capability to coordinate
among timely innovations, investment in human capital, enhanced learning capabil-
ity, and knowledge collaboration among organizational members and subunits [5–8].
Moreover, integrated quality management enables organizations to exploit the
existing core capabilities and channel organizational knowledge into individual and
team cognitive energy to gain competitive advantage and enhance organizational
performance e.g., [8, 9] and organizational excellence [10]. Moreover, integrated
quality management provides a window of opportunity for managers to detect and
adapt to the external environment contingencies in a timely fashion [11]. The incon-
sistency in the causal linkage between desired performance outcome [12, 13] and
integrated quality management strategies and practices at the operational level remain
inconsistent [14, 15]. Past studies have shown inconsistent results in the relationship
between performance and integrated quality management. For example, research by
Powell [16] and Westphal et al. [17] revealed no statistical significance between
performance and total quality management. In contrast, few researchers have
reported a direct and positive association [18, 19] or a mediated relationship between
organizational performance and quality management. Previous researchers have
parsed and identified various components of integrated quality management and
investigated each component’s relationship with performance.

In this body of work, the financial measure of organizational success [8], human
resource capability [20], research and development were explored as firm-specific
capability [9]. Furthermore, integrated total quality management draws upon firm-
specific resources and capabilities and coordinates a strategic balance between
exploring new ideas and exploiting existing firm-specific capabilities [9, 21]. Such
capabilities developed within integrated quality management tend to be non-imitable
and sources of competitive advantage and higher performance [22, 23]. The causal
ambiguity in the relationship between quality management and performance led to
failures in the implementation of quality management [16]. Furthermore, causal
ambiguity in the quality management-performance relationship has refocused
research studies on the interrelationship between constituent elements of quality
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management and organizational performance. For instance, research by Modarres
and Pezeshk indicated that the relationship between total quality management
and organizational performance is mediated by organizational learning and
innovation performance. Similarly, Huang et al. [6] argued that individual
interactions mediate the innovation performance in the quality management
method and the degree of the team learning that may result from team member
interactions.

Another body of research centered on the interrelationship between investment
in human capital and success in the implementation outcome of quality manage-
ment [7]. Other researchers have discussed that the quality management-performance
relationship tends to be contingent on creating a culture of dyadic trust among
organizational members and promoting knowledge sharing among the organizational
members [6]. Both dyadic trust and knowledge sharing create an internal organiza-
tional environment that generates enhanced cognitive learning. Furthermore, knowl-
edge sharing allows accumulated knowledge by members of the organization to
become the basis for diverse ideas and explorations of novel routines. Within this
body of research, the relationship between quality management and performance
tends to be contingent on a culture of employee empowerment within organizations
[24]. Such a culture promotes an environment of learning and interaction, mutual
trust, and information sharing among organizational members that may lead to the
introduction of new products and services and the implementation of new codes in
the organization.

Parsing quality management into its constituent parts and their synthetic
roles within quality management have partially contributed to our understanding of
the performance-quality management relationship. However, previous researchers
have provided little information about the interactive effects of quality
management with organizational learning and innovations to explain performance
variations within corporations. This chapter derives from contingency theory to
examine the contingency theory, neglected in recent quality management studies, to
examine the interactions between quality management and two important variables,
organizational learning, and innovations in explaining variations in organizational
performance.

The proposed model (Figure 1) and hypotheses tested both direct and interaction
effects between quality management, organizational learning, and innovation on var-
ious organizational performance levels. In contrast to parsing the constituent parts
and their synthetic roles within quality management, the present research proposes
that the interactions between quality management and learning capability and inno-
vation tend to positively impact organizational performance. The present research
views quality management as an integrated, gestalt, and adaptive method capable of
continuously learning [25] and innovating novel routines and new core competencies.
Furthermore, present research argues that integrated quality management allows for
incremental modifications and radical reengineering of existing operations and
enables managers to be flexible and enable the transformation and enhancement of
internal capabilities.

2. Interaction effects of quality management with learning capability

Integrated quality management practices promote cross-functional communica-
tion and frequent exchanges of complex information among individuals and teams.
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Interaction between quality management and learning capability across subunits is
likely to result in a novel way of doing things. Such knowledge creation commits top
executives to allocate resources to employees’ education, expression of new ideas, and
team learning.

Furthermore, the managerial challenge in establishing a stable and reliable process
tends to be contingent on creating an organizational culture. Such culture focuses on
creating new knowledge and continuous organizational learning and the existing
experience curve accumulated through information flow across subunits [6]. Such a
seamless flow of information across subunits allows organizational members and
managers to explore novel routines and exploit existing knowledge. Integrated quality
management enables top managers to invest in continuous education and learning
through employees’ interactions. Over time, the accumulated education and learning
become the basis for organizational learning capability [25, 26] and the flexibility to
explore new routines and continuous process improvement [27]. According to Jerez-
Gomez et al. [28], the interactions between top management commitment to
employees’ education and employee involvement in strategic directions of the orga-
nization enhance learning as one of the organization’s core competencies. Moreover,
higher levels of learning and education tend to lead to better implementation of
quality management, greater innovation, higher quality of products and services, and
higher organizational performance [26].

Moreover, high levels of learning capability within quality management enhance
organizational awareness and ability to absorb new knowledge and transform the col-
lective organizational know-how into new products and competitive advantage [9]. In
contrast, low adaptive learning and low organizational performance tend to be attrib-
uted to parochial organizational practices and the inability to absorb new knowledge
[29]. Similarly, the interaction between quality management and organizational inno-
vations is likely to allow exploration for the opportunity to develop new products and
services. Innovation tends to be among the success factors that contribute to high

Figure 1.
Macro model.
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corporate performance [9, 22]. Previous researchers have argued that a positive associ-
ation between innovation and organizational performance tends to be contingent on the
flexible structural design that facilitates subunits innovations and interconnectedness,
decentralized decision-making, and accumulated organizational learning [13, 30–32].
According to Singh and Smith [33], quality management practices promote an organic
environment within organizations that is conducive to innovation and high levels of
learning. Such organic structural design promotes employee interactions and cross-
functional links and interactions. Furthermore, the organic structural design creates
greater flexibility [34], that facilitates the speed and extent of innovations, and timely
adaptation to changes in the firm’s industry environment.

Moreover, quality management practices that promote the timely introduction of
products and services to the marketplace can lead to competitive advantage and
high organizational performance [8]. Similarly, entrepreneurial mindset within
organizations tends to be a key factor in technological and product innovations.
Furthermore, entrepreneurial mindset enables managers to respond to environmental
changes by reallocating valued resources within the organization toward new
products and services and enhancing corporate performance [22, 30, 35, 36].
Finally, quality management creates a culture of collaborations and exchanges of
new ideas as employees interact within each function and cross-functionally.
Researchers must identify the interrelationship among quality management, learning
capability, and innovations to realize a deeper understanding of how employee
interaction may lead to higher organizational learning capability and innovations.
Furthermore, research studies should explore the interactive effects of quality
management, learning capability, and innovation on organizational performance.
Given the above, this study hypothesizes the main and intersection effects between
integrated quality management, organizational learning, and innovations in the
following manner:

H1: There will be a positive and significant relationship between quality
management, organizational and organizational performance.

H1a: There will be a positive relationship between quality management,
organizational learning.

H1b: There will be a positive relationship between quality management,
organizational, and innovation.

H2: There will be a positive relationship between organizational learning and
organizational performance.

H3: There will be a positive relationship between innovation and organizational
performance.

H4: The interactions between quality management and organizational learning
positively influence the relationship between quality management and
organizational performance.

H5: The interactions between quality management and innovation positively influ-
ence the relationship between quality management and organizational performance.

3. Methodology

3.1 Sample and data

Data. The data used in this study were collected by the survey method. The survey
was carried out during the year 2015 and provided information on Iran’s food business
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environment, quality management, organizational learning, innovation performance,
and organizational performance. Top executives and senior managers represent the
most appropriate sources of information for this study. The population of top execu-
tives and managers was determined to be 400. A questionnaire and cover letter were
mailed to the managing director or chief executive officer of each company from the
Food Industry in Iran. A total of 37% of the 400 mailed surveys was completed and
returned, a sample of 148. All 148 completed surveys were used in this investigation.
Given the population of N = 400, the Cochran sample size formula indicated a sample
of n = 148 allows the study to draw correct inferences from the population.

3.2 Measurement of variables

A survey method was used for all the variables in the present study. Respondents
were asked to indicate their levels of agreement with descriptive statements using a 5-
point Likert scale (range, 1 = strongly disagree to 5 = strongly agree).

Quality management. To measure the effectiveness of integrated quality manage-
ment, following the study by Vanichchinchai and Igel [37] and Coyle-Shapiro [38],
the present research employed the following seven variables:

• top management support

• employee involvement

• continuous improvement

• customer focus

• education and training

• supply management

Organizational learning capability. Based on the study by [28] learning capability
was operationalized as top executive commitment, system perspectives,
organizational experimentations, and knowledge transfer initiatives.

Organizational Innovations. Exploring new ways of things in the organization
requires managerial decisions on innovations and reallocation of valued resources
toward new processes, products, and services [9, 35]. Following the study by Parjogo
et al., innovation performance was operationalized as product/service innovation,
performance innovation, and overall organizational innovations.

Organizational Performance. Organizational performance can be defined as the
desired outcome within organizations. Performance is multi-dimensional and may be
measured as such. Following the study by Santos and Brito [39], the present research
operationalized performance as employee satisfaction, response to environmental
changes, sustainability, customer satisfaction, and projected revenue from new
products/services.

3.3 Procedures and design

Congruent with the previous research in contingency theory [8], the present
research considers quality management as an integrated organizational strategy. As

240

Quality Control - An Anthology of Cases



such, the study used structural equation modeling to explore the independent and
interaction effects of integrated quality management, innovations, and organizational
learning on organizational performance. For parsimony, and to reduce the number of
relationships, a hierarchical component model was created. Model I (Table 1,
Figure 1) shows the results of the structural equation modeling analysis of the high
component model, and standardized regression weights showing integrated quality
management association with organizational learning capability, products and ser-
vices innovations, and organizational performance. The hierarchical analysis of Model
I also shows the relationship between each of the four constructs in this study with
their sub-constructs.

4. Analysis

4.1 Main constructs, sub-constructs, and variables

Integrated quality management. According to the results shown in Model 1
(shown in Table 1), integrated quality management is positively and
significantly associated with continuous education and employee training
(B = 0.90), and continuous long-term employee support after the implementation
of quality management (B = 0.72). Furthermore, continuous improvement
programs (B = 0.61), managing the supplier relationship (B = 0.55), customer
relations and satisfaction (B = 0.45), and employee involvement in the decision-
making processes (B = 0.41) were positively and significantly associated with quality
management.

Organizational learning capability. As shown in Model I (shown in Table 1), the
organizational learning capability construct has a positive and significant relationship
with long-term management commitment to involve employees in decision-making
processes (B = 0.84). Results also indicated that within and inter-subunit knowledge
transfer significantly influenced and enhanced organizational learning capability
(B = 0.83). Furthermore, organizational learning capability is positively and signifi-
cantly associated with the exploration of new ideas, and exploitation of the existing
process to enhance further process improvements (B = 0.66). Results also indicated
that subunits independently set divisional strategies and goals, and were responsible
for co-align their strategies and goals with overall organizational strategies, goals, and
mission (B = 0.71).

Innovation. Results (shown in Table 1) revealed that top managers
encouraged and permitted exploration of new products and services (B = 0.92)
and process innovation (B = 0.78). Furthermore, overall organizational innovations
were significantly related to operational cost reductions and revenue generations
(B = 0.79).

Organizational Performance. The results (shown in Table 1) indicated that the
implementation of integrated quality management instituted organizational perfor-
mance assessments were associated with continuous monitoring of the competitive
dynamics in the marketplace (B = 0.63). Furthermore, results also indicated that the
performance construct has a significant relationship with employee work satisfaction
(B = 0.75), employee participation in decision-making processes (B = 0.63), customer
expectations and satisfaction (B = 0.59), projected financial post-integrated quality
management implementation (B = 0.65), and implementation of environmental
sustainability programs (B = 0.92).
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For the accuracy of the constructed model and to make sure the data is presenting
accurate and reliable drawing from the population under study the Kolmogrov-
Smrinov (KS) test was performed [40, 41]. Table 2 shows that all four variables’ data
are normally distributed.

Standardized
regression weight

Standardized
bias

t-value

Quality management ➔ Organizational learning 0.95 0.08 13.41*

Quality management ➔ Innovation performance 0.91 0.08 12.41*

Quality management ➔ Organizational performance 0.43 0.08 1.13

Quality management ➔ Education and training 0.90 0.08 14.20*

Quality management ➔ Total management support 0.72 0.08 10.41*

Quality management ➔ Continuous improvement 0.61 0.08 8.60*

Quality management ➔ Supply chain mgt 0.55 0.08 7.67*

Quality management ➔ Customer focus 0.45 0.08 6.29*

Quality management ➔ Employee involvement 0.41 0.08 6.21*

Organizational learning ➔ Management commitment 0.84 — —

Organizational learning ➔ System perspective 0.71 0.08 10.34*

Organizational learning ➔ Organizational experiment 0.66 0.08 9.31*

Organizational learning ➔ knowledge transfer 0.83 0.08 8.21*

Organizational learning ➔ Organizational performance 0.58 0.08 6.89*

Innovation performance ➔ Product/service 0.92 — —

Innovation performance ➔ Process innovation 0.78 0.08 12.24*

Innovation performance ➔ Overall organizational
innovation

0.79 0.08 12.57*

Innovation performance ➔ Organizational performance 0.62 0.08 9.17*

Innovation performance ➔ Product/service 0.92 — —

Innovation performance ➔ Process innovation 0.78 0.08 12.24*

Innovation performance ➔ Overall organizational
innovation

0.79 0.08 12.57*

Innovation performance ➔ Organizational performance 0.62 0.08 9.17*

Organization Performance ➔ Post TQM financial
expectation

0.65 — —

Organization Performance ➔ Employee participation 0.63 — —

Organization Performance ➔ Customer satisfaction 0.59 0.08 7.79*

Organizational performance ➔ Employee satisfaction 0.75 0.08 8.57*

Organizational performance ➔ Sustainability 0.92 0.08 13.16*

Chi-square = 247.24; df = 114; GFI = 0.92; AGFI = 0.86; RMSEA = 0.08.
*p < .05.

Table 1.
Results of structural equation modeling-model I.
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5. Explanation of latent constructs

In this section of the chapter, complex hierarchical constructs, sub-constructs, and
related subset variables are disentangled and discussed.

5.1 Integrated quality management

Table 3 presents the result of an orthogonal (VARIMAX) rotation of the factor
matrix underlying the quality management items. Based on the six-independent factor
solution suggested by the eigenvalue pattern (i.e., greater than 1.0), 25 items were
identified so that each of which loaded at least cleanly on only one of the six factors. A
cut-off of 0.50 was used for item-scale selection. These factors accounted for over 78%
of the variance in the quality management scale items. Following an inspection of the
factor loadings, the six factors were subsequently labeled:

• Total management support

• customer focus

• education and training

• continuous improvement and innovation

• supply chain management

• employee participation

Table 4 shows an examination of the Kaiser-Meyer Olkin measure of sampling
adequacy suggested that the sample was factorable. The results reasonably describe
each set of items as being indicative of an underlying factor for quality management.

(KMO = 0.833); χ2 = 3485, df, 300, sig 0.000).

TQM OLC INP OP

149 149 149 149

Normal Parametesa Mean 3.62 3.37 3.34 3.38

Std. Deviation 0.60 0.65 0.67 0.66

Most Extreme Difference Absolute 0.059 0.059 0.076 0.057

Positive 0.059 0.051 0.075 0.039

Negative �0.054 �0.059 �0.079 �0.057

Kolmogrov-Smrinov Z 0.751 0.721 0.926 0.691

Asymp. Sig (2-tailed) 0.687 0.676 0.358 0.726
aTest distribution is normal

Table 2.
One-sample Kolmogrov-Smrinov biased analysis.
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Derived factorsc

Quality managementb EENb1 TMSb2 SMb3 CIIb4 CFb5 EDTb6

TMS1 0.219 0.850 0.201 0.077 0.057 0.188

TMS2 0.140 0.794 0.200 0.310 0.245 0.074

TMS3 0.217 0.848 0.194 0.115 0.113 0.176

TMS4 0.251 0.822 0.147 0.194 0.199 0.141

CF5 0.037 0.141 0.196 0.051 0.859 0.136

CF6 0.147 0.271 0.116 0.113 0.821 �0.002

CF7 0.187 0.072 0.069 0.099 0.887 0.141

EDT8 0.110 0.413 0.359 0.347 0.297 0.568

EDT9 0.057 0.131 0.222 0.287 0.065 0.791

EDT10 0.176 0.363 0.384 0.404 0.207 0.526

EDT11 0.231 0.334 0.321 0.169 0.165 0.670

CII12 0.109 0.108 0.209 0.828 0.206 0.188

CII13 0.002 0.193 0.156 0.818 0.15 0.158

CII14 0.063 0.207 0.227 0.845 0.096 0.177

SM15 0.021 0.210 0.867 0.144 0.111 0.072

SM16 0.010 0.303 0.793 0.204 0.004 0.146

SM17 0.016 0.031 0.836 0.148 0.159 0.130

SM18 0.084 0.165 0.820 0.151 0.153 0.267

EEN19 0.674 0.103 0.062 0.223 0.003 0.021

EEN20 0.899 0.199 0.035 0.020 0.135 0.009

EEN21 0.908 0.150 0.054 0.033 0.061 0.037

EEN22 0.719 0.015 0.050 0.042 0.051 0.349

EEN23 0.785 0.025 0.126 0.199 0.154 0.018

EEN24 0.780 0.109 0.038 0.093 0.029 0.197

EEN25 0.806 0.276 0.064 0.015 0.099 0.027

Eigenvalue 9.73 3.99 1.84 1.60 1.56 1.09

Variance explained 19.35 14.78 14.09 11.40 10.61 8.67

aA VARIMAX orthogonal rotation is performed on the initial factor matrix.
bFactors derived from quality management.
cLoadings above 0.50 are in boldface.

Factors Cronbach’s alphas Scales included

b1 Employee involvement 0

b2 Total Management Support 0

b3 Supply Management 0

b4 Continuous improvements 0

b5 Customer Focus 0

b6 Education Training 0

Table 3.
Factor analysis of quality management scales.a
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Results of second-order confirmatory factor analysis (Table 3) present the scale
reliability on quality management dimensions that reached statistical significance.
This indicates that criteria had a significant correlation with appropriate dimensions
and scales had convergent validity [42].

Association of the latent constructs and quality management.
Findings (shown in Table 5) also indicated that integrated quality management is

positively and significantly associated with human resource development through
continuous education and training (B = 0.94). Findings also indicted executives’
commitment to coordinate and support continuous improvements, post quality man-
agement implementation (B = 0.73), and employee involvements in implementation
decision making (B = 0.33). Furthermore, findings indicated that top managers
encouraged exploring new ideas and innovation (B = 0.70). Results revealed that
managers were cognizant about immediate factors in the organization industry
environment by managing supplier relationships (B = 0.70), focusing on customer
relations (B = 0.54).

Analysis of subset variables and their relationship with quality management.
Education and training. Further analysis of the subset variables shows that long-

term quality management training programs (B = 0.96) and employee know-how
about the developments and changes in the industry (B = 0.95) as the most important
variables. Work conditions and environment (B = 0.76) and customer relations
(B = 0.67) were important factors in the implementation of quality management.

Top management support. As shown in Table 5 top managers strategy, post quality
management implementation focuses on continued investment in quality manage-
ment programs (B = 0.91), coalignment of quality management strategies with
changes in the industry (B = 0.98), and employee involvement in the implementation
process (B = 0.88).

Continuous improvements. Top managers encouraged the employee for both input
for new products and existing product improvements (B = 0.94), and research and
development activities focusing on products and services improvements (B = 0.75).
Furthermore, employees were encouraged to participate and suggest work environ-
ment improvements (B = 0.88).

Managing supplier relations. Results revealed top managers included supplier rela-
tions in their strategic plans for the long term (B = 0.86). Such a strategic plan was
based on information sharing with the suppliers (B = 0.88), and assessment of the
supply chain based on the long-term trend in the quality of the services and products
the organization received (B = 0.86).

Customer focus. Top managers’ decision-making process prioritized customer
expectation (B = 0.83), contentedness with the quality of the product (B = 0.84), and
importance to the organization (B = 0.88).

Employee involvement in decision-making processes. According to the results,
employees were encouraged to form improvement circles and teams (B = 0.96) and

Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.833

Bartlett’s Test of Sphericity Approx. Chi-Square 3485

DF 300

Sig 0.000

Table 4.
KMO and Bartlett’s test of quality management variable.
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Items First-order t-value Second-
order

t-value

Standardized Standardized

loading loading

Total Quality Management-QM

Education and Training

1. Top managers’ commitment to training employees in
quality management

0.96 /a 0.94

2. Top managers training in best conduct with
employees and customers

0.67 10.36* 13.32*

3. Employees knowledge about food industry 0.95 15.66*

4. Managers’ commitment to providing employees
essential needs at work

0.76 13.27*

Top management support

1. Top managers’ commitment to post-implementation
of quality management

0.86 /a 0.73 8.64*

2. Top managers’ commitment to long-term
investment in quality management

0.91 15.65*

3. Top managers’ support of employee involvement in
quality management implementation

0.88 14.51*

4. Top managers’ strategic co-alignment of quality
management with changes in market

0.98 16.49*

Continuous improvement and innovation

1. Employees are encouraged to make suggestions
about work condition improvements

0.88 /a 0.70 8.23*

2. Employees are encouraged to research to improve
products and services

0.75 11.21*

3. Manager’s consideration of suggestions for product/
services improvement

0.94 15.44*

Supply Management

1. Coordination with the critical supplier through
information sharing

0.88 /a 0.70 8.27*

2. Enhance the quality of suppliers post quality
management implementation

0.86 13.84*

3. Establish a win-win relation with suppliers 0.78 11.76*

4. Strategic view on managing supply-chain 0.86 13.83*

Customer Focus

1. Center firm activities based on customer satisfaction 0.84 /a .54 6.02*

2. Customer satisfaction and expectation as a top goal 0.83 11.52*

3. Importance of customers in top managers’ decisions 0.88 12.25*

Employee Involvement

1. Employee training and encouragement to participate
in company programs

0.57 /a 0.33 3.50*

2. Creation of work improvement teams 0.96 7.09*
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provide input about the supplier selection based on the quality of services and prod-
ucts (B = 0.96).

5.2 Organizational Learning capability

Results of an orthogonal (VARIMAX) rotation of the factor matrix (Table 6)
indicate underlying organizational learning capability items. Based on the four-
independent factor solution suggested by the eigenvalue pattern (i.e., greater than 1.0),
15 items were identified so that each of which loaded at least cleanly on only one of the
four factors. A cut-off of 0.50 was used for item-scale selection. These factors
accounted for over 75% of the variance in the organizational learning capability scale
items. Following an inspection of the factor loadings, four factors were subsequently
labeled “management commitment,” “system perspectives,” “organizational
experiment,” and “knowledge transfer initiative.” After the initial component
analysis number of items was reduced to 15 which explained the highest variation in
organizational learning.

Table 7 shows the Kiser-Meyer-Olkin, and Bartlett test of sphericity utilized to
measure four organizational learning dimensions, with each of the dimensions being
measured by responses to several items. The results reasonably describe each set of
items as being indicative of an underlying factor for learning capability (KMO > 0.818;
χ2 = 1843, df, 120, sig 0.000).

Results of second-order confirmatory factor analysis (Table 6) present the scale
reliability on organizational learning dimensions that reached statistical significance.
This indicates that criteria had a significant correlation with dimensions and scales
had convergent validity [42].

Furthermore, results (shown in Table 8) indicated that organizational learning
capability positive and significant relationship with management commitment to
long-term investment in human resources development and organizational learning

Items First-order t-value Second-
order

t-value

Standardized Standardized

loading loading

3. Employees suggestions about improving supply-
chain

0.96 7.99*

4. Employees responsibility to inspect work outcome 0.66 6.47*

5. Creation of quality circles to assist staff in problem-
solving

0.70 6.71*

6. Employee participation in management quality
programs

0.75 7.00*

7. Establishing a reward program for novel suggestions
by employees

0.82 7.36*

Chi-square = 670.02 (p < 0.001); df = 269; GFI = 0.93; AGFI = 0.88; RMSEA = 0.100.
/aFixed parameter.
*p < 0.001.

Table 5.
Results of the first-order and second-order confirmatory factor analysis of integrated quality management.
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(B = 0.88). Moreover, to enhance learning capability at all levels within organizations,
top managers promoted a culture of information sharing and knowledge transfer at all
levels (B = 0.63). Results showed that top managers encouraged individuals and teams
to explore new ideas through open experimentation (B = 0.80). Findings also indi-
cated that subunits were encouraged to adopt a system perspective notion, as it relates
to the understanding of organizational goals and strategic orientation (B = 0.72).

Derived Factorsc

Organizational Learning Capabilityb MCb1 SPb2 OEXb3 KTIb4

MC1 0.667 0.286 0.335 0.132

MC2 0.734 0.174 0.317 0.152

MC3 0.714 0.351 0.135 0.222

MC4 0.852 0.059 0.154 0.098

MC5 0.771 0.295 0.269 0.080

SP6 0.237 0.850 0.162 0.035

SP7 0.255 0.797 0.247 0.168

SP8 0.199 0.867 0.226 0.199

OEX9 0.230 0.290 0.845 0.053

OEX10 0.186 0.374 0.789 0.087

OEX11 0.344 0.052 0.800 0.246

OEX12 0.502 0.086 0.634 0.211

KTI13 0.166 0.296 0.162 0.765

KTI14 0.296 0.164 0.010 0.838

KTI15 -0.079 -0.119 0.221 0.726

Eigenvalue 9.73 1.76 1.50 1.24

Variance explained 19.35 18.57 18.26 15.89
aA VARIMAX orthogonal rotation is performed on the initial factor matrix.
bFactors derived from organizational learning capability
Factors Cronbach’s alphas Scales included
b1MC 0
b2SP 0
b3OEX 0
b4KTI 0
cLoadings above 0.50 are in boldface

Table 6.
Factor analysis of organizational learning Scales.a

Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.818

Bartlett’s Test of Sphericity Approx. Chi-Square 1843

Df 120

Sig 0.000

Table 7.
KMO and Bartlett’s test of organizational learning variable.
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Analysis of subset variables and their relationship with quality management.
Management commitment. Results shown in Table 8 revealed that investment in

human capital through learning programs (B = 0.78) will be considered a key success
factor in the organization (B = 0.77). Furthermore, the analysis indicated that

Items First-order t-value Second-order t-value

Standardized Standardized

loading loading

Organizational Learning Capability

Management commitment

1. Employee participation in management decision
making

0.81 /a 0.88 0.930*

2. Invest in employee learning 0.78 10.36*

3. Embracing change to adapt to changing business
environment

0.73 9.66*

4. Employee learning as a key success factor in
company

0.77 10.33*

5. Rewarding novel ideas 0.86 11.89*

Open experimentation

1. Job expansion through creativity and
experimentation

0.85 /a 0.80 9.0*

2. Adopting best practices in competitive field .84 12.60*

3. Considering expert views outside company to
improve learning

0.85 12.64*

4. Creating a culture of accepting ideas generated by
employees

0.76 10.84*

System perspective

1. Employee knowledge about the strategic direction of
company

0.83 /a 0.72 7.96*

2. Divisional participation in company goals 0.88 13.19*

3. Communication among company divisions/
departments

0.94 14.30*

Knowledge Transfer Initiative

1. Discussion about shortcomings and mistakes at all
levels

0.82 /a 0.63 6.66*

2. Discussions about ideas, programs, and activities
among employees

0.83 10.43*

3. Culture of teamwork 0.44 5.14*

4. Maintenance of work process documentation 0.78 9.90*

/aFixed parameter
Chi-square = 235.64 (p < 0.001); df = 100; GFI = 0.95; AGFI = 0.86; RMSEA = 0.095

*p < 0.001.

Table 8.
Results of the first-order and second-order confirmatory factor analysis of organization learning.
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employees participating in the management decision-making process will be impor-
tant (B = 0.81) and can contribute to decisions on how to adapt to changing industry
environment (B = 0.73). Management also implemented a program to reward novel
ideas by individuals and teams (B0.86).

Knowledge sharing and cross-functional transfer. Knowledge sharing within a subunit
and among various subunits contributes to the generation of new ideas among
employees (B = 0.83), proper documentation of work processes (B = 0.78), creates a
culture of teamwork (B =0.44), also generates productive discussions about the
subunits and top management shortcomings (B = 0.82).

System perspective. Establishing a system perspective requires a lateral and flexible
organizational structure. Results of the data analysis showed that top executives
implemented integrated quality management by designing a lateral organizational
structure which enabled departments and divisions to participate in the strategic goals
setting process of the organization.

(B = 0.88). Furthermore, lateral structural design facilitated a more effective
communicate cross-functionally to co-align division objects and goals (B = 0.94), and
from conferences to educate employees about organizational strategic direction
(B = 0.83).

Exploration and open experimentation. According to March [2], organizations
engage in exploration to find a new way of doing things, creating products and
services. The data analysis in the present research indicated that organizations pur-
sued both internal strategy and external monitoring to explore and experiment with
novel ideas. Data analysis showed that the organization created a culture of welcoming
and accepting new ideas by employees (B = 0.76), also, employee job expansion
employees were enabled to explore and experiment with new ideas (B = 0.85). Within
business environment, results indicated that organizations monitored and adopted
best practices (B = 0.84) and consulted with experts in the field outside the organiza-
tion to improve learning capability (B = 0.85).

5.3 Organizational innovation

Table 9 presents the result of an orthogonal (VARIMAX) rotation of the factor
matrix underlying organizational innovation items. Based on the three-independent
factor solution suggested by the eigenvalue pattern (i.e., greater than 1.0), 17 items
were identified so that each of which loaded at least cleanly on only one of three
factors. A cut-off of 0.50 was used for item-scale selection. These factors accounted
for over 74% of the variance in the organizational innovation scale items. Following
the factor loadings, the three factors were subsequently labeled “product/services
initiatives,” “product innovation,” and “overall organizational innovation.”

Table 10 shows the Kiser-Meyer-Olkin and Bartlett test of sphericity. Results
reasonably describe each set of items as being indicative of underlying factors for
organizational innovation (KMO > 0.891; χ2 = 2.418E3, df, 136, Sig, 0.000). Further-
more, results are indicative of a relationship among the innovation components,
“product innovation,” “process innovation,” and “organizational innovation.”

Table 9 shows the results of second-order confirmatory factor analysis and the scale
reliability on organizational innovation dimensions that reached statistical significance.
This indicates that criteria had a significant correlation with dimensions and that the
scales had convergent validity [42]. Results (Shown inTable 8) were also indicative of a
significant and positive correlation between innovation and the introduction of new
products and services (B = 0.92). Moreover, top managers allocated resources for
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continuous process innovation (B = 0.78). Findings also revealed that top managers
coordinated subunits efforts to enhance overall organizational innovations (B = 0.77).

Analysis of subset variables and their relationship with quality management.
Products and services innovation. Results for the subset variables of the innovation

dimension (Table 11) reveal that executives place strategic importance on the first-

Derived Factorsc

Organizational Innovationb PSb1 PRb2 OOIb3

PS1 0.760 0.229 0.303

PS2 0.795 0.219 0.346

PS3 0.818 0.413 0.180

PS4 0.550 0.339 0.447

PS5 0.781 0.400 0.218

PS6 0.659 0.246 0.439

PR7 0.459 0.718 0.155

PR8 0.277 0.730 0.381

PR9 0.141 0.805 0.121

PR10 0.170 0.757 0.358

PR11 0.337 0.738 0.253

PR12 0.430 0.757 0.169

OOI13 0.398 0.169 0.736

OOI14 0.299 0.261 0.784

OOI15 0.415 0.298 0.687

OOI16 0.103 0.249 0.855

OOI17 0.241 0.162 0.797

Eigenvalue 9.84 1.66 1.18

Variance explained 25.57 25.09 24.01
aA VARIMAX orthogonal rotation is performed on the initial factor matrix
bFactors derived from organizational innovation
Factors Cronbach’s alphas Scales included
b1PS 0
b2PR 0
b3OOI 0
cLoadings above 0.50 are in boldface

Table 9.
Factor analysis of organizational innovation Scalesa.

Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.891

Bartlett’s Test of Sphericity Approx. Chi-Square 2.418E3

Df 136

Sig 0.000

Table 10.
KMO and Bartlett’s test of innovation variable.
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mover advantage and faster generation of new products and services compare to other
rivals (B = 0.94). Furthermore, the first-mover advantage enabled the organization to
present customers with products and services that best served their needs compared
to other rivals in the marketplace (B = 0.92), at a higher rate of market presentation of

Items First-order t-value Second-order t-value

Standardized Standardized

loading loading

Overall Organizational Innovation

Product and service innovation

1. Higher rate of innovation in comparison to
competitors

0.79 /a 0.92 9.88*

2. Higher production improvement in comparison to
competitors

0.82 11.32*

3. Faster acquisition of innovative ideas compare to
competitors

0.94 13.55*

4. Knowledge and skill improvement through R&D 0.72 9.56*

5. Production of products that better fit customer
needs

0.92 13.21*

6. Introduction of new products to customers faster
than competitors

0.95 10.10*

Performance innovation

1. Utilizing novel ideas to improve the product quality
and speed of deliver

0.88 /a 0.78 10.25*

2. Utilizing quality resources in the production process 0.80 12.61*

3. Flexibility in resources allocation 0.68 9.72*

4. Cost reduction through efficient resource allocation 0.78 11.86*

5. Adoption of human resources management 0.81 12.86*

6. Flexibility in org-structure compare to competitors
that allows innovation

0.89 15.42*

Overall organization innovation

1. Best use of organizational resources to implement
quality management

0.77 /a 0.77 8.28*

2. Unit cost reduction after implementation of quality
management

0.84 11.08*

3. Financial improvement after quality management
improvement

0.81 10.61*

4. Increased employee productivity after quality
management implementation

0.79 10.18*

/aFixed parameter.
Chi-square = 244.89 (p < 0.001); df = 116; GFI = 0.91; AGFI = 0.81; RMSEA = 0.086.

*p < 0.001.

Table 11.
Results of the first-order and second-order confirmatory factor analysis of organization innovation.
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innovative products compared to other rivals (B = 0.79). Results also indicated that as
a first-mover strategy, top managers placed strategic emphasis on R&D and allocated
greater resources toward research and development (B = 0.72). Congruent with results
presented in the learning capability segment, flexible and lateral structural design and
greater cross-functional communication and knowledge sharing, reduced process
costs associated with the higher production improvements and efficiency, compared
to other competitors (B = 0.82), and generating new products and services for
customers (B = 0.75).

Innovation performance. Findings reveal that designing a lateral flexible organiza-
tional structure was highly correlated with innovations in the organization (B = 0.89).
enabled subunits to transform the novel ideas into products and services and present
them to the marketplace in a timely fashion (B = 0.88). Moreover, resources are to be
allocated and reallocated cross-functionally (B = 0.68), with lower costs and more
efficiency (B = 0.78). Findings also indicated that top managers focused on human
resource development and management (B = 0.81) and acquire high-quality resources
in the production processes (B = 0.80).

Organizational innovation. The results of the analysis of innovation showed that
there are two important aspects of organizational innovation. The financial aspect
indicated that innovation leads to a reduction in costs per unit (B = 0.84).
Moreover, innovation enhances the employee productivity (B = 0.79), efficient
resources allocation cross-functionally (B = 0.77), and prospects of healthier finances
(B = 0.79).

5.4 Organizational performance

Table 12 presents the result of an orthogonal (VARIMAX) rotation of the factor
matrix underlying organizational performance items. Based on the four-independent
factor solution suggested by the eigenvalue pattern (i.e., greater than 1.0), 16 items
were identified so that each of which loaded at least cleanly on only one of four
factors. A cut-off of 0.50 was used for item-scale selection. These factors accounted
for over 77% of the variance in the organizational performance scale items. Following
an inspection of the factor loadings, the four factors were subsequently labeled
“customer satisfaction,” “employee satisfaction,” “environmental performance,” and
“environmental sustainability.”

Kaiser-Meyer-Olkin and Bartlett test of sphericity (shown in Table 13) was
utilized to measure four organizational performance dimensions, with each of the
dimensions being measured by responses to several items. Results (shown in Table E)
reasonably describe each set of items as being indicative of an underlying factor for
organizational performance (KMO > 0.862; χ2 = 1.971E3, df, 120, Bartlett’s Test of
sphericity with significant of 0.000 (less than 0.05).

Table 12 shows the results of second-order confirmatory factor analysis and the
scale reliability on organizational performance dimensions that reached statistical
significance. This indicates that criteria had a significant correlation with dimensions
and that the scale had convergent validity [42].

Results of path analysis indicated top echelon focus on reduced turnover rate by
instituting a high remuneration policy and employee satisfaction (B = 0.75). More-
over, the data analysis indicated that customer contentment with products and ser-
vices was high with little or no defect returns (B = 0.59). Findings also indicated that
top managers monitored the industry environment and continuously selected best
practices (B = 0.63). Furthermore, top managers were cognizant of the organization’s
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impact on the environment and negative externalities and pursued a sustainability
strategy as a priority post integrated quality management implementation (B = 0.93).

Analysis of subset variables and their relationship with quality management.
Human resource management. Analysis of the subset variables (shown in Table 14)

revealed that executives place strategic importance on employee retention (B = 0.88)

Derived Factorsc

Organizational Performanceb CUSb1 EMSb2 SORb3 ENPb4

EMS1 0.306 0.731 0.288 0.279

EMS2 0.211 0.810 0.297 0.210

EMS3 0.301 0.844 0.195 0.120

EMS4 0.400 0.689 0.089 0.319

CUS5 0.668 0.436 0.285 �0.016

CUS6 0.819 0.133 0.198 0.226

CUS7 0.680 0.090 0.542 0.095

CUS8 0.797 0.337 0.088 �0.038

CUS9 0.876 0.219 0.139 0.138

ENP10 0.163 0.157 0.202 0.836

ENP11 0.078 0.543 0.158 0.680

ENP12 0.024 0.184 0.306 0.784

SOR13 0.310 0.362 0.724 0.203

SOR14 0.218 0.014 0.738 0.307

SOR15 0.015 0.470 0.689 0.173

SOR16 0.270 0.267 0.756 0.196

Eigenvalue 8.20 1.90 1.30 1.05

Variance explained 22.62 22.06 18.32 14.36
aVARIMAX orthogonal rotation is performed on the initial factor matrix
bFactors derived from organizational performance
Factors Cronbach’s alphas Scales included
b1CUS 0
b2EMS 0
b3SOR 0
b4ENP
cLoadings above 0.50 are in boldface

Table 12.
Factor analysis of organizational performance Scalesa.

Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.862

Bartlett’s Test of Sphericity Approx. Chi-Square 1.971E3

Df 120

Sig 0.000

Table 13.
KMO and Bartlett’s test of organizational performance variable.
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and reducing absenteeism (B = 0.83) by offering employees competitive remunera-
tions (B = 0.87), and overall employee satisfaction of their jobs (B = 0.86).

Customer contentment. Results of data analysis indicated that investment in the
introduction of new and high-quality products and services (B = 0.80) tend to reduce
the rate of defected products (B = 0.75), consumer complaints (B = 0.89), maintain
the market share (B = 0.82), and assure consumers are contented with the products
and services (B = 0.81).

Monitoring environmental conditions and sustainability strategy. The analysis out-
come also revealed that top executives were cognizant about the company’s reputation
by maintaining sustainability by considering environmental renewable energy

Items First-order t-value Second-order t-value

Standardized Standardized

loading loading

Organizational Performance

Employee satisfaction

1. Employee satisfaction 0.86 /a 0.75 10.88*

2. Ample remuneration for employees 0.87 14.12*

3. Reducing turnover after quality management
implementation

0.88 14.37*

4. Reduction of absenteeism after quality management
implementation

0.83 12.97*

Customer satisfaction

1. Customer satisfaction 0.86 /a 0.75 10.88*

2. Introduction of new product and services 0.80 10.91*

3. Reduction of product defect returns after quality
management implementation

0.75 10.03*

4. Strategies to maintain customer base 0.82 11.41*

5. Higher profitability after quality management
implementation

0.88 11.74*

6. Reducing customer complaints after quality
management implementation

0.89 12.65*

Sustainability and Environmental

1. Consideration of environmental projects after
implementation of quality management

0.74 /a 0.63 7.41*

2. Sustainability/Reducing production pollution 0.85 9.31*

3. Reducing complains about environmental pollution 0.75 8.56*

Social responsibility performance

1. Sustainability 0.89 /a 0.93 10.04*

/aFixed parameter.
Chi-square = 232.06 (p < 0.001); df = 100; GFI = 0.93; AGFI = 0.84; RMSEA = 0.094.a Fixed parameter.

*p < 0.001.

Table 14.
Results of the first-order and second-order confirmatory factor analysis of organizational performance.
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projects (B = 0.74), reducing the negative externalities caused by production pollution
(B = 0.85). Integrating the sustainability strategy with quality management enhanced
the company’s legitimacy and reputation for social responsibility by planning for
environmentally friendly projects and sustainability (B = 0.89).

6. Results and discussion

Macro model. As shown in Table 1 (Figure 1), the standard regression weight for
the overall model indicated a positive and significant relationship between main vari-
ables, quality management, organizational learning, and innovations. According to the
results, organizational integrated quality management is positively and significantly
associated with organizational learning capability (B = 0.95, p < 0.05). Similarly, results
showed a positive and significant relationship between innovation performance and
integrated quality management.

(B = 0.91, p < 0.05). Results indicated that when parsing the main effects of
learning capability and innovation performance, the association between quality
management and organizational performance remains positive but statistically non-
significant (B = 0.43, n.s.) and does not explain significant variance (R2 = 0.18) in
organizational performance. A detailed analysis revealed that organizational learning
capability is positively and significantly associated with organizational performance
(B = 0.58, p < 0.05). Furthermore, innovation performance, according to findings, is
also positively and significantly associated with organizational performance (B = 0.62,
p < 0.05). Findings are congruent with hypotheses H1a and H1b. Findings, however,
being partially congruent with hypothesis a, H1.

H1: There will be a positive and significant relationship between quality
management, organizational and organizational performance.

H1a: There will be a positive relationship between quality management,
organizational learning.

H1b: There will be a positive relationship between quality management,
organizational, and innovation.

A detailed analysis revealed that organizational learning capability is positively and
significantly associated with organizational performance (B = 0.58, p < 0.05).
Furthermore, innovation performance, according to findings, is also positively and
significantly associated with organizational performance (B = 0.62, p < 0.05).

Findings also supported hypotheses H2 and H3.
H2: There will be a positive relationship between organizational learning and

organizational performance.
H3: There will be a positive relationship between innovation and organizational

performance.

6.1 Interaction effects

As managers attempt to identify factors that influence organizations’ performance,
this research argued that it is important to gain a deeper understanding as to how
interaction effects of quality management, learning capability, and innovations matter
in influencing organizational performance. The hypothesis H4 specified that organi-
zational performance would be affected by an interactive effect of quality manage-
ment and organizational learning capability. The hypothesis H5 specified that
organizational performance would be affected by an interactive effect of quality
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management and innovation. To test these hypotheses, I employed structural equation
modeling analysis to reduce the number of variables and to capture the interrelations
of measured variables and latent constructs, as suggested by Tarka [43]. Results
indicated that compared to the effects of quality management and organizational
performance (B = 0.43, n.s., R2 = 0.18), the multiplicative interaction term for quality
management and organizational learning capability increased explanatory variance in
organizational performance (R2 = 0.34, p < 0.05), significantly (0.95 � 0.58) = (0.55,
p < 0.05). Similarly, the multiplicative term between quality management and
increased the variance (R2 = 0.38, p < 0.05) significantly (0.91 � 0.62) = (0.56,
P < 0.05). Results of the analysis were congruent with H4 and H5.

H4: The interactions between quality management and organizational learning
positively influence the relationship between quality management and
organizational performance.

H5: The interactions between quality management and innovation positively
influence the relationship between quality management and organizational
performance.

7. Discussion

There are several important theoretical and practical implications that
emerge from this research. Findings underscore the importance of the interaction
of quality management elements. Over the past decade, researchers have
systematically underplayed the interaction effects of quality management elements.
The present research showed that the dominant impact on organizational
performance, beyond external resource considerations, is the intersection of forces
associated with quality management, organizational learning capability, and innova-
tions within these organizations. It was argued earlier that within quality management
theory and methodology, the need to consider the contingency approach might result
in an in-depth understanding of the strategic allocation of resources and managing
and coordinating among the interrelated constituent elements within quality
management. Results suggested that organizational performance is positively
influenced by the interaction of quality management and innovation and learning
capability at organizational levels. It is also clear that there are distinct differences
between parsed and integrated constituents within quality management with respect
to explaining variations in organizational performance. This finding is of some
theoretical significance.

As a strategy, quality management appears to have coordination challenges associ-
ated with learning capability and application of such learning to innovations of new
products and services. This study found that organizational performance is signifi-
cantly impacted by the interaction between quality management and learning capa-
bility. Similarly, findings indicated that interaction between innovation and quality
management positively and significantly influences organizational performance. The
strength of these findings, particularly in light of incorporating external environmen-
tal factors such as sustainability considerations, points to the potential importance of
revitalizing the contingency theory perspective pertaining to integrated quality man-
agement. Such a revival would not necessarily imply that researchers “pit” internal
elements influencing performance against external forces. Instead, more direct inte-
gration of contingency variables within quality management is suggested to better
balance internal and external perspectives on organizational performance.
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Nevertheless, any resurrection of this perspective within quality management theory
and methodology may require changes in how contingency theory may be employed
(e.g., Pfeffer 1997). This study did not limit its focus to examining the main effects of
organizational learning capability, innovations, and quality management on perfor-
mance. As I argued in theoretical development, one cannot easily specify the nature of
these main effects. Instead, what may be as, if not more, important to consider is the
interaction of these variables as previous organizational researchers have argued that
internal and external characteristics of organizations and their members may cluster
together in predictable patterns to explain a variety of micro to macro-level organiza-
tional processes and relationships [44]. Congruent with Meyer et al.’s findings on
organizational learning capability showed top managerial commitment to implement a
complex set of policies on the development of human resources. Such policies included
learning based on system perspectives, learning associated with experimentation and
exploration of a novel way of doing things, and knowledge transfer at various levels of
individuals, teams, and organizational subunits. Furthermore, findings revealed mana-
gerial efforts to coordinate and co-align subunits’ strategies with the organization at the
macro level. Similarly, findings on innovations showed managerial commitment to
implementing flexible resource allocation strategies for subunits to explore novel pro-
cesses and ideas. Findings were congruent with the notion that integrating interrelated
constituents of quality management at the micro and macro level require greater struc-
tural flexibility and high levels of coordination among organizational activities. While
the explicit consideration of interactive variables in quality management theory adds
complexity to the understanding and application of contingency theory, this type of
complexity is what managers must face. Rarely, is there the luxury of focusing exclu-
sively on one aspect of quality management, as has been the themes of previous
research, in isolation from others? For the contingency theory to develop as a theoretical
perspective and be relevant to the practical concerns of managers and executives,
researchers may need to provide further attention to how constructs in quality man-
agement and their subset variables interact to influence organizational performance
over time.

Employing contingency theory to conduct future research in the quality manage-
ment field will also require making more direct connections between the results of
studies and the organizational design concerns of managers. One important vehicle for
doing this is by considering how quality management research findings can be
connected to process considerations at various levels of organization. It is often orga-
nizational processes that are of most direct concern to managers adopting quality
management practice. Perhaps, the most direct implication relates to the enhanced
importance of managing and integrating complex processes within and between each
constituent of quality management.

Therefore, it is critical for an organization adopting quality management to
develop an organizational capability or competence for managing internal complex
and interrelated process models. Without this capability, managerial policies and
efforts can become misguided and create greater conflict, thereby undermining the
effectiveness of coordination efforts among complex processes to achieve timely
policy and strategy adjustments. Successful corporations such as Boeing and car
manufacturers recognized the need to employ quality management and, as the corpo-
ration evolves, developed organizational capabilities to manage complex processes.

Future researchers may wish to create a matrix that examines the contingent
effects of long-term variations in learning capability on innovations and assess
variations in long-term innovations on organizational performance.
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Chapter 13

Artificial Intelligence Deployment
to Secure IoT in Industrial
Environment
Shadha ALAmri, Fatima ALAbri and Tripti Sharma

Abstract

Performance enhancement and cost-effectiveness are the critical factors for most
industries. There is a variation in the performance and cost matrices based on the
industrial sectors; however, cybersecurity is required to be maintained since most of
the 4th industrial revolution (4IR) are based on technology. Internet of Things, IoT,
technology is one of the 4IR pillars that support enhancing performance and cost. Like
most Internet-based technologies, IoT has some security challenges mostly related to
access control and exposed services. Artificial intelligence (AI) is a promising
approach that can enhance cybersecurity. This chapter explores industrial IoT (IIoT)
from the business view and the security requirements. It also provides a critical
analysis of the security challenges faced by IoT systems. Finally, it presents a com-
parative study of the advisable AI categories to be used in mitigating IoT security
challenges.

Keywords: artificial intelligence, Internet of Things, cybersecurity, industry,
industrial IoT (IIoT), 4th industrial revolution

1. Introduction

The 4th Industrial revolution (4IR) is the current era where industry is driven by
technology. It encourages the co-operation between scientific knowledge and experi-
ence with business mindset and requirements. The key technologies that allow 4IR to
be sustained are additive manufacturing techniques, Autonomous and collaborative
robotics, Industrial Internet of Things (IIoT), Big data analytics, Cloud Manufacturing
techniques [1]. The current scenarios show the benefits of IIoT in improving QoS
industries, starting from predictive maintenance, reaching remote controlling of
assets, and deploying Digital Twin concept that allows virtualizing the operations
environment and permits the owner to be proactive when any anomalies are detected
[2]. Even though IIoT adds value to the traditional industry, there should be a balance
between the operational benefits and the security level.

Aims and objectives

• To study and compare the existing IoT architectures
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• To explore industrial IoT (IIoT) from the business point of view

• To analyze various IIoT threats and security challenges and existing mitigation
techniques

• To perform a comparative study of the different AI categories and their
applicability in IIoT security

• To recommend the most convenient AI techniques for mitigation of IIoT security
challenges

This chapter is designed to be used as a reference to study the effectiveness of
Artificial intelligence (AI) and to enhance the security techniques for mitigating the
threats faced by IIoT deployment. Section 2.1 discusses IoT architecture and Section
2.2 demonstrates the IoT security challenges. Section 2.3 describes the main AI cate-
gories and their subcategories. It also points out the appropriate and relevant situation
to employ AI categories based on the available data and the type of intelligence
needed. Section 3 explores IIoT details, its significant business model, and the added
values. Section 4 focuses on IoT security in terms of threat model, threats classifica-
tion, and common IoT security mitigations. This chapter ends with a comparative
study of AI categories used to mitigate IIoT security challenges in Section 5.

2. Background

2.1 IoT architecture

Internet of Things (IoT) is a service-oriented paradigm that is built on the involve-
ment of several technologies. Therefore, its architecture consists of layers starting from
sensors and reaching to constructive data displayed on the system-analyzer screen.

In References [3–5], the main IoT architecture consists of devices that have sensors
and edge computing which has embedded devices, fog computing such as gateway
and servers, cloudlets such as base stations, and the last component being cloud
computing, which can be any cloud platform. Table 1 shows some IoT architectures
with variations on the number of layers based on five different references. In general,
there are three main layers that are devices, network, and cloud computing. However,
the device layer can be divided into two sub-layers based on the type and functional-
ity: The first sub-layer comprises of end-user devices that contain sensors; and the
second sub-layer are devices that support machine-to-machine communication such

Ref Number of layers Layers title

[3] 5 layers Devices, edge Computing, fog computing, cloudlets, cloud computing

[4] 3 layers IoT layer, fog layer, cloud layer

[5] 3 layers EoT(ecosystem of Things) layer, edge layer, cloud layer

[6] 4 layers Fog network consist of (IoT layer, Mist, cloudlet/edge layer,) cloud

[7] 4 layers Sensors and systems layer, far edge layer, near-edge layer, cloud layer

Table 1.
IoT ecosystem architecture comparison.
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as an Arduino platform. The network layer can be divided as well into two sub-layers
based on the communication characteristics such as the speed and bandwidth: fog
computing and cloudlet. The third layer is the cloud computing layer. Figure 1 illus-
trates the authors’ insights into IoT architecture after studying the literature. Layer
one consists of IoT devices, layer two covers all networking related technologies and
devices, and the third layer consists of cloud computing and related data analytics
technologies.

The IoT layers are connected through networking media using wireless or wired
connections. However, wireless technology evolvement is critical to extend IoT
deployment as the complexity of energy impact and processing capacity are getting
worse at the sensor’s layer [6]. The emerging of 5G in wireless communication adds an
advantage to IoT architecture since it improves the performance by allowing the
transformation of more data in less time, which technically reduces service-latency
and enhances real-time access to data [6, 8].

2.2 IoT security challenges

The growing use of Internet of Things (IoT) technology in the industrial sector has
posed new issues for the device and data security. Based on different world statistics,
the number of devices connected to IoT networks is rapidly increasing. This expansion
leads to experience different levels of vulnerabilities, which may—in turn—cause an
increase in security threats and challenges. Security may be regarded as a big threat that
leads to limitations of the IoT systems deployment. As a result thereof, it is the Authors’
view that effective security practices may become more vital in the IoT industry.

The National Institute of Standards and Technology (NIST) designed programs to
boost cybersecurity involvement in IoT [9]. This initiative promotes the development
and implementation of cybersecurity standards, guidelines, and tools for IoT prod-
ucts, connected devices, and their deployment environment.

• Security Challenges: Some common challenges posed by the security
requirements for the IoT systems are given as follows:

◦ Because IoT involves various and diverse technologies, determining and
understanding security needs is more complicated.

Figure 1.
IoT architecture.
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◦ IoT networks typically consist of resource-constrained devices. Therefore,
these devices became the weakest link for cyberattacks.

◦ The Internet of Things (IoT) may include mobile devices that demand
adaptability, posing security vulnerabilities.

◦ IoT also generates a vast amount of data, which is referred to as Big data. The
latter has its own set of security and management concerns.

◦ Security requirements: Because of the varied nature of IoT Applications,
security requirements may also differ. Based on the scenarios from a specific
industry and the infrastructure to which IoT is being applied to, the
requirements and consequent security measures may be changed or
adjusted. Nevertheless, the common security requirements [10–13] of IoT
systems can be summarized as given in Table 2.

Satisfying all the above-mentioned requirements is a huge challenge because of the
limitations and constraints associated with the IoT devices in terms of capability and
capacity to deploy the conventional security solutions.

2.3 Artificial intelligence categories

When it comes to artificial intelligence (AI), there are several philosophical
groundworks that have been done. As per Russel [14], there are two types of AI: weak
AI where machine can act intelligently and strong AI where machine can really think.
However, when hybrid mechanisms are used, the deployment of AI system features is
enhanced.

Artificial intelligence (AI) can be divided into two main categories as per the
mechanisms that are used to reach intelligence through data processing [14–16]. The

Security
requirements

Example of mitigation techniques Requirement description

Confidentiality Encryption Only authorized entities should be able to
read it to ensure data protection.

Integrity Hash generation The data should be checked to ensure that
it has not been tampered with.

Authentication,
Authorization,
Access control
(AAA)

Implement policies, Security
credentials, firewall, and
authentication servers. Digital
signature, etc.

• Identification of devices and users.
• Special rights or privileges for authorized
users;

• Access to resources and data should be
restricted.

Availability Fault tolerance mechanism, clustering
and high availability architecture, etc.

The ability to be accessed and used by an
authorized entity on demand

Non-repudiation Digital signature Securing information transmission by
supplying confirmation of delivery and
identification to both sender and receiver
so that neither can later deny processing it.
It ensures data origin and integrity.

Table 2.
IoT security attributes, techniques and requirements.
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first category is knowledge-based in which the main component is the existence of
inference engine, and it is known as expert system (ES). The second category is
machine learning (ML) where different algorithms are used to allow the machine to
learn from the dataset. Table 3 illustrates the main AI categories. The core element is
knowledge engineering in order to build either the dataset for ML or the fact database
for ES. The data preparation phase needs to make use of other technology such as data
mining and Big data techniques. The ML sub-categories are supervised learning,
reinforcement learning, and un-supervised learning. The ES types of systems are rule-
based, Fuzzy-logic, and frame-based.

• Machine Learning types (ML): The intelligence behind ML is the ability to learn.
ML involves adaptive mechanisms; therefore, it is considered as the basis of
adaptive systems. In this context, the ML detects and extrapolates patterns by
adapting to new circumstances. This learning process can be based on experience
or examples or analogy. Therefore, ML has three sub-categories as follows:

◦ Supervised learning: is learning from examples. This type is the easiest ML
type in terms of mathematical complexity. The machine learns from a behavior
(labels).

◦ Reinforcement learning: defined as learning from the environment based
on experience. This type is based on an agent that can learn from reward
signal. The machine learns from its mistake.

◦ un-supervised: referred to as learning based on analogy and to find a
pattern from a dataset. This type is used when there are no examples to learn
from and no reward signal to get feedback.

Figure 2 shows examples of mechanisms for each ML sub-category.

• Expert System (ES): The Expert System, ES is dealing with uncertain knowledge
and reasoning. Rule-based ES consist of five basic components that are shown in
Figure 3: the knowledge base, the database, the inference engine, the explanation
facility, and the user. ES intelligence resembles the way the expert human apply
their knowledge and intelligence to solve the problem in a narrow domain. ES
processes knowledge in the form of rules and uses symbolic reasoning to solve the
problem. The main difference between ES and conventional programs (CP) is
that the CP processes data using algorithms on well-defined operations to solve a
problem in a general domain. Examples of ES are as follows:

Expert system (ES) Machine learning (ML)

Rule-based Supervised learning

Fuzzy logic Reinforcement learning

Frame-based Un-supervised Learning

Table 3.
Artificial intelligence (AI) main categories.
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Figure 2.
Examples of ML sub-categories mechanisms.

Figure 3.
Expert system (ES) rule based adapted from [15].
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◦ Rule-based: is based on logical rules. Its disadvantage comes from
ineffective search strategy and inability to learn.

◦ Fuzzy logic: is centered on logic that describes fuzziness. It models the
common sense of a human. Tuning is the most ponderous stage of building a
fuzzy system.

◦ Frame-based: is constructed on structuring knowledge based on object
attributes. It usually uses pattern matching but it has a limitation to make
decisions about the hierarchical structuring during knowledge engineering.

3. Artificial intelligence in industrial IoT

3.1 The significance of AI in IIOT

Artificial intelligence (AI) deployment in Industrial IoT (IIoT) systems is very
convenient due to the huge data generated by the IoT system. AI approaches are used to
infer knowledge and support data analytics. The main areas requiring exploration and
proposing solutions for intelligent IIoT systems are threat hunting and intelligence,
blockchain, edge computing such as cloud computing, privacy preservation [17].

The generated big data from IIoT are due to real-time computation and the risk
increases when the communicated data are critical and sensitive; therefore, AI can
support the need of big data analysis with low latency [2]. Designing security and privacy
solutions require to identify business processes and operations. However, this task is
complex in the regular industrial system, and it comes more sophisticated in IIoT [18]. AI
technology deployment has several implementations including computing paradigm and
security; however, inter-operability issues are regarded as a critical challenge [3].

The Internet of Things (IoT) has grown from a concept used in research laborato-
ries and technology companies to a reality in everyday lives. IoT has become embed-
ded in the operations of some companies, enterprises, and governments [19].
Emerging IoT applications are spread out in all domains, and it has affected a variety
of industries. Figure 4 illustrates the examples of IoT technology applications, which
include Smart Homes, Smart Health, Intelligent Transportation, Smart Cities, Smart
Agriculture, and Factory Automation [3].

Indeed, the very same report by McKinsey & Company mentioned above [19]
identifies the top five sectors where IoT adds the most economic value: factories that
include all standardized production environments followed by human health, work
sites, cities, and retail environment. Indeed, it has been estimated in this report that
IoT could add a value of $5.5 trillion to $12.6 trillion by 2030, where the most value can
be created in B2B type of applications.

3.2 The IoT business model

The term business model describes how an organization creates, delivers, and
captures value [20]. The adoption of IoT technologies in an organization will most
certainly affect the business relationships and the business model for that organiza-
tion. In this section, the common business models used will be discussed.

One of the early initiatives to develop an IoT business model was published in 2015
[21]. The research focused on identifying the relevant building blocks that can fit in
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IoT business models, as well as the types and importance of the building blocks. This
framework identified value proposition as the most important building block for IoT
business models. The entities “customer relationships” and “key partnerships”
followed suit in terms of importance.

Another conceptual IoT Business Model is the AIC (Aspiration, Implementation
and Contribution) model presented in [22], which focuses on context-specific imple-
mentation of IoT. This model consists of three interconnected phases: Aspiration,
Implementation, and Contribution. The first phase “Aspiration” focuses on defining
and predicting the value creation through adoption of IoT. The second phase Imple-
mentation includes strategy development in which an organization should investigate
how IoT will improve the business by gaining competitive advantage or creating
enhanced products or services. In the third phase Contribution, an organization
opting for IoT should study the practicality of the approach and the capabilities and
resources available for the organization to implement IoT. In other words, does the
organization own the knowledge and skills needed to succeed in implementing IoT.

Four types of IoT-enabled servitized business models were classified in [23]. Each
business model was analyzed from three perspectives: the role of IoT, the firm’s
benefits, and the inhibiting factors. Table 4 adapts from the study presents the four
types of IoT business models and compares them based on the stated three perspec-
tives. The four different business models have some shared features as the common
role for IoT is adaptation, the common benefit is reducing operation cost, and the
common inhibiting factor is the need for close relationship between different
stakeholders.

IoT business models vary based on the type of deployment. Therefore, each
industry has a different model that will fit with its value proposition. Seven IoT
business models were reviewed by the researchers in [24]. Based on their analysis, six
characteristics of the IoT business model were identified:

Figure 4.
Example of industry utilizing IoT technology [3].
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• The ability to capture the transition between different business models.

• The possibility to connect IoT elements to the business model components.

• The ability to view the relation between business-centric and a network-centric
approaches.

• The ability to map the Value Flows that involve revenue, costs, and assets

• The possibility to include the model patterns of digital business.

• The ability to balance between the actions and widening the rational thinking.

3.3 Analytical study of how IoT add-value to the industry

Given the potential impact and IoT devices’ prevalence and ubiquity, one needs to
understand how to leverage IoT technologies to realize the value-deriving benefits
associated with them. For example, IoT can be used in the factory setting to make
various processes more efficient. The IoT applications have noteworthy potential in
value creation in terms of operation optimization and predictive maintenance. This
can be achieved by monitoring, remotely tracking and adjusting the machineries,
based on sensor data from different parts of the factory. It has been estimated that IoT

IoT Business
model

Role of IoT Firm’s benefits Inhibiting factors

Add-on business
model

• Innovation
• Adaptation
• Smoothing

• Improve product-
service offerings

• Extend firms
business

• Reduce
operation costs

• Privacy concerns
• Data security
• Requires close relationship between

different stakeholders in the network

Usage-Based
business model

• Adaptation
• Smoothing

• Extend firms
business

• Generate steady
income

• Reduce
operation costs

• Requires expertise in data management
• Requires close relationship between

different stakeholders in the network

Sharing business
model

• Adaptation
• Smoothing

• Improve service
offerings

• Increase resource
utilization

• Reduce
operation costs

• Requires new ways of interactions with
customers

• Requires close relationship between
different stakeholders in the network

Solution-oriented
business model

• Innovation
• Adaptation

• Extend firms
business

• Gain competitive
advantage

• Reduce
operating cost

• Developing servitized offerings that aligns
with customer’s needs

• Requires close relationship between
different stakeholders in the network

Table 4.
Business model categorization based on role, benefits, and inhibiting factors.
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has a potential to create value of $1.2 trillion to $3.7 trillion per year in 2025 by
optimizing factory settings. This improvement in the working efficiency using IoT
may also induce some security and privacy issues [25]. Moreover, technology does not
automatically bring added convenience or value unless firms carefully consider the
context into which it is introduced and how to derive any practical or monetary
benefits. Mostly, add-value is related to performance enhancement. The latter can be
improved through a variety of factors such as time saving, cost saving, and processing
low-overhead to name but a few.

Table 5 shows some recent empirical research [26–31] on how to mitigate security
challenges in an IoT industrial environment and different add-value. AI approaches
are used more in access control, which is related mostly to the Network layer of IoT.
Access control is a critical part of the system, which acts as a door for the factory to
control authorized access to the recourses and the level of privileges. Due to the
heterogenous and dynamic nature of the IoT networks, it will be significant to use AI
approaches to enhance the access control.

The IoT add-value is constraint by several challenges and barriers. These can be
categorized in two groups based on their domain as follows:

• Human limitations

• lack of social acceptance and knowledge

• lack of skilled workforce, technical knowledge

• Technology limitation

• the absence of technical accountability and regulation

• challenges related to data management and data mining

• privacy, security, and uncertainty

Ref. IoT layer Security mitigation approach Performance (add-value) AI
used

[26] Network Graph-theory Cost is not evaluated
Different performances based
on number of nodes

�

[27] Data (access
control)

Conditional proxy re-encryption primitive Low overhead �

[28] Data (access
control)

Context-aware analysis Improve detection ration �

[29] Network Deep Learning and Blockchain-
Empowered Security Framework

Standard measures of latency,
accuracy, and security

✓

[30] gateways Flexible rule-based control strategies Cost and time saving �
[31] Network A deep learning methodology for detecting

cyberattacks
Improve detection accuracy of
IDS

✓

Table 5.
Examples of AI usage in security mitigation approaches based on IoT layer.
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• the immaturity of IoT innovations

• integration among networks and no standardization of regulations

• Business limitation

• difficulty in designing business models for the IoT due to a multitude of different
types of connected products

• ecosystems are unstructured since it is too early to identify stakeholders and their
roles

Uncertainty of how IoT will impact existing business models, organizational strat-
egies, and return of investment, business models are considered significant barriers to
implementation, where the add-value should be clearly identified.

4. Critical analysis of IoT security

4.1 Threat modeling

A threat model is an essential approach in defining security requirements. The goal
of threat modeling is to understand how an attacker would be able to compromise a
system, and then to ensure that proper mitigation techniques are in place to prevent
such attacks. Threat modeling pushes the design team to consider the mitigations
during the process of the system creation before deployment. In general, the threat
modeling process consists of four steps.

• step 1: Model the application

• step 2: Recognize and Enumerate Threats

• step 3: Use countermeasures to Mitigate threats

• step 4: Verify and validate the mitigations

The most critical step is step 2 aimed at exposing the vulnerabilities and security
challenges of the IoT systems. After properly classifying the threats, it will be possible
to explore the mitigation techniques. For classifying threats in an information system,
Microsoft introduced the STRIDE (Spoofing, Tampering, Repudiation, Information
disclosure, Denial of Service and Elevation of privilege) threat model [32] Counter-
measures are recommended and evaluated for each threat. The application of STRIDE
for threat modeling in Industrial IoT (IIoT) has been studied before as discussed in
[33, 34]. It also describes the adaptation of STRIDE for the Azure IoT reference
architecture. After discovering threats, these should be rated according to their sever-
ity using some tools. The use of the DREAD (Damage, Reproducibility, Exploitability,
Affected Users, Discoverability) model as one of commonly used tools to assign
ratings to threats is mentioned in [35] .

Generally, each IoT system will have a multi-layered architecture consisting of
various layers. These layers make use of diversified technologies, which introduce a
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plethora of challenges and security threats. As a result, the architecture of the IoT
system plays a significant role in identifying the threats and attacks. However, there is
no specific standard architecture because most of the IoT solutions are application-
specific developed with explicit technologies, resulting thus in heterogeneous and
fragmented architectures.

A secured IoT network architecture was proposed in [36] that would be using
Software Defined Networks (SDN) for identifying the threats. It also summarizes how
IoT network security can be achieved in a more effective and flexible way using SDN.
Furthermore, studies, reviews, and analysis were conducted on some existing IoT
architectures and a new architecture was proposed based on those architectures [37].
This new architecture includes a lot of the key elements of the other architectures,
while fostering a high degree of inter-operability across diverse assets and platforms.
Among the several IoT architectures reviewed in [38], it is found that the four-layer
architecture (Application, Transport, Network, and Perception layers) is often being
considered by researchers to address security challenges and solutions at each layer.
Moreover, the most used IoT architectures are often three-tier/layer systems, includ-
ing a perception/hardware layer, network and communication layer, and application
interfaces and services layer. Additionally, the OpenWeb Application Security Project
(OWASP) [39] identified attack vectors using the three layers of an IoT system:
hardware, communication links, and interfaces/services layers. Thus, as shown in
Figure 5 at all layers of the IoT architecture, implementation of IoT security
mitigation techniques should include security architecture [40].

According to the IoT security architecture, there are security issues and concerns at
each of the three IoT layers. Because of their relative positions in the architecture,
each of these layers has its own set of security needs. However, because they are all
interconnected, if one is compromised, the others may suffer as well. The goal of IoT
security is to protect customer’s privacy, confidentiality, data integrity, infrastructure,
and IoT device security, as well as the availability of the services. The following
subsection discusses the IoT Security issues and threats at each of the layer.

Figure 5.
IoT security architecture [40].
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4.2 Classification of IoT threats and attacks with solutions

Like in any other system, confidentiality, integrity, AAA, availability, and non-
repudiation are some general security goals and requirements as already stated in
previous sub-section. This section discusses about some of the most frequent threats
and attacks at each IoT layer that might affect at least one of these criteria. Following
Table 6 provides an overview of the classification of the threats at each IoT layer and
some proposed solutions corresponding to these threats [41–44].

4.3 State-of-art IoT security mitigations

The primary goal of implementing security mitigation is to ensure privacy, confi-
dentiality, and the security of IoT users, infrastructures, data, and devices, as well as
to ensure the availability of services provided by an IoT ecosystem. As a result,
mitigation and countermeasures are often implemented in accordance with the tradi-
tional threat vectors.

In the above sub-section, some empirical based solutions have been listed in
Table 2 corresponding to the given threat or attack. Based on the studies performed in
[11, 45–47], it is observed that some ubiquitous state-of-the-art technologies such as
Blockchain, Fog Computing, Edge Computing, SDN, Artificial Intelligence can be
used to enhance the security in an IoT environment. These technologies are vital and
have enormous potential for addressing the IoT ecosystem’s security concerns.

Blockchain (BC): A blockchain is a special kind of database. It differs from a
standard database because of the unique approach in which it saves data. Data are,
hence, saved in a series of blocks that are subsequently linked together to form a
blockchain. IoT devices capture data from sensors in real time, and BC provides data
security by establishing a distributed, de-centralized, and shared ledger [48]. Due to
its critical operational properties, such as distributed functionality, de-centralized
behavior, encrypted communication, embedded cryptography, and authorized access,
it provides security solutions against a variety of threats across the different layers of
the IoT such as disclosure of critical information, device compromise, malicious data
injection, tag cloning, node cloning, unauthorized access, software modification, data
manipulation, spoofing, session hijacking, false data injection, brute force attack.

Fog computing (FC): Fog computing allows processing, storage, and intelligent
control to be close to the data devices themselves. Hardware failures, eavesdropping,
device compromise, disclosure of critical information, leaks of critical information,
node tampering, node capture attacks, node replication, battery drainages attack,
illegal access, DoS and DDoS, MITM, etc. are just some of the threats and attacks that
can be prevented by the vast processing, storage and management capabilities of the
voluminous data that it processes, stores, and manages.

Edge Computing (EC): In edge computing, data are transmitted within the net-
work or within the device. Data movement is reduced as compared to fog computing,
which alleviates security concerns. Real-time services such as intrusion detection,
identity recognition, access management enable edge computing to strengthen secu-
rity against a variety of threats and attacks, including battery drain, hardware failure,
eavesdropping, node capture, DoS and DDoS, SQL injection, jamming, malicious
attack, virtualization, data integrity, cloud flooding attack, illegal access.

SDN: Software-defined networking is the preferred method of managing network
security in a variety of application domains, including smart homes, businesses, and
e-health care systems. The control plane and data plane refer to the two primary tasks
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Layer Threats/
attacks

Description Solution

Perception
Layer

Eavesdropping An intrusion, also known as a sniffing or
spying attack, occurs when someone
attempts to steal information sent by the
devices.

Deploying intrusion
detection system.

Replay Attack An intruder listens to the transmission
between sender and receiver and steals
legitimate data from the sender.

Using one-time passwords
and session keys and
timestamps

RF Jamming RFID tags may potentially be exploited via a
DoS attack, when RF transmission is
disrupted by excessive noise signals.

Encryption &
authentication.

Node Capture An attacker takes control over a key node,
like a gateway node to use its resources.

Authentication and access
control.

Fake Node and
Malicious

It is a kind of attack in which an attacker
modifies the system by adding a node and
injecting bogus data. This created node
drains vital energy from genuine nodes and
may gain control of them, thus destroying
the network.

Authentication and access
control.

Network
Layer

Sybil Attack In this attack, the attacker controls and
changes the node in such a way that it
shows multiple identities, hence
compromising a huge portion of the system
and resulting in misleading information
about redundancy.

Trusted certificates that are
based on a central
certification authority.

Sinkhole
Attack

The attacked hole serves as a strong node,
and so other nearby nodes and devices
prefer it for communication or as a
forwarding node for data routing, and thus
acts as a sinkhole, attracting everything.

Intrusion detection system,
strong authentication
techniques.

Denial of
Service (DoS)
Attack

This kind of attack causes the targeted
system’s resources to be exhausted,
rendering the network inaccessible to its
users because of an attacker’s flood of
useless traffic.

Configuring a firewall which
denies ping requests or using
AES encryption.

Man-in-the-
Middle Attack

Using a middleman attack, the attacker
pretends to be the original sender, making
the recipient believe that the message came
from them.

Using high level encryption
and digital signatures.

RFID Spoofing These attacks are designed to transfer
malicious data into the system by gaining
access to the IoT system. RFID spoofing, IP
spoofing, and other spoofing attacks in IoT
systems are examples.

RFID Authentication
protocols.

Unauthorized
access

An unauthorized person may get access to
the IoT device over the network.

Authentication and access
control.

Application
Layer

Malicious
Code Attacks

This attack is done by executing the
malicious scripts or code. It is a hacking
method enabling the attacker to first insert
the malicious code into the system and then
data is stolen from the user by executing
these malicious scripts.

Firewall is inspected at run
time.
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of switches/routers. The control plane determines where traffic should be routed,
whereas the data plane routes traffic to a specific destination. The control plane and
data plane are linked together in conventional networking, but are separated in an
SDN architecture. The data plane runs on hardware, while the control plane runs on
software and is logically centralized. SDN is capable of monitoring and detecting
harmful activity on the network. It separates the compromised nodes from the rest of
the network by identifying them. Flow statistics in SDN architectures was employed
to detect anomalies through a variety of techniques, including DDoS attacks, port
scanning, and worm spreading [49].

Artificial intelligence (AI): The use of artificial Intelligence is growing in cyber-
security because it can help protect systems from cyber threats in a more dynamic
way. AI is most frequently employed in cybersecurity for intrusion detection, which
involves studying traffic patterns and looking for activities indicative of threat. With
the growth of IoT technology, AI has received considerable attention. As a result of
this expansion, AI technologies such as machine learning, support vector machines,
decision trees, linear regression, and neural networks have been integrated into IoT
cybersecurity applications to detect threats and prospective attacks. AI is viable for
IoT security, particularly for the four critical risks: intrusion detection, defense against
DoS/DDoS attacks, device authentication, and virus detection [50]. The following
section discusses the role of AI techniques and their comparative studies for IoT
security.

5. Comparative study AI categories used to mitigate industrial IoT
security

AI is a promising approach, which can be employed to mitigate the security
challenges faced by IoT autonomous system. As per [51], the secure solution can be

Layer Threats/
attacks

Description Solution

Cross site
scripting

Client-side scripts, such as javascript, may
be injected into a trusted website by an
attacker. An attacker may then totally alter
the application’s content to suit his
requirements and illegally use original data.

Validating user input and
the input by the web page.

Phishing
attack

The attacker spoofs the legitimate users’
data to get their usernames, email
addresses, and passwords. The attacker
creates a false e-mail or website, and then
the legitimate user logs in, stealing their
data.

Using anti-phishing,
prevention techniques.

Botnet By using a botnet, the hacker may take over
a network of devices and control them from
a single access point.

Using a secure router
encryption protocol, such as
WPA2.

SQL injection SQL script is used to log into the IoT
Devices and applications.

Programming the log page
using parameterized
statements.

Table 6.
Common IoT threats, description, and solutions.
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improved through AI approaches to predict future threats. The researchers point out
generative adversarial networks (GAN) that are using generator and discriminator.
The generator’s scope is to add samples to the real data, whereas the discriminator’s
purpose is to remove the fake samples from the original data. The suggested AI-based
solutions are from the data-driven type, which are support vector machine (SVM),
neural networks (NN), artificial neural networks (ANN), recurrent neural network
(RNN).

A framework has been proposed where AI based reaction agent is introduced [52].
The security enhancement is a combination between two intrusion detection systems:
knowledge-based and anomaly-based. For network pattern analysis, Weka has been
used as data mining tool and NSL KDD as dataset source and distributed JRip algo-
rithm in which machine learning can be used for security enhancement. For anomaly-
based IDS, the dataset is collected from real sensor data and the model uses library of
python Scikit-learn.

The main finding of [53] is that AI can be used for IoT security mostly in intrusion
detection system (IDS) in order to analyze the traffic and learn the characteristic of
the attack. Naïve Bayes algorithm is mostly used to classify attack data where it is
assumed this to originate from the independent events.

A two-tier framework is proposed by [54] for embedded systems such as an IoT
system. The security mitigation is to improve the traditional host-based IDS. The
machine learning approach used is of a pipeline method where a set of algorithms are
involved which allow the flexibility of adjusting the ML processing and the link
between different tiers.

From a comprehensive survey published by [55], it has been found that high-level
encryption techniques are not advisable to be implanted in IoT systems due to
resource limitation. Therefore, AI approach is a very strong candidate to enhance
security in IoT system in addition to the other existing network security protocols.
Consequently, to the nature of IoT-layered architecture, each layer has its specific
security threats. It has been noticed that machine learning approaches are widely
adopted in comparison to the knowledge-based expert systems.

Reference Expert
system

Machine-
learning

Security mechanism to be enhanced

[51] ✓ ✓ DoS, Sybil detection, intrusion detection, MITM, malicious
node

[52] ✓ ✓ intrusion detection system (IDS)

[53] ✓ ✓ Mostly used in (IDS) and MITM

[54] ✓ Host-based IDS

[55] ✓ ✓ Different layers of IoT system threats

[56] ✓ ✓ IDS

[45] ✓ ✓ Authentication mechanisms (Access control) and detection
systems

[57] ✓ ✓ False Data detection

[58] ✓ ✓ IT trustworthiness (safety, security, privacy, reliability, and
resilience)

Table 7.
AI branches used in IoT security solutions.
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Another study published by [56] suggests that the machine learning based security
approaches are used mostly to enhance the detection mechanism of IDS. The only
approach that provides mitigation features is based on the techniques that utilizes
deep learning such as Gaussian mixture, SNN, FNN, RNN or utilize supervised
machine learning such as SVM. Table 7 [45, 51–58] shows that machine learning is
mostly used in the security mechanisms in IoT environment as there are a huge data to
learn from.

As per the literature, AI-based methods are recommended to be used to enhance
protection against IoT attack. However, most of them are not yet commercialized due
to the difficulty of its implementation. The focus of proposing different IoT security
mitigation is to introduce high-performance approaches with low cost in a real-time
environment. Moreover, dataset preparation is a critical factor that affects the accu-
racy and efficiency of machine learning approaches.

6. Conclusions

As discussed in this chapter, industries deployed IoT technology to develop indus-
trial applications to add values to their businesses and consumers in terms of perfor-
mance and cost. Different business models are also reviewed to comprehend that the
standardization of IoT business model is very difficult due to the different types of
industries and their varied requirements. As such, it is critical for industries to ensure
confidentiality, data integrity, availability to ensure data privacy, and security of the
system. However, maintaining privacy and security emerged as a challenge in IIOT
because of the sophistication of the IoT system. This chapter considered the most used
three-layer IoT architecture to study and review the various possible threats and
attacks and their conventional mitigation techniques. Conventional security mecha-
nisms have a limitation in IIoT, particularly in predicting attacks.

The state-of-the-art technologies such as Blockchain, Fog computing, Edge com-
puting, SDN, and AI have also been discussed to enhance the security levels in IIoT
systems. But artificial intelligence (AI) has been emerging as a promising approach to
secure the IIoT-based systems because of its ability to learn from the big data. It
furthermore supports data analysis and enhances security mechanisms. AI techniques
such as SVM, NN, ANN, RNN have been reviewed and recommended to design and
improve countermeasures such as IDS. Data engineering is a critical phase to prepare
the datasets required for machine learning. Therefore, it is highly recommended to
consider this phase in order to achieve an effective AI deployment. Based on the
analysis presented herein, it is the authors’ view that this is an open challenge to
enhance security mechanisms through AI-based mitigation techniques.
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Glossary of terms

AI Artificial Intelligence
ML Machine Learning
QoS Quality of Services
ES Experts System
B2B Business to Business
STRIDE Spoofing, Tampering, Repudiation, Information disclosure, Denial

of Service and Elevation of privilege
DREAD Damage, Reproducibility, Exploitability, Affected Users,

Discoverability
SDN Software-Defined Networks
OWASP Open Web Application Security Project
Digital Twin: A digital twin is a virtual representation of an object or system that

spans its lifecycle, is updated from real-time data, and uses simula-
tion, machine learning and reasoning to help decision making.

Author details

Shadha ALAmri*, Fatima ALAbri and Tripti Sharma
University of Technology and Applied Sciences, Muscat, Oman

*Address all correspondence to: shadha-alamri@hct.edu.om

©2022TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms of
theCreative CommonsAttribution License (http://creativecommons.org/licenses/by/3.0),
which permits unrestricted use, distribution, and reproduction in anymedium, provided
the originalwork is properly cited.

280

Quality Control - An Anthology of Cases



References

[1] Bécue A, Praça I, Gama J. Artificial
intelligence, cyber-threats and industry
4.0: Challenges and opportunities.
Artificial Intelligence Review. 2021;
54(5):3849-3886. DOI: 10.1007/
S10462-020-09942-2/FIGURES/3

[2] Shojafar M, Mukherjee M, Piuri V,
Abawajy J. Guest editorial: Security and
privacy of federated learning solutions
for industrial IoT applications. IEEE
Transactions on Industrial Informatics.
2022;18(5). Available from: https://ieee
xplore-ieee-org.masader.idm.oclc.org/
document/9619939/. [Accessed:
February 11, 2022]

[3] Swamy SN, Kota SR. An empirical
study on system level aspects of Internet
of Things (IoT). IEEE Access. 2020;8:
188082-188134. DOI: 10.1109/
ACCESS.2020.3029847

[4] WhaiduzzamanM,MahiMJN,
Barros A, Khalil MI, Fidge C, Buyya R.
BFIM: Performancemeasurement of a
blockchain based hierarchical tree layered
fog-IoTmicroservice architecture. IEEE
Access. 2021;9:106655-106674. DOI:
10.1109/ACCESS.2021.3100072

[5] Chao L, Peng X, Xu Z, Zhang L.
Ecosystem of things: Hardware,
software, and architecture. Proceedings
of the IEEE. 2019;107(8):1563-1583. DOI:
10.1109/JPROC.2019.2925526

[6] Oteafy SMA, Hassanein HS. IoT in
the fog: A roadmap for data-centric IoT
development. IEEE Communications
Magazine. 2018;56(3):157-163. DOI:
10.1109/MCOM.2018.1700299

[7] Arena F, Pau G. When edge
computing meets IoT systems: Analysis
of case studies. China Communications.
2020;17(10):50-63. DOI: 10.23919/
JCC.2020.10.004

[8] Mishra D, ZemaNR, Natalizio E. A
high-end IoT devices framework to foster
beyond-connectivity capabilities in 5G/
B5G architecture. IEEECommunications
Magazine. 2021;59(1):55-61. DOI: 10.1109/
MCOM.001.2000504

[9] Fagan M, Marron J, Brady KG Jr,
Cuthill BB, Megas KN, Herold R, et al.
IoT device cybersecurity guidance for
the Federal Government. NIST. 2021;
800:213. Available from: https://nvlpubs.
nist.gov/nistpubs/SpecialPublications/
NIST.SP.800-213A.pdf. [Accessed:
February 9, 2022]

[10] Almtrafi S, Alkhudadi B, Sami G,
AlhakamiW. Security threats and attacks
in Internet of Things (IOTs). International
Journal of Computer Science & Network
Security. 2021;21(1):107-118. DOI:
10.22937/IJCSNS.2021.21.1.15

[11] Krishna RR, Priyadarshini A, Jha AV,
Appasani B, Srinivasulu A, Bizon N.
State-of-the-art review on IoT threats
and attacks: Taxonomy, challenges and
solutions. Sustainability. 2021;13(16):
9463. DOI: 10.3390/SU13169463

[12] Azrour M, Mabrouki J, Guezzaz A,
Kanwal A. Internet of Things security:
Challenges and key issues. Security and
Communication Networks. 2021;2021.
DOI: 10.1155/2021/5533843

[13] Dorsemaine B, Gaulier JP, Wary JP,
Kheir N, Urien P. A new approach to
investigate IoT threats based on a four
layer model. In: 13th International
Conference on New Technologies for
Distributed Systems (NOTERE 2016).
IEEE; 2016. DOI: 10.1109/
NOTERE.2016.7745830

[14] Russell S, Peter N. Artificial
intelligence: a modern approach.
Harvard: Prentice Hall; 2010

281

Artificial Intelligence Deployment to Secure IoT in Industrial Environment
DOI: http://dx.doi.org/10.5772/intechopen.104469



[15] NegnevitskyM. Artificial Intelligence:
A Guide to Intelligent Systems. 3rd ed.
AddisonWesley/Pearson; 2011

[16] Lantz B. Machine Learning with R:
Expert Techniques for Predictive.
Birmingham, UK: Packt Publishing Ltd;
2019

[17] Moustafa M, Choo KKR, Abu-
Mahfouz AM, Guest editorial: AI-
enabled threat intelligence and hunting
microservices for distributed industrial
IoT system. IEEE Transactions on
Industrial Informatics. 2022;18(3).
Available from: https://ieeexplore.ieee.
org/document/9536391/ [Accessed:
February 7, 2022]

[18] Gebremichael T et al. Security and
privacy in the industrial Internet of
Things: Current standards and future
challenges. IEEE Access. 2020;8:
152351-152366. DOI: 10.1109/
ACCESS.2020.3016937

[19] ChuiM, CollinsM, Patel M.McKinsey
Report: The Internet of Things Catching up
to an Accelerating Opportunity. Fluxus;
2021. Available from: https://fluxus-
prefab.com/mckinsey-report-the-interne
t-of-things-catching-up-to-an-accelera
ting-opportunity/. [Accessed: February 11,
2022]

[20] Osterwalder A, Pigneur Y. Business
Model Generation: A Handbook for
Visionaries, Game Changers, and
Challengers (The Strategyzer Series).
John Wiley and Sons; 2010

[21] Dijkman RM, Sprenkels B, Peeters T,
Janssen A. Business models for the
Internet of Things. International Journal
of Information Management. 2015;35(6):
672-678. DOI: 10.1016/J.IJINFOMGT.
2015.07.008

[22] Cranmer EE, Papalexi M, tom
Dieck MC, Bamford D. Internet of

Things: Aspiration, implementation and
contribution. Journal of Business
Research. 2022;139:69-80. DOI: 10.1016/
J.JBUSRES.2021.09.025

[23] Suppatvech C, Godsell J, Day S. The
roles of Internet of Things technology in
enabling servitized business models: A
systematic literature review. Industrial
Marketing Management. 2019;82:70-86.
DOI: 10.1016/J.INDMARMAN.2019.
02.016

[24] Mansour H, Presser M, Bjerrum T.
Comparison of seven business model
innovation tools for IoT ecosystems.
IEEE World Forum Internet Things.
2018;2018:68-73. DOI: 10.1109/WF-
IOT.2018.8355219

[25] Manyika J, Chui M, Bisson P,
Woetzel J, Dobbs R. The Internet of
Things: Mapping the Value beyond the
Hype. McKinsey Global Institute; 2015

[26] George G, Thampi SM. A graph-
based security framework for securing
industrial IoT networks from
vulnerability exploitations. IEEE Access.
2018;6:43586-43601. DOI: 10.1109/
ACCESS.2018.2863244

[27] Fang L, Zhang H, Li M, Ge C, Liu L,
Liu Z. A secure and fine-grained scheme
for data security in industrial IoT
platforms for smart city. IEEE Internet
Things Journal. 2020;7(9). Available
from: https://ieeexplore.ieee.org/docume
nt/9104725/. [Accessed: February 6,
2022]

[28] Tariq U, Aseeri AO, Alkatheiri MS,
Zhuang Y. Context-aware autonomous
security assertion for industrial IoT.
IEEE Access. 2020;8:191785-191794.
DOI: 10.1109/ACCESS.2020.3032436

[29] Rathore S, Park JH, Chang H. Deep
learning and blockchain-empowered
security framework for intelligent 5G-

282

Quality Control - An Anthology of Cases



enabled IoT. IEEE Access. 2021;9:
90075-90083. DOI: 10.1109/
ACCESS.2021.3077069

[30] El Kaed C, Khan I, Van Den Berg A,
Hossayni H, Saint-Marcel C. SRE:
Semantic rules engine for the industrial
Internet-of-things gateways, IEEE
Transactions on Industrial Informatics.
2018;14(2). Available from: https://ieee
xplore.ieee.org/document/8091285/.
[Accessed: February 7, 2022]

[31] Iwendi C, Rehman SU, Javed AR,
Khan S, Srivastava G. Sustainable
security for the Internet of Things using
artificial intelligence architectures. ACM
Transactions on Internet Technology.
2021;21(3):73. DOI: 10.1145/3448614

[32] Microsoft, IoT Security Architecture
Microsoft Docs. 2021. Available from:
https://docs.microsoft.com/en-us/a
zure/iot-fundamentals/iot-security-arch
itecture. [Accessed: February 11, 2022]

[33] Sven Schrecker H. Industrial
Internet of Things volume G4: Security
Framework. Industrial Internet
Consortium. 2016

[34] Microsoft. Azure IoT Reference
Architecture. Microsoft; 2021. Available
from: https://azure.microsoft.com/en-us/
resources/microsoft-azure-iot-reference-
architecture/. [Accessed: February 12,
2022]

[35] Aufner P. The IoT security gap: A
look down into the valley between threat
models and their implementation.
International Journal of Information
Security. 2020;19(1):3-14. DOI: 10.1007/
S10207-019-00445-Y/FIGURES/1

[36] Flauzac O, Gonzalez C, Nolot F. New
security architecture for IoT network.
Procedia Computer Science. 2015;52(1):
1028-1033. DOI: 10.1016/J.PROCS.2015.
05.099

[37] ENISA, Baseline Security
Recommendations for IoT— ENISA. 2017.

[38] Alshohoumi F, Sarrab M,
AlHamadani A, Al-Abri D. Systematic
review of existing IoT architectures
security and privacy issues and concerns.
International Journal of Advanced
Computer Science and Applications.
2019;10(7):232-251. DOI: 10.14569/
IJACSA.2019.0100733

[39] OWASP. OWASP IoT Security
Verification Standard OWASP
Foundation. OWASP; 2022. Available
from: https://owasp.org/www-projec
t-iot-security-verification-standard/.
[Accessed: February 12, 2022]

[40] Zhang J, Jin H, Gong L, Cao J, Gu Z.
Overview of IoT security architecture.
In: 2019 IEEE 4th International
Conference on Data Science in
Cyberspace, DSC. 2019. pp. 338-345.
DOI: 10.1109/DSC.2019.00058

[41] Sharma N, Prakash R, Rajesh E.
Different dimensions of IOT security.
International Journal of Recent
Technology and Engineering. 2020;8(5):
2277-3878. DOI: 10.35940/ijrte.
E5893.018520

[42] Ahanger TA, Aljumah A. Internet of
Things: A comprehensive study of
security issues and defense mechanisms.
IEEE Access. 2019;7:11020-11028. DOI:
10.1109/ACCESS.2018.2876939

[43] Litoussi M, Kannouf N, El
Makkaoui K, Ezzati A, Fartitchou M. IoT
security: Challenges and
countermeasures. Procedia Computer
Science. 2020;177:503-508. DOI:
10.1016/J.PROCS.2020.10.069

[44] Ávila K, Sanmartin P, Jabba D,
Gómez J. An analytical survey of attack
scenario parameters on the techniques of
attack mitigation in WSN. Wireless

283

Artificial Intelligence Deployment to Secure IoT in Industrial Environment
DOI: http://dx.doi.org/10.5772/intechopen.104469



Personal Communications. 2022;122(4):
3687-3718. DOI: 10.1007/S11277-021-
09107-6/FIGURES/19

[45] Restuccia F, D’Oro S, Melodia T.
Securing the Internet of Things in the
age of machine learning and software-
defined networking. IEEE Internet of
Things Journal. 2018;5(6):4829-4842.
DOI: 10.1109/JIOT.2018.2846040

[46] Hassija V, Chamola V, Saxena V,
Jain D, Goyal P, Sikdar B. A survey on
IoT security: Application areas, security
threats, and solution architectures. IEEE
Access. 2019;7:82721-82743. DOI:
10.1109/ACCESS.2019.2924045

[47] Noor MM, Hassan WH. Current
research on Internet of Things (IoT)
security: A survey. Computer Networks.
2019;148:283-294. DOI: 10.1016/J.
COMNET.2018.11.025

[48] Miller D. Blockchain and the
Internet of Things in the industrial
sector. IT Professional. 2018;20(3):15-18.
DOI: 10.1109/MITP.2018.032501742

[49] Giotis K, Argyropoulos C,
Androulidakis G, Kalogeras D,
Maglaris V. Combining OpenFlow and
sFlow for an effective and scalable
anomaly detection and mitigation
mechanism on SDN environments.
Computer Networks. 2014;62:122-136.
DOI: 10.1016/J.BJP.2013.10.014

[50] Wu H, Han H, Wang X, Sun S.
Research on artificial intelligence
enhancing Internet of Things security: A
survey. IEEE Access. 2020;8:
153826-153848. DOI: 10.1109/
ACCESS.2020.3018170

[51] Puthal D, Mishra A, Sharma S.
AI-driven security solutions for the
internet of everything. IEEE Consumer
Electronics Magazine. 2021;10(5):70-71.
DOI: 10.1109/MCE.2021.3071676

[52] Bagaa M, Taleb T, Bernabe JB, et al.
A machine learning security framework
for IoT systems. IEEE Access. 2020;8:
114066-114077. Available from: https://
ieeexplore.ieee.org/abstract/document/
9097876/. [Accessed: February 04, 2022]

[53] Kuzlu M. Role of artificial
intelligence in the Internet of Things
(IoT) cybersecurity. Discover Internet of
Things. 2021;1(1):1-14. DOI: 10.1007/
S43926-020-00001-4

[54] LiuM,XueZ,HeX. Two-tier intrusion
detection framework for embedded
systems. IEEEConsumer Electronics
Magazine. 2021;10(5):102-108. DOI:
10.1109/MCE.2020.3048314

[55] Zaman S et al. Security threats and
artificial intelligence based
countermeasures for Internet of Things
networks: A comprehensive survey. IEEE
Access. 2021;9:94668-94690. Available
from: https://ieeexplore-ieee-org.masader.
idm.oclc.org/document/9456954/.
[Accessed: February 05, 2022]

[56] Jayalaxmi P, Saha R, Kumar G,
Kumar N, Kim TH. A taxonomy of
security issues in industrial Internet-of-
Things: Scoping review for existing
solutions, future implications, and
research challenges. IEEE Access. 2021;9:
25344-25359. DOI: 10.1109/
ACCESS.2021.3057766

[57] Aboelwafa MMN, Seddik KG,
Eldefrawy MH, Gadallah Y, Gidlund M.
A machine-learning-based technique for
false data injection attacks detection in
industrial IoT. IEEE Internet of Things
Journal. 2020;7(9). Available from:
https://ieeexplore-ieee-org.masader.idm.
oclc.org/document/9084134/. [Accessed:
February 11, 2022]

[58] Hassan MM, Gumaei A, Huda S,
Almogren A. Increasing the
trustworthiness in the industrial IoT

284

Quality Control - An Anthology of Cases



networks through a reliable cyberattack
detection model. IEEE Transactions on
Industrial Informatics. 2020;16(9).
Available from: https://ieeexplore-ieee-
org.masader.idm.oclc.org/document/
8972480/. [Accessed: February 11, 2022]

285

Artificial Intelligence Deployment to Secure IoT in Industrial Environment
DOI: http://dx.doi.org/10.5772/intechopen.104469



Quality Control 
An Anthology of Cases

Edited by Leo D. Kounis

Edited by Leo D. Kounis

Quality control has played an important role in the manufacture of goods and the 
creation of monuments since antiquity. From the development of Heron’s first robot 

and the Antikythera mechanism to today’s Internet of Things (IoT), Industry 4.0, 
and artificial intelligence, quality control has undeniably come a long way. This book 

examines quality control in several different scenarios and locations. Chapters discuss 
quality control of Nigeria’s road network, Ethiopia’s leather industry, Africa’s food 
industry, and Hong Kong’s construction sector, among other scenarios. The book 

also discusses quality control of intrusion detection systems, artificial intelligence, 
complementary metal oxide semiconductors, and more.

Published in London, UK 

©  2023 IntechOpen 
©  kucko / iStock

ISBN 978-1-80355-990-2

Q
uality C

ontrol - A
n A

nthology of C
ases

ISBN 978-1-80355-992-6


	Quality Control - An Anthology of Cases
	Contents
	Preface
	Chapter1
Performance Measures for Evaluating and Communicating Data Quality in Aquatic Environmental Monitoring in the U.S.
	Chapter2
Quality Impairments in Flexible Road Pavements
	Chapter3
Practicing HypothesisTests inTextile Engineering: Spinning Mill Exercise
	Chapter4
Significance of “Quality Control” in Leather Goods and Garment Production
	Chapter5
Development of a Quality Gate Reference Model for FDM Processes
	Chapter6
Quality Management Costs in Logistics
	Chapter7
Managing Foodservice Quality in the Foodservice Industry
	Chapter8
Updates on Software Usability
	Chapter9
Design of Low-Cost Reliable and Fault-Tolerant 32-Bit One Instruction Core for Multi-Core Systems
	Chapter10
ComputerVision-Based Techniques for Quality Inspection of Concrete Building Structures
	Chapter11
Development and Usage of ElectronicTeaching Technologies for the EconomicTraining of Students in aTechnical University
	Chapter12
Exploring the Effects of Learning Capability and Innovation on Quality Management-Organizational Performance Relationship
	Chapter13
Artificial Intelligence Deployment to Secure IoT in Industrial Environment



