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Preface

While great efforts are being made to reduce energy consumption, the world needs 
to further explore renewables like solar, wind, hydropower, geothermal, and even 
sustainable nuclear energy. However, due to high capital cost, these alternatives have 
not found wide application in industry. However, this is beginning to change with the 
emergence of scientific evidence that alternative sources of energy can help achieve 
sustainability in energy recovery (ER) processes. The case for other industries will 
follow the same argument especially since most of these heavy industries require 
enormous amounts of energy, derivable from fossil fuels oil and gas due to their resil-
ience in offering likewise enormous motive power twenty-four hours a day. This book 
discusses sustainable ER development in our deliberate pursuit of energy indepen-
dence in a world bedeviled by the ill effects of environmental degradation. In a world 
that needs energy, we should embrace the practice of utilizing ER systems in all their 
forms, natural and technological.

This book investigates ER in large industries and utilities throughout the world. In 
all aspects of heat exchanges, energy recoveries are involved, but the problem in all 
energy recoveries is that the percentage of energy recovered is not related to the total 
energy consumption in industry, organization, or household. It should be noted that 
among other objectives of studying ER one should take cognizance of the fact the 
recovered energy has these attributes: (1) it is quality energy because it is immediately 
useful without further processing depending on the point of collection, either through 
recuperators or economizers, whereby utilization is in preheating incoming air to a 
combustion chamber/ furnaces or in an AC/refrigeration system, which depends on 
the outside; (2) it becomes available energy, serving the purpose of extracting tangible 
heat (enthalpy) from the air, which is a two-component system for immediate use in 
effecting cooling on the area. The explanation here is that the wet air that contains 
water vapor after reaching its saturation vapor pressure undergoes the process of 
evaporation thereby cooling that point.

Chapter 1 pays special attention to the magnetocaloric effect (MCE) that is observed 
when magnetic systems are subjected to an external magnetic field. The authors use 
the derivative of Gibbs free energy to estimate the magnetic entropy change and the 
mean-field theory to sort out the spontaneous magnetization from the dependence of 
magnetic entropy change on magnetization vs. Gd systems. The obtained spontaneous 
magnetization values are in good agreement with those found from the extrapolation 
from the Arrott plots (H/M vs. M2). An excellent agreement has been found between 
the values estimated by Landau’s theory and those obtained using the classical Maxwell 
relation. The intermetallic Gd3Ni2 and Gd3CoNi exhibit a large MCE manifested with a 
high entropic peak that can boost refrigerant capacity, which makes these alloys good 
candidates for magnetic refrigerators.

A micro-thermoelectric generator (TEG) possesses great potential for powering 
wireless Internet of Things (IoT) sensing systems due to its capability of harvesting 
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thermal energy into usable electricity. Chapter 2 reviews the progress in recent 
studies on micro-TEG from material synthesis to device fabrication. Thermoelectric 
materials are synthesized by the electrochemical deposition method. Three kinds of 
high-performance thermoelectric materials, including thick bulk-like thermoelectric 
material, Pt nanoparticles embedded in a thermoelectric material, and Ni-doped 
thermoelectric material, are presented.

The growth of the semiconductor market and advancement of manufacturing 
technology have led to an increase in wafer size and highly integrated semiconductor 
devices. The temperature of the supplied cooling medium from the chiller that 
removes the heat produced in the semiconductor manufacturing process is required 
to be at a lower level because of the high integration. The Joule-Thomson cooling 
cycle, which uses a Mixed Refrigerant (MR) to produce the cooling medium at a level 
of −100°C required for the semiconductor process, has recently gained attention. 
Chapter 3 discusses this in detail. When an MR is used, the chiller’s performance is 
heavily influenced by the composition and proportions of the refrigerant charged 
to the chiller system. Therefore, this chapter introduces a cooling cycle that uses 
an MR to achieve the required low temperature of −100°C in the semiconductor 
manufacturing process and provides the results.

Chapter 4 explains that the solar furnace supply doesn’t make changes inside a 
material by using electric energy produced by a photovoltaic system that converts 
solar energy. The performances of a solar furnace used in various applications 
from industry are influenced by various factors. One of these factors imposes the 
acquisition of certain large densities of the radiant power and requires a geometric 
form of the concentrator. The most important research is made on the behavior of 
some metallic alloys at elevated temperatures, on some purifying materials, and on 
the achievement of some chemical synthesis. For manufacturing electrothermal 
furnaces, a series of specific materials are used that are necessary for the achievement 
of the furnace chamber (e.g., heating elements and measurement systems of the 
temperature).

Since the world is gradually drifting toward sustainable development, renewable 
energy technologies are gaining traction and gasification technology is one of 
many renewable energy technologies that have gained popularity in recent times. 
Gasification technology is one of three main (combustion and pyrolysis) thermo-
chemical conversion pathways that can be used to recover energy from biomass 
materials. Chapter 5 presents an overview of gasification technology and discusses 
the different types of gasification systems that are commonly used today for the 
recovery of energy. The limitations of each type of gasifier in relation to performance 
and feedstock conversion are also discussed, including research priority areas that  
will allow for system optimization in terms of efficiency.

Chapter 6 proposes a novel, clean thermochemical process that harnesses thermal 
plasma technology to co-produce hydrogen and ammonia using a chemical looping 
process. The thermodynamic potential and feasibility of the process are demonstrated 
using a simulation of the system with aluminium and aluminium oxide as the oxygen 
and nitrogen carriers between the reactors. The effect of different operating param-
eters, such as feed ratio and temperature of the reactor, on the energetic performance 

XII
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of the process is investigated. It is demonstrated that the process can operate at an 
approximate self-sustaining factor of 0.11 and an exergy partitioning fraction of up 
to 0.65. Integrating the process with solar photovoltaics shows a solar share of 32% 
without considering any battery storage units.

Finally, Chapter 7 provides an overview of energy efficiency in the mining industry 
with a particular focus on the role of fuel consumption in hauling operations in 
mining. Moreover, as the costliest aspect of surface mining with a significant environ-
mental impact, diesel consumption is investigated in this chapter. This research seeks 
to develop an advanced data analytics model to estimate the energy efficiency of haul 
trucks used in surface mines, with the goal of lowering operating costs. The visualized 
results also clarify the general minimum areas in the plotted fuel consumption graphs. 
These areas potentially open a new window for researchers to develop optimization 
models to minimize haul truck fuel consumption in surface mines.

Petrica Vizureanu
 “Gheorghe Asachi” Technical University,

Iasi, Romania
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Chapter 1

Magnetocaloric Properties in
Gd3Ni2 and Gd3CoNi Systems
Mohamed Hsini and Souhir Bouzidi

Abstract

Intermetallic Gd3Ni2 and Gd3CoNi undergo second-order ferromagnetic
paramagnetic phase transition at the Curie temperature, TC. They exhibit a large
magnetocaloric effect (MCE). This MCE is manifested with a high entropic peak of 8
and 8.3 J.Kg�1 K�1, at the vicinity TC under 5 T magnetic applied field for Gd3Ni2 and
Gd3CoNi, respectively. With their boosted MCE and large refrigerant capacity,
Gd3Ni2 and Gd3CoNi compounds can be a candidate as a magnetocaloric refrigerator
which is still one of the current research projects recommended by the low energy
consumption and low environmental impact of these devices. Based on the Landau
theory, Gibb’s free energy leads to determine temperature-dependent parameters
which correspond to the electron condensation energy and magnetoelastic coupling
and the magnetic entropy change which is a very crucial parameter to evaluate the
MCE of a given magnetic system.

Keywords: magnetic energy, magnetic entropy change, magnetization, phase
transition

1. Introduction

The study of magnetic materials having boosted magnetocaloric effect (MCE) and
large refrigerant capacity applied in low- and room-temperature magnetocaloric
refrigerators is one of the current research projects recommended by the low energy
consumption and the safe environmental impact of these materials [1–5]. The MCE is
observed when magnetic systems are subjected to an external magnetic field. For a
ferromagnet, in an adiabatic process, the MCE presents itself as follows: when an
external magnetic field is applied to the ferromagnet the temperature increases and
decreases when this magnetic field is removed. From this, a famous quantity can
characterize the MCE which is the magnetic entropy change, �ΔSM. From�ΔSM, one
may evaluate the refrigerant capacity of the material, which expresses the exchanged
heat in a thermodynamic cycle of magnetic refrigerators. The optimization and
development of magnetic refrigerator devices depend on a solid thermodynamic
description of the magnetic material, and its properties throughout the steps of the
cooling cycles [6, 7]. Among these magnetic systems, intermetallic alloys formed by
rare earth (R) and transition metal (M) such as Gd3Ni2, Lu2Pd5 and Nd2Co1.7 [8–10].
The projected applications of these materials include magnetic refrigeration, magnetic
memory, spintronics and magnetic sensors, etc. Rare earth intermetallic alloys have
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been attractive for researchers because of their richness in their role in a variety of
applications and fundamental physics. Due to their highly localized unpaired 4f elec-
trons, the rare-earth ions in these solid systems can retain their atomic moments. As a
result, a very large magnetic moments range can be established. Also, the rare-earth
atoms in these samples are heavy, the spin-orbit interaction dominates to be respon-
sible for strong magneto crystalline anisotropy [11]. Recently, Provino et al. [12]
reported the crystal structure, thermal stability, magnetic behavior and MCE of
Gd3Ni2 and Gd3CoNi compounds.

Generally, SO ferromagnetic-paramagnetic (FM-PM) phase transitions are one of the
vital issues related to the functionalities and fundamental physics of magnetic systems.
The Landau theory for phase transitions was used to describe the MCE in Gd3Ni2 and
Gd3CoNi systems with magnetoelastic and magnetoelectronic couplings [13–16]. As
shown in the work of Provino et al. [12], for Gd3Ni2 and Gd3CoNi compounds, the
applied magnetic field, H, dependence on peaks of �ΔSM obtained near the Curie
temperature, TC, increases proportionally (�ΔSM�H

2
3). This behavior is matching with

the mean-field theory (MFT). Moreover, the MFT establishes relations between �ΔSM
and magnetization,M [17]. In addition, the theory of critical phenomena indicates the
existence of universal magnetocaloric behavior in materials undergoing SO FM-PM [18–
20]. However, the critical exponents can set the behavior magnetic phase transitions.

Since Gd3Ni2 and Gd3CoNi magnetic materials can be described by the MFT, we
chose to study, in this paper, the MCE of these samples using both the Landau model
and MFT. These two approaches provide side by side the estimation of both sponta-
neous magnetization, Ms and �ΔSM. First, we used the �ΔSM values deduced from
isothermal magnetization measurements to sort out theMs using the MFT. Results are
then compared with those determined from the Arrott plots extrapolation (HM vs. M2).
Second, the Landau theory was applied to estimate the Gibbs free energy, G and�ΔSM
near TC. Generated�ΔSM results were compared with the ones estimated using the
classical Maxwell relation.

2. Theory

Based on the Landau theory, the Gibb’s free energy reads as [15]:

G T,Mð Þ ¼ G0 þ 1
2
A Tð ÞM2 þ 1

4
B Tð ÞM4 þ 1

6
C Tð ÞM6 �MH (1)

where the coefficients A Tð Þ, B Tð Þ and C Tð Þ are temperature-dependent parame-
ters that correspond to the electron condensation energy and magnetoelastic coupling,
M is the magnetization and H is the magnetic applied field. At the equilibrium
condition, ∂G

∂M ¼ 0, the magnetic equation of the state is obtained as:

H
M

¼ A Tð Þ þ B Tð ÞM2 þ C Tð ÞM4 (2)

The magnetic entropy is obtained as:

�ΔSM T,Mð Þ ¼ ∂G H,Tð Þ
∂T

� �

H
¼ 1

2
A0M2 þ 1

4
B0M4 þ 1

6
C0M6 (3)

where A0 ¼ ∂A
∂T, B

0 ¼ ∂B
∂T and C0 ¼ ∂C

∂T.
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According to the renormalization group approach to scaling, Dong et al. [21]
have reported that the zero-field spontaneous magnetization, Ms, Consequently,

�ΔSM should not be null. Then, Eq. (3) can be rewritten as:

�ΔSM T,Mð Þ ¼ 1
2
A0 M2 �Ms

2� �þ 1
4
B0 M4 �Ms

4� �þ 1
6
C0 M6 �Ms

6� �
(4)

To estimate the zero-field spontaneous magnetization, Ms, we have a look on the
expression of the magnetic entropy from the mean-field theory [9]:

S σð Þ ¼ �NkB ln 2J þ 1ð Þ � ln
sinh 2Jþ1

2J B�1
J σð Þ

� �

sinh 1
2J B

�1
J σð Þ

� �
2
4

3
5þ B�1

J σð Þσ
2
4

3
5 (5)

whereN is the number of magnetic moments, kB is the Boltzmann constant, J is the
angular spin value, σ is the reduced magnetization (σ ¼ M

M0
, M0 ¼ NJgμB : saturation

magnetization) and BJ is the Brillouin function for a given J value. For smallM values,
Eq. (5) can be performed using a power expansion, and the magnetic entropy
change�ΔSM is proportional to σ2 M2� �

:

�ΔSM σð Þ ¼ 3J
2J þ 1

NkBσ2 M2� �þ O σ4
� �

(6)

Below TC, the ferromagnetic materials acquire Mspont, as a result, the σ = 0 state is
never reached. Then, the contribution of the reduced spontaneous magnetization
σspont ¼ Mspont

M0
should be added. Consequently, if we consider only the first term of

Eq. (2), the magnetic entropy change may be written as:

�ΔSM σð Þ ¼ 3
2

J
J þ 1ð ÞM0

NkB M2 �Ms
2� �

(7)

3. Results and discussions

Figure 1 presents the isothermal �ΔSM vs. M2 plots, in the ferromagnetic region
(T <TC). Curves (black symbols) present horizontal drift from the origin,
corresponding to the value of Ms

2 Tð Þ.
As shown in Figures 1 and 2, all curves at different temperatures obey the same

regularity and a series of linear dependence with an approximately constant slope
occurs. This indicates that it is possible to analyze the current experimental results
with the mean-field theory.

Linear fits are applied on the isothermal -ΔSM vs.M2 plots inside the ferromagnetic
region to sort out Ms. The same stuff is following to obtain Ms from the Arrott plots: HM
vs. M2 in Figure 2 for the Gd3Ni2 and Gd3CoNi systems.

Figure 3 shows practically the same curve Ms vs. T from �ΔSM vs. M2 (red
symbols) and from Arrott plots (black symbols).

As seen in Figure 3, as the temperature decreases, the spontaneous magnetization
becomes larger, suggesting that the systems are approaching a spin ordering state and
a strong localization of moments is formed.

5
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Based on the scaling hypothesis, the critical exponent, β, the reduced temperature,
ε ¼ T�TC

TC
, and the saturation magnetization, M0, as [22]:

Mspont Tð Þ ∝ M0 �εð Þβ: (8)

By changing Eq. (8) to log–log scale, the value of β corresponds to the slope of the
curve ln Msð Þ vs. ln �εð Þ in Figure 4.

Figure 2.
Linear fits of H

M vs. M2 plots for the Gd3Ni2 and Gd3CoNi alloys.

Figure 1.
Linear fits of �ΔSM vs. M2 plots for the Gd3Ni2 and Gd3CoNi alloys.

6
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The value of the exponent β, is found to be 0.49 with Gd3Ni2 and 0.47 with
Gd3CoNi. The β values are consistent with the standard mean-field model
(β = 0.5 [22]).

In the next, Fitting the Arrott plots in Figure 5 gives the parameters A Tð Þ, B Tð Þ,
shown in Figure 6, and C Tð Þ shown in Figure 7 for the Gd3Ni2 and Gd3CoNi
compounds.

The A Tð Þ curve is positive and would get a minimum value at the vicinity of TC.
On the other hand, the magnetic phase transition order is governed by the sign of B Tð Þ

Figure 3.
Ms vs. T from �ΔSM vs. M2 (red symbols) and from Arrott plots (black symbols) for the Gd3Ni2 and Gd3CoNi
samples.

Figure 4.
Linear fit of ln Msð Þ vs. ln �εð Þ for the Gd3Ni2 and Gd3CoNi samples.
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at the transition: a SO occurs when B Tð Þ≥0 while a first-order transition happens if
B Tð Þ<0. In this work, the positive sign of B TCð Þ indicates a SO magnetic phase
transition for the Gd3Ni2 and Gd3CoNi compounds. Besides, C(T) is positive at TC but
in other cases, it is negative or positive. After sorting A Tð Þ, B Tð Þ, and C Tð Þ, Gibb’s free
energy change, ΔG ¼ G� G0 can be estimated. The temperature dependence of ΔG
under H ¼ 1 to 5 T is plotted in Figure 7.

As shown in Figure 7, ΔG Tð Þ changes quickly from the high absolute values to the
low ones while going from the FM to PM region. The first principle of thermodynam-
ics indicates that there is conservation of energy and in this case, if the internal energy
of the system varies, it is because there is an exchange of energy with the external
environment either in the form of work or in the form of heat.

The temperature dependence of �ΔSMð Þ is calculated using Eq. (4), under mag-
netic field varying from 1 to 5 T.

Figure 5.
Temperature dependence of Landau coefficients A, B for the Gd3Ni2 and Gd3CoNi samples.

Figure 6.
Temperature dependence of Landau coefficient C for the Gd3Ni2 and Gd3CoNi samples.

8
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Figure 8 shows a good agreement between the Landau plots (red lines) and the
experimental plots of �ΔSMð Þ vs. T for the Gd3Ni2 and Gd3CoNi alloys.

For the Gd3Ni2 and Gd3CoNi compounds, the peak of �ΔSM is achieved near their
TC. Under 1 T applied magnetic field, the entropic peak is about 2.1 and 2.3 J.Kg�1 K�1

or under 5 T, it increases to be 8 and 8.3 J.Kg�1 K�1 for Gd3Ni2 and Gd3CoNi,
respectively. These alloys exhibit relatively large MCE at intermediate temperatures.
The �ΔSM is not the only parameter to quantify the potential of a magnetic refriger-
ant: the cooling power or the refrigerant capacity, RC, is another important quantity.
The RC quantifies the efficiency of a magnetic system in terms of the energy transfer
between the cold and the hot reservoir in a perfect thermodynamic refrigeration cycle.

Figure 7.
Temperature dependence of ΔG ¼ G� G0 under H ¼ 1 to 5 T for the Gd3Ni2 and Gd3CoNi alloys.

Figure 8.
Comparison between experimental (black symbols) and simulated (red lines)�ΔSM Tð Þ using Landau theory
under H ¼ 1 to 5 T for the Gd3Ni2 and Gd3CoNi compounds.
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It estimates the transferred heat between the hot and the cold ends; so, for practical
applications, a boost RC over a wide temperature range coupled with hight MCE is
desirable. The RC values can be calculated by integrating the area of the �ΔSM vs:T
curves (between T1 and T2) as RC ¼ Ð T2 hotð Þ

T1 coldð Þ ΔSMj jdT, where T1 and T2 represent the
temperatures of the hot and cold reservoir, respectively. This returns to assume T1 and
T2 the low and hot temperatures, respectively, at full width at half maximum
(FWHM) of �ΔSM. For the two compounds, the RC values are of the order of about
540 JKg�1 under 5 T magnetic field. This high RC selects the intermetallic Gd3Ni2 and
Gd3CoNi compounds as a good magnetic refrigerator.

4. Conclusion

In this work, we used the derivative of the Gibbs free energy to estimate the
magnetic entropy change and the mean-field theory to sort out the spontaneous
magnetization from the dependence of magnetic entropy change on magnetization,
�ΔSMð Þ vs. M2 in Gd3Ni2 and Gd3CoNi systems. The obtained spontaneous magneti-
zation values are in good agreement with those found from the extrapolation from the
Arrott plots (H/M vs. M2). An excellent agreement has been found between the
�ΔSMð Þ values estimated by Landau theory and those obtained using the classical
Maxwell relation. The intermetallic Gd3Ni2 and Gd3CoNi exhibit a large MCE
manifested with hight entropic peak at the vicinity of TC and boost refrigerant
capacity which make these alloys as a good candidate for magnetic refrigerator.

Conflict of interest

The authors declare no conflict of interest.

Author details

Mohamed Hsini* and Souhir Bouzidi
University of Monastir, Monastir, Tunisia

*Address all correspondence to: mohamed.hsini.14@gmail.com

©2022TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms of
theCreative CommonsAttribution License (http://creativecommons.org/licenses/by/3.0),
which permits unrestricted use, distribution, and reproduction in anymedium, provided
the originalwork is properly cited.

10

Latest Research on Energy Recovery



References

[1] Feng J, Li F, Wang G, Wang JQ, Hu J.
Magnetocaloric effect in ercu-based
metallic glass composite. Journal of Non-
Crystalline Solids. 2020;536:120004.
DOI: 10.1016/j.jnoncrysol.
2020.120004

[2] da Silva-Santos JA, Santos JM,
Plaza EJR, Moreno NO. Magnetocaloric
effect in the Nd2TIn8 (T=Rh, Ir)
intermetallics. Journal of Alloys and
Compounds. 2020;829:154413.
DOI: 10.1016/j.jallcom.2020.154413

[3] Freitas VLO, Costa SS, Pacheco CJ,
Alho BP, Ribeiro PO, von Ranke PJ, et al.
Magnetism and magnetocaloric effect in
amorphous ferrimagnetic systems:
Application to the Gd55Fe45-xAlx series.
Journal of Non-Crystalline Solids. 2021;
571:121133. DOI: 10.1016/j.
jnoncrysol.2021.121133

[4] Bhowmik TK. Observation of the
magnetic criticality and the
magnetocaloric effect in LaMn2Si2 in the
vicinity of the phase transition around
the room temperature. Physics Letters A.
2021;17:127724. DOI: 10.1016/j.
physleta.2021.127724

[5] Advanced Energy Materials. 2020;
10:1903741. DOI: 10.1002/aenm.
201903741

[6] Tran HB, Fukushima T, Momida H,
Sato K, Makino Y, Oguchi T. Theoretical
prediction of large anisotropic
magnetocaloric effect in MnP.
Computational Materials Science. 2021;
188:110227. DOI: 10.1016/j.commatsci.
2020.110227

[7] Loudaini A, Aggour M, Bahmad L,
Mounkachi O. Magnetic properties,
magnetocaloric effect and cooling
performance of AlFe2B2 compound: Ab
initio, Monte Carlo and numerical

modeling study. Materials Science and
Engineering B. 2021;264:114935.
DOI: 10.1016/j.mseb.2020.114935

[8] Herrero A, Oleaga A, Manfrinetti P,
Provino A, Salazar A. Study of the
magnetocaloric effect in intermetallics
RTX (R = Nd, Gd; T = Sc, Ti; X = Si, Ge).
Intermetallics. 2019;110:106495.
DOI: 10.1016/j.intermet.2019.106495

[9] Herrero A, Oleaga A,
Aseguinolaza IR, Garcia-Adeva AJ,
Apiñaniz E, Garshev AV, et al. Tailoring
the magnetocaloric, magnetic and
thermal properties of Dy6(Fe,Mn)X2
intermetallics (Xdouble bondSb, Te, Bi).
Journal of Alloys and Compounds. 2022;
890:161849. DOI: 10.1016/j.jallcom.
2021.161849

[10] Villars P, Cenzual K. Pearson’s
Crystal Data – Crystal Sructure Database
for Inorganic Compounds. OH: ASM
International, Materials Park; 2010/11

[11] Gupta S, Lukoyanov AV,
Knyazevc YV, Kuz'minc YI, Suresh KG.
Field induced metamagnetism and large
magnetic entropy change in RRhSi
(R = Tb, Dy, Ho) rare earth
intermetallics. Journal of Alloys and
Compounds. 2021;888:161493.
DOI: 10.1016/j.jallcom.2021.161493

[12] Provino P, Smetana V, Paudyal D,
Gschneidner AK Jr, Mudring AV,
Pecharsky VK, et al. Gd3Ni2 and
Gd3CoxNi2�x: magnetism and
unexpected Co/Ni crystallographic
ordering. Journal of Materials
Chemistry C. 2006;4:6078.
DOI: 10.1039/C6TC01035K

[13] Kachniarz M, Salach J.
Characterization of magnetoelastic
properties of Ni–Zn ferrite in wide range
of magnetizing fields for stress sensing

11

Magnetocaloric Properties in Gd3Ni2 and Gd3CoNi Systems
DOI: http://dx.doi.org/10.5772/intechopen.102065



applications. Measurement. 2021;15:
108301. DOI: 10.1016/j.
measurement.2020.108301

[14] Amaral VS, Amaral JS.
Magnetoelastic coupling influence on the
magnetocaloric effect in ferromagnetic
materials. Journal of Magnetism and
Magnetic Materials. 2004;272–276:
2104-2105. DOI: 10.1016/j.
jmmm.2003.12.870

[15] Ennassiri N, Tahiri N, El
Bounagui O, Ez-Zahraouy H,
Benyoussef A. Magnetic, magnetocaloric
and transport properties in AlCMn3
antiperovskite compound. Journal of
Alloys and Compounds. 2018;741:1196

[16] Chatterjee A, Majumdar S,
Chatterjee S, Dippel AC, Gutowski O,
Zimmermann MV, et al. Magnetoelastic
coupling at spin-glass-like transition in
Sr3NiSb2O9. Journal of Alloys and
Compounds. 2019;77:30. DOI: 10.1016/j.
jallcom.2018.11.074

[17] Amaral JS, Silva NJO, Amaral VS.
Estimating spontaneous magnetization
from a mean field analysis of the
magnetic entropy change. Journal of
Magnetism and Magnetic Materials.
2010;322:1569-1571. DOI: 10.1016/j.
jmmm.2009.09.024

[18] Pramanik AK, Banerjee A. Critical
behavior at paramagnetic to
ferromagnetic phase transition in
Pr0.5Sr0.5MnO3. A bulk magnetization
study. Physical Review B. 2009;79:
214426. DOI: 10.1103/PhysRevB.
79.214426

[19] Franco V, Blazquez JS, Conde A.
Field dependence of the magnetocaloric
effect in materials with a second order
phase transition: A master curve for the
magnetic entropy change. 2006;89:
222512. DOI: 10.1063/1.2399361

[20] Franco V, Conde A, Romero-
Enrique JM, Blazquez JS. Field
dependence of the adiabatic temperature
change in second order phase transition
materials: Application to Gd. Journal of
Applied Physics. 2009;20:103911.
DOI: 10.1063/1.3261843

[21] Dong Q, Zhang H, Sun J, Shen B,
Franco V. Magnetocaloric response of
Fe75Nb10B15 powders partially
amorphized by ball milling. Journal of
Applied Physics. 2008;103:116101.
DOI: 10.1063/1.3155982

[22] Fisher ME. The theory of
equilibrium critical phenomena. Reports
on Progress in Physics. 1967;30:615. DOI:
10.1088/0034-4885/31/1/508

12

Latest Research on Energy Recovery



Chapter 2

Micro-Thermoelectric Generators:
Material Synthesis, Device
Fabrication, and Application
Demonstration
Nguyen Van Toan,Truong Thi Kim Tuoi, Nguyen Huu Trung,
Khairul Fadzli Samat, Nguyen Van Hieu and Takahito Ono

Abstract

Micro-thermoelectric generator (TEG) possesses a great potential for powering
wireless Internet of Things (IoT) sensing systems due to its capability of harvesting
thermal energy into usable electricity. Herein, this work reviews the progress in recent
studies on the micro-TEG, including material synthesis, device fabrication, and
application demonstration. Thermoelectric materials are synthesized by the electro-
chemical deposition method. Three kinds of high-performance thermoelectric mate-
rials, including thick bulk-like thermoelectric material, Pt nanoparticles embedded in
a thermoelectric material, and Ni-doped thermoelectric material, are presented.
Besides the material synthesis, novel fabrication methods for micro-TEG can also help
increase its output power and power density significantly. Two fabrication processes,
micro/nano fabrication technology and assembly technology, are investigated to
produce high-performance micro-TEG. Moreover, the fabircated micro-TEG as a
power source for portable and wearable electronic devices has been demonstrated
successfully.

Keywords: thermal-to-electric energy conversion, micro-thermoelectric generator,
thermoelectric materials, micro/nano fabrication technology, assembly technology

1. Introduction

The considerable growth of research studies in energy-harvesting technologies,
such as solar energy harvesting [1], RF power harvesting [2], thermoelectric-
generator-based electrolyte [3], thermoelectric-generator-based solid thermoelectric
materials [4], associated with the Internet of Things (IoT) leads to more demands in
the development of the high performance of a micro-thermoelectric generator (TEG).
Micro-TEG keeps a role as a charger to the rechargeable battery of IoT sensing systems
or even replaces the battery if micro-TEG with high performance is employed. The
TEG utilizes the Seebeck effect that can convert thermal energy into electricity. The
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TEG has many advantages, including small size, without moving parts, free from
noise, greenhouse gases, and long-term operation time [5, 6]. A voltage will be gener-
ated once a temperature difference across the micro-TEG is provided.

To enhance the performance of the micro-TEG, high-performance thermoelectric
materials and increasing the number of thermoelectric elements are vital factors.
Regarding thermoelectric materials, until now, several thermoelectric materials have
been studied, including organic materials (metalloporphyrin/single-walled carbon
nanotube composite films [7], Poly(3,4-ethylenedioxythiophene) polystyrene sulfo-
nate [8], and compositions of conducting polymers and metal nanoparticles [9]) and
inorganic materials (nanoporous silicon [10], cobalt triantimonide [11], bismuth tel-
luride and antimony telluride [12], tin selenide [13], electrodeposited bismuth tellu-
ride [14]). Among them, thermoelectric-materials-based BiTe are widely investigated
because of their high performance for applications at near room temperature. For
synthesis of thermoelectric-materials-based BiTe, several methods have been
reported, including thermally evaporated method [15], metal organic chemical vapor
deposition method [16], and pulsed laser melting method [17]. Electrochemical depo-
sition is one of the preferred ways to enable the deposited film with high-quality
morphology and compactness. Moreover, the electrodeposition method is capable of
modifying the morphology, composition, and crystal structure of the synthesized
film, which would result in the high performance of the deposited materials.
Concerning enhancing the integration density, hundreds of thermoelectric elements
could be produced on a small footprint by utilizing micro/nano fabrication technolo-
gies; however, some issues still remain. For instance, a complex process is required to
create the air bridge between two thermoelectric elements. High contact resistance
between thermoelectric elements and substrate results in low-performance micro-
TEG. The performance of thermoelectric materials is degraded during their fabrica-
tion of the micro-TEG. The height of the thermoelectric element is limited by micro/
nano fabrication technology. Thus, it makes micro-TEG low performance and against
the practical applications.

In this work, we review the recent progress in the micro-TEG, including material
synthesis, device fabrication, and application demonstration. Various high-
performance thermoelectric materials synthesized by the electrodeposition method,
including thick bulk-like thermoelectric material, Pt nanoparticles embedded in a
thermoelectric material, and Ni-doped thermoelectric material, are presented. In
addition, the fabrication of micro-TEGs based on micro/nano fabrication technology
as well as assembly technology is demonstrated. The performance of the fabricated
micro-TEG is compared with other related works. Moreover, the fabricated micro-
TEG as a power source for a calculator and a twist watch has been investigated.

2. Basic principles of thermoelectric generator

2.1 Properties of thermoelectric material

2.1.1 Seebeck coefficient

The Seebeck coefficient is defined as the harvested voltage from the temperature
difference across the thermoelectric materials. Its standard unit is microvolts per
kelvin (μV/K). The Seebeck coefficient may exhibit positive or negative signs, which
represents p-type or n-type thermoelectric materials, respectively. The p-type

14

Latest Research on Energy Recovery



thermoelectric material shows an excess of holes, while the n-type thermoelectric
material possesses an excess of free electrons. When a temperature difference appears
at the ends of the thermoelectric material block, the charge carriers (electrons or
holes) move from the hot side to the cold side, causing a thermoelectric voltage. The
following equation depicts the Seebeck coefficient S of thermoelectric materials:

S ¼ ΔV
ΔT

, (1)

where ΔV is the voltage gradient between the hot and cold sides of the thermo-
electric material, and ΔT is the temperature difference between two sides.

One factor affecting the Seebeck coefficient is charge carrier concentration n. The
relationship between the charge carrier and the Seebeck coefficient is proven experi-
mentally and theoretically by published works [18–20].

S ¼ 8π2k2BT
3eh2

m ∗ π

3n

� �2

, (2)

where kB is Boltzmann constant,T is temperature, e is the electron charge, h is
Planck constant, and m* is effective mass.

2.1.2 Electrical conductivity

Electrical conductivity is an essential electrical property for thermoelectric mate-
rial to conduct an electrical current. Electrical conductivity and electrical resistivity
are the reciprocals of each other. Macroscopically, electrical conductivity is related to
the dimensions and resistance of the measured thermoelectric material, which can be
calculated by the following equation:

σ ¼ L
RA

, (3)

where L is the length of the material, R is the resistance of the material, A is the
contact area perpendicular to the current direction.

In principle, the electrical resistivity of a material characterizes the ability of the
material to interrupt electricity flow. Therefore, it is strongly related to the flow of
electrons and holes in a material. Those two factors influence the value of electrical
conductivity, as shown in the following equation,

σ ¼ e μenþ μhpð Þ, (4)

where μe, n, μh, and p symbolize electron mobility, the carrier density of electron,
hole mobility, and carrier density of hole, respectively.

2.1.3 Thermal conductivity

The thermal conductivity k of thermoelectric material is dependent on the charge
carriers and the phonon’s movement. Generally, the total thermal conductivity of
metal increases when the electrical conductivity is high due to the directly propor-
tional relation of electrical conductivity with carrier-charge thermal conductivity.
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Therefore, the only option to reduce the thermal conductivity is by scrutinizing the
value of lattice thermal conductivity [21, 22]. A lower lattice thermal conductivity
results in a smaller value of total thermal conductivity. Introducing the nanoparticles
in the metal might reduce the lattice thermal conductivity by blocking the excitation
stream of lattice vibration, also known as phonons flow. The interrupted phonons
flow increases the phonon scattering and elongates the phonon wavelength. There-
fore, the time taken for the heat to transfer will be increased. The total thermal
conductivity can be expressed by considering those two factors (charge carriers and
lattice), as the following equation,

k ¼ kl þ ke, (5)

where kl and ke are lattice and charge carrier thermal conductivity, respectively.
Equation of lattice thermal conductivity can be referred to the following relationship.

kl ¼ DCpρ, (6)

where D, Cp, and ρ signify thermal diffusivity, specific heat, and material density,
respectively.

Equation of charge-carriers thermal conductivity is estimated by

ke ¼ neμL fT, (7)

where n is carrier concentration, e is the electron charge, μ is carrier mobility, Lf is
Lorenz factor (2.44 � 10�8 WΩK�2), and T is temperature.

2.1.4 Figure of merit

The figure of merit ZT is an instrument to evaluate the performance of thermo-
electric materials, which encompassed the factor of the Seebeck coefficient S, electri-
cal conductivity σ, thermal conductivity k, and absolute temperature T of the
thermoelectric material. The ZT is defined as follows:

ZT ¼ σS2T
k

(8)

To obtain high ZT values of thermoelectric materials, high S and large σ are
desired; however, there is a trade-off between S and σ, as shown in Eqs. (2) and (4).
Therefore, adjusting the coefficient between S and σ is a critical technique to achieve
the highest ZT. Lowering thermal conductivity is also an important point to enhance
the ZT, which can avoid the thermal shortcut problem and maintain a large tempera-
ture difference between the two sides.

2.2 Thermoelectric generator structure

A TEG is a solid device, which is able to convert thermal energy into electricity or
vice versa. It consists of n and p-type thermoelectric elements arranged electrically in
series and thermally in parallel. A cross-sectional view and titled view of the TEG
structure are shown in Figure 1(a) and (b), respectively. It mainly consists of n- and
p-type thermoelectric elements, a metal bar, and a substrate.
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As mentioned previously, the p-type element has a positive Seebeck coefficient
and an excess of holes h+. The n-type element has a negative Seebeck coefficient and
an excess of free electrons e�. The two elements are connected by an electrical con-
ductor forming a junction, usually a copper strip. When a load resistor RL is connected
in the output terminal of the micro-TEG, an electrical circuit is created. A potential
voltage across the resistor is generated once the electrical current flows. The micro-
TEG will create the current when a temperature difference across the micro-TEG
appears. Higher temperature difference ΔT results in the larger electric output power.

The resistance of the thermoelectric elements is estimated by:

R ¼ n ρn
Ln

An
þ ρp

Lp

Ap

� �
(9)

where ρn and ρp are the electrical resistivity of n and p-type thermoelectric
material, respectively, Ln and Lp are the height of n- and p-type thermoelectric
elements, respectively, and An and Ap are the cross-sectional area of n and p-type
thermoelectric elements, respectively.

In the above Eq. (10), the electrical contact resistance is eliminated. However, this
resistance is typically quite difficult to be negligible due to the fabrication process.
Therefore, the electrical contact resistance Ra should be counted.

R ¼ n ρn
Ln

An
þ ρp

Lp

Ap

� �
þ Ra (10)

The generated voltage VTEG could be estimated by the following equation:

VTEG ¼ n Sp � Sn
� �

ΔT (11)

where n is the number of thermoelectric elements, Sp and Sn are the Seebeck
coefficient of p and n types thermoelectric materials, respectively, and ΔT is a
temperature difference across the thermoelectric elements.

The maximum electrical output power of the TEG can be calculated by using
Eq. (13), which is obtained if a load resistance RL is equal to the equivalent internal
resistance of thermoelectric elements in series [23].

Figure 1.
TEG structure. (a) Cross-sectional view. (b) Titled view.
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Pmax ¼ n
Sp � Sn
� �2ΔT2

4RL
¼ nA

h
Sp � Sn
� �2ΔT2

4 ρp þ ρn

� � (12)

where A and h are a cross-sectional surface area and height of thermoelectric
elements, respectively. ρp and ρn are the electrical resistivities of p-type and n-type
thermoelectric materials.

Several factors could affect the performance of the TEGs. Thermoelectric materials
with excellent characteristics, including a high Seebeck coefficient, a small electrical
resistivity, and a low thermal conductivity, are always desired for enhancing the
TEG’s performance. Many novel approaches, including utilizing metal nanoparticles
[24], nanoporous materials [25], carbon black particles [26], and metal doping
[27, 28], have been investigated to improve thermoelectric material’s properties.
Besides the effects of material properties, selecting proper physical dimensions of
thermoelectric elements, such as the width and height of thermoelectric elements,
could also contribute to better performance of the TEG [28]. Also, increasing the
number of thermoelectric elements would be a valuable method for improving the
performance of the TEG, as shown in Eq. (13).

The formula of an electrical energy conversion efficiency ηTEG of the TEG [29] is
defined by Eq. (14), which indicates that high electrical efficiency of the TEG could be
achieved by a high figure of merit ZT as well as a large temperature difference ΔT.

ηTEG ¼ ΔT
TH

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ZT

p � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ZT

p þ TC
TH

, (13)

where TH and TC are the hot and cold temperatures of TEG, respectively.

3. Material synthesis

3.1 Electrodeposition method

Thermoelectric materials presented in this work are synthesized by the conventional
three-electrode system, which is controlled electrochemically by a potentiostat. The
system involves a working electrode, a counter electrode, and a reference electrode. A
silicon wafer with Cr-Au layers on the top insulated by SiO2 layer is employed as a
working electrode, while a Pt strip and Ag/AgCl with 3 M KCl solution are utilized as
counter and reference electrodes. The synthesized material is formed on the working
electrode caused by the oxidation–reduction (redox) reaction. The electrochemical
deposition mechanism is quite complicated and has been presented in many publications
[30, 31]. It can be summarized as follows. In the electrolyte, the absorbed atom is in the
form of the hydrated matter, which is stripped at the interface between the solution and
the cathode. Then, it combines with other absorbed atoms to form a new nucleus. This
process continues and contributes to the further growth of the deposited material.

One of the benefits of the electrodeposition method is the ability to change the
morphology, composition, and crystal structure of deposited film by adjusting certain
parameters in the electrodeposition system. All the changes might influence the alter-
ation of the electronic or/and thermal properties of the deposited film. The effectively
applied potential on the working electrode is one of the important parameters in the
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electrodeposition system that reflect on the variation of the current density. A change
of the over potential on the electrode normally affects the current density and a
chance to change the morphology.

3.2 Thick bulk-like thermoelectric material

As mentioned in the introduction section, thermoelectric materials could be syn-
thesized by several methods. Although high performance of thin-film thermoelectric
materials has been achieved, the TEG produced by thin-film thermoelectric materials
possesses a low output power. Once the height of thermoelectric elements is low (a
few micrometer heights), it is hard to create a large temperature difference across the
TEG device. Thus, its output voltage, as well as output power, is in small value. The
evidence could be easily seen via Eqs. (12) and (13). Although an output power of the
TEG-utilized thin films could be enhanced by a novel design for heat transfer in a
lateral direction, TEG’s output power is still not enough for realistic applications.
Therefore, a thick film of thermoelectric material with high Seebeck, large electrical
conductivity, and low thermal conductivity are always desired to achieve high-
performance micro-thermoelectric generators. Typically, thick thermoelectric mate-
rial films could be formed by a screen printing method, a powder synthesis and
sintering method, and a mechanical alloying and spark plasma sintering method;
nevertheless, these methods have at least the following disadvantages, such as poor
mechanical strength, a high fabrication cost, and low material performance. Herein,
we present the thick and stable thermoelectric films synthesized by electrodeposition.

Figure 2 shows the sample preparation process for material synthesis and material
evaluation. It starts from a silicon substrate with a thickness of 300 μm (Figure 2(a)).

Figure 2.
Sample preparation process. (a) Silicon. (b) SiO2 deposition. (c) Cr-Au deposition. (d) Thermoelectric material
formed by electrodeposition. (d) Epoxy coating. (f) Sample for evaluation.
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On top of this substrate, a SiO2 layer with a thickness of 200 nm is deposited by a
plasma-enhanced chemical vapor deposition (PECVD) employing TEOS
(TetraEthOxySilan Si (OC2H5)4), as shown in Figure 2(b). Next, Cr-Au layers with a
thickness of 20 nm and 150 nm are formed on the SiO2 layer by the sputtering
method, respectively (Figure 2(c)). The thermoelectric material is subsequently
deposited by the electrodeposition method, as discussed in Section 3.1 (Figure 2(d)).
Because a material property evaluation needs to be conducted on an insulating sub-
strate to avoid short-circuiting, the synthesized films are peeled off from the substrate
by epoxy resin, as shown in Figure 2(e) and (f). Figure 2(g) and (h) show the
electrodeposited thermoelectric material (Bi2Te3) on the silicon substrate and trans-
ferred thermoelectric material on epoxy, respectively.

Figure 3(a) and (b) show the electrodeposited thermoelectric materials by con-
stant and pulsed conditions, respectively. As can be seen that, the constant
electrodeposited film (Figure 3(a)) exhibits an initial 4 μm-thick compact layer while
the top layer includes pillar structures. Although the thick-film thermoelectric mate-
rial can be achieved by further deposition, its mechanical strength is very weak due to
its porous structure. The thick electrodeposited film by the constant condition is easily
peeled off for substrate. To overcome this problem, pulsed electrodeposition has been
conducted. Compared with the constant electrochemical deposition, the pulsed elec-
trodeposition with a pulse delay time for the recovery of the ion concentration always
leads to a crystalline structure with high orientation and good uniformity [32]. This is
proven in Figure 3(b). The deposited surface under pulsed conditions is more uni-
form and smoother than that under constant conditions. Figure 3(c) shows a repre-
sentative cross-sectional SEM image of the 600 μm-thick Bi2Te3 electrodeposited film,
which is comparable to the bulk Bi2Te3 material. Consequently, by using simple and

Figure 3.
Thermoelectric material. (a) Constant deposition. (b) Pulsed deposition. (c) A 600 μm-thick Bi2Te3
electrodeposited film.
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low-cost electrochemical deposition technique, thick bulk-like thermoelectric material
posing a highly compact and uniform appearance could be achieved.

Thermoelectric material properties, including Seebeck coefficient and electrical
resistivity, are evaluated, as shown in Table 1. The pulsed deposited film has a higher
Seebeck coefficient as well as lower electrical resistivity than those of the constant
deposited film. The power factor for pulsed deposited material is 3.2 � 10�4 W/mK2

while it is 0.5 � 10�4 W/mK2 for constant deposited material. Moreover, an annealing
process has been performed to enhance the characteristics of the electrodeposited
thermoelectric materials. The highest Seebeck coefficient is found at the annealing
temperature of 250°C. The details of measurement setup and evaluation results can be
found in [33].

In summary, thick bulk-like thermoelectric material based on the electrochemical
deposition technique has been demonstrated. The electrodeposited film possesses a
highly compact and uniform surface. The electrodeposited material properties by
pulsed deposition are much higher than those by constant deposition. Also, thermo-
electric performances of the electrodeposited film enhanced by the annealing process
have been investigated.

3.3 Platinum nanoparticles embedded in thermoelectric material

Metal nanoparticle inclusion in the nanocomposite process is one of the promising
methods to enhance the figure of merit ZT. However, there are a limited number of
research studies on metal nanoparticle inclusion to improve thermoelectric material in
film condition, especially through the synthesis of the electrochemical deposition. Au
nanoparticle-Bi2Te3 nanocomposite has been demonstrated in [34], which is synthe-
sized by a chemical-solution-based bottom-up method at low temperature. The ZT
reaches up to 0.95 at 450 K [34]. A similar technique has been applied successfully for
the Ag nanoparticle-Bi2Te3 nanocomposite, as shown in [35]. Nevertheless, its perfor-
mance only improved significantly at a high-temperature region while at room tem-
perature, its performance is just a half that of the pure Bi2Te3 because of the lower
value of the Seebeck coefficient resulting in a smaller the ZT value. Herein, we select
the Pt nanoparticles for embedding to Bi2Te3 because it has been proven by [36]. In
this reference, the Pt nanoparticles have been embedded in Sb2Te3, which can enhance
the Seebeck coefficient by filtering the low-energy carriers caused by band-bending
potential formation, thus improving the power factor. Moreover, the Pt nanoparticles
can help reduce the thermal conductivity due to scattering the mid- to long-
wavelength phonons. Therefore, the ZT of nanocomposite thermoelectric material is
much higher than that of pure thermoelectric material.

Constant electrodeposition Pulsed electrodeposition

Nonannealing Annealing
(250°C)

Nonannealing Annealing
(250°C)

Seebeck coefficient (�20 μV/K) �50 �110 �80 �150

Electrical resistivity (�5 μΩm) 50 20 20 15

Power factor (W/mK2) 0.5 � 10�4 6 � 10�4 3.2 � 10�4 15 � 10�4

Table 1.
Electrodeposited thermoelectric material properties.
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Figure 4(a) shows the surface morphology of the electrodeposited pure Bi2Te3
with its crystal as plate-like structure. The surface morphology has been modified by
the inclusion of Pt nanoparticles in the Bi2Te3, as shown in Figure 4(b). The crystal
grain size of Pt- Bi2Te3 composite is smaller than that of pure Bi2Te3, as can be seen in
Figure 4(a) and (b). Thus, the electrodeposited film with Pt nanoparticles tends to
form lower porosity and denser surface structure in comparison to pure Bi2Te3. A
high-resolution transmission electron microscopy image of Pt- Bi2Te3 composite is
shown in Figure 4(c), where black areas represent the Pt nanoparticles.

Table 2 shows the average grain size calculated by identifying FWHM and Integral
Breadth β. As can be seen, the crystal’s grain size becomes smaller at higher Pt nanopar-
ticle content. The smallest grain size of 7.9 nm is found at the 1.9 wt% of Pt nanoparticles
in the composite, which is four times smaller compared with that of pure Bi2Te3.

The summary of characteristic of the synthesized films is shown in Table 3.
Experimental results indicate that once the grain size decreases, the carrier

Figure 4.
(a) Electrodeposited surface of Bi2Te3. (b) Electrodeposited surface of Pt-Bi2Te3. (c) High resolution of
TEM image of Pt-Bi2Te3.

Electrodeposited
films

Deposited Pt
(wt%)

Integral Breadth, β at 2θ = 27.7°,
(rad)

Average grain size
(nm)

Bi2Te3 0.0 0.6 � 10�2 32.2 � 4.3

Pt/Bi2Te3 -I 1.0 1.6 � 10�2 13.9 � 3.4

Pt/Bi2Te3 -II 1.5 2.2 � 10�2 10.9 � 1.3

Pt/Bi2Te3 -III 1.9 3.8 � 10�2 7.9 � 0.1

Table 2.
Average grain size on Bi2Te3 and Pt-Bi2Te3 nanocomposite films at 2θ = 27.7°.
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concentration becomes lower. The lowest carrier concentration is observed for 1.9 wt%
Pt-Bi2Te3 composite in comparison with others, including Bi2Te3, 1.5 wt% Pt-Bi2Te3,
and 1.0 wt% Pt-Bi2Te3. As mentioned in Section 2, the Seebeck coefficient and electrical
conductivity are trade-off, and they strongly depend on the carrier concentration.
Lower carrier concentration results in a higher Seebeck coefficient but causes the
smaller electrical conductivity, which agrees with the observation in this work, as given
in Table 3.

Figure 5 shows the measurement result of the thermal conductivity of the
electrodeposited film. The thermal conductivity decreases as the Pt nanoparticle con-
centration increases. The main reason is due to a reduction of the phonon mean free
path caused by phonon grain boundary scattering [37]. The scattering mechanism of
mid- to long-wavelength of phonons in the Pt-Bi2Te3 nanocomposite can be imagined
via Figure 5(b). Short-wavelength phonons are scattered by imperfections such as
atomic defects and stacking defects while the Pt nanoparticles and grain boundaries
are effective at scattering the mid-to long-wavelength phonon. A close adjacent
between the Pt nanoparticles also contributed to the phonon scattering effect by
reducing the phonon mean free path. Based on measurement results, including
Seebeck coefficient, electrical conductivity, and thermal conductivity, the maximum
ZT for Pt-Bi2Te3 nanocomposite is found at 0.61, which is 300% higher than that of
the electrodeposited pure Bi2Te3. The details of evaluation setup, measurement
results, and other discussions can be found in [24].

Figure 5.
Thermal conductivity and ZT as a function of Pt nanoparticle concentration. (b) Illumination of phonon
scattering mechanisms in the Pt-Bi2Te3 nanocomposite.

Electrodeposited
films

Average grain
size (nm)

Electrical
conductivity

(S/cm)

Seebeck
coefficient
(μV/K)

Carrier concentration,
n (cm�3) � 1017

Bi2Te3 36.5 618.7 �115.2 6.21

Pt (1.0 wt.%)/Bi2Te3 17.3 704.3 �152.1 2.40

Pt (1.5 wt.%)/Bi2Te3 12.1 643.7 �166.6 2.02

Pt (1.9 wt.%)/Bi2Te3 7.80 527.8 �184.1 1.93

Table 3.
Summary characteristics of the synthesized films.
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In summary, Pt-Bi2Te3 nanocomposite has been synthesized successfully by the
electrochemical deposition technique. It is found that as higher Pt nanoparticles are
deposited in the nanocomposite film, the grain size becomes smaller and the nano-
structure experienced significant defects. The change of grain size could be a help to
adjust the trade-off between Seebeck coefficient and electrical conductivity, which
results in the highest power factor. In addition, the defects caused by Pt nanoparticle
benefit the phonon scattering enhancement, thus lowering the thermal conductivity.
Consequently, the ZT can be improved.

3.4 Nickel-doped thermoelectric material

Although the thick-film thermoelectric materials have been investigated success-
fully, as described in Section 3.2, further investigations are still required to enhance
their thermoelectric characteristics. Moreover, in order to open an opportunity for
mass production, highly scalable synthesis electrodeposition on a large wafer size for
thermoelectric materials should be conducted. In this section, a novel process tech-
nology for the ultra-thick film as well as high-performance characteristics (high
Seebeck coefficient, large electrical conductivity, and low thermal conductivity) is
investigated. Both electrodeposited films, including pure Bi2Te3 and Ni-doped Bi2Te3,
reaching in mm-order thickness, have been synthesized, evaluated, and compared.
Moreover, a highly scalable electrodeposition process for large wafer size has been
performed and proven.

Figure 6.
SEM image of pure Bi2Te3. (b) SEM image of Ni doped Bi2Te3. (c) Selected area electron diffraction pattern of
pure Bi2Te3. (c) Selected area electron diffraction pattern of pure Ni-doped Bi2Te3.
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Figure 6(a) and (b) show the surface crystal structure of the electrodeposited pure
Bi2Te3 andNi-doped Bi2Te3, respectively. As can be seen that the crystal grain size of pure
Bi2Te3 is much larger than that of Ni-doped Bi2Te3. The selected area electrode diffraction
patterns for pure Bi2Te3 and Ni-doped Bi2Te3 are shown in Figure 6(c) and (d), respec-
tively. Diffraction spots in Figure 6(c) and (d) indicate that both electrodeposited films
pose polycrystalline structures. In quantitative comparison, the spots in Figure 6(d) are
much more than those in Figure 6(c). One possible cause is the grain size effects.
Decreasing the grain size results in an increase of the boundary scattering and lattice
defects, as discussed in Section 3.3. Thereby, not only the trade-off between Seebeck
coefficient and electrical conductivity could be adjusted (changing the carrier concentra-
tion), but also the thermal conductivity gets lower due to photon scattering.

Figure 7(a) shows the experimental result of the highly scalable synthesis process,
which is performed on a 4-inch wafer size. The deposited film reaches 2 mm thickness
with a high uniform surface, as shown in Figure 7(b). The success of the highly
scalable electrodeposition could open up the opportunity for mass production to
reduce the fabrication cost.

Summary characteristics of the electrodeposited thermoelectric materials can be
found in Table 4. Experimental results show that 0.7 at% Ni-doped Bi2Te3 has the
highest Seebeck coefficient as well as largest electrical conductivity compared with
others, including pure Bi2Te3, 0.3 at% Ni-doped Bi2Te3, 1.0 at% Ni-doped Bi2Te3, and
1.5 at% Ni-doped Bi2Te3. Although the thermal conductivity of 0.7 at% Ni-doped
Bi2Te3 is not the smallest one, its thermal conductivity is two times smaller than that
of the pure Bi2Te3. The ZT of Ni-doped Bi2Te3 is estimated as 0.78, which is five times
larger than that of the pure Bi2Te3. The details of evaluation setup, and measurement
results, and other discussions can be found in [38, 39].

4. Device fabrication

4.1 Micro-thermoelectric-generator-based on micro/nano fabrication technology

One of the challenges for micro-TEG is the small harvested temperature difference
across the module, thus resulting in low output power. In the conventional design of
micro-TEG, the heat flows in the vertical direction (thermoelectric elements such as
column structure); therefore, ultra-height thermoelectric elements are typically

Figure 7.
(a) Electrodeposition on 4-inch wafer size. (b) SEM image of the cross-sectional view of the electrodeposited film.
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needed. However, to fabricate micro-TEG based on micro/nano technologies, the
height of thermoelectric elements is limited to a hundred micrometers due to the
limitation of the photoresist thickness and a patterning aspect ratio. To overcome this
issue, thermoelectric elements are proposed to be laid in a lateral direction instead of a
vertical one. The proposed structure for micro-TEG is shown in Figure 8(a), which
consists of n- and p-types thermoelectric elements (Bi2Te3 and Sb2Te3), copper heat
guide, and PDMS (polydimethylsiloxane) as a base material. This micro-
thermoelectric generator possesses a flexible characteristic that can be utilized in
wearable electronic applications. The heat flow direction is shown in Figure 8(b).

Figure 9 shows the fabrication process for micro-TEG, which begins with a silicon
wafer. The SiO2 with 500 nm thickness and Cr-Au layers with 10 nm thickness and
150 nm thickness, respectively, are deposited on the top of the silicon wafer, respec-
tively, by PECVD and sputtering methods (Figure 9(a)). The thermoelectric mate-
rials are selectively deposited on the Au surface by electrodeposition technique via the
patterned photoresist with a thickness of 100 μm (Figure 9(b)). Next, Ti-TiN-Au-Cu
layer as a barrier contact layer is formed by sputter via a stencil mask, as shown in
Figure 9(c)–(e). The copper heat guides are subsequently grown on the barrier
contact layer by the electroplating method (Figure 9(f)). The front side of micro-TEG
is then filled by PDMS (Figure 9(g)). To create the heat guide from backside, a deep
reactive ion etching (RIE) is conducted (Figure 9(g)). A thermal glue with high
thermal conductivity is refilled into the molds by a screen printing technique
(Figure 9(h)). The remaining silicon layer is etched out by plasma etching, and SiO2

Seebeck
coefficient
(μV/K)

Electrical
conductivity

(S/cm)

Power factor
(μV/m.K2)

Thermal
conductivity
(W/m.K)

Figure of
merit ZT

Pure Bi2Te3 �115 � 5 525 � 10 694 1.3 � 0.1 0.15 � 0.05

0.3 at% Ni-Bi2Te3 �130 � 5 885 � 30 1496 0.8 � 0.05 0.61 � 0.1

0.7 at% Ni-Bi2Te3 �143 � 4 975� 15 2050 0.76 � 0.09 0.78 � 0.1

1.0 at% Ni-Bi2Te3 �125 � 5 675� 70 1054 0.62 � 0.04 0.52 � 0.12

1.5 at% Ni-Bi2Te3 �130 � 10 575 � 75 972 0.56 � 0.06 0.5 � 0.18

Table 4.
Summary characteristics of the electrodeposited thermoelectric materials.

Figure 8.
(a) Proposed micro-thermoelectric generator structure. (b) Heat flow in lateral direction.
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and Cr-Au layers are removed by the ion beam milling technique (Figure 9(i)).
Finally, PDMS is filled into the backside cavities (Figure 9(k)).

Figure 10(a) shows the fabricated micro-TEG based on micro/nano fabrication
technologies. The micro-TEG contains 24 pairs of electrodeposited n- and p-type
thermoelectric materials integrated on 1 cm2. The output power density of the
fabricated micro-TEG is displayed in Figure 10(b), which reaches 3 μW/cm2 under
a temperature difference caused by human body (37°C) and ambient environment
(15°C) using natural convection. The details of evaluation setup, measurement results,
and other discussions can be found in [40].

In summary, a novel design and fabrication process for the micro-TEG have been
proposed and investigated. Micro-TEG has been fabricated successfully by micro/
nano fabrication technologies. Also, its performance has been evaluated. Although the
power density of the fabricated micro-TEG is small, it could be improved by increas-
ing the density of n- and p-types thermoelectric elements. The idea and experimental
results in this work may be useful for applications in wearable electronic devices.

Figure 9.
Fabrication process. (a) SiO2-Cr-Au deposition. (b) Thermoelectric material synthesis. (c) Photolithography
process. (d, e) Multilayers of barrier metal contacts of Ti-TiN-Au-Cu. (f) Copper heat guides. (g) PDMS refilling
and Si-SiO2 removing processes; (h) screen printing process of thermal conductive glue. (i) Backside etching
process; (k) PDMS refilling process.
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4.2 Micro-thermoelectric generator based on assembling technology

To improve the performance of the micro-TEG, enhancing the performance of the
thermoelectric materials is a critical point. Another important point is an increase in
the number of thermoelectric elements, which can significantly enhance output volt-
age and output power, as discussed by Eqs. (12) and (13). Thus, the power density can
be significantly increased. High-density n- and p-type thermoelectric elements could
be formed on a small foot print by utilizing the micro/nano fabrication technologies,
as discussed in Section 4.1 and in Refs. [41, 42]. However, some issues need to be
addressed, as follows. Complex processes, including photolithography, etching, depo-
sition, and lift-off processes, are needed to construct the air bridge between thermo-
electric elements. Therefore, the fabrication time is long, and the cost is high.
Moreover, the bonding strength between thermoelectric elements and substrate is
weak; thereby, the internal resistance of the fabricated micro-TEG is high, caused by
the large contact resistance. Such issues make the performance of the micro-TEG low,
which is against it for realistic applications. In this section, a novel method to produce
the micro-TEG based on ultra-thick and dense electrodeposited thermoelectric mate-
rial (presented in Section 3.4) and assembly technique is proposed and investigated.

To fabricate a high-density micro-TEG, small thermoelectric elements are needed,
which are prepared as follows. The 4-inch electrodeposited wafer (Figure 11(a)) is
diced into many small elements (Figure 11(b)). It is noted that before cutting, Ni-Au

Figure 10.
(a) Fabricated micro-TEG. (b) Applied temperature and output power.

Figure 11.
(a) Four-inch electrodeposited thermoelectric material wafer. (b) Thermoelectric elements with dimensions of
0.4 mm � 0.4 mm � 2 mm. (e) Close-up image of thermoelectric elements.
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layers as barrier contact layers are formed on both sides of the wafer by electroplating
method [43, 44] to decrease the ohmic contact resistance between thermoelectric
elements and substrate. Figure 11(c) shows the magnified image of the diced ther-
moelectric elements with dimensions of 0.4 mm � 0.4 mm � 2 mm.

The fabrication process for the micro-TEG based on the assembly technique is
shown in Figure 12(a)–(c). The SiO2 layer as an insulator layer is formed on a silicon
wafer by PECVD, and Cr-Au layers are deposited on the SiO2 layer by the sputtering
method, as given in Figure 12(a). Cr-Au layers are patterned to form the bottom
interconnection by a wet etching method [45, 46], as shown in Figure 12(b). Next,
thermoelectric elements are aligned and bonded on the substrate by conductive glue.
Finally, a top wafer cover is aligned and bonded on top of the thermoelectric elements
(Figure 12(c)). Because the thermoelectric elements are pretty small, the process for
vertical alignment becomes difficult. To overcome this issue, a stencil silicon wafer
with patterned through holes is proposed, and a simple metal holder tool is employed
to fix and align the stencil wafer and substrate, as shown in Figure 12(d). Thermo-
electric elements are inserted into holes of the stencil wafer. Figure 12(e) shows the
experimental image after the thermoelectric elements are bonded on the substrate.
The completely fabricated micro-TEG is shown in Figure 12(f). In total, 127 pairs,
including n- and p-type thermoelectric elements, are formed successfully on a small
footprint of 15 mm2. Thus, although a simple assembly technique is employed,
the integration density of thermoelectric elements could be comparable to the
micro-fabrication of the micro-TEG.

The fabricated micro-TEG shows a high output power of 33.9 mW and a large
power density of 15.1 mW/cm2 under a temperature difference across the micro-TEG
of 75 °C, which is much higher performance than those of other published works
[42, 47–51]. More comparisons to other works are shown in Table 5. The details of
evaluation setup, measurement results, and other discussions can be found in [52].

Figure 12.
Fabrication process and fabricated micro-TEG. (a) Silicon substrate with SiO2 and Cr-Au layers on top. (b)
Cr-Au patterning. (c) TEG schematic. (d) Device fabrication setup including holders, substrate, and stencil wafer.
(e) After the first alignment and bonding. (f) Completely fabricated device.
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In summary, the high integration density of the micro-TEG has been demonstrated
by utilizing a simple assembly technique. Micro-TEG consisting of 127 pairs is
successfully fabricated on 15 mm2. The fabricated micro-TEG possesses a high
performance, which may satisfy the demand for being a reliable power source for
electronic devices.

5. Application demonstration

Although a high output voltage and output power could be achieved by the
fabricated micro-TEG, a high thermal source is needed. In turn to low-thermal
sources, its output power is in small value, which cannot be used as a power source for
electronic devices. To overcome this issue, a DC-DC converter is required, which
amplifies the output voltage of the micro-TEG from an mV range to V range of the
output of the DC-DC converter. Thus, this makes micro-TEG possible for powering
electronic devices with low-power consumption. In this section, the micro-TEG for
powering calculator and twist watch is demonstrated. A DC-DC converter is utilized
to boost the output voltage of the micro-TEG up to sufficient levels to store in an
energy-storable unit, which is subsequently supplied to electronic devices. The energy
storable unit can be a capacitor, a supercapacitor, or a rechargeable battery. We have
developed successfully micro-supercapacitors-based graphene nanowalls with PANI
in liquid state [53] and solid state [54] and with MnO2 [55]. Although these micro-
supercapacitors show a high charge and discharge processes, their storable energy is
lower than that of commercial rechargeable battery. In this section, a rechargeable
battery from Enercera [56] is employed for the application demonstration. Two
applications utilizing the micro-TEG are conducted, as follows.

5.1 Micro-TEG for powering portable electronic devices

Figure 13(a) illustrates the experimental setup for the micro-TEG as a power
source for the calculator. It consists of Peltier (as a heat source), copper blocks,
temperature sensors, the DC-DC converter, a rechargeable battery, and a calculator.

Pairs Height
(mm)

Temperature
difference
ΔT (°C)

Open
circuit
(V)

Internal
resistance

(Ω)

Power
(mW)

Power density
(mW/cm2)

References

24 0.2 24 0.05 200 — 0.004 [47]

6 0.0015 6 0.036 25 0.0023 — [48]

71 0.0135 39 0.2 134 2.4 2.4 [49]

127 0.01 52.5 0.3 13 3 9.2 [50]

200 0.02 88 0.5 45.2 — 1.04 [42]

220 2 40 2.1 — 7 1.75 [51]

127 2 75 2.2 35 33.9 15.1 This work
[52]

Table 5.
Comparison of TEG performance.
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The harvester energy is accumulated and stored in the rechargeable battery via the
DC-DC converter and then supplied to electronic devices. Figure 13(b) shows the
output of DC-DC converter over the temperature difference across the micro-TEG.
The experimental results indicated that output of DC-DC converter reaches 2.8 V at Δ
T = 2°C and 4 V at T = 8°C. Figure 13(c) shows the rechargeable battery characteris-
tic, which increases from 0 V to 1.8 V, taking approximately 8 minutes. Figure 13(d)
shows the demonstration of using micro-TEG as an electrical power source for the
calculator. The calculator can be powered on and used once the rechargeable battery
gets over 1.5 V.

5.2 Micro-TEG for powering wearable electronic devices

Figure 14(a) illustrates the experimental setup for powering a twist watch. One
side of the micro-TEG is in contact with human skin while another side is attached to
the backside of the twist watch. α-Gel is pasted on both sides of the micro-TEG to
enhance heat transfer between interfaces. The DC-DC converter and rechargeable
battery are employed, which are similar to those mentioned in Section 5.1. The DC-DC
converter, rechargeable battery, and micro-TEG are arranged on the twist watch, as
shown in Figure 14(b). Figure 14(c) shows the output of the micro-TEG and battery
charge when twist watch is worn. It takes approximately 5 minutes for the recharge-
able battery to reach 1.2 V. With this energy, the twist watch is powered on and runs.

Demonstrated results in this section indicate a high potential using the micro-TEG
for powering not only portable electronic devices but also wearable electronic devices.
Further integrated functions, including sensing (humidity, temperature, gases, etc.),

Figure 13.
(a) Experimental setup for powering portable electronic device. (b) DC-DC output as a function of temperature
difference. (c) Battery charged up by the micro-TEG. (d) Micro-TEG as a power source for calculator.
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displaying (screen display), and transmitting (radio frequency, Bluetooth, etc.) func-
tions, should be investigated to produce a smart system for using in wireless IoT
sensing systems.

6. Conclusions

In this work, not only basic knowledge about thermoelectric generators but also
experiences on material synthesis, device fabrication, and application demonstration
are reported. By investigating electrochemical deposition, high-performance thermo-
electric materials have been achieved. Three kinds of high-performance thermoelec-
tric materials, including thick bulk-like thermoelectric material, Pt nanoparticles
embedded in a thermoelectric material, and Ni-doped thermoelectric material, are
reported and discussed. Besides the material synthesis, novel fabrication methods can
also help increase the output power and the power density of the micro-TEG
significantly. Two fabrication processes, micro/nano fabrication technology and
assembly technology, are investigated to produce high-performance micro-TEG.
Moreover, the fabricated micro-TEG is successfully demonstrated for powering
portable and wearable electronic devices. The contents of this paper are based on our
experimental research. It is our hope that this review may be a useful reference for
those working in the field of thermal-to-electric energy conversion, especially on the
micro-TEG.

Figure 14.
(a) Experimental setup for powering wearable electronic device. (b) The photo of the self-powered twist watch. (c)
TEG output and battery charge-up.
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Abstract

The growth of the semiconductor market and advancement of manufacturing 
technology have led to an increase in wafer size and highly integrated semiconduc-
tor devices. The temperature of the supplied cooling medium from the chiller that 
removes the heat produced in the semiconductor manufacturing process is required to 
be at a lower level because of the high integration. The Joule-Thomson cooling cycle, 
which uses a mixed refrigerant (MR) to produce the cooling medium at a level of 
−100°C required for the semiconductor process, has recently gained attention. When 
a MR is used, the chiller’s performance is heavily influenced by the composition and 
proportions of the refrigerant charged to the chiller system. Therefore, this paper 
introduces a cooling cycle that uses an MR to achieve the required low temperature 
of −100°C in the semiconductor manufacturing process and provides the results of 
simple experiments to determine the effects of different MR compositions.

Keywords: Semiconductor etching process, Mixed refrigerant refrigerator, Refrigerant 
mixing ratio, Ultra low temperature, Joule-Thomson cycle

1. Introduction

Because of the growth of the semiconductor market and the global competition 
among many companies of the United States, Taiwan, South Korea, etc., investment 
and interest in related industries are increasing [1]. As a result of this trend, there is 
an increased demand for chillers, which are temperature control systems used in the 
semiconductor manufacturing process, and the research into chillers is also progress-
ing actively [2].

As shown in Figure 1 [3], semiconductor manufacturing process consists of eight 
major processes, including wafer manufacturing, oxidation, photolithography, etch-
ing, and deposition [4]. Etching, one of the eight major semiconductor processes, 
is a process that removes unnecessary parts in the sketch of circuit drawn in the 
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photolithography process [5]. A semiconductor etcher is a device used to etch circuit 
patterns formed on wafers. The typical method is to create plasma gas with excellent 
etching properties and etch a specified part of the wafer [6, 7].  
Here, there might be a risk of an excessive rise in wafer temperature when it is 
exposed to the high temperature of the plasma [8]. Therefore, general etching 
devices cool the wafers by circulating the cooling medium inside the electrostatic 
chuck (ESC) where the wafers are installed [9].

On the contrary, because of the high integration of semiconductor circuit patterns, 
the line width of circuits is becoming smaller [10]. The temperature of ESC in the 
20 ~ 30 nm line-width etching process is room temperature, but the −20°C temperature 
level is primarily used at the 10 nm level. The etching processes that require a lower tem-
perature are trending especially at the fine level of 5 ~ 7 nm process. Therefore, there is a 
growing demand for the ultra-low temperature etching process, which involves perform-
ing etching while maintaining the temperature of substrates below −100°C. If etching is 
performed in the ultra-low temperature domain, the spontaneous reaction is suppressed, 
enabling anisotropic etching. However, this kind of process has disadvantages in that 
implementation is difficult in terms of the equipment and environment for maintaining 
the ultra-low temperature of substrates, and the energy consumption is high.

To achieve the low temperature of −100°C, various cycles such as, two-stage 
cascade cycle, Joule-Thomson cycle, and auto-cascade cycle are used. Joule-Thomson 
coolers are used in many fields because they have a simpler structure and are easier to 
manufacture and operate compared with the two-stage cascade cycle. However, the 
main disadvantage of Joule-Thomson coolers is their low efficiency, which is caused 
by irreversibility because of the high-pressure rate and wide temperature range. This 
problem can be resolved by using a mixed refrigerant (MR). Figure 2 shows the refrig-
eration effect of a single cooling medium according to the working pressure. Nitrogen 
or argon, which is a low boiling point cooling medium, requires a higher pressure to 
obtain the cooling calories compared to propane or ethane, which is a high boiling 
point cooling medium. In the case of nitrogen, for example, a working pressure of 
approximately 24.6 MPa is required to obtain a cooling calorie of 1,000 J/mol, whereas, 
in the case of propane, the working pressure may be at a level of approximately 
0.79 MPa, showing a large difference [11]. In fact, if an MR is created by combining 

Figure 1. 
Manufacturing process of semiconductors [3].
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nitrogen, argon, methane, krypton, ethane, propane, etc., the cooling calorie of 
1,000 J/mol can be obtained below the working pressure of 2.5 MPa.

Therefore, this paper introduces a Joule-Thomson cooler that uses an MR to achieve 
the low temperature of −100°C required in the semiconductor manufacturing process.

2. Refrigeration cycles for ultra-low temperature

As aforementioned, a two-staged cascade cycle, Joule-Thomson cycle, etc.  
are used to achieve the low temperature of −100°C. This section introduces  
several refrigeration systems that are commonly used to achieve an ultra-low  
temperature [12].

2.1 Single mixed refrigerant (MR) refrigerator

A single MR refrigerator is a refrigerator that can achieve temperatures of −100°C 
or lower and has the advantage of having fewer mechanical elements, and it can be 
miniaturized. Because of these advantages, single MR refrigerators have been widely 
used in the semiconductor industry, which requires low-temperature refrigerators 
that can be operated reliably for an extended period. A single MR refrigerator has a 
single-stage refrigeration cycle that includes an intermediate heat exchanger, and it is 
configured as shown in Figure 3.

The specific working principle of single MR refrigerators is as follows. The refrigerant 
vapor sucked by the compressor flows into the aftercooler in a state of high temperature 
and high pressure through the compression process (1–2a). The refrigerant vapor is 
then cooled to ambient temperature through heat exchange with the heat exchanging 
medium at room temperature (2a–2), and flows into the intermediate heat exchanger. 

Figure 2. 
Variation of specific refrigeration effect according to operation pressure [11].
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Here, the refrigerant, which is in a vapor state at high pressure (2–3), is condensed 
through the heat exchange with a two-phase refrigerant (g–5) of low temperature and 
low pressure, and is transformed into a refrigerant of high pressure and low temperature. 
The high-pressure, low-temperature refrigerant that has passed through the intermedi-
ate exchanger passes through the expansion valve and transforms into a two-phase 
refrigerant of low temperature and low pressure because the pressure and temperature 
are decreased by the Joule-Thomson effect (3–4). Following this, the low-temperature, 
low-pressure refrigerant absorbs heat from the evaporator (4–g), passes through the 
intermediate heat exchanger, and is sucked into the compressor to complete the cycle.

The selected refrigerant type and composition proportions of the MR used in the 
single MR refrigerator vary depending on the evaporation temperature and operat-
ing conditions of the system. The evaporation temperature of the MR decreases 
as the proportion of low boiling point refrigerant increases, and the refrigeration 
capacity increases as the proportion of high boiling point refrigerant increases. 
Furthermore, as the two-phase sections of the selected refrigerants overlap, the time 
for reaching the target evaporation temperature decreases. The target evaporation 
temperature may not be reached if the selected composition proportions used in the 
MR are not appropriate, resulting in a stagnant temperature. Therefore, a specific 
method is required to select appropriate composition proportions of the MR. To 
select the composition proportions of an actual MR, it is essential to conduct experi-
ments to validate various composition proportions selected theoretically.

2.2 Cascade mixed refrigerant (MR) refrigerator

A cascade MR refrigerator is a system that applies the Joule-Thomson cycle, in 
which the MR is applied to the two-stage cascade refrigeration system. With the active 
progress of the semiconductor market, the demand for refrigerators has increased, 
and related studies are an increasing trend. As mentioned, the cascade MR refrigerator 
includes an intermediate heat exchanger in the low-stage cycle of a two-stage refrigera-
tion system. Figure 4 shows the schematic diagram of the device.

The cascade MR refrigerator cycle is divided into high-stage and low-stage cycles, 
similar to a typical two-stage refrigeration cycle. First, the flow of the refrigerant in 
the high-stage cycle is introduced. The high-temperature, high-pressure vapor refrig-
erant discharged from the high-stage compressor becomes saturated or sub-cooled 
liquid as it passes through the condenser (1–2). The liquid refrigerant that passed 
through the expansion valve (2–3), then transforms into a two-phase low-temperature 
and low-pressure refrigerant. It flows into the cascade heat exchanger and exchanges 

Figure 3. 
Schematic diagram of joule-Thomson refrigeration (single MR) cycle.
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heat with the refrigerant flow of the low-stage cycle (3–4). In other words, from the 
perspective of the low-stage cycle, the cascade heat exchanger serves as the aftercooler 
of the previously introduced single MR. Next, the flow of the refrigerant in the low-
stage cycle is discussed. The refrigerant discharged from the low-stage compressor in 
a state of high-temperature, high-pressure vapor is partially condensed (5–6), which 
is then condensed into a fully liquid refrigerant through the internal heat exchange 
in the intermediate heat exchanger (6–7) and passes through the expansion valve 
(7–8). The liquid refrigerant that has passed through is in a state of low temperature 
and exchanges heat with the brine in the evaporator, resulting in partial evaporation 
(8–9). Complete evaporation occurs as the intermediate heat exchanger absorbs the 
heat from the high-pressure refrigerant (9–10). The evaporated refrigerant is sucked 
by the compressor, causing the cycle to repeat itself (10–5).

Meanwhile, it is required to explain the concept of Joule-Thomson cooling capac-
ity, which is an important concept in studying the refrigerant composition in the 
MR refrigeration cycle. Figure 5 shows an example of the refrigeration cycle using 
a single refrigerant for clarity. The enthalpy difference occurring when expanding 
from a high pressure to a low pressure along the isotherm is referred to Joule-Thomson 
cooling capacity. Figures 6 and 7 show the Joule-Thomson cooling capacity of various 

Figure 4. 
Schematic diagram of cascade MR refrigeration cycle.
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refrigerants used in the composition of MR at each temperature point. For the refrig-
erants used in the analysis, Table 1 shows the normal boiling point, global warming 
potential (GWP), ozone depletion potential (ODP), and the refrigerant safety group 
through the American Society of Heating, Refrigerating and Air-Conditioning 
Engineers (ASHRAE) 2009 [14].

Figure 5. 
P-h diagram of pure refrigerant for explaining joule-Thomson effect.

Figure 6. 
Enthalpy difference according to temperature in kJ/kmol unit [13].
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As shown in Figure 6 [13], in general, a refrigerant with a low standard boiling 
point has a small enthalpy difference, and a refrigerant with a high standard boiling 
point has a large enthalpy difference. If the temperature to be reached is low, then a 
refrigerant with a low standard boiling point should be used. However, because the 
temperature must be reduced from room temperature to a low-temperature region, 
a refrigerant with a high boiling point should be mixed to utilize advantage of a large 
enthalpy difference of it. In other words, a refrigerant with a low boiling point and 
that with a high boiling point should be mixed appropriately to satisfy the target cool-
ing capacity and temperature simultaneously.

Figure 7 shows the enthalpy difference per unit mass for the same refrigerants 
by converting the y-axis from the unit mole to the unit mass. The refrigerants with 
high enthalpy differences, such as i-Butane (R600a) and propane (R290) refriger-
ants, which are hydrocarbon (HC) refrigerants, appear prominently regardless of the 

Figure 7. 
Enthalpy difference according to temperature in kJ/kg unit [13].

Type Refrigerant Normal boiling point GWP ODP Safety group Molecular weight

HC R-600a −11.7 3 0 A3 58.122

HFC R-134a −26.3 1,430 0 A1 102.03

PFC R-218 −36.7 8,830 0 A1 188.02

HC R-290 −42.1 3.3 0 A3 44.096

PFC R-116 −78.2 12,200 0 A1 138.01

HFC R-23 −82.1 14,800 0 A1 70.014

PFC R-14 −127.8 7,390 0 A1 88.010

Table 1. 
Properties information of various refrigerants [14].
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standard boiling point. These HC refrigerants have a characteristic that the molecular 
weight is small compared with other refrigerants, and when it is represented by the 
unit mass, a larger number of moles is included. Therefore, HC refrigerants can have 
larger enthalpy differences.

3. Experimental system and methodology

This section describes the experimental system and method of the cascade MR 
refrigerator, which is one of several refrigeration systems commonly used to achieve 
the ultra-low temperature introduced in Section 2.

Figure 8 shows the schematics of the experimental system, which is divided into 
low and high stage cycles. The high-stage cycle comprises of a compressor, condenser, 
expansion valve, and cascade heat exchanger, while the low-stage cycle comprises of 
a compressor, expansion tank, pre-cooling heat exchanger, cascade heat exchanger, 
intermediate heat exchanger, expansion valve, and evaporator. The cooling water side 
consists of an isothermal bath, process chilled water (PCW) pump, and inverter, and 
the flow rate of the cooling water is adjusted by controlling the number of revolu-
tions. The brine side consists of a brine tank, brine pump, inverter, and heater. The 
inverter also controls the flow rate of the brine, and the load is controlled using the 
heater in the brine tank.

Figure 9 explains the use of the pre-cooling heat exchanger, which was not 
mentioned in the aforementioned basic description of the cycle. The pre-cooling 
heat exchanger uses the cooling water going into the condenser of the high-stage 
cycle to primarily cool the high-temperature, high-pressure refrigerant discharged 
from the compressor of the low-stage cycle, and it handles a portion of the after-
cooler capacity. A simulation analysis was performed to determine whether to use 

Figure 8. 
Schematics of experimental system of cascade MR refrigerator.
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Figure 9. 
Comparison of cascade MR refrigerator with and without pre-cooling heat exchanger.
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the pre-cooling heat exchanger. It should be noted that its use is accountable for a 
portion of the capacity handled by the aftercooler, and  
simultaneously has an adverse effect on the temperature of the cooling water enter-
ing the condenser of the high-stage cycle. The results of the simulation analysis 
show that the application of the pre-cooling heat exchanger increases the coefficient 
of performance (COP) by approximately 10% from 0.289 to 0.316. The actual 
device produced and experimented based on this is shown in Figure 10.

The experiments were carried out under the conditions shown in Table 2 to deter-
mine the performance characteristics according to the MR composition of the cascade 
MR Joule-Thomson refrigerator that uses the MR as the working fluid. Cooling water 
of 18°C flows through the pre-cooling heat exchanger at 22 L/min and is supplied to the 
high-stage condenser, and the brine entering the evaporator is supplied at a constant 
flow rate of 40 L/min. The compressor selected was a standard commercial compressor. 
The discharge pressure should not exceed 3 MPa, and the suction pressure should be 
maintained above 0.1 MPa, according to the operational constraints of the compressor. 

Figure 10. 
Experimental device of cascade MR refrigerator.
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For reference, if the suction pressure is in a vacuum state, the oil supply in the compres-
sor may not be smooth and moisture may enter. Therefore, the suction pressure of the 
compressor must be higher than vacuum pressure. To prevent the carbonization of the 
compressor oil, the discharge temperature is limited to be within 120°C.

The following method was used under the aforementioned experimental conditions. 
If the high-stage cycle reaches the target temperature, the compressor of the low-stage 
cycle is started. To prevent excessive pressure buildup, the valves installed before and 
after the expansion tank are opened during the process. The brine pump is operated as 
soon as the compressor starts, thereby exchanging the heat at the evaporator. Following 
this, the opening of the expansion valve is controlled in such a way that the suction 
pressure of the compressor does not drop to or below the atmospheric pressure, until the 
target temperature is reached. As the target temperature is approached, the temperature 
of the low-pressure side stream entering the intermediate heat exchanger decreases, and 
accordingly, the pressure of the high-pressure side stream decreases. To solve this prob-
lem, the valve of the pipe connected to the compressor suction tube and the expansion 
tank is opened to inject the refrigerant to maintain the pressure. If the target temperature 

Figure 11. 
P-h diagram of cascade MR refrigerator.

Parameter Value Unit

Cooling water inlet temperature 18 °C

Cooling water volume flow 22 L/min

Brine volume flow 40 L/min

Brine supply temperature −100 °C

Compressors discharge pressure constraint 3.0 MPa

Compressors discharge temperature constraint 120 °C

Compressor_L suction pressure constraint 0.1 MPa

Table 2. 
Summary of experimental conditions.
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is reached, the load of the heater in the brine tank is gradually increased, and if the 
steady state is reached, the cooling capacity, including the load put on the heater and the 
heat generation pump, is measured.

Figure 11 shows the P-h diagram of the cascade MR refrigerator. The working 
fluid of the low-stage cycle consists of MR. When the flow rate of the cooling water 
entering the pre-cooling heat exchanger is sufficient, primary cooling proceeds up 
to the temperature of the cooling water, and the outlet temperature of the cascade 
heat exchanger is determined based on the evaporation temperature of the high-stage 
cycle. Here, when the low-stage cycle is viewed as a system, the sum of the cooling 
capacity at the evaporator and the work put into the compressor should be the same 
as the sum of the heat exhausted by the pre-cooling heat exchanger and the cascade 
heat exchanger. As the capacity of the pre-cooling heat exchanger and the aftercooler 
increases, the capacity of the evaporator increases. Because of its characteristics, 
the Joule-Thomson cycle using MR has a temperature gradient within the two-phase 
region, and the refrigerant temperature at the aftercooler outlet is limited to the 
temperature level of the cooling water. Therefore, in this study, the evaporator of the 
high-stage cycle, that is, the cascade heat exchanger, is used as the aftercooler of  
the low-stage cycle to increase the cooling capacity of the evaporator.

4. Experimental results and discussions

This section provides a brief overview of the data obtained using the experimental 
device of the cascade MR refrigerator introduced in Section 3. The specific composition 
proportions of the MRs below are not specified because they are protected by patent 
rights. In terms of changing the composition proportions, the total charging mass of MR 
was kept constant, and the mass proportions of the high boiling point refrigerants.

Figure 12. 
Transient temperature of each measuring point (including R290).
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R290 and R600a were adjusted. In other words, the mass of three different types of 
refrigerants was increased by the same proportion as the reduced charging amount of 
the high boiling point refrigerant, and the total charging amount of the MR remained 
constant [15].

4.1 Experiments with MR compositions of R290, R116, R23, and R14

Figure 12 shows the compressor discharge temperature and suction temperature, 
evaporator inlet temperature, and expansion valve inlet temperature according to the 
operating time in the refrigerant’s initial composition proportion (R290, R116, R23, 
and R14) state. The device was operated by applying the MR composed of the above 
four refrigerants, and the opening of the expansion valve was controlled according 
to the rapid pressure change. Here, the temperature was decreased while leaving the 
suction valve of the expansion tank open, and as the target temperature was reached, 
the valve was closed, and the brine heater was operated.

The experiment was conducted while adjusting R290 in a mass fraction range of 
5–50%, as shown by MR1–MR8, to examine the performance of the device based on 
the proportion change of the high boiling point refrigerant (R290) in the refrigerant 
charging amount of the same mass. The charging amount of R290 was the highest in 
MR1 and the lowest in MR8. Figure 13 shows the compressor discharge and suction 
temperature, evaporator inlet temperature, and expansion valve inlet temperature 
based on the composition ratio of R290. When the mass ratio of R290 decreased, the 
compressor suction temperature increased from −67.8°C to −48.2°C. In both cases 
of MR7 and MR8, the expansion valve inlet temperature was clearly high when the 
mass fraction of the high boiling point refrigerant dropped below a certain level. 
However, the evaporator inlet temperature after going through the expansion valve 
was between −109.2 and − 106.7°C, showing no significant effect.

Figure 13. 
Temperature comparison of various refrigerant composition cases (including R290).
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Figure 14 shows a graph by comparing the changes in the cooling capacity and 
time when the composition of the high boiling refrigerant is changed. As the propor-
tion of the high boiling point refrigerant increases, the cooling capacity shows a 
decreasing tendency. MR8 shows the highest cooling capacity at the 2.36 kW level, 
whereas MR1 shows the lowest value with 1.69 kW. However, there is a disadvantage 
in that the average pressure of the device increases because of the mid/low boiling 
point refrigerant that has a relatively higher pressure at room temperature as the 
proportion of the high boiling point refrigerant decreases. Furthermore, the cooling 
time was defined as the time when the brine supply temperature reaches −100°C, as 
measured through experiments. As the mass fraction of R290, a high boiling point 
refrigerant, increased, faster cooling time was achieved.

4.2 Experiments with MR compositions of R600a, R116, R23, and R14

Experiments based on the composition proportion of high boiling point refriger-
ant were carried out by replacing R290, the high boiling point refrigerant in the 
initial refrigerant, with R600a. In this case, the total charging amount in the mass of 
the refrigerant was the same.

Figure 15 shows the results of experiments performed by adjusting R600a to 
a mass fraction of 10–35%. Unlike the experimental results of the R290-applied 
MR, the compressor suction temperature and discharge temperature did not 
change significantly according to the composition change of the high boiling point 
refrigerant, in the results of R600a-applied MR experiments. Furthermore, the 
evaporator inlet temperature was maintained relatively constant between −109.2 
and − 108.4°C.

Figure 16 shows the cooling capacity and cooling time according to the decrease of 
mass ratio of the high boiling point refrigerant. As the mass ratio of the high boil-
ing point refrigerant in the composition of the MR decreased, the cooling capacity 

Figure 14. 
Cooling capacity and time comparison of various refrigerant composition cases (including R290).
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increased to 1.94–2.27 kW, and the cooling time was 37–46 min, indicating that the 
target temperature was reached at a slower rate compared to the MR using R290. It 
appears that a refrigerant with a boiling point between the high and low boiling points 
needs to be added to reach the cooling time faster.

Figure 16. 
Cooling capacity and time comparison of various refrigerant composition cases (including R600a).

Figure 15. 
Temperature comparison of various refrigerant composition cases (including R600a).
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5. Conclusions

Four different types of working fluids were selected for low-temperature pro-
duction of below −100°C, which is required in the semiconductor manufacturing 
process, and experiments were carried out for R290 and R600a, which are HC 
refrigerants that show the largest enthalpy differences per unit mass among the high 
boiling point refrigerants of R290, R600a, R218, and R134a. The effects of changing 
the composition of the high boiling point refrigerant when the total charging amount 
is the same in both refrigerant groups was analyzed, and the results show that there is 
an advantage: as the mass ratio of the high boiling point refrigerant increases, the time 
for reaching the target temperature decreases, and the average pressure in the device 
is low. However, as the mass ratio of the high boiling point refrigerant decreases, 
the cooling capacity increases. The MR shows that the time for reaching the target 
temperature is short, and the cooling capacity is high when R290 is used as the high 
boiling point refrigerant among R290 and R600a.
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Abstract

The solar furnace works by using the electric energy produced by a photovoltaic
system, which converts solar energy, solar radiation, into electric energy. The
performances of the solar furnace used in various applications from industry are
influenced by various factors. One of these factors imposes the acquisitions of
certain large densities of the radiant power, and it requires a geometric form of the
concentrator. The research is based on the behavior of some metallic alloys at
elevated temperatures, for purifying some materials and for the achievement of
some chemical synthesis. An important technological condition is a temperature
which is achieved by concentrating solar radiation. This temperature is necessary
to produce metallic material in the crucible, without other complementary
energy for the thermal process. Steel or aluminum production requires very high
quantities of thermal energy. Usually, this energy is given by electric power,
natural gases, or conventional fuels. The solar furnace uses the energy given by the
sun. For the manufacturing of the electrothermal furnaces, a series of specific
materials are used, which are necessary for the obtaining of the furnace chamber,
for the heating elements, as well as for the measurement systems of the
temperature.

Keywords: solar furnaces, climatic conditions, concentrator, applications, sun’s rays

1. Introduction

Many of the photovoltaic systems function independent of the wiring system
(off-grid). These systems are made of solar panels matrixes, control systems, storage
systems, and DC or AC consumption devices. The scheme of a PV system is shown in
Figure 1.
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Panel matrixes are made of modules that consist of serially or parallelly connected
panels depending on requirements. The panels are generally made of 36 serially
connected cells (the number of cells commonly used are 32, 36, 48, 60, 72, and 96). For
example, a solar panel comprising 32 cells typically can produce 14.72 volts output.
Specific batteries are used for PV systems for storage and to stabilize tension. Control
systems have charging regulators and converters/inverters which can be either DC-DC
or DC-AC and blocking diodes. Control systems assure the interface between all the
components of the PV system for protecting and controlling the system [1–6].

A solar furnace will use solar energy in the processes for technological purposes.
This installation belongs to the thermal installations category. The advantages of
thermal installations based on solar energy are as follows:

• In terms of conversion system, a powerful thermal source can be concentrated
into a tight space with a direct consequence on getting some high temperatures
(over 2.000°C);

• As in any heating installation based on electric power, installations based on solar
cells also have the possibility of accurate and rapid temperature adjustment;

• Electric system used for the conversion of solar power into thermal power allows
simple automation with high reliability;

• Transfer from classical energetic sources (solid or liquid fuels or electric power
achieved through their burning) to alternative sources can be the future alternative
required by the endearment of classical sources and their powerful pollution.

As a result of these electrothermal installations advantages, installations that rely
on solar energy sources can be used in different industrial processes [7–17] such as:

• Fabrication technologies of ferrous or nonferrous materials;

• Metals heating for thermal processing;

• Manufacturing of various abrasive materials;

• Welding of metallic or nonmetallic alloys;

Figure 1.
Scheme of an off-grid PV system.
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• Glass and ceramics processing;

• Drying, preparation, and sterilization of food products.

The documentary research visits made at Instituto de Soldadura e Qualidade,
Lisabona, and at Ecole Européenne d’Ingénieurs en Génie des Matériaux, Nancy,
opened new collaboration perspectives with renowned teams from abroad for achiev-
ing new results due to their experience in the domain. Another documentary research
visit is made at the Dipartimento di Ingegneria Aerospaziale e Meccanica, Secunda
Universitadegli Napoli, Italia.

To achieve the necessary elevated temperatures, an important condition is to use
quality materials. The best option is the use of electric resistor furnaces.

2. Materials and methods

2.1 Documentary study regarding solar furnaces and the importance of
climatic conditions

In order to design a PV system, we start from the consuming requisite power
(load resistance) which in this case is an electric furnace with a capacity of 1 liter and a
0.55-kWh power, a lab furnace, the working time and climatic conditions of the zone
where the system is installed (Figure 2).

Figure 2.
The necessary climatic conditions.
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As observed from the column which gives average horizontal solar radiation per
day, we have the sufficient radiation quantity in order to produce consuming requisite
power of 0.55 kWh. By adjusting the system to an optimum bend degree, a significant
radiation increase can be obtained. If a tracking system is used, a higher quantity with
almost 40% can be obtained, as shown in Figure 3, where considered system losses are
also considered.

In order for a PV system to obtain a standard power of 1 kW, eight-module
Mitsubishi PV-MF 130 EA2LF type, polycrystalline silicon, 8 x 130Wp = 1.04 kW
should be used.

For this system, we use 3 batteries of 130Ah, 12 V with 2 days functioning reserve
even without the sun (Figure 4 and 5).

The calibration of the storage system is made based on the use period and the days
when the system provides power from the batteries. The charging regulator for
batteries has a basic function, that is, the charging stops when the batteries are
completely charged.

There are some other functions such as consuming disconnection when the tension
is small and temperature compensation [3–5].

Blockage diodes are used to avoid batteries discharge, on cells, during the night
period or during cloudy days. For some systems, maximum power point trackers
(MPPT) can be used.

The purpose of this device is to maintain the operating tension of the system to a
maximum tension which is independent of the load resistance changes.

Figure 3.
Comparison between a fixed system with a 37o optimum angle and a tracking system.
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2.2 The determination of the geometric arrangement and the components of a
solar furnace used for processing metallic and nonmetallic materials

Figure 5.
Scheme of an electric system with PV for alternating current.

Figure 4.
Scheme of an electric system with PV for direct current.
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2.3 The analysis of heating process within solar furnaces

2.3.1 Mathematical model of the heating regime within the working chamber
of a solar furnace

The factors that influence the performances of the solar furnace used in industrial
applications that impose the procurement of some large densities of the radiant power
and the need of a geometric perfection of the concentrator are classified in three
categories as follows:

• The first type is pertinent to the basic geometry of the parabolic
concentrator defined by focal distance, f, and its opening, D. Once these
were chosen, it results in the dimensions of the solar image, focusing factor
and the ideal maximum values of temperature and radiant power density into
the image, regardless of the concentrator’s construction and its installation
place.

• The second type consists of the factors that reduce the performance of the solar
furnace due to its construction and installation place. These factors are the
transmission of the energetic factor of the atmosphere, the directional reflection
energetic factor of the mirrors, and the index of geometric perfection of the
parabolic concentrator.

• The third type includes the factors according to the receiver’s properties: its
adsorption and emission energetic factors and heat losses that take place through
conduction and convection.

The available potential power P f in sun’s image from the focal plane of a solar
furnace is given by the relation:

P f ¼ π ∙Rd ∙Da ∙E0 ∙ f 2 ∙ sin 2θmax (1)

where:
Rd – directional reflection energetic factor of the parabolic mirror (including

heliostats, if they exist);
Da – transmission energetic factor of the atmosphere where the furnace is

installed;
E0 ¼ 1353 W/m2 – (constant);
f – focal distance;
θmax – the opening angle of the parabolic concentrator.
If a solid corp is disposed in the solar image, the available fraction of potential

power effectively absorbed by the corps would be determined by the absorption factor
and the form of this corps-receiver. As such, the maximum temperature that could be
obtained into a solar furnace depends on the properties of the receiver disposed of in
the focal zone of the furnace:

Tmax ¼ Ts ∙ Rd ∙Dað Þ1=4 ∙ sin θmaxð Þ1=2 (2)

where Ts ¼ 5800 K – temperature at sun’s surface.
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2.3.2 The determination of the technological parameters involved in the heating process
of a solar furnace

The most important research is made on the behavior of metals and refractory
materials at elevated temperatures, for purifying nonmetallic materials and for the
achievement of some thermochemical synthesis.

One of the technological parameters is the temperature that is obtained by focusing
on the sun’s rays. The furnace uses the temperature in order to melt the metallic
material in the crucible, without other complementary energy for the thermal process
(Figure 6) [5, 18].

Steel or aluminum production needs very high quantities of energy. This is usually
given by electric power, natural gases, or conventional fuels. A solar furnace uses the
energy given by solar radiation.

We can see in the image how the sun’s rays can be focused toward the crucible
where the ore is. This is heated to a very high temperature until it melts.

Pollution is basically inexistent because solar energy is a pure form of energy. The
melting materials with very high melting points are one of the main applications of
solar furnaces.

The material melting on a portion whose area is approximately equal to the area of
the sun’s image can take place in case the exterior of solid material is exposed to very
intense radiation from the focal zone of a solar furnace.

As heat enters the solid, the melted material quantity increases and forms a liquid
cavity. Through such a process, it is possible to melt the material in the crucible; this
happens because of the existence of a high-temperature gradient between melted
material and the crucible’s exterior.

In regular furnaces, the crucible is warmed from the exterior, and it has a high
temperature continuously than the melted raw material. As a result, the crucible in
such furnaces must be made of a material that is more refractory than the substance to
be melted, as well as chemically inert toward the melted material.

As the melting point of the examined material rises above 2000°C, the difficulty of
achieving these two conditions increases, as there are fewer options to avoid chemical
reactions.

Figure 6.
The schematic representation of the installation that is used to melt a metallic material using solar energy.
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Solar furnaces overcome these significant constraints of conventional furnaces
when melting materials have high refractivity. As a result, melting can take place in
furnaces with a horizontal axis.

The furnace is rotated around its horizontal axis and has an inner diameter several
times greater than the diameter of the solar image. When the rotation speed is modest,
the melted material stays in the lower part of the furnace, and the turning aids
in heat distribution uniformity.

The melted material is centrifuged, generating a cavity that prevents it from
flowing out of the furnace at higher rotation rates. The furnace’s external walls, which
are typically composed of steel, can be water-cooled to maintain (if necessary) a
high-temperature gradient through the walls.

When melting into a specific protective environment, a suitable gas current is
passed, as shown in Figure 7. Quartz, zirconium dioxide, corundum, ceramic oxides,
and materials like carbides, nitrides, and boron are among the materials that can
be examined. Conventional melting processes have many drawbacks for these
materials.

It is also possible to investigate the feasibility of employing solar furnaces for steel
melting. Technically, the crucible can be readily made by inserting a refractory pow-
der into the furnace’s cavity and sintering or even melting it through the furnace’s top
that is exposed to solar radiation. After that, scrap iron is inserted, melted, and then
molted in forms if necessary [6, 7].

The performance of such a solar furnace does not need to be exceptional because
there is sufficient temperature of 2000–2500°C.

Other metals that are more expensive than steel, such as titanium, zirconium, and
molybdenum, are expected to generate increased attention in the future.

In this instance, an inert protective atmosphere must be ensured, and the
challenges and costs associated with this must be considered.

Impurities evaporation, zonal melting, fractioned crystallization, the
separation of zirconium oxide from zirconium (zirconium silicate), and material
investigation under thermal shock conditions are some of the other applications of
sun furnaces.

Figure 7.
Details of melting installation of metallic alloys using solar energy.
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2.4 The analysis of melting/burning/purifying process within solar furnaces

These objectives consist in developing some mathematical formalism, which allows
a better capitalization of the advantages given by the evolution of melting/burning/
purifying within solar furnaces [14, 16].

Working out of this mathematical formalism was very useful for the documentary
stage from Universidad de Las Palmas de Gran Canaria, Spain, as well as for the
discussions on this theme with Prof. Agustin Santana Lopez.

2.4.1 Mathematical model of the melting/burning/purifying process within the working
chamber of a solar furnace

Thermal efficiency ηt of an electrothermal installation based on solar energy is
given by the ratio:

ηt ¼
Qu

Qu þ Qp þQa
(3)

• Qu is the quantity of absorbed heat necessary for heating the material;

• Qp represents heat loses due to heating installation;

• Qa is the heat quantity necessary for heating the auxiliary components of the
installation;

The furnace will be in these working temperature classes that are considered as
classification criteria in heating technology:

• Low-temperature furnace (between 600 and 700°C);

• High-temperature furnaces (until 1600°C).

In order to define the calculus model of the furnace based on solar energy, it is
necessary to define the following input data:

• Material that will be heated with all its thermal and electric data;

• Charge shape and dimensions;

• Technological regime that consists in:

◦ Heating time until reaching solidus temperature;

◦ Heating temperature;

◦ Overheating time for generalizing liquid state in the entire mass of the charge;

◦ Overheating temperature;

◦ Holding time at casting temperature necessary for eventual alloying in the
liquid state;
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◦ Special technological conditions (protection atmosphere, vacuum, etc.);

◦ Furnace efficiency.

Heat consumption is calculated from functioning diagram of the furnace, that is, in
fact, the variation diagram of load temperature–time function θp; taking into consid-
eration the fact that this is a furnace with intermittent functioning, the diagrams
presented in Figure 8 are the possible ones.

2.4.2 Determination of technological parameters implied in melting/burning/purifying
process within a solar furnace

a. Temperature control

Within the furnace (Figure 9a), the thermometric transducer T is installed that
transmits information of the temperature to the AB adjusting block.

In comparator C, a tension proportional to the desired value of the temperature
θd, determined on the basis of the program imposed by technological process
and controlled by the block of desired values BVD, is compared with a tension
proportional to the real value of the temperature within furnace θr.

If θr < θd, on–off regulator RBP is transmitting the closing command to
adjusting block (connection switch to the power supply), and the furnace is
absorbing power P. If θr > θd, cutting-out command of the switch is transmitted.

The adjustment made with a dead zone Δθ is given by the regulator’s
characteristic (Figure 9b).

b. Orientation of photovoltaic system

Adjusting the system to an optimum angle of inclination, a significant increase of
radiation can be achieved, which can be used, instead of positioning the panels on
horizontal or at a random angle in general, to place latitude.

Figure 8.
Diagrams of possible functioning of the solar furnace: a) melting without holding a constant temperature;
b) melting by holding at constant temperature (tc – A complete cycle; tî – Heating time; tm – Holding time at
constant temperature; t0 – Loading – Unloading time).
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If a tracking system is used, an increased quantity with approximately 40% will be
achieved, as shown in Figure 10, where system losses are also considered.

The use of sensors for orientation can lead to delicate situations in case of sun-
clouds alternations, if the system is not properly calibrated and has high energy
consumptions.

Taking into account of these considerations, the variant that uses a mathematical
algorithm is chosen for solar panel positioning. The orientation makes after the two
directions, namely E-V and S-N.

Figure 9.
On–off adjustment of furnace temperature.

Figure 10.
Comparison between a fixed system at an optimum angle of 37°and tracking system.
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2.5 Characterization of metallic materials heating process within solar furnaces

2.5.1 Materials heating within a furnace

Equation of energetic balance for the furnace can be written as:

dQ2 ¼ dQu þ dQa þ dQpd þ dQz (4)

where:
dQ2 is the elementary heat quantity transmitted toward furnace interior by the

heating element:

dQ2 ¼ P2 � dt ¼ α � A1 � θ � θ0ð Þ � dt (5)

dQu is the elementary heat quantity that leads to the heating of the useful material
within the furnace (absorbed heat):

dQu ¼ cu �mu � dθ (6)

dQa is theheat quantity that leads to heating the attached pieces (stands,
supports, etc):

dQa ¼ ca �ma � dθ (7)

dQpd is the elementary thermal losses through furnace walls, opening, leakiness,
etc.;

dQz is the elementary heat quantity that gathers in furnaces walls:

dQu ¼ cz �mz � dθ (8)

where:
P2 – thermal energy (thermal flow) transmitted by photovoltaic systems;
α – heat exchange superficial coefficient;
Al – area of the total lateral surface of heating elements;
θ –the temperature of heating elements;
θ0 � the temperature inside the furnace;
dt – interval of elementary time;
cu, ca, cz � mass heats (temperature-dependant) of the heated materials, attached

elements, and crucible;
mu, ma, mz � pieces weight, attached elements, and crucible;
dθ � elementary interval of temperature.

2.5.2 The achievement for a design algorithm for a solar furnace used in metallic
material heating

Solar panel positioning by implementing the mathematical model needs the
astronomic considerations.

In order to determine the real position of the sun on the sky, the following angles
are important; θz – Zenith angle and γs Azimuth angle, as shown in Figure 11.

70

Latest Research on Energy Recovery



The calculus of these angles is made with mathematical formulas. Calculus formula
for Zenith angle can be calculated by the relation:

cos θz ¼ sinφ � sin δþ cosφ � cos δ � cosω
whereϕ is the latitude and is constant for the place where the solar tracker is posi-

tioned, for example, for Brasov, it is 45°390, and δ is a declination and ω is an hour angle.

2.5.3 Virtual design of a heating solar furnace

In order to determine the minimum dimensions of the solar panel, a concave
mirror is used as shown in Figure 12. The calculi are made on shading intervals as well

Figure 11.
Sun’s trajectory on the sky – Important angles.

Figure 12.
The minimum dimensions of the solar panel.
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as on illumination optimum of the mirror in order to create maximum thermal flow
toward the furnace’s crucible (Figure 13).

Determination of minimum dimensions of the solar panel.
AC = Φ concave mirror.
Ĉ = 90–21.34 = 68.26.
AC = sin B̂ ∙ BC ! BC ¼ AC

sin B̂
! BC ¼ AC

0:363

AB ¼ sin Ĉ � BC ! AB ¼ 0:928 � AC
0:363 ! AB ¼ 2:558 � AC AB minimð Þ

BD = AC
BD ¼ BE � sin Ê
BE ¼ BD

sin Ê
¼ AC

0:98 ¼ AC � 1:0183
BEmax 45∘ð Þ ¼ AC � ffiffiffi

2
p � 1:15; 1:15 ¼ const:ð Þ

BEmin ¼ AC � 1:0183

2.6 The characterization of the melting/burning/purifying process in
solar furnaces

These objectives consisted in the development of some mathematical formalism
that can allow better exploitation of the advantages accomplished during melting/
burning/purifying processes in solar furnaces. The documentary stages made up until
now are useful in the elaboration of these formalisms.

2.6.1 The achievement of a design algorithm for a solar furnace used in melting/burning/
purifying of the metallic and nonmetallic materials

The solar furnace is a laboratory experimental furnace. During the experiments,
we propose to process small quantities of material until 1 kg.

Figure 13.
The mirror position to create maximum thermal flow toward the furnace’s crucible.
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a. Crucible dimensioning

In order to make the crucible, graphite material is chosen due to its high
temperatures characteristic until 2000°C and the relative high thermal
conductivity. For accomplishing the calculation, aluminum is chosen as the test
material due to its density up to 1 kg more volume than other materials that will
be processed.

The volume of the crucible is calculated using the relation:

v ¼ m
ρ0

¼ π � d2
4

� h (9)

where ρ0 is the material density at the ambient temperature of 20°C, for
example, aluminum has ρ0met_topit ¼ 2:72 kg/dm3.

b. Dimensioning of the furnace masonry and thermal calculus

The furnace has a cylindrical shape. Its disposal is vertical, and on its walls it
chose a configuration with multiple layers, considering the temperature, as
shown in Figure 14:

Let it be the exterior temperature of the refractory coat of 1200°C.

c. Resistors

The choice of the material from which the resistors are made should be considered
so that the maximum working temperature exceeds almost 2–10% of the
maximum temperature of the furnace. Knowing that the temperature within the
furnace can reach 1600°C, Kanthal is chosen for resistors. Kanthal resistors are
like spiral wires.

Figure 14.
The diagram of furnace wall: 1 – Refractory coat made of chromium magnesite with a thickness of 15 mm;
2 – Thermal insulation made of 700 diatomites treated with binders with a thickness of 30 mm; 3 – Exterior
shell made of steel plate with a thickness of 2 mm.

73

Assessment of Solar Energy Potential Limits within Solids on Heating-Melting Interval
DOI: http://dx.doi.org/10.5772/intechopen.104847



In each chamber of the furnaces, 27 resistors are placed in the channels of the refrac-
torymaterial. They are disposed symmetrically on vertical and placed over the crucible so
that we have a uniform temperature in the entire chamber of the solar furnace.

The length of each Kanthal spiral is 105 mm. The equivalent resistance on each
chamber is 51.5 Ω. Figure 2 shows the disposal of all 27 resistors.

The installed power of the furnace is calculated by the relation:

Pi ¼ k � P ¼ k � Qi

ti
W½ � (10)

where k = 1.1÷1.5 is the safety coefficient that takes into account the possibility of
forcing heating regime of the cold furnace, the possibility of decreasing network
tension toward its nominal value, the possibility of decreasing time of the thermal
insulation properties, the possibility of heating elements aging – that determine a high
strength than the one initially calculated and in addition a smaller developed power
(Figure 15).

The furnace with small dimensions, two chambers with a crucible, and the volume
of 0.5 liters for each active chamber will be the first lab furnace. The reason the
furnace is constructed with two working chambers is for the optimization of the
working time.

We choose for a chamber furnace with crucible, because of its simple construction,
the possibility of using it for different processes (for example, melting, burning, and
purifying) as the possibility of realizing some different thermal regimes into the
furnace, in essence, is what we propose to accomplish.

The resistor furnace (in the future, we will extend our research on an induction
furnace too) has an alternate functioning regime because of the following functioning
cycle:

Figure 15.
Chamber disposal of the resistors.
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• Loading of the crucible with the metal that will be processed;

• Heating;

• Melting;

• Burning;

• Purifying;

• Unloading.

The furnace will have the possibility of fitting in all working temperatures that are
considered to be classifying criteria in heating electric heating technology:

• Low-temperature furnace (between 600 and 700°C the maximum value of the
temperature);

• High-temperature furnaces (until 1600°C).

2.6.2 Virtual design of a melting/burning/purifying solar furnace

The scheme of the resistor furnace is presented in Figure 16. The components of
the chamber furnace with crucible are as follows:

• chambers made of refractory material (1) and thermal insulation (2);

• the heating elements (3) are placed on the lateral walls of the furnace;

• crucible (4);

• material that will be processed (5);

Figure 16.
Scheme of the furnace supplied from a photovoltaic system with resistors for materials melting/burning/purifying.
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• the furnace presents the door (6), acted by the lifting device (7) where processed
materials are introduced;

• furnace support (8);

• Metallic shell (9).

For the construction of the electrothermal furnaces, a series of specific materials
are used, which are necessary for making furnace chamber, for the heating elements
as well as for the measurement systems of the temperature.

3. Results and discussions

3.1 Identification of the optimum geometric arrangement of the components of a
solar furnace for heating metallic materials

The photovoltaic system will be composed of (see Figure 17):

• solar panels (it chose panels made of polycrystalline silicon with a very good
price/quality ratio and with a guarantee of 20 years) with the required energy;

• batteries system necessary for energy storage and furnace usage under adverse
conditions in terms of solar radiation (in the evening or on cloudy days);

◦ tension regulator;

Figure 17.
The photovoltaic system necessary for supplying the solar furnace with resistors.
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◦ inverter necessary for transforming continuous current into the alternative
current;

◦ accessories;

◦ solar tracker system (optional – necessary for obtaining a better efficiency of
the photovoltaic system, which is permanently oriented so that the solar
radiation would drop perpendicular on solar panels).

The temperature control in resistor furnaces has a special influence on the quality
of the final products and on the specific energetic consumptions. With respect to the
specific conditions of the technological process, especially the allowed temperature
variations in the furnace and in the material, adjustment systems are used with
intermittent action or a continuous one. The assembly image of the built solar furnace
is given in Figure 18.

A PID control algorithm will be used for temperature control using PtRh-18 class
thermocouple as a sensor. The maximum working temperature of these thermocou-
ples is 1820°C [1, 2].

The PID algorithm is implemented using LabVIEW graphic programming
language. Figure 19 presents the panel, program interface, and PID application, and
Figure 20 presents the diagram and the proper program.

3.2 Interpretation of the achieved results

The solar furnace works by using electric energy produced by a photovoltaic
system, which converts solar energy, solar radiation, into electric energy.

For a feasibility study for the solar radiation in the Brasov area, an SPN1
pyranometer is purchased. Global and diffuse solar radiation is measured using this
device, and direct solar radiation can also be calculated using this device. Solar radia-
tion monitoring starts from February. Global and diffuse solar radiation monitoring is
noticed at every 5 minutes.

The conclusions that can be drawn after monitoring the solar radiation, according
to Figures 21–23, are as follows:

Figure 18.
Assembly images of the solar furnace.
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• the maximum number of cloudy consecutive days was five, but in those days
there were time intervals where horizontal global solar radiation exceeded the
value of 400W/m2, the value that gives the possibility to the photovoltaic panel’s
system to offer enough energy so that the solar furnace with resistor would
function under optimum conditions;

• the photovoltaic system is capable of producing almost 6.8 kW in a clear sky day
(see Figure 21), thus allowing the furnace usage at maximum capacity and the
possibility to store excess energy with the help of the solar batteries;

Figure 20.
Diagram of PID application.

Figure 19.
The interface of the PID application.
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• During cloudy days, as shown in Figure 22, the quantity of energy generated by
the system reduces considerably, so it only produces 1.5 kW, which would be
enough for the judicious usage of the furnace;

• Yet, if there are long periods, as shown in Figure 23, then the system will need
the energy to be stocked in the solar batteries; batteries system is designed to
assure an autonomy of up to 5 days without raising the costs of the system very
much;

Figure 21.
Distribution of global and diffuse solar radiation during a sunny day (14 June).

Figure 22.
Distribution of global and diffuse solar radiation during a cloudy day (12 June).
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• For example, for the weakest days energetically speaking, 12 June, the energy
quantity a system can generate is under 800 W.

4. Conclusions

The solar furnace can be used for numerous methods of technological purposes.
The benefits that come from this sort of electrothermal installation is primarily based
totally on sun electricity sources, and it could be utilized in various unique applica-
tions such as:

• For manufacturing metallic alloys;

• For heating operations of thermal processing (hardening and annealing, aging,
carburizing, nitro-carburizing) and hot forming processing;

• For manufacturing abrasive materials, calcium carbide, and electrographite;

• For welding the metals and plastic packages;

• For manufacturing glass and ceramics materials;

• For nonmetallic products drying, preparation, or sterilization.

The researchers approach a dynamic thematic of high interest for problems con-
sistency and for the wide area of applications.

Figure 23.
Distribution of horizontal global radiation during the interval 12–17 June.
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The results already achieved within this stage are also noted with the help of the
collaboration with researchers from the renowned research institute from Almerian
Solar Platform, Spain.

Objectives’ fulfillment required an ample information activity. It was necessary to
have a good control of some different mathematical methods as well as good infor-
mation regarding the experimental research in materials’ melting/burning/
purifying process.

The importance and complexity of this thematic make necessary detailed, inter-
disciplinary research. Thus, the team consists of specialists from the top domain of
actual fundamental research such as materials science and physics.

The results already achieved open new work perspectives for the next year within
the project in the approached thematic.

5. Perspectives

The materials that can be studied are quartz, zirconium dioxide, corundum,
ceramic oxides and materials like carbides, nitrides, and boron for which conventional
melting techniques present a series of inconvenient.

The practice possibility for using solar furnaces in steel melting can also be studied.
The performances of such a solar furnace must not be special because there is
sufficient temperature of 2000–2500°C.

In the future studies, there may be a higher interest for melting some other metals
more expensive than steel like titanium, zirconium, and molybdenum. In this case, it
must be assured an inert protective atmosphere, and thereby the complications and
expenses related to these must be taken into account.

Other applications of solar furnaces are impurities evaporation, zonal melting,
fractionates crystallization, zirconium oxide extraction from zircon (zirconium
silicate), and the materials studied under thermal shock conditions.
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Chapter 5

The Technical Challenges of the
Gasification Technologies
Currently in Use and Ways of
Optimizing Them: A Review
Ali Mohammadi and Anthony Anukam

Abstract

Since the world is gradually drifting toward sustainable development, renewable
energy technologies are gaining traction and gasification technology is one of many
renewable energy technologies that have gained popularity in recent times. The gasi-
fication technology is one of three main (combustion and pyrolysis) thermochemical
conversion pathways that can be used to recover energy from biomass materials.
Although the gasification technology has been in existence for centuries, it has not
been exploited to its full potential mainly because the fundamental principles under-
pinning its operation are still vague, particularly with regard to feedstock flexibility
and the type of gasification system. Furthermore, due to the many types of gasifica-
tion systems, the mechanisms involved in their feedstock conversion processes are
still under debate and require further research to clearly establish the optimum con-
ditions of performance of each type of gasifier. Therefore, this chapter presents an
overview of the gasification technology and discusses the different types of gasifica-
tion systems that are commonly used today for the recovery of energy. The limitations
of each type of gasifier in relation to performance and feedstock conversion are also
discussed, including research priority areas that will allow for system optimization in
terms of efficiency.

Keywords: energy recovery, gasifiers, combustion kinetics, feedstock, gasification
efficiency

1. Introduction

Evidence suggests that conventional energy production has limited capacity to
meet growing demand and that additional demands will have to be met by
unorthodox sources. Since the world is now drifting toward sustainable development,
renewable energy technologies are gaining traction. One of such renewable energy
technologies that has received great attention in recent times include biomass
gasification, which is one of three main (combustion and pyrolysis) thermochemical
conversion pathways used to recover energy from biomass materials. Gasification
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produces energy from biomass and involves heating the biomass at elevated temper-
atures (above 1000°C) under a limited supply of oxygen to produce a mixture of gases
(H2, CO, CO2) collectively referred to as syngas. However, the combustible constitu-
ents of the syngas are CO and H2 and can be used as fuel in gas engines for heat and
electricity generation as well as for the production of chemicals (such as alcohols,
organic acids, ammonia, and methanol) via the Fischer-Tropsch process [1]. The
significance of gasification technology is such that it helps waste management, at the
same time, produces energy and other valuable products needed for economic growth.
Systems designed to gasify coal is assumed to be able to use biomass as well, however,
differences in the characteristics of coal and biomass can have a significant impact on
the sizing and design of the combustion chamber of the gasification system, as well as
on the location of the gasifying agent [2]. A graphical representation of a gasification
process, which depicts feedstock flexibility and the production of a wide range of
products, is presented in Figure 1.

The gasification technology has existed for several decades and has, as of today,
been commercialized in very few countries of the world like Sweden, Germany,
Canada, the United States, India, and China. The use of this technology offers a
number of ecological and economic advantages such as low emission of pollutants,
reduction in the environmental effects of waste disposal, generation of non-hazardous
by-products when biomass is used as the feedstock, and lower operating cost [4].

Gasification occurs in a gasifier under a series of chemical reactions that are mostly
endothermic in nature; however, to provide the heat required for the reactions to
proceed successfully, and the heat needed for drying and pyrolysis to occur, a certain
amount of exothermic combustion is allowed in the gasifier [4, 5]. The gasification
reactions are described in greater detail in subsequent sections. The gasifier and its
configuration are key factors that affect the entire gasification process, including the
reactions occurring and their products [6]. This is true because gasifiers are generally
classified into three broad groups, namely: the fixed bed gasifiers, the fluidized bed

Figure 1.
A schematic representation of a gasification process depicting feedstock flexibility and the wide range of products
that can be obtained from the process [3].
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gasifiers, and the entrained flow gasifiers. Table 1 shows the main characteristics of
these three gasifiers.

Although the gasification technology may be considered as a useful technology for
the recovery of energy from biomass materials, the technological choices with regards
to the type of gasification system (fixed bed, fluidized beds, or entrained flow reac-
tors) for the conversion of biomass are still faced with a host of technical barriers that
have hindered the significant exploitation of the gasification technology and biomass
energy as a whole. The quality of the syngas produced from the gasification process,
the lack of feedstock flexibility and its mechanism of conversion are the main obsta-
cles. This chapter, therefore, presents an overview of the gasification technology and
discusses its main technical barriers with reference to the gasification systems com-
monly used today. The status of current research in gasification and future research
focus are also presented.

2. Types of gasification systems and their configurations

There are different types of gasification systems but the most commonly used are
the fixed-bed, fluidized-bed, and entrained-flow gasification systems. The main dif-
ferences between these gasifiers are connected to their mechanism of heating and the
way feedstock and gasifying agents are introduced in the gasification process, as well
as by the location of syngas output [8–10]. However, the technological choices toward
these gasifiers are guided by the nature and availability of biomass feedstocks. While

Type of gasifier Characteristics

The fixed beds 1. Small capacity gasifiers (typically from 0.01–10 MW)
2.Can handle large and coarse particles
3.Low product gas temperature (450–650°C)
4.High particulate content in the gas product stream
5.High gasification agent consumption
6.Ash is removed as slag or dry
7.May result in high tar content (0.01–150 g/Nm3)

The fluidized beds 1.Medium capacity (1–100 MW)
2.Uniform temperature distribution
3.Better gas-solid contact
4.High operating temperature (1000–1200°C)
5.Low particulate content in the gas stream
6.Suitable for feedstocks with low ash fusion temperature
7.Ash is removed as slag or dry

The entrained flows 1.Large capacity (60–1000 MW)
2.Needs finely divided feed material (0.1–0.4 mm)
3.Very high operating temperatures (1200°C)
4.Not suitable for biomass feedstocks
5.Very high oxygen demand
6.Short residence time
7.Ash is removed as slag
8.May result in low tar content (negligible)

Table 1.
The main characteristics of the three types of gasifiers commonly used for the recovery of heat and electricity from
biomass [7].

87

The Technical Challenges of the Gasification Technologies Currently in Use and Ways…
DOI: http://dx.doi.org/10.5772/intechopen.102593



the characteristics of biomass feedstocks intended for gasification are detailed in [11],
the principles of operation of the types of gasifiers mentioned above and their merits
and demerits are equally well described in [12, 13] and in [14]. These gasification
systems may appear as simple devices but their successful operations are not so
simple. The gasifiers are still faced with a host of technical issues that have hindered
their broader market penetration. These technological barriers are described in
Section 5. Nonetheless, in order to fully comprehend the technical barriers of each of
these gasifiers, it is important to understand the differences between the gasifiers in
terms of configuration, which also affects the thermodynamics of their operation.
Therefore, a schematic diagram of each gasifier type is presented in Figure 2.

3. The gasification reaction chemistry

The key mechanism of the gasification technology involves the conversion of solid
carbonaceous materials like biomass into flammable gas by partial oxidation. How-
ever, the chemistry involved in the process is quite complex and can be achieved via a
series of physical and chemical transformation reactions that occur inside the gasifi-
cation system [4, 16]. The major chemical reactions occurring are those that involve
the degradation of large organic molecules into carbon monoxide (CO), carbon diox-
ide (CO2), hydrogen (H2), water in the form of steam (H2O), and methane (CH4).
These reactions take place in accordance with the chemical bonding theory and can be
represented thus [3]:

The combustion reactions include:

Cþ½O2 ! CO �111 MJ=kmolð Þ (1)

COþ½O2 ! CO2 �283 MJ=kmolð Þ (2)

H2 þ½O2 ! H2O �242 MJ=kmolð Þ (3)

Figure 2.
Schematic representations of the gasification systems in use today: (a) fixed bed; (b) fluidized bed; (c) entrained
flow. Reproduced with permission from [13, 15].
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Other key gasification reactions are:

CþH2O $ COþH2 þ131 MJ=kmolð Þ (4)

Cþ CO2 $ 2CO þ172 MJ=kmolð Þ (5)

Cþ 2H2 $ CH4 �75 MJ=kmolð Þ (6)

The above reactions occur under standard operating conditions of gasification and
are considered important reactions that form the major part of the syngas produced in
the gasification process [4, 16]. While reaction (4) may be referred to as the “Water-
Gas Reaction”, reactions (5) and (6) are termed the “Boudouard Reaction” and the
“Methanation Reaction” respectively. Reactions (4) and (5) are the main reduction
reactions. However, under high carbon conversion conditions, reactions (4)–(6),
being heterogeneous in nature, are reduced to the following homogeneous gas-phase
reactions [16]:

COþH2O $ CO2 þH2 �41 MJ=kmolð Þ (7)

CH4 þH2O $ CO2 þ 3H2 þ206 MJ=kmolð Þ (8)

Reactions (7) and (8) are known respectively as the “Water-Gas-Shift Reaction”
and the “Steam-Methane-Reforming Reaction”. These two reactions (7) and (8) play a
key role in determining the final equilibrium of the composition of the syngas pro-
duced in the gasification process [3, 16]. Under a limited supply of oxygen to the
gasifier, the sulfur composition of the feedstock is converted to hydrogen sulfide
(H2S), with a minute amount forming carbonyl sulfide (COS). The nitrogen (N)
chemically bound in the feedstock is converted to gaseous nitrogen (N2), ammonia
(NH3), and traces of hydrogen cyanide (HCN). The chlorine in the feedstock is
mainly converted to hydrogen chloride (HCl). It is important to however state that the
concentrations of sulfur, nitrogen and chloride in the feedstock for gasification are
sufficiently low that their effects in the gasification process are quite insignificant;
trace elements (such as arsenic, mercury, and other heavy metals) that are associated
with both the organic and inorganic components of the feedstock are mostly
contained in the fractions of ash and slag formed during gasification, as well as in the
gases emitted, and must be expunged from the syngas prior to further use [16].

3.1 The kinetics of gasification reactions

Temperature increases in a gasification process lead to dehydration, volatilization,
and degradation of the biomass feedstock. The gasification process reactions are
mostly reversible reactions. The order of the reactions and their conversion rates are
often subject to the limitations of the reaction kinetics and thermodynamic equilib-
rium of the gasification process. For instance, reactions (1)–(3) presented in a previ-
ous section are combustion reactions that actually go to completion when equilibrium
positions of the reactions shift to the right. However, not all reactants in a gasification
process can be completely converted into products; as such, stoichiometric
calculations may be required to determine the products of a completed reaction [5].

While the kinetics of a reaction can determine how fast products are formed and
whether the reactions in the gasifier go to completion, the equilibrium state of the
reaction determines to what extent the reaction can progress. The thermal efficiency
of the gasification process and the composition of the syngas produced are strongly
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influenced by the thermodynamic equilibrium of the water-gas-shift reaction and the
steam-methane-reforming reaction (reactions (7) and (8), Section 3) [3, 4]. A useful
tool for evaluating important design parameters of a gasification technology is ther-
modynamic modeling. With this tool, process efficiency can be optimized at different
operating conditions; the relative quantities of gasifying agents such as oxygen and
steam can also be calculated including the composition of the product syngas.

4. Controlling factors to the stability of gasifier operation

An understanding of the technical challenges of gasification technology requires a
basic understanding of the factors that control the stability of gasifier operation. A
typical gasification process includes the following four key steps: drying, pyrolysis,
oxidation, and reduction. There are no strict boundaries between these steps; they
often overlap and a host of factors including the type of gasifier, feedstock type, and
process parameters, such as temperature, determines the output of a gasification
process involving the four key steps listed above [4, 5, 8]. The operating temperature
of a gasification process is a function of the amount of oxygen fed to the gasification
system (gasifier), which induces partial gasification. Temperature response will
abruptly change at an equivalence ratio (ER) of about 0.25; depending on the source
of oxygen, this change point is typical of gasifier temperatures in the range 600–800°
C; some quantities of oil and tar are produced in the pyrolysis stage of the gasification
process. These products of the pyrolysis stage are stable for about a second at temper-
atures lower than 600°C [13].

The fixed bed updraft gasifier operates at temperatures below 600°C and generates
considerable amounts of tars that are often emitted with the syngas, while its coun-
terpart, the downdraft gasifier (also of the fixed bed type) is self-regulating and pro-
duces far less tar relative to the updraft gasifier; the fluidized bed gasifier also has high
tar production rate, in fact, its tar production rate is greater than other types of
gasifiers like the fixed bed and the entrained flow gasifiers [13, 14, 17].

5. Technical challenges of the gasification technology

Although the gasification technology has experienced development over several
decades and has been commercialized in a number of countries like those previously
mentioned [14]; its successful operation is not as simple as can be imagined because of
the thermodynamics of the operation of the technology are not well understood.
Further exploitation of the technology still needs to overcome a considerable number
of technical issues. A description of the technological barriers that are associated with
each type of gasification technology is presented thus:

5.1 Limitations of the fixed bed gasifier

The fixed bed gasifiers (updraft, downdraft, and crossdraft) are the simplest of all
the types of gasifiers and are mainly suitable for small-scale applications (<10 MWth)
[5]. Although they (fixed bed gasifiers) are very advantageous in terms of their
simplicity and ease of operation, they generally suffer from poor mixing and poor heat
transfer within the gasifier, which makes it difficult to achieve even distribution of
fuel and temperature across gasifier geometry hence scale-up of this type of gasifier is
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difficult. The fixed bed downdraft gasifier, which has not satisfactorily performed
with feedstock capacity beyond 425 kg/h [18], is a typical example of the described
technical issue. This is because air cannot travel up the center of the gasifier, which
creates cold spots in and around the combustion zone of the gasifier during operation
and results in reduced gasification efficiency. This limitation has been attributed to
design characteristics in terms of gasifier geometry (throat angle and throat diameter)
and air inlet velocity. In the case of the updraft gasifier however, its high tar produc-
tion rate (5–20%) [19] remains a challenge to date and renders this type of gasifier
unsuitable where a clean product gas (syngas) is desired. Due to its high tar produc-
tion rate, the updraft gasifier is well-suited for the gasification of low-volatile feed-
stocks like charcoal [5].

5.2 Limitations of the fluidized bed gasifier

In terms of configuration, the fluidized bed gasifier (FBG) operates on the
principle of fluidization where a gas stream is forced through a particle bed vessel that
behaves like a fluid under certain conditions such as high particle flow velocity. The
commonly used fluidization media include air, steam, or mixtures of steam/oxygen.
The FBG is the most efficient of all types of gasifiers and its efficiency is mainly
dependent upon the thermochemical and fluid behavior inside the gasifier; this type of
gasifier is more appropriate for medium-scale units of about 5–100 MWth [5, 20, 21].
From a system performance and technical point of view, the operation of the FBG is
quite complex because of the need to simultaneously control air supply, bed material,
and feedstock during operation of the gasifier. As a result, the product gas obtained
from the gasification process may be very high in particulates, which can circulate and
cause equipment erosion. Although it may sway the gasification process, the FBG is
operated at high-pressure conditions, which can result in low volumetric gas flow rates,
condensation during compression, and other operational complications such as
defluidization from particle agglomeration particularly when agricultural crops and
wastes are used as feedstock in the gasification process. This is because agricultural
crops and wastes contain an increased amount of ash/alkali and, the alkali content of ash
(such as sodium and potassium alkali) can form low-melting eutectics with the silica in
the sand, which is the regularly used bed material in FBG processes [22]. Under this
condition, agglomeration and sintering will occur, triggering the formation of a thin
sticky substance around the bed particles with an instant loss of bed fluidization
(defluidization). Typical factors influencing agglomeration and the loss of fluidization
in FBGs are presented in Table 2.

Even if more sophisticated bed materials such as alumina and magnesite are used
in the FBG process of feedstocks with high ash/alkali content, process cost will
become an issue of concern. These types of technical issues call to question the
feedstock flexibility of the FBG systems.

5.3 Limitations of the entrained flow gasifier

The entrained flow gasifier (EFG) is an old alternative energy production technol-
ogy used on a large-scale (>50 MWth) [5] in the petroleum industry for the gasifica-
tion of petroleum residues. This type of gasifier offers greater rates of collision
between solid particles and is considered excellent in terms of performance because of
vigorous mixing of feedstock and oxidizing agent as well as better feed conversion
efficiencies in comparison to other types of gasifiers [25]. However, even though the
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EFG has been in existence for centuries, it has not been exploited to its full potential
partly because the fundamental principles underpinning its operation are still vague,
particularly with regards to the type of material suitable as feedstock. The mecha-
nisms involved in the feedstock conversion process are still under debate. In addition,
the EFG is operated at very high temperatures (1,200 – 2,000°C) and pressures, under
these operating conditions, fuel-oxygen mixtures are turned into a turbulent flame of
dust that ensures the production of liquid ash, which are deposited on gasifier walls.
This constitutes a technical issue of concern, particularly when analyzing the ash
melting behavior of the material used as feedstock in the gasification process. Due to
this high operating pressure, numerical modeling and experimental validation of the
EFG tend to be onerous. Furthermore, due to its operating conditions, only specific
types of materials are used as feedstock.

6. Current research status

Extensive studies have been undertaken on gasification technology over the last
decade. Despite the numerous studies, however, there are still pending research-
related issues (such as those described in preceding sections) that require further
improvements. For example, Kaushal et al. [26] developed a one-dimensional steady-
state model specific to the bubbling fluidized bed gasifier (BFBG). Gómez-Barea et al.
[27] also reviewed the performance optimization of a small-scale FBG plant with the
aim of maximizing char conversion rate and minimizing secondary gas treatments.
The process performance of the downdraft gasifier was evaluated by Biagini et al. [28]
in which the performance parameters such as syngas production, syngas heating
value, cold gas efficiency, and the net efficiency of the gasifier were monitored using
corn cobs as feedstock. Furthermore, the performance of a pilot-scale pressurized
entrained-flow (EFG) plant using stem wood made from pine and spruce as feed-
stocks was assessed by Weiland et al. [29]. A combined system involving gasification,
hydrothermal carbonization (HTC), and solid oxide fuel cell (SOFC) technologies was
developed by Papa et al. [30] using commercial process simulation software (ASPEN
Plus), where the focus was to investigate the efficiency of the system under various

Parameter Agglomeration and loss of fluidization (defluidization)

Temperature The possibilities of agglomeration and defluidization are exacerbated by rising
temperatures.

Steam Agglomeration and defluidization can occur upon increase in steam during
gasification due to the formation of molten sodium disilicate, which can occur
via liquid-solid reaction under steam application conditions.

Alkalis, iron sulfides,
and siderite

Increases the possibilities of the formation of sticky substances, which can, in
turn, facilitate agglomeration and defluidization.

Fluidization velocity The tendencies of agglomeration are lowered below the sintering temperature of
ash when the velocity of fluidization is increased. The force of segregation also
increases under this circumstance.

Particle size
distribution

The possibilities of agglomeration and defluidization are high when bimodal or
multimodal particle size distribution occurs.

Table 2
The summary of the impact of operating parameters on agglomeration and loss of fluidization [23, 24].
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operating conditions. The challenges and opportunities of modeling the gasification
technology using Aspen Plus were also detailed by Mutlu and Zeng who alluded to the
issues of the gasification technology as hindering the widespread commercialization of
the technology [31].

7. Research priority areas and solutions to the identified technical issues

The FBGs such as the downdraft gasifier is characterized by four distinct reaction
zones including the drying, pyrolysis, combustion, and reduction zones respectively;
the specific functions of each of these zones are described in [32]. Of these distinct
reaction zones, the combustion zone, also known as the oxidation zone, is considered
the most important zone because heat is generated in this zone. However, the pres-
ence of cold spots (a factor linked to uneven heat distribution in and around the
combustion zone of the downdraft gasifier), is the main reason why these types of
gasifiers are limited to small-scale applications [13]. There are basically two methods
that can provide a solution to the problem of uneven heat distribution in fixed bed
systems: one method is to decrease the cross-sectional area of the gasifier at a certain
height. This means altering the design characteristics of the throat angle and throat
diameter of the gasifier by way of size-reduction. The other method is to centralize the
air inlet and its velocity using nozzles that are positioned in a way that allows the
throat circumference of the gasifier to be captured.

In the case of the FBGs, although a well-established technology (in terms of design
concept) for heat and power generation, bed defluidization, as indicated in a previous
section, is considered themain technical issue, which as previously described, occurs due
to agglomeration and pressure drops, particularly when gasifying feedstocks with high
amounts of ash such as agricultural residues and wastes. Alkali silicates such as calcium,
potassium, and sodium silicates present in ash can form low-melting eutectics with
silica, which is often used as the bed material in FBGs [22]. A quick and easy solution to
the defluidization problems in FBGs is to replace the commonly used bed material
(silica) with more advanced artificial materials such as aluminum oxide or magnesium
carbonate. However, the cost associated with the use of these materials may constitute a
major drawback. Therefore, the hydrodynamics of the FBG needs to be further investi-
gated and the hydrodynamic study must incorporate devolatilization kinetics, char
gasification, and gas species in relation to particle agglomeration and sintering.

For the high-pressure EFG, the production of molten ash (which mostly originates
from the ash constituents of the feedstock and forms deposits on the walls of the
gasifier) is a commonly encountered technical problem. Depending on the operating
conditions of the gasification process, the molten ash deposits often solidify, causing
plugging and the blockage of critical parts of the gasifier thereby hindering process
efficiency. Therefore, just like the FBG, a solution to the problem of molten ash
formation in the EFG is to further investigate the feedstock conversion mechanism
and gasifier hydrodynamics, particularly when more complex low-grade feedstocks
such as agricultural residues and biomass-based chars are used in the gasification
process under high-pressure conditions.

Studies [33, 34] have shown that modeling work has accelerated the research
progress made in the field of biomass gasification since gasifier design and operating
conditions can be optimized at minimal time and costs. However, modeling and
simulation cannot replace good experimental investigations. In fact, studies [35] have
determined that mathematical modeling and simulation of high temperature and
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pressure reaction systems involving gaseous, liquid, and solid phases is a major scien-
tific challenge. Therefore, addressing the technical issues of the gasification technolo-
gies described in this chapter will not only require the development of a robust and
sophisticated model that can be applied to a wider range of operating parameters of
the gasifiers but also able to replicate actual operations of the gasification technologies
with an acceptable level of anomaly.

8. Conclusions

Gasifier design and process optimization for complex biomass feedstocks, in general,
are very challenging due to the lack of detailed understanding of the various thermo-
chemical reaction steps governing the conversion of biomass feedstocks under high
temperature and pressure conditions. The gasification technologies described in this
chapter are multiphase systems that are characterized by complex operational steps.
Therefore, in order to better comprehend the complex interactions between process
steps during gasification and to address the technological issues earlier described,
experimental studies under systematic variation of feed specification and process
parameters are required. It is also necessary to ensure proper process mapping based on
experimental data from lab- to pilot-scale in order to develop a comprehensive gasifi-
cation process understanding and to provide a thorough data basis for the validation of
numerical simulations. This implies the development of state-of-the-art experimental
techniques that are applicable under the acrid conditions of gasification technologies.
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Chapter 6

Green and Sustainable Chemical
Looping Plasma Process for
Ammonia and Hydrogen
Production
Mohsen Sarafraz, Farid Christo and Bernard Rolfe

Abstract

The overarching aim of this chapter is to propose a novel clean thermochemical
process that harnesses thermal plasma technology to co-produce hydrogen and
ammonia using a chemical looping process. The thermodynamic potential and
feasibility of the process were demonstrated using a simulation of the system with
aluminium and aluminium oxide as the oxygen and nitrogen carriers between the
reactors. The effect of different operating parameters, such as feed ratio and temper-
ature of the reactor, on the energetic performance of the process was investigated.
Results showed that the nitridation and ammoniation reactors could operate
at <1000 K, while the thermal plasma reactor could operate at much higher temper-
atures such as (> 6273 K) to reduce the alumina oxide to aluminium. The ratio of
steam to aluminium nitride was identified as the key operating parameter for control-
ling the ammoniation reactor. Using a heat recovery unit, the extracted heat from the
products was utilised to generate auxiliary steam for a combined cycle aiming at
generating electricity for a thermal plasma reactor. It was demonstrated that the
process can operate at an approximate self-sustaining factor � 0.11, and an exergy
partitioning fraction of up to 0.65. Integrating the process with solar photovoltaic
showed a solar share of �32% without considering any battery storage units.

Keywords: three-stage chemical looping, ammonia, hydrogen, aluminium oxide,
thermal plasma

1. Introduction

Ammonia is a key hydrogen carrier with the potential to be utilised as a fuel, an
intermediate product, and also a combo product (of hydrogen and nitrogen) for
agricultural and pharmaceutical applications. The current chemical pathway for gen-
erating ammonia is through the Haber-Bosch (HB) methane reforming process [1, 2]
which is highly dependent on the quality and price of natural gas. The Haber-Bosch
process includes consecutive stages of methane reforming, followed by water-gas shift
improvement and catalytic nitrogen fixation at high pressure and low temperatures
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[3, 4]. All these stages are energy-intensive, far from equilibrium and release CO2 as
part of the process due to the number of reformers existing in the process [5]. Hence,
the HB process is not a sustainable cycle for nitrogen fixation [6] and ammonia
production considering the technical challenges associated with environmental pollu-
tion and global warming [7].

The main issue with CO2 formation is the presence and adjacency of oxygen and
carbon that can generate either CO2 via complete combustion, or CO through partial
oxidation reactions as represented below:

C sð Þ þO2 gð Þ ! CO2 gð Þ,ΔG ¼ �394:3 kJ=mol@273 K, (1)

and

2C sð Þ þO2 gð Þ ! 2CO gð Þ,ΔG ¼ �269:9 kJ=mol@273 K: (2)

Reactions 1 and 2 can proceed depending on the availability of the oxygen in the
reactor, referred to as the “O/C” molar ratio. In conventional combustors and gaseous
reactors, these reactions will always occur due to the direct contact of oxygen and
carbon. Therefore, new combustion systems should be developed to avoid the pro-
duction of Green House Gases (GHGs). Chemical looping technology [8] is a promis-
ing thermochemical pathway by which the direct contact between air and fuel is
inherently hindered, thereby avoiding the production of CO2 and/or CO. In a chemical
looping system, oxygen is transported between two reactors via an oxygen carrier
(OC), which has the following properties:

• An oxygen carrier should provide sufficient oxygen content and reduction–
oxidation capacity (cyclic redox) [9–11]. This means that the oxygen carrier
should be able to release the oxygen where required and absorb it using a cyclic
process for an unlimited time while retaining its solid physical properties,
morphology, and structure [11, 12].

• The oxygen carrier should have suitable thermophysical properties such as high
thermal conductivity, high heat capacity and density, hence representing
favourable thermal diffusivity, ( k

ρcÞ [13]. It is a key thermal characteristic that
affects the residence time of the oxygen carrier in the reduction and/or oxidation
reactors. It will also promote thermal performance and heat transfer coefficient
in the reactor [14].

• The oxygen carrier should also offer various stable states of oxidation [15].
Accordingly, depending on the operating conditions, end-user requirements and
products, the chemical pathway can be designed based on these stable oxidation
states.

A general chemical looping system includes reactors (for combustion [16],
reforming [17], or gasification [18]) or as will be investigated here, it has three
reactors (for ammonia/hydrogen production) [19] in which cyclic reduction and
oxidation occurs.

There has been extensive research conducted on the potential of chemical looping
systems for hydrogen production. For example, steam chemical looping gasification
[20] or Co2-chemical looping gasification [21, 22] is one potential configuration that

100

Latest Research on Energy Recovery



has been extensively investigated for H2-enrich fuel production. For example, He et al.
[23] recently, proposed a new concept for steam chemical looping gasification to
decrease the exergy destruction and to improve the cold gas efficiency of the gasifier.
They used coal as the source of fuel and demonstrated that the efficiency of the cold
gas can be as high as 86% in a three-stage chemical looping system. Also, the energy
efficiency of 62.3% was calculated for the proposed plant. Pan et al. [24] used indus-
trial waste such as gypsum and steel slag as the oxygen carrier to operate a steam
chemical looping gasification system for generating H2-enriched fuel. Based on the
FactSage calculation [25] and experimental validation, they found that the optimum
temperature for the gasification is around 1023 K, with a feedstock/oxygen carrier
ratio of 1 and steam to oxygen carrier of 0.6. In a similar study, Zhao et al. [26]
assessed a novel chemical looping gasification concept in which NiFe2O4 and CuFe2O4

particles were synthesised and utilised as an oxygen carrier for hydrogen production.
They identified the optimum operating conditions for both reduction and oxidation
reactions and showed that the gas yield can be as high as 64.98 mol/kg and
syngas quality can reach 2.79 which is suitable for gas to liquid and Fischer-Tropsch
processes [27, 28].

CO2-chemical looping gasification is another process similar to dry gasification or
pyrolysis which is used to generate syngas from coal or biomass. Recently, Xu et al.
[22] developed thermodynamic models followed by conducting a series of experi-
ments to assess the gasification of rice husk char sourced from pellet pyrolysis. They
investigated the effect of various operating parameters including temperature, CO2

concentration, and quantity of the oxygen carrier on the performance of the system.
They showed that the presence of CO2 can influence the performance of the gasifica-
tion process. Also, they identified a mass transfer resistance within the char particles
due to the change in the pore structure of the feedstock, which affected the gasifica-
tion conversion. Zhang et al. [29] evaluated the effect of the red mud as the active
oxygen carrier on the pyrolysis and gasification in a chemical looping gasification
process. They utilised a fluidised bed reactor and investigated the effect of
temperature (750–900°C) and also the ratio of the oxygen carrier to fuel (0.1–0.7)
onthe syngas quality and chemical conversion extent of the fuel. The results indicate
that red mud promoted the pyrolysis reaction and also intensified the gasification
reaction. However, increasing the temperature decreased the syngas quality from
7.26 to 4.83. In another study, Zhang et al. investigated a novel hydrogen
production process with integration of CaO - Ca(OH)2 thermal storage unit for
gasification of coal and biomass using chemical looping of calcium. The thermal
storage unit decreased the quantity of oxygen carrier required for the process and also
improved the rate of hydrogen production. at optimum conditions of temperature and
pressure, the gas yield was 17% higher than a normal process. The process was
reported to have an energy conversion efficiency of 42.1% together with an exergy
efficiency of 39.4%.

Figure 1 represents schematic diagrams of two-stage and three-stage chemical
looping technologies. In a three-stage chemical looping, it is assumed that the third
reactor can dissociate the metal oxide into reduced metal directly and without any side
reaction with air or other chemicals. However, in the two-stage chemical looping, the
second reactor requires air to regenerate the oxygen content of the oxygen carrier.

As represented in Figure 1a, for combustion/gasification chemical looping sys-
tems, a reduction reaction occurs, in the fuel reactor between a metal oxide and a fuel,
which is an endothermic reaction requiring an external energy resource to drive the
reaction to its equilibrium. For example, for alumina oxide as an oxygen carrier in a
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chemical looping reforming system for CH4, in the fuel reactor, methane reacts with
aluminium oxide according to the following reaction:

3CH4 gð Þ þ Al2O3 sð Þ ! 2Al sð Þ þ 6H2 gð Þ þ 3CO gð Þ,ΔG1773K ¼ 5:1 kJ=mol (3)

or

1:5CH4 gð Þ þ Al2O3 sð Þ ! 2Al sð Þ þ 3H2 gð Þ þ 1:5CO2 gð Þ,ΔG1773 K ¼ 5 kJ=mol (4)

The Gibbs value (ΔG) of both reactions are relatively the same. Hence, to deter-
mine the dominant reaction in the fuel reactor, the thermodynamic condition of the
reactor must be studied, which includes the operating temperature and pressure of the
fuel reactor, and the quantity of Al/aluminium oxide (oxygen availability, i.e., the O/C
ratio). In the air reactor, the reduced metal (Al for our reactor) reacts with an
abundant amount of air via an exothermic reaction to generate aluminium oxide
particles and vitiated air. The vitiated air can then be utilised for electricity generation
via gas combined power cycles, while the re-generated metal oxides can be fed into
the fuel reactor again to be reduced over reforming reaction. As shown in the litera-
ture review section, it was identified that chemical looping gasification (either with
steam or CO2) is mainly used for generating syngas fuel. Accordingly, gasification
includes the emission of CO2 and CO as the products of the process. However, in the
present work, the chemical looping technology will be utilised to generate hydrogen
and ammonia instead of hydrogen and carbon monoxide, thereby either reducing or
eliminating the carbon footprint from the process.

With process modifications, as represented in Figure 1b, the chemical looping
technology can be utilised for the co-production of ammonia and hydrogen referred to
as “3-stage chemical looping ammonia production, 3CLAP”. In the nitridation reactor,
a metal nitride can be formed by a direct exothermic reaction between a metal and a
pure nitrogen stream. Pure nitrogen steam can be sourced from an air separation unit
or any vitiated air from other industrial processes that have 99% nitrogen purity. In
the ammoniation reaction, the metal nitride reacts with steam to generate ammonia
and/or hydrogen depending on the availability of the steam, temperature of the
reaction, and quantity of metal nitride in the reactor. The metal oxide produced from
the ammoniation reactor is then fed into a dissociation reactor to be dissociated into

Figure 1.
Chemical looping systems for a) two-stage reforming/combustion/gasification and b) three-stage ammonia/
hydrogen production.
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pure metal and oxygen. While metal is fed into the nitridation reactor, oxygen can be
chilled, stored and used for other industrial/health applications.

The main bottleneck of the 3CLAP system is the dissociation reactor. This is
because dissociating metal oxides, such as Al2O3, requires high temperatures
(�6273 K) to provide sufficient thermal driving force for such a highly positive Gibbs
free energy of the “metal oxide to reduced metal reaction”. Such high temperatures
cannot be maintained by conventional reactors; hence, thermal plasma is suggested as
a potential technology that can be utilised in this process.

In this chapter, the use of thermal plasma technology as a disruptive method is
proposed to push the boundaries of dissociation reactors, and increase the chemical
efficiency and performance of the process. Also, a renewable energy-friendly concept
has been designed and simulated to demonstrate the feasibility of co-production of
hydrogen and ammonia when integrated with photovoltaic solar energy generation.
For the proposed process, Al/Al2O3 pair was used as it has reasonably large Gibbs free
energy and a tendency to participate in the reaction, favourable thermophysical
properties and stable thermodynamic phases during cyclic reduction and oxidation
reactions. The Gibbs minimisation method coupled with thermochemical analysis was
utilised to quantify the thermodynamic performance of the proposed system includ-
ing hydrogen/ammonia ratio, exergy partitioned in the gas products, 1st law thermo-
dynamic efficiency, self-sustaining factor, exergy partitioning factor, and renewable
energy share (solar share).

2. Conceptual design of 3CLAP and its configuration

2.1 Process design

Figure 2 represents a detailed illustration of a three-stage chemical looping
ammonia production system [19] designed for integration with a photovoltaic solar
farm. In this process, three reactors for nitridation, ammoniation and thermal plasma

Figure 2.
An illustration of the proposed process for hydrogen and ammonia production using the aluminium chemical
looping process.
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are utilised amongst which thermal plasma is integrated with solar PV, while a heat
recovery system is designed to recover heat from the reactors’ outlets.

As already discussed, the energy of the thermal plasma is proposed to be supplied
from renewable energy sources, such as solar photovoltaic combined with the elec-
tricity that can be generated from a built-in power cycle (steam combined cycle from
the recovered heat of the processes), thereby improving the process sustainability and
its energetic performance.

Figure 3 shows the process model developed using the Aspen Plus software package
for simulating the 3CLAP process operating with alumina. Alumina was selected
because it has high thermal conductivity, good thermal response, and high Gibbs free
energy. Also, in the model, the aluminium/aluminium oxide pair was assumed to remain
solid in all process stages. Also, the separators were assumed to have 100% separation
efficiency and a capacity to separate solid materials from gases. The steam flow rate in
the steam power cycle was varied depending on the thermal loading of the heat recovery
thereby enabling the steam turbine to operate at a constant stream inlet temperature.

The simulations were performed with the Aspen Plus software package coupled
with Matlab and Homer [30–32] to simulate the photovoltaic panels. To simulate the
reactors, the Gibbs minimisation method [33] was utilised for the nitridation, ammo-
niation, and thermal plasma reactors. Also, thermochemical equilibrium analysis [34]
was used to conduct sensitivity analysis of the reactors against operating parameters
such as temperature or feed ratios. All Gibbs’s free energy parameters, enthalpy of
reactions, and thermodynamic properties were extracted from Barin’s Handbook [35].
In addition, the following assumptions were considered in the model:

1.No heat loss occurs from any reactors during the process which represents an
ideal operating condition;

2.All reactions proceed to equilibrium as there is no impurity in the system;

3.As the temperature is below the melting point, no structural change and
morphology change occurs in the solid phase;

4.There is a robust particle handling system available to feed the particles in and
from the reactors;

Figure 3.
The Aspen plus model was developed for simulating the 3CLAP system.
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5.There are no side reactions between the walls of the reactors, and the solid
particles;

6.There is a rapid quenching system for the thermal plasma reactor to cool the
particles once they are formed inside the reactor to avoid driving other side
reactions.

These assumptions are used to simplify the analysis and provide a benchmark of an
ideal process, However, in practice, an adjustment based on the specific design is
required in the model to account for the effect of imperfections and non-ideal condi-
tions on the physical performance of the system.

2.2 Aluminium-oxygen-nitrogen thermodynamic system

As a preliminary step, the change in the Gibbs free energy of each reaction must be
evaluated at equilibrium conditions to ensure reactions are thermodynamically feasi-
ble in fuel or air reactors. Accordingly, to assess the thermodynamics of the 3CLAP
system at equilibrium conditions, it is necessary to consider aluminium, nitrogen and
oxygen and any oxidation states such as Al2O3 as part of the thermodynamic system.
Since all reactors work at atmospheric pressure, the Gibbs minimisation analysis is
assumed to be only a function of temperature. In the nitridation reactor, the following
reaction occurs:

Al sð Þ þN2 gð Þ ! AlN sð ÞΔG ¼ 579:1 kJ=mol (5)

The AlN formed in the reactor is then fed into the ammoniation reactor in which
the following reaction is expected to occur:

2AlN sð Þ þ 3H2O gð Þ ! Al2O3 sð Þ þ 2NH3 gð Þ,ΔG298 K ¼ 59:6 kJ=mol (6)

The key operating parameter here is the molar ratio of the reactants (steam/AlN
ratio) which determines the final product of the reactor. Hence, depending on the
availability of nitrogen and steam in the reactor, the following reaction can occur in
the ammoniation reactor:

2AlN sð Þ þ 3H2O gð Þ ! Al2O3 sð Þ þ 3H2 gð Þ þN2 gð Þ,ΔG298 K ¼ 321:8 kJ=mol (7)

The produced Al2O3 particles from both reactions are then fed into the thermal
plasma reactor to be dissociated to aluminium and oxygen according to the following
reaction:

Al2O3 sð Þ ! 2Al sð Þ þ 1:5O2 gð ÞΔG6373K ¼ �16:4 kJ=mol (8)

The pure aluminium is then returned to the nitridation reactor, completing the
cycle, while oxygen can be chilled and stored for industrial and/or hygienic
applications. This reaction is endothermic, thereby high energy is required in the
thermal plasma reactor. Also, there is a need to utilise a rapid quenching system to
be able to create aluminium particles in a plasma environment. The rapid
quenching system must be robust, with a small response time close to that of a
plasma reactor (i.e., microseconds to milliseconds). Considering the existing
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utilisation of plasma reactors for carbon black particle production [36], and the
maximum temperature that a plasma reactor can reach [37], an arc thermal plasma is
proposed. Combined with electricity produced via renewable energy sources, it
decreases the emission of CO2 and carbon footprint to the environment. As shown
in Figure 4, a comparison between the equilibrium mole percentages of gaseous
products in the thermal plasma reactor before and after the quenching shows that
a rapid quenching system can operate at T > 6373 K to avoid recombination of
oxygen and alumina. As shown in Figure 4b, the stable thermodynamic
components after rapid quenching are Al2O3 and Al, while before quenching, O(g),
O2(g) and various solid phases of alumina are the dominant products of the thermal
plasma.

2.3 Calculation of the thermodynamic parameter

To calculate the Gibbs free energy of the reactions and the change in the enthalpy
of the proposed reactions, the following equation was utilised:

ΔGRi ¼
X

ΔGpro: �
X

ΔGRct:: (9)

In this equation, G is the Gibbs free energy (kJ/mol), pro and Rct are acronyms for
the products and reactants. If ΔGRi>0, it shows that the reaction is not thermody-
namically feasible, while ΔGRi< 0 shows that the reaction will proceed towards
equilibrium without any thermodynamic barrier.

The same equation was utilised for the enthalpy of reaction, which is as follows:

ΔHRi ¼
X

ΔHpro: �
X

ΔHRct:: (10)

In this equation, H is the enthalpy of reaction (kJ/mol). ΔHRi> 0 shows that the
reaction is endothermic thereby requiring thermal energy to proceed to the equilib-
rium state. However, ΔHRi < 0 simply shows that reaction is exothermic, thereby
releasing thermal energy during the reaction.

The self-sustaining parameter is defined as the ratio of the energy recovered and
produced by the power block to the energy demand from the thermal plasma reactor
defined with the following equation:

Figure 4.
Formation and stability of different phases and compounds in the thermal plasma reactor before and after the
rapid quenching process for metals and powders [38].
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SSF ¼ WTur:

ETPR
: (11)

In the above equation, WTur: is the amount of energy recovered and converted to
electricity using a multi-stage turbine from a built-in power block and ETPR is the
energy demand from a thermal plasma reactor.

The exergy partitioning factor is the amount of energy that can be stored in form
of chemical exergy in the products of the plant and can be calculated using the
following equation:

EPF ¼ _nH2LHVH2 þ _nNH3LHVNH3P
ΔHnet,reactors1,2,3

: (12)

Here, _ni is the mole flow of component I, LHV is the acronym defined for the lower
heat value for either hydrogen or NH3. The molar ratio of the steam to AlN is also
defined as φ according to the following equation:

φ ¼ H2O½ � kmol
h

� �

AlN½ � kmol
h

� � : (13)

The above thermodynamic parameters were used in the calculations to assess the
energetic performance and thermodynamic potential of the system.

3. Result and discussion

3.1 Nitridation reactor

Figure 5 represents the effect of temperature on the Gibbs free energy of the
reaction in the nitridation reactor. As can be seen, by increasing the temperature of
the reactor, for example from 250 K to 1000 K, the Gibbs free energy is decreased by
�25% recorded at atmospheric pressure. Also, the enthalpy of the reaction shows a

Figure 5.
Variation of the Gibbs free energy and enthalpy of the reaction with the temperature of the nitridation reactor.
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linear weak dependence on the temperature of the reactor because it is an exothermic
reaction. For example, increasing the temperature from 250 K to 1000 K causes only a
1.4% decrease in the enthalpy of the reaction. Also observed, was a slight drop in the
enthalpy around T = 750 K due to the phase change in the AlN (solid) to the eutectic
and liquid phase. Notably, to avoid complexity in the operation and reduce potential
plant costs associated with maintaining the operating pressure, all reactors are
designed at atmospheric pressure. This is advantageous as it can reduce erosion and
corrosion related to high-pressure gaseous reactions in the reactors. It is worth men-
tioning that reaction 5 is spontaneous, hence it is not energy-intensive and does not
require a continuous energy source to maintain its temperature. It can proceed to
equilibrium due to the heat released during the reaction. Also, considering the melting
temperature of the aluminium, the operating temperature of the nitridation reactor is
set to the minimum with a 50 K buffer zone to avoid any liquid metals and clogs
forming inside the pipes and walls of the nitridation reactor. Thus, T < 700 K is
designated as a suitable temperature for the operation of the reactor. These findings
are in good agreement with the results obtained in the literature for the hydrolysis
reactors. Wang et al. [39] showed that a similar reaction can be driven with a
non-equilibrium hydrolysis reactor in a system referred to as “Chemical Looping
Ammonia Generation” (CLAG).

3.2 Ammoniation reactor

The generated AlN from the nitridation reactor is fed into the ammoniation reactor
to be blended and react with steam for ammonia generation. As already elaborated in
Section 3, reactions 6 and/or 7 occurs in this reactor depending on the operating
conditions and molar ratio of steam to AlN feed. As represented in Figure 6, the
results of the equilibrium analysis for the ammoniation reactor showed that while the
dominant reaction in the reactor is reaction 6, it is an exothermic reaction. Also, there
is a weak dependence of the performance of the reactor on temperature. Also, the
Gibbs free energy for the reactions showed that with an increase in the temperature of
the reactor, the ΔG value increases by �30%.

For example, at T = 900-1000 K, �300 kJ/mol < ΔG < �400 kJ/mol. This shows
that the reaction is highly spontaneous in the reactor at this operating temperature

Figure 6.
The variation of the Gibbs free energy and enthalpy of reaction with the temperature of the ammoniation reactor.
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region while at any other operating temperature < 1000 K, the reaction is still feasible
and can reach equilibrium without any phase change occurring inside the reactor.
Hence, the temperature of the reactor must be chosen wisely to avoid phase change
and melting in the reactor. Overall, the upper limit operating temperature for the
reactor is �1000 K in which particles are still solid, the Gibbs free energy is negative
and the reaction is exothermic.

As shown in Figure 7, the molar ratio of steam/AlN (φ value) is another key
operating parameter that can control the chemical performance of the ammoniation
reactor. Production rates of H2 and NH3 are nonlinearly dependent on the tempera-
ture of the ammoniation reactor, and it is proportional to the value of the steam to AlN
ratio. For example, the final product from the ammoniation reactor could be
determined by the φ value. As an example, at T = 540 K, for 0.5 < φ < 1, the dominant
product of the reactor is hydrogen with H2/NH3 ratio � 25, while at 1 < φ <3, the
H2/NH3 ratio significantly increases from 25 to 50 showing that production of
ammonia is severely suppressed by increasing the amount of steam in the system. This
is because, for larger φ values, the hydrogen and oxygen content in the reactor is
increased which drives reaction 7 towards equilibrium. As a result, hydrogen
production increases in the reactor. The best operating temperature range and
φ values for producing hydrogen were at T > 500 K and φ = 3. While for ammonia
production, not only the temperature of the reactor should be close to 300 K, but also
the φ value should be below 0.5. The aluminium oxide produced in this reactor is
then fed into the thermal plasma reactor to re-generate the reduced aluminium
particles for completing the cycle and to provide the feed for the nitridation reactor. It
is worth mentioning that in the hydrogen dominant operating region, still ammonia is
produced, however, the mole fraction of the H2: NH3 is 1:300 or (less than 0.3%) that
can be separated from the hydrogen stream using a robust aqua-ammonia condenser
already developed in the literature [40] or hydrogen/ammonia membrane separators
[41]. It is worth mentioning that alumina has already been identified as an oxygen
carrier in a two-stage chemical looping ammonia production at 1773 K and 0.1 MPa
using steam hydrolysis reaction. Galvez et al. [42] showed that both reactions can
occur at atmospheric pressure without any added catalysts. They also advised that
steam hydrolysis, which is an endothermic reaction, can be driven using concentrated
solar thermal.

Figure 7.
Variation of the H2/NH3 ratio with φ values at various operating temperatures inside the ammoniation reactor.
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3.3 Thermal plasma reactor

In a plasma reactive system, the reactions are driven by a non-conventional energy
source. A plasma stream includes (but is not limited to) ions, charged particles,
neutral species, radicals, and spinning-vibrational excited species with relatively high
Gibbs free energy (�ΔG) that participate in the reaction. The bombardment of any
neutral species by electrons (electron avalanche) and charged species in plasma can
stimulate the material to aggressively participate in the reaction. A thermal plasma is a
type of reactive plasma configuration in which reactions occur at very high tempera-
tures typically in the range 6000 K < T < 10,000 (for example for arc plasma
reactor). The high temperature of the plasma reactor ensures that the reactions can
proceed to equilibrium, thereby reaching a high chemical conversion extent and
chemical efficiency (generally >99%). The results of the modelling for the Gibbs free
energy and enthalpy of reaction, Figure 8, shows that at T > 6273 K, there is an
inflexion point for the Gibbs free energy to a negative ΔG making the reaction
thermodynamically feasible in the plasma reactor. For temperatures above 6273 K, an
increase in the temperature of the thermal plasma reactor leads to an increase in the
magnitude of the Gibbs free energy indicating that this reaction is more favourable at
high-temperature conditions. Also, the enthalpy of the reaction is >0 (across the
entire temperature range) implying the reaction is endothermic and requires thermal
energy to be driven towards equilibrium. At such high temperatures, it is expected
that all species exist in the gaseous phase thereby requiring a quenching system to
generate solid particles from gaseous metals.

3.4 Effect of pressure

The proposed 3CLAP process at atmospheric pressure has several advantages:

1. there is no complexity associated with maintaining the pressure and temperature
of each reactor. Since pressure and temperature can have a synergic or non-
synergic effect on the performance of the reactors (e.g., nitridation and
ammoniation), the operation of the reactors at atmospheric pressure can
minimise the complexity and technical challenges due to the temperature–
pressure interaction in the reactors.

Figure 8.
Variation of the Gibbs free energy and enthalpy of reaction with the temperature inside the thermal plasma reactor.

110

Latest Research on Energy Recovery



2.Thermal plasma reactor [43] is a relatively new technology, and most reactors
operate at atmospheric or slightly positive pressure conditions. Hence, it is
technically challenging to pressurise a thermal plasma reactor that has internal
delicate electrodes, narrow gaps, and thin walls.

3.Operations at high-pressure, high-temperature conditions [44, 45] create a harsh
environment that requires specific design, construction materials (e.g., Inconel,
fortified steel with passive protection, or carbon fibre). This strongly affects the
economic viability of the process and weakens the justifications and techno-
economic aspects of the plant. Hence, pressurising the reactors should be avoided
as much as technically possible to reduce the Levelized Cost of Energy (LCOE) in
the proposed system.

3.5 Thermodynamic characterisation of the process

The performance of the system based on the 1st law efficiency, nitrogen economy,
steam consumption, exergy partitioning factor and self-sustaining factor are depicted
in Figure 9. As can be seen, the 3CLAP process transport exergy in form of chemical
exergy by partitioning it in hydrogen and ammonia as the main products of the
system. Hence, a parameter is defined as Exergy Partitioning Factor to account for the
fraction of energy that is partitioned in the ammonia and hydrogen. Additionally,
using a heat recovery system, the energy recovered from outlet products and streams
are recovered and converted into steam to produce electricity for supplying the
energy demanded by the thermal plasma reactor. Hence, a parameter is defined as the
Self-Sustaining Factor (SSF) defined as the ratio of electricity produced by the heat
recovery block to the energy demand of the thermal plasma reactor. The results
showed that the designed process can achieve an SSF value of �0.11 without
incorporating renewable energy or external energy resources.

Also, it was found that the nitrogen and steam economy of the process is >1.8 and
< 1 showing that the proposed system can deliver 1 mol of ammonia at cost of

Figure 9.
The effect of the temperature of the thermal plasma reactor on self-sustaining and exergy partitioning factors.
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consuming �2 mol of nitrogen and < 1 mol of steam. Since steam production costs
vary depending on the source of water, the proposed system can offer a plausible
Levelized Cost of Energy and techno-economic value for ammonia production. Nota-
bly, to produce ammonia, the temperature of the ammoniation reactor should be as
low as 300 K to promote the economic viability aspects of the ammoniation reactor.

3.6 Renewable energy penetration - integration with solar energy

In this section, an example of hybridisation of the 3CLAP with solar photovoltaic
energy is represented to calculate the solar share and to obtain the installation capacity
required for the PV panel. It further elaborates on which fraction of solar energy can
penetrate the system, thereby reducing the CO2 emission from the plant. While the
entire thermodynamic plant is a zero-carbon process, energy demands for the reactors
can contribute greenhouse gases to the environment. Thus, it is critical to demonstrate
how the proposed process can operate with renewable energy. Figure 10 represents
the frequency of energy demand (Figure 10a) and its diurnal/annual fluctuations
(Figure 10b) from the plant calculated for a case study to produce �1 tonne/day of
ammonia. The energy algorithm of the plant was defined such that using renewable
energy and energy produced by the built-in power cycle are prioritised. However, if
both sources cannot meet the demand of the process, the energy from the grid is
ramped up to meet the demand.

A 2.1 MW generator was calculated for the grid network to adapt to demand
fluctuations. Considering a chain of 4 kW DC to AC converters, the performance of
the system for a location at Geelong, Victoria in Australia (where solar reception is
moderate) was evaluated. As can be seen, the solar share increases with an increase in
the PV installation capacity reaching 28.4% at PV installation capacity of �5 MW and
33.6% at installation capacity of 10 MW. Notably, the solar share can be improved by
adding battery storage units to the system to address the intermittent behaviour of
solar irradiance. However, a detailed assessment of renewable energy penetration is
not part of the main goal of this study.

4. Outlook and future of the technology

The proposed technology in this chapter offered the potential to co-produce
ammonia and hydrogen via a built-in heat recovery system and photovoltaic solar
energy.

The thermodynamic models developed in this chapter assessed the energetic per-
formance of the process and identified the thermodynamic limitations associated with
the use of a thermal plasma reactor. The optimum operating temperature, and feed
conditions together with the phase stability diagram for the aluminium particles in the
thermal plasma reactor were obtained via equilibrium chemical analysis based on the
Gibbs minimisation method. The results of this study showed that:

1.From the thermodynamic aspect, the process is feasible, with plausible efficiency
and exergy partitioning fraction, thereby, there is no thermodynamic barrier
avoiding the operation of this cyclic process.

2.The thermodynamic potential of the system for integrating with renewable
energy resources, such as photovoltaic solar energy, highlighted that the
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proposed process is resilient when using renewable energy for either small-scale
or large-scale production of ammonia and hydrogen. For example, at 1 tonne/day
production, an instant solar share (share of renewable energy without any
storage units) ranged from 21% to 33.6%. It means that by considering
SSF = 10%, about 43% of the demand can be maintained by the renewable energy
resource and heat recovery from the products.

Figure 10.
(a) Scattering and distribution of the process plant dynamic energy demand data calculated with Aspen plus, (b)
the calculated renewable energy fraction of the system based on the diurnal solar radiance profile obtained in
Geelong, Victoria 3220.
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3.The proposed process can have various industrial applications. For example, in a
centralised mode, it can be integrated with an air separation unit (ASU). The
ASU generates oxygen from the air and the side product of the plant is nitrogen
(or vitiated air which has reduced oxygen). While oxygen is produced from both
ASU and 3CLAP, the nitrogen from ASU can be fed in the proposed process to be
converted to ammonia for fertiliser production. Also, the proposed process can
be integrated with gas-cooled power plants (e.g., nuclear) not only to utilise the
nitrogen from the cooling loop, but also to generate electricity for the thermal
plasma and also to be injected into the grid. The other application of the proposed
system is to be utilised in areas where solar reception is high. While a thermal
plasma reactor can be built in any area with good solar reception, the rest of the
plant can be developed next to water resources (for steam generation) and near
nitrogen down streams. Hence, the proposed process can be designed in a de-
centralised (localised) mode.

While the feasibility of the process was successfully demonstrated in this chapter,
further studies are still required to promote the technology readiness level of the
3CLAP. The required studies are listed as follows:

4.1 Rapid quenching technology

To handle gas–solid reactions in a thermal plasma reactor, a rapid quenching
system is required to be fabricated to quench the aluminium particles once formed in
the plasma reactor. The quenching process reduces the Gibbs’s free energy and hin-
ders the particles from participating in the unwanted and side reactions with the
oxygen and radicals adjacent to the external surface of the aluminium particles. While
the feasibility of the carbon black formation with thermal plasma has already been
demonstrated in the literature, further studies are required to fortify the technology
for solid particle formation. The rapid quenching process must have a small residence
time and a very high heat transfer coefficient for high heat flux removal capacity.

4.2 Thermo-kinetics behaviour of the reactions

This study demonstrated the process feasibility of the 3CLAP process using equi-
librium thermodynamics assuming all reactions were to proceed to the equilibrium
state. The developed models are accurate for nitridation, ammoniation and for ther-
mal plasma reactor (as it operates at high temperatures). However, there are possibil-
ities that reactions are terminated at a point away from equilibrium. For example, the
presence of impurities, localised temperature gradient, and changes in the morphol-
ogy and structure of the aluminium particles can affect the cyclic behaviour of the
process and suppress the chemical performance of the system. Therefore, there is a
need to further study the thermo-kinetics behaviour of the aluminium particles and
develop general kinetics models for the reactions in each reactor.

4.3 Material selection and design

Thermal plasma is a new disruptive technology, recently demonstrated in the lab-
scale and pilot-scale studies [46]. Therefore, there is still a need to conduct further
studies on the type of materials that can be used for constructing the reactor, elec-
trodes, pipes and joints. While the temperature of the plasma reactor can locally reach
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10,000 K [47], the bulk gas can reach a temperature up to 2000-3000 K. This requires
a comprehensive study on material constraint and a material selection considering
erosion, corrosion, and transient studies aiming at measuring tear and wear occurring
inside the plasma reactor.

4.4 Prototyping the reactors

To the best of the authors’ knowledge, this process is novel and there is no
processing plant fabricated or constructed for ammonia/hydrogen production via
thermal plasma plant. Hence, once kinetics studies are conducted, with the knowledge
developed during material selection and design, prototypes can be constructed to
measure the real-time efficiency, and performance of the 3CLAP process. In addition,
there is further potential for other metals to be utilised in the process, thereby blend-
ing aluminium with other metals is another viable option to improve the real-life
performance of the reactors.

5. Conclusions

In this book chapter, the potential of co-production of ammonia and hydrogen via
a thermal plasma-assisted chemical looping technology was investigated. The pro-
posed system was hybridised with solar energy (photovoltaic) and the renewable
energy share was calculated. The Following conclusions were also made:

1.The Gibbs free energy calculations showed that all reactions in the nitridation,
ammoniation and thermal plasma reactor are thermodynamically feasible with
ΔG = 579.1 kJ/mol, ΔG = 321.8 kJ/mol and ΔG = -16.4 kJ/mol, respectively. In the
nitridation and ammoniation reactors, both reactions were spontaneous and both
reactors could operate at T < 1000 K to exclude any phase change phenomenon
inside the reactor.

2.A thermal plasma reactor was successfully demonstrated to dissociate Al2O3 to
reduced aluminium particles at T > 6273 K with Al and Al2O3 as stable
thermodynamic phases at 6273 K < T < 10,000 K. At T < 6273 K, ΔG > 0
resulting causes reactions to be infeasible.

3.The Self-Sustaining Factor (SSF) and Exergy Partitioning Fraction (EPF) were
calculated based on the energy demand of the thermal plasma and lower heating
value (LHV) partitioned in the products, respective. It was identified that while
the efficiency of the plant is >32%, the SSF and EPF are 0.11 and 0.65,
respectively showing that the system can supply 11% of its energy using steam
combined heat recovery and the exergy transported to the ammonia/hydrogen
stream is 65%.

4.At a production capacity of 1 tonne/day (NH3 basis), the integration of the
3CLAP with photovoltaic solar (with PV installation capacity of 3 MW up to
10 MW) showed that the instant renewable energy share can be as high as 21% to
33.6%, respectively (without using battery storage unit) which can be improved
by adding battery storage or further integration with wind energy.
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Overall, the thermodynamic assessments revealed that the 3CLAP system is con-
sidered as one of the processes for green ammonia and hydrogen production. How-
ever, its configuration can vary depending on the end-user requirements and
geographical needs.
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Chapter 7

Energy Efficiency Improvement in
Surface Mining
Ali Soofastaei and Milad Fouladgar

Abstract

This chapter aims to provide an overview of energy efficiency in the mining
industry with a particular focus on the role of fuel consumption in hauling operations
in mining. Moreover, as the most costly aspect of surface mining with a significant
environmental impact, diesel consumption will be investigated in this chapter. This
research seeks to develop an advanced data analytics model to estimate the energy
efficiency of haul trucks used in surface mines, with the ultimate goal of lowering
operating costs. Predicting truck fuel consumption can be accomplished by first iden-
tifying the significant factors affecting fuel consumption: total resistance, truck pay-
load, and truck speed. Second, developing a comprehensive analysis framework. This
framework involves generating a fitness function from a model of the relationship
between fuel consumption and its affecting factors. Third, the model is trained and
tested using actual data from large surface mines in Australia, obtained through field
research. Finally, an artificial neural network is selected to predict haul truck fuel
consumption. The visualized results also clarify the general minimum areas in the
plotted fuel consumption graphs. These areas potentially open a new window for
researchers to develop optimization models to minimize haul truck fuel consumption
in surface mines.

Keywords: energy efficiency, fuel consumption, surface mining, artificial
intelligence, prediction

1. Introduction

Energy consumption in the last decade represents an increasing trend. Energy
demand is growing across many countries globally as the population grows and
human needs expand [1, 2]. As a consequence, fossil fuel consumption has also
increased. Additionally, industrial activities have contributed directly and indirectly
to annual greenhouse gas emissions [3, 4]. Australian energy consumption, for
instance, grew by 0.7% a year on average for the past decade and reached 6014 PJ in
2019–2020, according to the Australian Bureau of Statistics [5, 6]. Fossil fuels (coal,
oil, and gas) accounted for 93% of Australia’s primary energy source in 2019–2020.
Oil accounted for the most significant proportion of Australia’s primary energy
mix in 2019–2020, at 37%, followed by coal (28%), gas (27%), and renewable
energy 8% [5].
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Therefore, in recent years, the effects of sustainability on energy production and
use have been well understood, and sustainability studies have recently considered
enhancing energy efficiency. This is not an outlier trend to be found within the mining
industry.

For many countries, mining is a crucial industry. Minerals, coal, metals, sand, and
gravel are needed for construction and production and provide employment, taxes,
and dividends that fund hospital, schools, and public facilities. To put it another way,
mining is first and foremost a source of valuable mineral raw materials that are
considered essential by all countries for national security, wealth creation,
maintaining and improving the living standards of individual citizens [7].

Mining operations consume vast amounts of energy. For example, Mining in
Australia consumes more than 9% of the nation’s total energy consumption, which
amounts to 570 petajoules per year [8]. Approximately 41% of mining’s energy is
derived from diesel, 33% from natural gas, and 22% from grid electricity, with the
remainder being derived from coal, LPG, renewables, and biofuels. It is worth noting
that diesel consumption has recently decreased from 49 to 41% in a decade [9]. It has
been replaced mainly by natural gas and grid electricity due to infrastructure devel-
opment and fluctuations in oil prices.

The mining industry appears to have benefited from rising fuel prices in the 1970s,
as evidenced by studies on improving energy efficiency and using sustainable energy
sources in the industry. As a result, reducing energy consumption has gradually
become a priority for many countries with significant mining operations. Several
projects have been conducted by the United States, Australia, Germany, Canada, and
China that reduce energy consumption in mining operations [10–12]. Moreover, some
governmental moves make industries pay for carbon taxes and similar regulatory
costs, leading to the unprofitable and unsustainability of energy-intensive processes.

There are several aspects in the mining value chain where energy efficiency can be
improved, such as managing electricity demand, capturing waste heat, improving
ventilation, reducing mine drainage, and generating energy from by-products [13].
Numerous authors examined the energy consumption of various mining equipment.
Oskouei and Awuah-Offei [11] studied energy consumption and dragline parameters.
Peralta and colleagues demonstrate in their research that a maintenance policy based
on equipment reliability can significantly reduce energy consumption [14]. Kuzin and
colleagues proposed a method for estimating the energy consumption of process
equipment and the relationship between energy consumption and vibration parame-
ters and the temperature of the equipment surfaces [15]. According to research,
blasting and material handling operations such as loading and hauling have the most
significant potential for improving energy efficiency and lowering operating costs
[16–20]. Based on numerous studies that have been conducted comparing energy
efficiency improvements in mineral processing plants and material handling to other
processes, this statement is confirmed.

Companies in the mining industry have recently begun implementing advanced
Information Technologies (IT) to improve processes and simultaneously reduce
energy consumption and operating costs. The mining industry deals with a large
amount of data with layers of hidden knowledge. Since data analytics involves the
science of analyzing raw data to derive information, it is a very effective technique for
bringing disparate data sources together. Furthermore, data analytics provides cost
savings, faster and better decision-making, and the development of new products
and services, among other benefits [21]. As a result, data analytics is widely used,
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and it has a wide range of applications that many people may not have previously
considered.

This chapter discusses advanced data analytics techniques to enhance mining
energy efficiency. Open-pit haulage is the main target of the discussion. One of the
objectives of this research is to develop a sophisticated data analytics model for
assessing haul truck energy efficiency in surface mining. Concerning energy con-
sumption in surface mining, the primary focus of this research is on the application of
Artificial Neural Networks (ANNs) for prediction in the investigation of energy
efficiency.

2. Energy consumption in mining

Mining is a crucial part of the global economy. In 2020, the top 40 mining compa-
nies made approximately 656 billion dollars [22]. Every year, hundreds of millions of
raw materials are delivered to factories, the construction industry, utilities, and other
commercial enterprises in the United States. Coal, metals, minerals, as well as sand
and gravel are examples of such resources.

Research conducted in this area focuses on mining in Australia, which has also
been a cornerstone of the Australian economy. Australia is the world’s largest pro-
ducer of lithium and is one of the world’s top five producers of gold, iron ore, lead,
zinc, and nickel, as well as some other minerals. In addition, the country has the most
significant uranium and fourth-largest black coal resources in the world, respectively.
Minerals are also one of Australia’s major exports. Depending on their location, they
are mined through open-cut mining on the earth’s surface or underground mining
techniques.

About the population, the energy consumption of Australia’s industrial sector
is among the highest. However, partly due to lower energy prices and lower
rates of capital investment in the manufacturing industry, the rate of improvement
in Australia’s industrial development has lagged behind that of other countries
[23, 24].

According to the most recent statistics, the sectors with the highest energy con-
sumption in 2019–2020 were manufacturing and mining [8]. The mining industry in
Australia consumes about 570 Pita Joules (PJ) of energy each year. However,
Approximately a tenth of it can be savable [18]. Due to the significant energy savings
opportunities, mining firms and the government have conducted many studies on
cutting this industry’s energy consumption (see Table 1).

The amount of energy consumed by a mine depends on various factors, including
the minerals it mines, the production processes it employs, and the extraction tech-
nologies it employs. Figure 1 illustrates the relative amounts of energy used by the
world’s three most energy-intensive mining sectors.

A mine’s fuel type will vary depending on its type (underground or open-pit mine)
and its process. Mining operations use diesel fuel, electricity, natural gas, coal, and
gasoline, which account for 34%, 32%, 22%, 10%, and 2% of total energy consump-
tion, respectively (see Table 2).

Table 3 shows how much energy is currently being used by various types of
mining equipment. The most energy is used in material handling by diesel equipment
(17%) and grinding equipment (40%).
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Fuel type Amount (PJ/year) Percentage

Gasoline 12.1 2%

Coal 60.7 10%

Natrural gas 133.5 22%

Electricity 194.2 32%

Diesel 206.4 34%

Table 2.
Fuel consumed in the mining industry [6, 26, 27].

Figure 1.
Energy use by mining sub-division (PJ/year) [6, 25].

Case study 2015–2016
(PJ)

2016–2017
(PJ)

2017–2018
(PJ)

2018–2019
(PJ)

2019–2020
(PJ)

Agriculturea 109 115 117 118 104

Mining 524 529 547 562 570

Manufacturing 964 928 938 915 910

Electricityb 136 130 132 130 133

Construction 135 142 148 140 144

Transportc 646 665 688 693 606

Commercial and services 330 337 345 354 347

Households 1247 1255 1274 1279 1228
aIncludes Forestry and fishing.
bIncludes Gas, water supply, and waste services.
cIncludes Postal and warehousing.

Table 1.
Energy consumption by industries and households in Australia [8].
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3. Truck energy consumption

The hauling of mined material from a pit to a stockpile, dumpsite, or the next step
in the mining process is accomplished by trucks at a surface mining operation. Their
use may be combined with other types of machinery, such as loaders, diggers, and
excavators, depending on the layout and production capacity of the site [28–31].
Surface mines in Australia use a considerable amount of diesel and are costly to
purchase, maintain, and operate [28].

It is insufficient to analyze only the parameters specific to a haul truck to estimate
its energy efficiency. By expanding the analysis of how energy is used throughout an
entire fleet, companies can often find more significant benefits [32, 33]. This chapter
is concerned with the identification and optimization of these parameters.

A fleet’s energy efficiency can be affected by a variety of factors, including the rate
of mining at a particular site, the age and condition of its equipment, the payload, the
truck speed, and truck cycle time, the mine layout and plan, the idle time, tire wear,
rolling resistance, dumpsite design, engine operating parameters, and shift patterns.
By combining this knowledge with mine planning and design procedures, energy
efficiency can be improved [34–38].

3.1 Mine operating parameters

Trucks in mines can use a variety of parameters that can influence how much
energy they use, some of which are listed in Table 4.

3.2 Truck travel time

The time spent hauling and returning the payload is referred to as the travel time.
There are four methods for calculating travel time: time study, Rimpull curves,
empirical calculations, and computer simulation. Time study is the most common
method.

Fuel type Amount (PJ/Year) Percentage

Electric Equipment for Material Handling 9 4%

Separations 9 4%

Ancillary Operations 19 8%

Crushing 9 4%

Ventilation 23 10%

Digging 14 6%

Blasting 5 2%

Drilling 12 5%

Grinding 93 40%

Material Handling Diesel Equipment 40 17%

Table 3.
Energy consumption in the mining industry [6, 26, 27].
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3.3 Haul profile

Information that effectively estimates travel time, such as distance, vehicle weight,
slope, and speed limit, is called a haul profile.

Fuel type Amount (PJ/year)

Truck model and
type

Each type and model of the truck has unique characteristics, and these can be
effective on energy consumption by truck.

Material Material that is hauled

Bucket density The density of the material being loaded.

Swell factor The swell factor is the volume increase after material has been disturbed.

Bucket load Estimated bucket load that the loading unit can carry in BCM

Calculated passes
to fill

Estimate how many bucket loads (passes) are required to fill the truck to its nominal
capacity.

Calculated truck
payload

The estimated average payload that the truck will carry after considering all the above
factors

Load factor Percentage of truck fill compared to its nominal or rated payload.

Time per pass Time is taken for a loading unit to complete one pass.

Load time Time is taken to load the truck.

Spot time The time during which the loading unit has the bucket in place to dump but is waiting
for the truck to move into position. Spot time will depend on the truck driver’s ability
and the loading system. Double-side loading should almost eliminate spot time.

Dump time Time is taken for the truck to maneuver and dump its load either at a crusher or
dump.

Fixed time Sum of load, spot, and dump time. It is called ‘fixed’ because it is essentially
invariable for a truck and loading unit combination.

Travel time Time is taken to haul and return the load.

Wait time Duration of time spent waiting for the loading unit to arrive.

Cycle time The truck’s round trip time is the sum of fixed, travel, and wait times.

Efficiency The amount of productive time achieved in one hour of operating time is measured.
The following activities are included in the efficiency factor: Cleaning up by the
loading unit or dozer and grading. All aspects to consider are slowdowns in the
crusher and dump, fueling, inspections, loading unit movement, and operator
experience. Under the heading of trucking, Weather-related delays have occurred
more frequently than usual.

Queue factor It keeps track of the time that has been lost due to queuing. It is yet another way of
expressing the length of time spent waiting.

Productivity Tonnes of production hauled in an operating hour (t/h)
Productivity = Efficiency/(Cycle time � Truck payload � Queuing factor)

Mechanical
availability

Depending on the type of machine, its age, and the maintenance philosophy,

Utilization Operating time divided by available time

Production Hourly Productivity � Operating Hours

Table 4.
Parameters that influence the energy consumption of haul trucks [21, 39, 40].
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4. Identifying the most influential parameters

A variety of variables influences the energy consumption of a truck. Because of the
constraints of the project, it is not possible to model all of the parameters at this time.
The model, therefore, includes the most important parameters. Mining energy savings
opportunities can be categorized based on the latest government reports, staff opera-
tions, maintenance procedures, management systems, energy measurement, energy
management parameters, and new technologies [41–43]. Figure 2 represents the
amount of energy saved and the percentage of total savings achieved by mining
companies during the 2019–2020 period, based on the types of energy efficiency
opportunities identified and implemented by the companies. The mining entities
identified the most energy savings opportunities through energy management pro-
jects or 4.61 PJ. This accounts for 55 percent of the total potential savings determined
by the mining companies.

Three main parameters have been identified as effective in reducing truck fuel
consumption due to an online survey conducted for this research. The survey reached
out to 60 industry professionals, who responded at a rate of 81 percent. According to
the survey findings, the payload, truck speed, and the resistance of the road are the
three most important factors influencing haul truck fuel consumption. Following
identifying the primary effective parameters on haul truck fuel consumption in sur-
face mines, a practical method for creating the model must be selected to predict the
burnt fuel with the trucks in the mine site. ANN is the name of this method.

5. Artificial neural network (ANN)

ANNs or neural networks, also known as a simulated neural network (SNN), or
what is known as ‘parallel distributed processing,’ represents how the brain uses
various methods to learn. The ANN is a collection of mathematical models intended to
mimic a few of the common characteristics of natural neural networks. In some cases,

Figure 2.
Opportunities for energy conservation in the mining industry [41, 42].
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the unusual structure of the data processing system may be the most critical compo-
nent of an ANN paradigm. Figure 3 depicts an example of a neuronal model that
consists of weighted connectors, an adder, and an activation function, among other
components. These models are used in computer applications to solve complex prob-
lems that arise from user input. They do not require a mathematical description of the
process-related phenomena, nor do they need any information to identify the factors
that are associated with the process. Instead, they rely on acceptable errors and simple
models [35, 36].

In neural networks, the node is the main component. Signals from various sources
are summarized by biological nodes, which perform nonlinear operations on the
results to produce output. When it comes to artificial neural networks, they are
typically divided into three layers: an input layer, a hidden layer, and an output layer.
According to its most basic configuration, each of the inputs and its associated weights
is multiplied by the connected weight of its neighboring input. The resulting quanti-
ties and biases pass through activation functions to produce the output.

6. Proposed model

Several different variables influence fuel consumption for haul trucks. The
performance of a typical haul truck is illustrated in Figure 4 by the key factors that
influence it.

Figure 3.
An example of a typical artificial neural network procedure [44].

Figure 4.
Influential critical factors of performance of a typical haul truck.
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The results of this study examined the effects of the Payload (L), Truck Speed (S),
and Total Resistance (TR) on fuel consumption. Burt et al. define the TR as the sum of
the Rolling Resistance (RR) and the Grade Resistance (GR) [45].

TR ¼ RRþ GR (1)

When the characteristics of the tires and the haul roads are considered, this RR can
be used to calculate the Rimpull Force (RF). As the truck tire rolls down the haul road,
the RF measures the resistance to motion in the tire. The GR denotes the gradient of
the haul road. When expressed in percentage, it is determined by the relationship
between the rise of the road and the horizontal length. The truck’s Fuel Consumption
(FC) can be calculated with the help of Eq. (2) [46]:

Eq. (2) (Filas 2002) can be used to calculate FC.

FC ¼ SFC
FD

LF:Pð Þ (2)

Where SFC is the engine Specific Fuel Consumption at full power (0.213–0.268 kg/
kW hr) and FD is the Fuel Density (0.85 kg/L for diesel). The simplified version of
Eq. (2) is presented by Runge [47]:

FC ¼ 0:3 LF:Pð Þ (3)

LF is the engine Load Factor and is defined as the ratio of average load to the
maximum load in an operating cycle [48], p is the truck power (kW), and it is
determined by:

P ¼ 1
3:6

RF:Sð Þ (4)

The calculation mentioned above method does not work ideally in mine sites. The
calculated consumed fuel by haul trucks using the simple formula same as Eq. (3)
cannot help mine managers, operation team, and other related groups estimate fuel
consumption. The accuracy of proposed straightforward approaches by researchers is
not enough to allow the mine managers to make the correct decisions and improve the
energy efficiency in surface mines. Based on the reasons mentioned above and to solve
the business problem, this chapter introduces an innovative solution using ANN to
predict truck fuel consumption based on the collected data for three effective param-
eters: payload, truck speed, and total resistance.

6.1 Developed ANN model

Biological nodes generate outputs by combining signals from various sources
nonlinearly. A neural network is typically composed of three layers: an input layer,
one or more hidden layers, and an output layer, among other things. In its most basic
form, each input is multiplied by the weight of the connected input, and the result is
passed through the activation functions to generate the output (see Eqs. (5)–(7)).

EK ¼
XQ

J¼1

WI,J,KXJ þ BI,K
� �

K‐1, 2, … , M (5)
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Where x is the normalized input variable, w is the weight of that variable, i is the
input, b is the bias, q is the number of input variables, and k and m are the counter
and number of neural network nodes, respectively, in the hidden layer.

Figure 5 depicts a simplified representation of the structure of the model devel-
oped in this research. It should be noted that the hidden layer nodes are free to
generate their output using any differentiable activation function they choose.

In general, the activation functions are made up of both linear and nonlinear
equations, depending on the situation. Matrixes Wi,j,k, and bi,k are used to organize
the coefficients associated with the hidden layer in the hidden layer. As an activation
function between the hidden and output layers, Eq. (6) can be used to achieve the
desired result (in this Equation, f is the transfer function).

FK ¼ F EKð Þ (6)

During the output layer’s computation, the hidden layer’s signals are weighted
summed, and the coefficients associated with these weights are organized into three
matrices: Wo,k, and Bo. The network’s output can be calculated using matrix notation,
as shown in Eq. (7).

OUT ¼
XM
K¼1

WO,KFK

 !
þ BO (7)

It is presented in this chapter the results of a study in which different types of
algorithms were investigated to determine the best back-propagation generating
algorithm. First, let us compare the Levenberg-Marquardt (LM) back-propagation
generating algorithm to other similar algorithms. It has the lowest mean square error
(MSE), Root mean square error (RMSE), and Correlation Coefficient (R2) of any of

Figure 5.
Structure of ANN developed model.
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the algorithms (see Eqs. (8)–(10)). In addition, network generation using the LM
algorithm can be accomplished with the smallest possible Expanded Memory Specifi-
cation (EMS) and a quick generating process by using the LM algorithm. The statisti-
cal criteria MSE, RMSE, and R2 are used to evaluate the accuracy of the results in
accordance with the following Equations (Ohdar and Pasha 2003 and Poshal and
Ganesan 2008), which are as follows:

MSE ¼ 1
p

Xp

r¼1

yr � zr
� �2 (8)

RMSE ¼ 1
p

Xp

r¼1

yr � zr
� �2

 !1
2

(9)

R2 ¼ 1�
Pp

r¼1 yr � zr
� �2

Pp
r¼1 yr � y
� �2 (10)

Where y denotes the target (actual), z denotes the output (estimated) of the
model, (y denotes the average value of the targets, and p denotes the number of
network outputs). To examine the error and performance of the neural network
output, the MSE and R2 methods were used. In addition, the LM optimization algo-
rithm was used to determine the optimal weights for the network.

The proposed ANN model for function approximation has the structure of a feed-
forward multi-layer perceptron neural network with three input variables and a single
output. One or more hidden layers of sigmoid nodes are frequently found in the feed-
forward network, tracked by an output layer of linear nodes. Nodes with nonlinear
activation functions are arranged in multiple layers, allowing the network to learn the
linear and nonlinear connections between the input and output vectors over time. The
linear output layer enables the network to generate values outside the [�1,+1] range
using a linear function. The activation functions in the hidden layer (f) are the
continuous differentiable nonlinear tangents sigmoid presented by Eq. (11).

f ¼ tan sig Eð Þ ¼ 2
1þ exp �2Eð Þ � 1 (11)

When determining the optimal number of nodes in the hidden layer, MSE and R2

were calculated for various hidden layer densities to determine their optimal number
of nodes. For 15 nodes in the hidden layer, the minimum MSE and the maximum R2

(best performance) were discovered, resulting in the best overall performance (as
shown in Figure 6).

To train the ANN model, 4600 pairing data points were randomly selected from
the 6630 values of the site data that had been gathered for this study (A large surface
mine located in central Queensland, Australia). The values of payload, Vmax, and TR
were calculated from the site data and used to train the ANN model, which was then
used to calculate the fuel consumption from the site data.

As shown in Figure 7, the variation of MSE occurs during the network
training process: it can be seen that the error approaches zero after 25 epochs, which
indicates that the desired network convergence was achieved during the training
process.
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Approximately 2030 independent samples were used to evaluate the accuracy of
the network and validate the model. The test results of the synthesized network are
depicted in Figure 8, where the vertical and horizontal axes represent the estimated
fuel consumption values by the model and the actual fuel consumption values,
respectively, and the vertical and horizontal axes represent the actual fuel
consumption values.

Figure 8 illustrates the accuracy of the developed model. The results show more
than 85% accuracy, which is acceptable for a mining application using unstructured
noisy data collected from a real mime site.

Figure 6.
The performance of the network at different hidden nodes using the LM algorithm.

Figure 7.
Neural network error diagram (MSE) during network training.
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For a standard range of loads, Figure 9 shows the correlation between Payload,
Truck Speed, Total Resistance, and FCIndex created by the constructed ANN model for
CAT 793D tested in a coal surface mine in central Queensland, Australia.

The results show that ANN could correctly predict the fuel consumed by haul
trucks in different conditions. As a result, there are different ranges of consumed fuel
for different haul road conditions. Figure 9 also shows that there is the minimum area
for consumed fuel in all tested scenarios. This minimum area is located close to the
maximum recommended payload for the truck. It means that loading the truck with
the recommended weight can help the mine managers to reduce fuel consumption.

Figure 8.
Comparison of actual values with network outputs for test data (first quarter bisector).

Figure 9.
Correlation between Payload, S,T.R., and FCIndex based on the developed ANN model for CAT 793D.
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The developed application also tested for a Komatsu truck (HD785) to validate the
model for different truck’s specifications. Figure 10 shows the results of model testing
for the Komatsu truck.

The minimum areas highlighted by the presented graphs in Figures 9 and 10
illustrate the potential of deploying optimization algorithms aimed to improve energy
efficiency in surface mines. This concept can be a title for further investigations and
studies in the future.

7. Conclusion

As old industry mining uses traditional approaches to solve the business problem,
energy efficiency improvement is one of the most critical challenges in the mining
industry. Mine managers and researchers can benefit from digital transformation and
data access by utilizing innovative data-driven solutions such as machine learning and
artificial intelligence. This chapter presented a practical framework and developed an
artificial neural network algorithm to predict the consumed fuel by haul trucks in
surface mines. The successful results of deploying this application in different mines
sites have opened a new window for researchers to use the sophisticated AI models to
tackle the mining operation challenges. This chapter showed the prediction results for
diesel consumption, and it is clear that the prediction is the starting point of advanced
analytics. The developed model was used in a large surface mine in Australia and
tested on two different trucks (CAT 793D and Komatsu HD785). For both tested
trucks, the accuracy of developed mold was reported more than 85%, an acceptable
result for a sophisticated AI model that unstructured and noisy datasets have fed.
There are more opportunities to use AI to optimize and make decisions to increase
energy efficiency in mining engineering.

Figure 10.
Correlation between gross vehicle weight, S,T.R., and FCIndex based on the developed ANN model for Komatsu
HD785.
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