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Preface

Advances in biosignal processing have made it one of the most important interpre-
tations and therapeutic tools in medicine. The use of advanced instruments and 
processing techniques in modern signal processing has improved the accuracy and 
reliability of medical diagnoses. This book presents a wide range of new methods that 
play an important role in the state-of-the-art improvement of biosignal processing. 

Chapters discuss biosignal theory, biosignal processing algorithms and applications, 
and biosignal sensors. They examine such topics as glucose detection, tissue engineer-
ing, fuzzy electroencephalogram analysis, deep learning electrocardiogram analysis, 
protein bioelectric signal, soft tissue optical tomography, heart rate variability, nano 
biosensors, ultrasonic bone fractures detection, source localization and enzymic 
biosensors, and more. The book also gives an understanding of how to apply artificial 
intelligence and machine learning to biosignal techniques. It provides a forum for 
researchers, engineers, and graduate students who are seeking advanced approaches 
to biomedical signal analysis, algorithms, and applications. This book is a useful 
resource for advanced research scholars in the field of brain signal processing and 
biomedical engineering.

Dr. Vahid Asadpour
Department of Research and Evaluation, 
Kaiser Permanente Southern California,

Pasadena, USA

Selcan Karakuş
Faculty of Engineering,

Department of Chemistry, 
Istanbul University-Cerrahpasa, 

Istanbul, Turkey





1

Section 1

Biosignals Theory





3

Chapter 1

Characteristic Profiles of Heart 
Rate Variability in Depression  
and Anxiety
Toshikazu Shinba

Abstract

This chapter on heart rate variability (HRV) presents a view based on our 
published data that HRV profiles in depression and anxiety show differences and 
can be used for the differentiation of these two disorders in clinical practices. 
Characteristic HRV profiles in depression and anxiety are revealed by measurements 
incorporating task load. Analysis of two frequency-domain HRV parameters, low 
frequency (LF) and high frequency (HF), together with heart rate (HR) itself 
measured at rest (Rest), during the task load (Task), and at rest after the task (After) 
enables the evaluation of the autonomic regulation in response to behavioral changes 
with different stress levels. LF is the heart rate modulation related to blood pressure 
changes to stabilize circulation. HF is related to breathing rhythm and reflects 
parasympathetic activity. It has been indicated that LF, HF, their ratio LF/HF and HR 
in depression and anxiety show characteristic dysregulations during Rest, Task and 
After. These HRV profiles are useful for understanding the pathophysiology of the 
disorders.

Keywords: heart rate variability, baseline and reactivity, autonomic dysregulation, 
depression, anxiety

1. Introduction

Depression and anxiety are frequent mental disturbances that seriously affect 
human life. They are commonly encountered in clinical practices, but comorbidity is 
often and differentiation of depressive and anxiety states is important with respect 
to therapeutic processes [1]. Psychiatric diagnosis at present is mostly based on 
psychological and behavioral assessments [2]. Additional use of objective measures 
as biomarkers to evaluate the symptoms and to make the differential diagnosis 
will be useful for the adequate treatment of depression and anxiety. A biomarker 
is defined as an indicator of biological and pathogenic processes or responses to 
exposure and intervention and is classified as molecular, histological, radiographical, 
or physiological index [3]. Various types of biomarkers for depression and anxiety 
have been studied, including genetic, biochemical, hormonal, imaging, and 
electrophysiological measurers, and some studies tried to use them to differentiate 
depression and anxiety [4]. Among physiological measures, the present chapter 
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focuses on heart rate variability (HRV) that has been utilized for analyzing autonomic 
activities to characterize and differentiate depression and anxiety.

2. Autonomic biomarkers of psychiatric disorders

Autonomic measures are interesting because some of the clinical symptoms of 
depression and anxiety are related to autonomic disturbances. In depression, appetite 
decreases, and weight loss is frequent. Bowel movement is also unstable. In anxiety, 
the patients report palpitation and cardiac discomfort without electrocardiographic 
abnormalities. Perspiration also increases. These somatic symptoms of depression and 
anxiety can be generated by autonomic dysregulations, supporting the feasibility of 
autonomic measures as biomarkers for depression and anxiety.

Although autonomic dysregulations are frequent in depression and anxiety, the 
methods for objective evaluation of autonomic symptoms are limited. Physiological 
indices of autonomic activity include pupil size, salivary amylase, gut movement, skin 
conductance, heart rate, and HRV. Among them, HRV has been intensively utilized 
in the analysis of autonomic function in depression and anxiety [5, 6]. HRV is easily 
measured by analyzing the electrocardiogram or pulse oximetric plethysmogram. 
A measurement takes only a few minutes and is less stressful for the patients. The 
measurement devices are small and portable and can be installed in regular clinical 
offices or in non-medical places. HRV is useful and convenient to characterize the 
autonomic dysregulations found in depression and anxiety.

3.  Heart rate variability (HRV) measurement for evaluation  
of autonomic activity

HRV is a variation of inter-heartbeat intervals (Figure 1). The heart beats 
constantly but the rhythm is not regular. The heartbeat slows and accelerates, and 
the inter-heartbeat interval varies. It has been known that the heartbeat rhythm is 
composed of multiple components with different frequency ranges [7].

In HRV analysis, heartbeats or pulse beats are first identified conventionally by 
peak detection (Figure 2). The inter-beat interval trend made of the sequence of 
peak-to-peak intervals is processed by frequency analysis to yield the power spectrum 
of HRV. The power spectrum can reveal the presence of multiple heart rate rhythms 
with different frequencies ranges; high frequency (HF), low frequency (LF), very 
low frequency (VLF), and ultra-very low frequency (UVLF). HF and LF components 
are often used for the evaluation of autonomic activities in mental disorders, and 

Figure 1. 
Inter-heartbeat intervals increase and decrease presenting the heart rate variability (HRV).
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their physiological bases have been clarified. The frequency ranges of HF and LF are 
usually set at 0.15–0.4 Hz and 0.04–0.15 Hz, respectively.

The rhythm of the HF component is related to breathing. Inspiration is accompanied 
by an increase in heart rate, and expiration by a decrease (Figure 3). This modulation 
is inhibited by the administration of anticholinergic agents such as atropine and is con-
sidered to be dependent on parasympathetic activity [8]. The physiological significance 
for the coupling of breathing rhythm and heart rhythm is not clarified but would be 
related to the maintenance of constant blood flow under the fluctuation of intrathoracic 
pressure during breathing activity.

LF component of HRV is generated under the control of baroreceptor [9], and is 
intimately related to blood pressure fluctuation. When the blood pressure is recorded 
continuously, the systolic peak fluctuates with an interval of about 10 to 20 seconds. 
This fluctuation is known as Mayer wave (Figure 4). Accompanying this blood 
pressure fluctuation, heartbeats also vary. When the systolic blood pressure is high, 
the inter-beat interval is long. When the blood pressure is low, the interval is short 
(Figure 4). It is a homeostatic control to stabilize the blood flow by adjusting the 
heart rate in response to the changes in blood pressure. Both sympathetic and para-
sympathetic systems are involved in generating the LF variation.

These observations indicate that HF variation controls the blood flow during 
various breathing rhythms. LF variation on the other hand stabilizes the blood 
flow during various activities that accompany changes in blood pressure. Both HF 
and LF variations serve as safety systems to avoid abrupt changes in blood flow 
in response to alterations of breathing and somatic condition, respectively. Blood 
pressure is adjusted automatically, but breathing is modified both unconsciously and 
consciously. Conscious control of breathing is observed not only during respiration 

Figure 2. 
The methods for heart rate variability (HRV) measurement. RR intervals of electrocardiogram (ECG) are used 
for creating the RR interval trend graph, which contains both low and high-frequency components (LF and HF). 
The power spectrum of the trend graph is used to calculate LF and HF by integrating the power in the range 
designated for LF and HF (0.04–0.15 Hz, 0.15–0.4 Hz, respectively).
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but during various activities including speaking, singing, and shouting. In various 
conditions, the HF and LF safeties will be switched on or off to adjust the blood flow 
and to meet the physiological demand.

HRV is controlled by the autonomic nervous system; sympathetic and 
parasympathetic. HF variation is large when the parasympathetic system is activated. 
Interpretation of LF changes in terms of sympathetic or parasympathetic changes is 
complex because LF variation is controlled by both sympathetic and parasympathetic 
systems. LF/HF ratio is sometimes used as a parameter representing sympathetic 
activity, although it is not recommended in some studies [9]. LF/HF can be used 
to evaluate the balance between breathing-related autonomic activity and blood 
pressure-dependent autonomic activity.

Figure 3. 
High frequency (HF) heart rate variability related to breathing. Inspiration (In) is accompanied by shortening of 
inter-beat interval measured with R-R interval of electrocardiogram (ECG). Expiration (Out) is accompanied 
by its elongation.

Figure 4. 
Low frequency (LF) heart rate variability is dependent on blood pressure. Continuous measurement of blood 
pressure indicates systolic peaks fluctuate, generating Mayer wave. In response to Mayer wave, inter-heartbeat 
intervals vary. When the blood pressure is high, the inter-beat interval is long. When the blood pressure is low, it 
is short.
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4. Measurements at rest and during the task load

In the studies on HRV in depression and anxiety, the data at rest condition have 
been frequently used to analyze the autonomic activity. And in some studies, the data 
were also recorded during task load or stress. An introduction of task load or stress 
enables the evaluation of autonomic responsiveness to the load. Random number 
generation task has been used for the task load in our studies. Random number 
generation is related to frontal cortical function. In the task, the subject makes a series 
of digit numbers (0–9) in random order at the speed of 1 Hz [10].

We propose to record HRV at rest (Rest), during task load (Task), and at rest after 
the task (After) (Figure 5). Figure 5 shows sample data of a normal healthy subject. 
HF decreases, and LF/HF and HR increase during the task load. These changes of 
HRV are possibly related to the autonomic modulation in response to the task load and 
reflect both physical and mental adjustment to stress. Introduction of task load to the 
assessment of HRV has been found informative on analyzing the autonomic dysfunc-
tion of mental disorders [11]. The present chapter is intended to summarize that the 
Rest, Task, and After scores of HRV are differently altered in depression and anxiety.

Our previous study [12] has indicated the importance of analyzing the change 
from the rest data to that during the task load. Task/Rest ratio of the HRV indices is 

Figure 5. 
A sample data of heart rate variability indices at the initial rest period (Rest), during the task load (Task), and 
during the rest period after the task (After).
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used for this purpose, especially for evaluating depressiveness and anxiety. In this 
study on normal subjects, subjective depressiveness and anxiety were scored by 
questionnaires; Self-rating Depression Scale (SDS) and State-Trait Anxiety Inventory 
(STAI) [12]. It has been revealed that the Task/Rest ratio of HF index is significantly 
correlated with both SDS and STAI scores, confirming the importance of Task/Rest 
ratio in evaluating depression and anxiety. Below are the HRV profiles of depression 
and anxiety showing different patterns in the Rest-Task-After paradigm.

5. Characteristic HRV profiles in depression

Figure 6 presents the characteristic HRV profiles at the baseline rest condition 
(Rest), during the task load (Task) and during the rest condition after the task (After) 
in the control healthy subjects, in the patients with major depressive disorder (MDD) 
and in the patients with a general anxiety disorder (GAD). The HRV profiles of MDD 
and GAD were used in the present chapter to represent that in depression and anxiety. 
The schematic diagrams are made based on our published data [13]. The data in each 
measurement condition are connected by lines to clarify the characteristic profiles. 
LF data are connected by dashed lines to indicate that the inter-subject differences are 
large not only in the healthy subjects but in the patients with MDD and GAD.

The healthy HF pattern takes the form of a V shape and the healthy LF/HF and HR 
patterns have inverted V shapes. HF decreases, and LF/HF and HR increase during 
Task, and they return to the original level at After. This indicates that the breathing-
related control of heart rate reflecting parasympathetic activity decreases during 
Tasks in healthy subjects. It is interesting that inhibition of parasympathetic activity 
during task load is observed in this paradigm. The parasympathetic inhibition during 
task load should be a healthy response of the autonomic system to stressful events. 
LF responses are not consistent. HF and LF react to stressful events differently. HR 
behaves similar to LF/HF.

Figure 6. 
Schematic diagrams of heart rate variability profiles in major depressive disorder (MDD) and generalized 
anxiety disorder (GAD). Detailed descriptions are found in the text.
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In depression, HF at the resting state is low, indicating the underactivity of para-
sympathetic system. Parasympathetic underactivity is found not only in depression 
but in cardiovascular, neurological, and other psychiatric disturbances. In ischemic 
heart disorder and diabetic neuropathy, the peripheral autonomic nerve function is 
disturbed. In dementia and epilepsy, organic changes of the brain lead to autonomic 
alteration. In depression, functional changes of the responsible brain areas should 
involve the central autonomic system to generate HRV changes.

In addition to baseline change of the parasympathetic activity reflected in 
low HF, response of HF to the task load is disturbed in depression, making Task/
Rest ratio high. Parasympathetic activity cannot be switched off during the task 
indicating the difficulty in modifying the autonomic activity in response to alteration 
of arousal level or attention. Unresponsiveness of HF is found not only in MDD 
[11] but in normal subjects with high depressiveness and anxiety [12]. Subjective 
scores for depressiveness and anxiety were correlated with Task/Rest ratio of HF 
in normal controls. Depressiveness and anxiety may be related to parasympathetic 
unresponsiveness to stress.

Depression is also accompanied by an increase of HF during the rest period after 
the task load. The rebound-like increase starts after the end of the task and lasts 
for several tens of seconds. The functional significance of this transient change 
of HF may be related to excessive excitation of the parasympathetic system after 
suppression during the task load. Overall, depression is accompanied by continuous 
suppression together with the uncontrollability of the parasympathetic system.

As for LF, a reduction in the baseline level is observed in depression. But the 
rebound-like increase is present at the resting state after the task load possibly 
because LF reflects both sympathetic and parasympathetic activity. LF/HF and 
HR are higher in depression than in control. Parasympathetic underactivity is also 
responsible for these changes. It is interesting to observe that LF/HF and HR increase 
in response to task load although HF and LF are unchanged during the task load. 
Individual differences during the task load may account for this discrepancy.

6. Characteristic HRV profiles in anxiety

On the other hand, the patients with GAD show an elevation of both HF and LF 
when they are free of a panic attack or severe phobic symptoms. In contrast to the 
HRV profile in depression, the parasympathetic system is activated, and breathing-
related and blood pressure-dependent modulation of heart rate is enhanced. The 
elevation of HF and LF at the resting state may be considered as a regulation of 
autonomic activity to cope with anxiety-related changes. When the regulation does 
not work, panic attack may occur. During panic attacks and exacerbation of anxiety 
symptoms, HF decreases and LF/HF increases, reflecting parasympathetic inhibition 
[6]. But when the anxious state is ameliorated, HRV indices return to the original 
level [13].

The elevated HF in GAD reacts to the task load by decreasing as in the normal 
control. Reactivity of parasympathetic activity is maintained in anxiety patients. The 
elevated LF can contribute to the stabilization of blood flow when the fluctuation 
of blood flow is large. Such fluctuation would be present during the time of stress. 
LF elevation may be the sign of an increased control of stress-induced circulatory 
changes. HRV profiles in GAD can be the result of autonomic accommodation to the 
anxious state.
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7. Conclusions

The present chapter described the different profiles of HRV found in MDD 
and GAD, and tried to delineate the functional significance of the findings in 
terms of autonomic activity. It is interesting to use HF and LF indices to evaluate 
the pathophysiology of mental disorders based on the physiological mechanisms 
underlying HRV.

Although depression and anxiety coexist frequently, the patterns of autonomic 
dysregulation show differences when viewed from HRV analyses. Depression is 
mainly accompanied by parasympathetic inhibition and unresponsiveness. In anxiety, 
augmentation of parasympathetic activity is present during the condition when the 
symptoms are controlled. When phobic symptoms appear, parasympathetic activity 
lowers and the autonomic balance is lost. Then the autonomic dysregulation in 
anxiety becomes similar to that of depression.

It should be important to understand the differences and similarities to evaluate 
the pathophysiology of depression and anxiety in clinical practices. Differentiation 
of depressive and anxious conditions using HRV measures can be useful for adequate 
pharmacological, psychological, and behavioral therapies [14].
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Chapter 2

Mathematical Morphology
and the Heart Signals
Taouli Sidi Ahmed

Abstract

Nowadays, signal processing is integrated into most systems for analyzing and
interpreting ECG and PCG signals. Its objectives are multiple and mainly include
compensating for the addition of artifacts to the signals of interest, and extracting
information that is not visible by direct visual analysis. Considering that useful clinical
information is found in the characteristic waves of the ECG, in particular, the P wave,
the QRS complex, the T wave and the heart sounds of the PCG signal. These signals
provide important indicators for the diagnosis of heart disease because they reflect
physiological processes. These are non-stationary signals that are very sensitive to
noise, hence the need to have optimal conditions to record them. It is necessary to use
appropriate signal processing tools for noise suppression and wave detection of the
ECG signal. Our method uses Morphological filtering, multi-scale morphological and
the other by top-hat transform, which are based on mathematical morphology. The
latter is based on mathematical operators called opening and closing morphology
operators. These methods are also tested, with the aim of removing the noise and
detection of the waves of the ECG signal and of the pathological sounds of the PCG
signal.

Keywords: ECG signal, PCG signal, morphological filtering, multi-scale
morphological, top-hat transform

1. Introduction

In the Western world, the leading cause of death is cardiovascular diseases. Even if
the knowledge acquired in cardiology is great, the heart has not yet revealed all its
secrets. However, doctors have many ways to study and verify its proper functioning.
In particular, they use cardiac signals, the electrocardiogram (ECG) and the
phonocardiogram (PCG) which are an important tools in the diagnosis of cardiac
pathologies.

The ECG is the signal reflecting the recording of the bioelectrical activities of the
cardiac system. It is rich in information on the functional aspects of the heart and the
cardiovascular system.

The electrocardiogram includes three important waves called the P wave, complex
QRS and T wave which translate respectively the atrial activity, the ventricular
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activity and ventricular repolarization. From these waves are determined intervals
known by the PR interval which defines the atrioventricular conduction time, the ST
segment which corresponds to the ventricular repolarization phase, a phase during
which the ventricular cells are all depolarized, and the RR interval which indicates the
cardiac period, i.e. the time between two successive beats. Inverting it, we get then the
heart rate commonly expressed in beats per minute.

The QT interval reflects all ventricular activity, i.e. phases of depolarization and
repolarization. The time intervals between these different ECG waves provide impor-
tant indicators for the diagnosis of heart disease because they reflect physiological
processes of the heart and autonomic nervous system [1–3].

The analysis of these different intervals often involves the study of their variability.
At the level of the PCG signal, this signal produces two noises (S1 and S2) during

the opening and closing of the valves under normal conditions. Two other noises (S3
and S4) with significantly lower amplitudes than the first two sometimes appear at the
level of the cardiac cycle due to the effect of pathology or age [4].

The S1 sound occurs just after the onset of systole and is preferentially due to the
closure of the atrioventricular valves. The S2 sound is produced at the beginning of
diastole and is due to the closure of the aortic and pulmonary valves. However,
doctors use heart auscultation to hear two normal sounds S1 and S2 using a medical
instrument called a stethoscope. Also, cardiac synchronization can simultaneously
gives the two physiological signals ECG and PCG, such that the S1 noise appears at the
end of the R peak and the S2 noise at the end of the ECG segment, as for the S3 and S4
noises, they originate respectively at the end of the P wave and in the middle of the
diastolic phase of the electrocardiogram (Figure 1).

Generally, the recording conditions of the ECG and PCG make that the signals are
necessarily noisy by processes other than cardiac. These artifacts can be of physiolog-
ical origin (skin, muscle, breathing… ) or environmental (mains current, electromag-
netic artifacts, placement of the electrode … ).

The practitioner who analyses the ECG can then be discomfort by the presence of
noise: in the case where, for example, he looks for the existence of a normal sinus
rhythm and he is looking for the presence of the P wave preceding the R wave, the P
wave, which is of low amplitude, can be drowned in noise. In the same way, a strong
variation of the base line can prevent discerning an anomaly of the over- or under-
shift type of the S-T segment, for example. To be able effectively segment heartbeats
without altering clinical information, a certain number of pre-treatments are neces-
sary. The purpose of this step is attenuate, or at by eliminates noises present in the raw
ECG signal such as baseline variations or sector the interference at 50 Hz. Also, the

Figure 1.
Synchronization between ECG and PCG signal.
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doctor finds it difficult to listen to the S1 and S2 heart sounds due to the presence of
heart murmurs and this prevents the doctor from diagnosing the patient.

These heart murmurs are an additional noise; it was produced by a turbulent
circulation of blood toward the heart. In fact the objective is to filter the non-
stationary ECG and PCG signals and the extraction useful clinical information is found
in the time intervals defined by the ECG waves characteristic, including the P wave,
QRS complex, T wave, PR interval, ST segment, and interval QT, the defined time
intervals between two characteristics ECG waves provide important indicators for the
diagnosis of heart disease because they reflect physiological processes.

However, it is clear that to achieve this study, it is essential to perform a pre-
processing of the ECG and PCG signals in order to then detect the different waves of
the ECG signal.

In this article the morphological transform is used to remove noise and to detect
the characteristics of the ECG and PCG signal.

This transformation uses mathematical morphology to realize, in particular the
morphological filtering and the top hat transform. Mathematical morphology, based
on set operations, provides an approach to developing nonlinear signal processing
methods in which the shape of a signal’s information is incorporated [5]. In these
operations, the result of one set of data transformed by another set depends on the
shapes of the two sets involved. A structuring element must be designed according to
the shape characteristics of the signal that must be extracted. There are two basic
morphological operators: erosion and dilation. Opening and closing are derived oper-
ators defined in terms of erosion and dilation [6].

Dilation reduces the peaks in a signal and to widen the valleys, erosion fills in the
valleys and thickens the peaks in the signal; opening removes the peaks but preserves
the valleys, and closing fills in the valleys, removes the wells (or valleys). The “clos-
ing” and “opening” operators behave like filters; we will speak of “Morphological
Filter” [7].

An important number of researches work using different tools and methods of
noise filtering have been presented in the literature. The methods often based on
classical linear high-pass filtering, low-pass or band-pass [8–10], linear adaptive fil-
tering [11], filtering based on neural networks [12–15], have been proposed to elimi-
nate noise affecting the line of basis of the ECG signal. The major disadvantage of
these methods is the distortion of the signal due to the overlapping of the spectra of
the ECG, PCG and their noises. On the other hand, a large number of methods have
been proposed for the detection of ECG signal waves [12–20]. The majority of these
methods are based on adaptive filtering or thresholding, which shows the limitation of
the application. The emergence of treatment method in the non-stationary case has
helped the researchers to develop new tools better suited to filtering. Techniques
based on the wavelet theory have already proved their worth for the filtering of noise
from the ECG signal. Donoho and Johnston proposed a denoising method by
thresholding of wavelet [21, 22]. The denoising method by wavelet thresholding was
treated the wavelet coefficients by a threshold which must be chosen in advance.
Approaches for estimate the value of this threshold can be found in [23, 24].

In this chapter, the pre-processing is realized in two stages, a stage of the correc-
tion of the line base by Morphological filtering and the top-hat transform for remove
noises that are based on mathematical operators called derivation operators opening
and closing morphology. Followed by the second step which is consisted of detecting
the waves of the ECG signal and the cardiac murmurs of the PCG signal by morphol-
ogy operators and a multi-scale structuring element.
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2. Theory of mathematical morphology

2.1 The basic principle

Themorphological transform is very widespread in the domain of signal processing
and image processing because of its robustness and its simple and fast calculation [25, 26].

Mathematical morphology, based on set operations, provides an approach to the
development of nonlinear methods of signal processing, in which the form of a signal’s
information is incorporated [27]. In these operations, the result of a data set
transformed by another set depends on the shapes of both sets involved. A structuring
element must be designed according to the characteristics of shape of the signal to be
extracted.

There are two basic morphological operators: erosion ⊖ð Þ and dilation ⊕ð Þ.
Opening and closing are derived operators defined in terms of erosion and dilation [28].
These operators are described in detail below with the corresponding mathematical

expressions. Throughout this document denotes the discrete ECG signal of point size
and the symmetrical structuring element of M points.

a. Erosion.

To obtain the eroded function of f(x), we attribute to f(x) its minimum value in
the domain of the structuring element B and this, at each new displacement of B
(Figure 2). The following formula illustrates the erosion of the function f(x) (original
signal) by a structuring element B plane:

εB fð Þ ¼ f ⊖Bð Þ nð Þ ¼ min
m¼0, …M�1

f nð Þ � B mð Þf g (1)

b. Dilation.

To obtain the dilated function of f(x), we attribute to f(x) its maximum value in
the field of the structuring element B and this, with each new displacement of B
(Figure 2). The following formula illustrates the dilation of the function f(x) (original
signal) by a structuring element B plane:

δB fð Þ ¼ f ⊕Bð Þ nð Þ ¼ max
m¼0, …M�1

f nð Þ þ B mð Þf g (2)

Erosion shrinks peaks and the crest lines. The peaks narrower than the element
structuring disappear. At the same time, it widens the valleys and the minima [29].

Figure 2.
a) Eroded ECG signal. b) Dilated ECG signal.
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The dilation produces the opposite effects (fills in the valleys and thickens the
peaks).

c. Opening.

As in mathematical morphology, the opening consists of the erosion followed by
dilation. The opening of f(x) by the structuring element B plane has the following
consequences on the initial function (Figure 3):

The opening removes the peaks but preserves the valleys [30], according to the
equation:

γB fð Þ ¼ foB ¼ f ⊖B⊕B (3)

d. Closing.

As in mathematical morphology, closing consists of dilation followed by erosion
(Figure 3). The closing of f(x) by the structuring element B plane, for its part, has the
following consequences on the starting function [31]:

The closing fills the valleys [32] as follows:

φB fð Þ ¼ f ∙B ¼ f ⊕B⊖B (4)

The “closing” and “opening” operators behave like filters; these are in the same
time morphological Filters [33].

The opening and closing by adjunction create a simpler function than the initial
function, by softening the latter in a nonlinear manner.

Opening (closing) eliminates positive (negative) peaks respectively that are
narrower than the structuring element.

The opening (the closing) is located below (above) the initial function.

e. Structuring element.

After the selection of the morphology operator, the structuring element (SE) is the
next component of the morphological analysis to be defined. Generally, only when the
shape of the signal matches those of the structuring element that the signal can be
preserved. Therefore, the shape, length (domain) and size (amplitude) of the struc-
turing element should be chosen according to the signal to be analyzed. The shapes of
the structuring element can vary regularly or irregularly, such as a triangle, line (flat),
or a semicircle.

Figure 3.
a) Opening ECG signal. b) Closing ECG signal.
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2.2 Filter construction

2.2.1 Morphological filter

In signal processing, the term “filter” is not very precise, it depends on the context
in which it is used. It sometimes implies convolution, sometimes also any operation
that produces a new function. On the contrary, mathematical morphology defines it
very precisely [34–36]:

Any increasing and idempotent transformation on a trellis defines a morphological
filter.

• Increase:

This hypothesis is the most fundamental. It ensures that the basic structure of the
trellis, i.e. the order relation, is preserved during a morphological filtering.

This property causes the filter to generally lose information.

• Idempotence:

By definition, an idempotent transformation transforms the signal into an
invariant.

This property often appears, but implicitly, in the descriptions. We say of an
optical filter that it is red, or of an amp that its bandwidth is 50 kHz. Here, we will
pose it as an axiom.

Idempotence is reached either after a single pass or as a limit by iteration. More
generally, a sequence of operations, taken as a whole, can be idempotent.

Finally, note that when linear filters are idempotent, then they do not admit an
inverse: they lose information, which brings them near to morphological filters.

2.2.2 Average filter

In practice, operators morphologic are based on different application scenarios in
signal processing [37–42]. Sometimes it is difficult to obtain prior knowledge of the
positive (positive peak) or negative (negative peak) pulse characteristics of the signal,
especially when both positive and negative pulses are used. We can make by the
combination of the four operators an average filter presented by the following
formula:

AVG fð Þ ¼ f ∙ g þ fogð Þ=2 (5)

Figure 4 illustrates the results obtained not used to flatten the positive and
negative peaks.

2.2.3 Top hat transform

The concept of Top-Hat, due to F. Meyer, is a residue intended to eliminate the
slow variations of the signal, or to amplify the contrasts. It therefore applies mainly to
functions (Figure 5).

We call Top-Hat the residual between the identity and an invariant opening under
vertical translation [43]:
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ρ fð Þ ¼ f � foBð Þ (6)

We define in the same way a dual top-hat, residue between a closure and the
identity:

ρ fð Þ ¼ f ∙Bð Þ � f (7)

2.2.4 Multi-scale morphology

f and s, represent respectively, a discrete signal and the structuring element (SE)
for a morphological analysis. The morphology operator R, based on multi-scale analy-
sis [44, 45], can be defined as a set Tλ λ>0, λ∈Nj , where Rλ fð Þ ¼ λR f=λð Þ.

Multi-scale erosion and dilation are defined by:

f ⊖ sð Þλ ¼ λ f=λð Þ⊖ s½ � ¼ f ⊖ λs (8)

f ⊕ sð Þλ ¼ λ f=λð Þ⊕ g½ � ¼ f ⊕ λs (9)

and λg ¼ s⊕ s⊕ … … :⊕ s λ� 1 timesð Þ.
The original purpose of multi-scale morphology analysis is based on the morphol-

ogy composition of the structuring element g is to improve the speed of morphology

Figure 5.
Opening and top hat.

Figure 4.
a) Opening signal (lime draw f original). b) Closing signal.
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analysis by a large scale of structuring element and to expand the domains of
application in signal processing.

The original purpose of multi-scale morphology analysis is based on the morphol-
ogy composition of the structuring element g is to improve the speed of morphology
analysis by a large scale of structuring element and to expand the domains of
application in signal processing.

3. Application of morphological filtering to physiological signals

3.1 ECG signal filtering algorithm

The opening and closing operators proposed in this work for ECG signal
processing, is shown in Figure 6 below.

It consists of different phases. A first phase which consists in detecting variations in
the baseline from the original noisy ECG signal. A second phase which consists in
correcting these variations (correction of the baseline), and a third phase which consists
in suppressing the remaining noises to finally generate the filtered ECG signal.

These different phases are realized through the development of a sequence of
opening and closing operators.

This sequence is based on exploiting the different characteristics of baseline drift
and noise contamination in ECG signals, different structuring elements and different
morphological operators. For baseline correction, an opening operator followed by a
closing operator is defined; as well as noise cancelation. They are described in detail in
the following subsections.

3.1.1 Baseline correction algorithm

To correct for baseline variations, the variations of that line ( f b signal) detected
from the original signal ( f o) are subtracted from that signal to generate the
corresponding signal f cb (i.e., an isoelectric line).

The signal f b is obtained through a sequence of opening and closing operators with
structuring elements Bo and B f suitably chosen as the one described below.

f b ¼ f o ○Bo •B f (10)

¼ fbΘBo ⊕Bo ⊕BfΘ Bf

Figure 6.
Steps of the morphological filter algorithm.
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f cb ¼ f � f b (11)

3.1.2 Noise suppression algorithm

The approach adopted for noise suppression appeal of Top-hat transformations,
which are translated by the equations below.

f ¼ f cb •B� f cb ○B (12)

¼ fcb •B� fcbð Þ þ fcb � fcb ○Bð Þ
¼ fcb ⊕B1Θ B2 � fcbð Þ þ fcb � fcbΘ B1 ⊕B2ð Þ

f cb •B� f cb
� �

and f cb � f cb ○B
� �

are of the type of morphological transforma-
tion by Top Hat. This transformation is a high pass filter.

f cb •B� f cb
� �

and is called the black top hat transformation, which is used to
extract negative pulses (or negative peaks); is called the white top hat transformation,
which is used to extract positive pulses (or positive peaks). Thus the filter can be used
to extract positive and negative pulses simultaneously [46].

Figure 7 represents the block diagram describing the structure of the top-hat
transformation for noise suppression.

It consists of three steps: The first concerns the acquisition of ECG signals ( f cb:
ECG signal after baseline correction).

This step is followed by another step that allows noise removal. This step uses the
morphology operators defined in Eq. (12).

B1 and B2 are structuring elements for opening and closing. These operators are
employed simultaneously on the signal. The next step is the subtraction between the
two closing and opening operators to generate a filtered ECG signal.

The proposed algorithm is implemented under MATLABR14 environment. It is
tested on a set of ECG signals (noisy) from the MIT-BIH database [47].

3.2 PCG signal filtering algorithm

Figure 7 below illustrates the stages of noise suppression and heart murmurs.

Figure 7.
Diagram of PCG filtering.
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The first step is to normalize the PCG input signal. A second step is to remove
noises, and a third step is to remove heart murmurs.

3.2.1 PCG signal normalization

The original signal has been normalized before performing any operation. The
PCG signal is re-sampled at 8000 Hz with 16 bits of precision and converted toWAVE
format and normalized by:

xNor tð Þ ¼ x tð Þ
max x tð Þj jð Þ (13)

The aim of normalization is to reduce the amplitudes of the PCG signal.

3.2.2 Noise suppression algorithm

Noise suppression uses the morphological filter, which is presented by the
following equations:

f p ¼ f •B○B (14)

f c ¼ f � f p (15)

f p represent the detection of the positive and negative peaks by the closing of the
element.

B1 followed by the opening of B2 to finally generate the filtered signal f c. So the
signal f c is the subtraction of the original signal and the signal f p.

3.2.3 Heart murmur algorithm

The filter applied for the suppression of murmurs is the average filter; it is
described in the equation below.

f p ¼ f •B○B (16)

f c ¼ f � f p (17)

The detection of murmurs is based on two morphological operators, namely clos-
ing and opening, to suppress peaks. The average between the closing and opening
operator gives the result f p. After the subtraction between the f signal and f p to
generate a filtered signal f c.

3.3 ECG signal wave detection algorithm

The detection of the RR interval can be accomplished only after a good detection of
the R peak. This detection goes through three stages. A step which allows locating the
positive peaks R by the opening operation and another step which allows locating the
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negative peaks R by the application of the closing operation. The final step to arrive at
these peaks and valleys is the subtraction of the filtered ECG signal f with the two
previous operations.

The following formula illustrates the extraction of R positive peaks:

Peaks RRð Þ ¼ f � foBð Þ (18)

And the following formula illustrates the extraction of valleys or negative peaks R:

Valleys RRð Þ ¼ f � f •Bð Þ (19)

Formula (18) and (19) are equivalent to:

Peaks RRð Þ þ Valleys RRð Þ ¼ f � foB •Bð Þ (20)

Structuring element B is used to detect peaks and valleys. In this case it is consid-
ered as a geometric shape “horizontal segment of different lengths”. The following
formula shows the:

b tð Þ ¼ 1 si tj j< k
0 si non

�
(21)

where K is a constant.
One of the problems of the morphological approach is to determine the optimal

value of K. If it is too small, the transformation will be sensitive to high frequency
noise, and the peaks are incorrectly determined. However, K which must be less
than the peak width R. Research has shown excellent results by using values
between [55–60] ms [48].

After detecting the RR rhythm, the next step is to detect the T wave. It uses the
erosion operator to build maximum thresholding. Knowing that the amplitude of the
T wave is enormously greater than the Q wave and the S wave in the normal or
abnormal case of the ECG signal.

The following formula illustrates the detection of the T wave:

f ⊕Bð Þ mð Þ ¼ max
n¼0, … :,M�1

f nð Þ þ B m� nð Þ
for N >M and m ¼ M� 1, … … … ::, N� 1

(
(22)

Where the sets f and B are underlined by f nð Þ ¼ 0, 1, … :,N � 1f g and B ¼
0, 1, … :,M� 1f g.
The next phase is the detection of the Q and S waves of the ECG signal. It uses a

morphological operator called closing to detect the negative peaks. On the other
hand, the morphology of Q and S waves in an ECG signal are of negative
amplitudes. For this, we have chosen the most adapted closing operator to detect the
negative peaks. Finally, the detection of the P wave is based on the opening operator
which is combined with a structuring element of multi-scale, according to the
equation:

f p ¼ f ○B1 ○B2 (23)
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The signal is operated by two successive opening operators with a structuring
element of an equal scale 2. This means that the number of opening operations and the
number of the structuring element is two scales.

4. Results and interpretations

4.1 ECG signal filtering

The proposed morphological approach for baseline correction and noise suppres-
sion in the ECG signal was tested by the use of the MIT-BIH arrhythmia database.

Figure 8 illustrate respectively the noisy ECG signal, the ECG signal after baseline
correction and the resulting filtered ECG signal.

After acquiring the ECG signal, the next step is baseline correction. It consists of
the application of morphological operations: “opening and closing”.

The signal is first opened by a structuring element Bo, which means the
application of two morphology operations “erosion + dilation”, to remove the peaks
and preserve the valleys. This “opening” operation generates a signal consisting of
valleys which are suppressed, using the second operation which is the closing “dilation
+ erosion”, so this operation uses another structuring element Bf . We achieved to the
signal that represents the estimate of the derivative of the baseline (or variations of
the baseline).

The structuring element Bo,Bf
� �

is used for baseline correction. In this case
Bo,Bf
� �

is chosen as a geometric shape corresponding to an horizontal segment of

Figure 8.
a) Original ECG. b) Baseline correction. c) Filtered signal.
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different lengths. Different lengths of the structuring element Bo and Bf are employed
considering that the construction of the structuring element for the correction of the
baseline depends on the duration of the characteristic wave and the sampling fre-
quency (Fs Hertz) of the ECG signal. If the length of a characteristic wave is TL
secondð Þ, the number of samples of this wave is Fs ∗TL, which signify the structuring
element Bo should have a length greater than Fs ∗TL.

Figure 9 shows the closing operation which uses a structuring element to remove
the valleys left by the opening operation. The length of the structuring element Bf

must be longer than the length of the Bo.
The ECG signal, the most characteristic waves are the P wave, the T wave and the

QRS complex, which are generally less than 0.2 second.
Therefore, Lo, the length of Bo is 0:2∗Fs and Lf , the length of Bf is typically

chosen to be longer than the structuring element Bo, at approximately 1:5∗Lo.
Since we employ Fs ¼ 360 Hz as a sampling frequency, we get Lo ¼ 0:2∗Fs ¼ 72

and Lc ¼ 1:5∗Lo ¼ 108.
The final step to arrive at the baseline correction is the subtraction of the noisy

ECG signal f o with f b (signal describing the baseline variations).
After baseline correction, the next step is noise removal. It consists of the applica-

tion of morphology operators of the morphological transformation by top hat.
In fact, the input signal f cb is processed simultaneously by the operations “close” and

“open”, followed by a subtraction, to end up with the filtered ECG signal f.
The morphological transformation by Hat-Top permits to extract the positive and

negative impulses simultaneously by the application of the operations of opening and
closing.

It should be noted that the shape of the structuring element in the noise suppres-
sion is different compared to the baseline correction. Indeed, it can take two different
shapes and of equal lengths: a triangular shape B1 for maintain peaks and valleys on a
straight shape (segment of zero amplitude) B2.

In our case, the size of the structuring element was fixed at 5 samples, with the
value of the structuring element of B1 ¼ 0, 1, 5, 1,0ð Þ and B2 ¼ 0,0,0,0,0ð Þ. This
value is set in an empirical way where the initial values of minimums and maximums
are set to the optimal values in the noise removal step.

The algorithm is applied respectively to records 209 and 234 of the MIT-BIH
Arrhythmia database. Figures 10 and 11 illustrate, that the filtered ECG signal does
not present any variation of the base line, also the different waves of the signal are
clearly highlighted, and without any deformation.

Figure 9.
Closing effect (to the left) and the opening operator (to the right).
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4.2 PCG signal filtering

The proposed morphological approach for noise suppression and detection of heart
murmurs from the PCG signal was tested from the Pascal Classifying Heart Sound
Challenge [49].

Figure 10.
a) Original ECG (record 234), b) filtered signal.

Figure 11.
a) Original ECG (record 209). b) Filtered signal.
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Figure 12, shows a noisy signal that has been filtered by the morphological filter.
This filter uses two successive operators including closing and opening.

These operators are combined with a single structuring element B to suppress
noise. For this, the selection of the shape and size of B is very important so as not to
distort the information of the signal.

In this context, the length L of B is 0.15*Fs and the sampling frequency
Fs = 8000 Hz, so we get L = 1200.

It depends on the duration of heart sounds S1 and S2 which are basic frequency
(0.1–0.15) second, (70–0.14) ms, respectively.

After noise suppression, the next step is heart murmur suppression. It uses an
average filter, which is combined with a structuring element B.

Knowing that heart murmurs are a frequency content above 100 Hz. Starting from
this hypothesis, the length L of B = 0.15*f, f = 100 Hz then we obtain that L = 15.

Figure 13 below shows heart murmur suppression.

4.3 ECG signal wave detections

The proposed morphological approach for detecting the beginnings and endings of
QRS complexes, the T wave and the P wave of the ECG signal were tested from the
MIT-BIH arrhythmia database.

Figure 12.
Noise suppression of PCG signal.

Figure 13.
Murmurs detection of PCG signal.
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For each (filtered) ECG input signal, the following procedures were performed:
(a) pre-processing the ECG signal; (b) detecting the RR heart rate by the morpholog-

ical filter; (c) detection of the T wave by maxima of the erosion operator; (d) detection of
the Q and S waves of the ECG signal by the closure operator; (e) the detection of the P
wave is detected by the opening operator with a multi-scale structuring element.

Figures 14 to 16 illustrate the results obtained on three different recording
representing different morphologies where the power of the morphological
transformation algorithm is clearly shown.

5. Conclusion

The characteristic waves of an electrocardiogram (ECG) signal and the heart
sounds of the phonocardiogram (PCG) signal provide important indicators for the
diagnosis of heart disease; they reflect physiological processes of the heart and auto-
nomic nervous system. The analysis and interpretation of these physiological signals

Figure 16.
Detection results (record 113).

Figure 15.
Detection results (record 103).

Figure 14.
Detection results (record 102).
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make it possible to highlight new phenomena, which is sometimes possible to explain
at the physiological level, and which leads to a better understanding of the overall
functioning of the heart.

The automatic analysis of ECG and PCG signals provides the cardiologist with the
information needed to diagnose cardiac pathologies. The implementation of reliable
algorithms for the processing of ECG and PCG signals, making it possible to detect the
useful information carried by the ECG and PCG signals remains a major concern for
technicians.

A set of algorithms using morphology transforms has been developed. These
algorithms concerning:

• On the one hand the pre-processing of ECG and PCG signals where an algorithm
has been developed and implemented: one for the elimination of baseline ripples
and the other for noise suppression.

• and on the other hand, the analysis of ECG and PCG signals where an algorithm
has been developed for the detection of QRS complexes, the T wave, the P wave
of the ECG signal and the murmurs of the PCG signal.

• The algorithms were evaluated by applying them to ECG and PCG signals from
the universal database ‘MIT-BIH’ and Dataset from “Pascal Classifying Heart
Sound Challenge, respectively.

Morphological filtering which uses two morphological operators opening and
closing for the correction of the baseline.

In noise suppression, the Top Hat transformation was used. It combines the
subtraction of the closing and opening morphology operators.

For the detection of ECG signal parameters, typically the QRS complex, the T
wave, and the P wave, two techniques have been presented which are called
multi-scale morphology and morphological operators.

At the PCG signal level, we used a morphological filter for noise suppression and
heart murmur detection.

These techniques, which are based on mathematical morphology, are very
effective in estimating rapid changes in the morphology of ECG and PCG signals.
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Chapter 3

Applications of Quantum 
Mechanics, Laws of Classical 
Physics, and Differential 
Calculus to Evaluate Source 
Localization According to the 
Electroencephalogram
Kristin S. Williams

Abstract

Applications of quantum mechanics and physics-based calculus allow for 
advanced mathematical modeling of source localization estimations. Because EEG 
waveforms can be modeled as continuous or discrete quantum matter, algorithmic 
models that estimate current source density must also consider the statistical 
properties of the dipole fields that are etiologically relevant to the reflected wave-
forms. Further applications of quantum physics to the electroencephalogram (EEG) 
suggest that neurodynamic behavior that originates in thalamo-cortical regions 
compared to cortico-cortical regions yield divergent 3-dimensional dispersions of 
wave forms and quantum energy. Evaluations of the dispersion of quantum energy 
and dipole magnetic fields according to classical physics and electromagnetism 
indicate that the area of tissue by which the oscillatory mechanisms are thought to 
originate inherently influences the algorithmic modeling and estimations current 
source density. Principles and algorithms related to classical physics are included 
within this paper to evaluate limitations of algorithmic models of source localization 
and the inverse problem.

Keywords: EEG, electroencephalogram, physics, neurophysics, current source density

1. Introduction

The EEG is a neuroimaging device that reflects the electrophysiological activity 
of the cerebrum that is generated by the synchronistic firing of nerve cells [1, 2]. 
Because the EEG reflects dynamic neurocognitive processes according to millisecond 
variations, the statistical properties of neural activation and processes fluctuate 
according to time, depth, and orientation of the neural generators. Measurement 
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of the electrical activity reflected by the EEG is best conceptualized as a nonlinear 
stochastic process that is inherently spatio-temporally dependent [1, 2].

Extracellular currents are derived from excitatory and inhibitory postsynaptic 
potentials allow for dipole moment per unit volume approximations [1, 3]. The dipole 
moment per unit volume approximations allow for the derivation of weighted estima-
tions of current source density according to neural generators across and between local 
tissues and the orthogonal orientation of nerve cells within the neocortical layers [1].

While measurements of extracellular currents can be measured using divergent 
mathematical algorithms (i.e., phase shift, phase lock, coherence, and lagged coher-
ence), the interaction between neurons that generate excitatory and inhibitory 
postsynaptic potentials must be evaluated according to time, frequency, and the 
location of the neural generators [4, 5]. Utilization of the Fast Fourier Transformation 
(FFT) allows for the derivation of EEG frequency bands from the raw signal accord-
ing to time. FFT analyses elucidate phase angle and phase differences from the EEG 
frequency domains. When the phase angle is stable or constant, this indicates that 
coherence = 1.0 whereas coherence = 0 when there are phase differences due to 
moment to moment variations in the phase angle. Thus, coherence elucidates com-
munication between distal and contiguous neuroanatomical regions and therefore, 
across and between functional networks via coupled neural oscillators [4, 5].

Mathematical modeling of current sources can be reflected as P (r′, t) when the 
estimation is derived according to dipole moment per unit volumetric approximations 
[1]. This algorithmic model asserts that r′ is the estimated location of the neural 
source according to volume where t indicates time. Limitations of source localization 
methods are attributable to the inverse problem and assumptions related to the head 
volume conduction model [1–6]. The head volume conduction model is significantly 
flawed because there are multiple layers of biological material that the electrical cur-
rent must surpass before it can be reflected on the scalp [1, 7]. Furthermore, because 
of the anisotropic conductivity of the brain, which is attributable to the inhomoge-
neous conductivity of the cerebrospinal fluid, dura and cerebral tissue, there are an 
infinite number of solutions to the inverse solution [1, 8–10].

2. Applications of Maxwell’s law

Applications of Maxwell’s equations to the EEG incorporate fundamental principles 
related to thermodynamics as derived by Faraday’s law of electromagnetic induction and 
Gauss’ law of electromagnetism [11–14]. Maxwell’s equations establish that the electrical 
displacement of neural generators and the field produced by these neurophysiological 
generators inherently influence accurate estimations of current source density [14].

There are four algorithms that comprise Maxwell’s equations [15–17]. Eq. (1) 
defines 𝛁𝛁 as a nabla operator [14]. The nabla must act upon the other variables 
denoted within the equation in order to derive estimations of current source den-
sity. E is defined as the electrical current. When E is considered as a cross product 
with the nabla, it is a mathematical constant that is derived as a function of the 
partial derivation, 𝛛𝛛, of the magnetic field, B, which varies according to temporal 
changes, t [14].

 
t

× ,= - ∂
∂

∇ BE  (1)
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Considerations of Eq. (1) indicate that the nabla operator denotes a gradient of 
a scalar field when this operator is utilized to derive estimations of neural genera-
tors according to a Cartesian coordinate system [15]. Thus, this equation attempts 
to utilize statistical weighting to estimate Laplacian operators that are derived from 
electromagnetic fields at different points within the head volume conduction model. 
Because the activity reflected in an EEG recording is derived from the activity of 
orthogonally oriented neurons, estimations of current source density must account 
for the errors in estimation that are a result of the inability to determine the precise 
location of the neurobiological generators that produce dipole magnetic fields [15]. It 
is important to denote that 𝛁𝛁 x E represents a cross-product between these two factors 
and does not represent an order of multiplication [14].

Eq. (2) indicates that the cross product between the magnetic field strength, H, and 
the gradient of a scalar field, 𝛁𝛁, is equal to current source density, J, as it relates to a 
partial derivation, 𝛛𝛛, of time, t. The field of electric displacement is denoted as D [15].

 x = + ,
t
∂

∇
∂

H J D  (2)

Eq. (3) indicates that the gradient of a scalar field as a cross product between the 
electrical displacement, D, allows for the derivation of the unbounded charge density, 
p [15]. Eq. (3) is derived from Gauss’ law of electromagnetism [15]. Gauss’ law of 
electromagnetism indicates that the electrical flux that is reflected by a closed surface 
must be proportional to the total electrical charge within that surface [14, 16]

 = p∇⋅D  (3)

Applications of Maxwell’s law and Gauss’ law of electromagnetism incorporate 
the divergence theorem [17]. The divergence theorem states that the properties of a 
continuous entity, such as electrical flux, within a closed circuit is equal to the spread 
of that continuous entity over the volume of the closed-circuit system. Thus, because 
the flow of a continuous entity must be calculated as a 3-dimensional dispersion, the 
calculation must consider the magnitude, directionality, and the time by which the 
divergence occurs. This theorem indicates that a geometric interpretation of the disper-
sion of a waveform that uses a 3-coordinate configuration system is equivalent to the 
derivation of current source density [17].

Eq. (4) indicates that the sum of the voltages within a closed-circuit loop must 
inherently sum to zero [15]. This assertion is consistent with Laplacian physics and 
Kirchhoff ’s Circuit Theory [18].

 0∇⋅ =B  (4)

3. Laplacian physics

Geometric models and calculus-based physics in EEG source localization include 
applications of Coulomb’s inverse-square law [19]. Coulomb’s law indicates that the 
magnitude of the electrical force between two particles is inversely related to the dis-
tance between the two charges. Thus, as distance increases, the magnitude of the two 
charges decrease. This law also indicates that electrical force increases as the charge of 
two particles increase. Coulomb’s law can be applied to estimations of source localiza-
tion if the difference in magnitude between divergent neural generators is considered 



Biosignal Processing

36

similarly to the difference in charge of two particles. Specifically, as the distance 
between electrophysiological generators from the scalp increases, there is a decreased 
probability that this activity will be reflected on the surface. Coulomb’s inverse square 
law is mathematically defined in Eq. (5) [19].

 
2

1 2| | k q qFE
r

=  (5)

Because the depth of a signal inherently influences the electrical field within a 
volume conductor, applications of Ohm’s law to the EEG are also related to source 
localization [19]. Algorithmic modeling of Ohm’s law can be reflected according to 
vector computations. Eq. (6) denotes that E(r) is the electrical field represented at a 
specific location, p is resistance, and j is current source density [19].

 ( ) ( )E r = pj r  (6)

Gradient derivations are also employed to evaluate the Laplacian operators [19, 20]. 
Estimations of Cartesian coordinates to evaluate locations of electrical generators are 
determined by computations that derive the statistical term weights in vector space 
models. Eq. (7) indicates that the electrical field is computed as a vector function that 
fluctuates according to time. The derivation of the estimated coordinates account for 
the time and direction of the magnetic field which inherently affects the magnitude of 
power reflected by electrical generators. Eq. (7) defines 𝛛𝛛 as a partial derivative of V(r) 
according to its location and i, j, and k as individual Cartesian coordinates according 
to their orthogonal directionality. The orientation of the generator inherently affects 
the weighting or probabilistic influence of each coordinate in relation to the electrical 
signal. Grad indicates a gradient of V(r) which is a measurement of the rate of change 
of electrical flux within a physical construct according to its radial direction [19, 20].

 ( )( ) ( ) ( ) ( )r r r
Grad V

V V V
= + + k

x y z
∂ ∂ ∂
∂ ∂ ∂

r
  

i j  (7)

Computations of Laplacian operators require considerations of resistivity [1, 10, 21]. 
Because the resistivity of biologic materials within the EEG are anisotropic, estimations 
of Laplacian operators according to the head volume conduction model are inherently 
flawed. The head volume conduction model assumes isotropy or uniform conductivity. 
Weighted approximations of the resistivity within a biologic medium must account for 
the time, region, directionality and the type of tissue by which the electrical currents 
propagate. Because electrical currents indicate a non-uniform distribution, a cross-
section within the brain may present divergent resistive properties dependent upon the 
Laplacian operator being cortical or subcortical in origin [21].

Further applications of Maxwell’s equations include the Maxwell-Rayleigh 
algorithm [21]. This algorithm is utilized to calculate the resistive properties that 
occur within a spherical conductive model. Thus, the Maxwell-Rayleigh equation 
incorporates geometric configurations to estimate of gradations of resistivity that 
are attributable to a homogenous suspension that exists within a volume conductor. 
This application is directly related to the estimation of current source density as the 
brain is surrounded by cerebrospinal fluid. Eq. (8) defines η is resistance according to 
a specific medium, ηs is fluid resistivity, h is configured according to the geometrical 
shape of the volume conductor, and 𝛂𝛂 is the partial derivative of the volume by which 
the suspension occupies [21].
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Considerations of algorithms that attempt to model estimations of current source 
density according to the EEG must consider physiological constraints and mathemati-
cal limitations [1]. Derivations of the cumulative density function according to Eq. 
(9) does not consider the resistivity of the biological material by which the electrical 
signals must bypass. The resistivity of these biological materials alters the conductiv-
ity of the electrical signals that are reflected on the scalp. Eq. (9) defines 𝚽𝚽 as the 
cumulative magnetic flux, for a given region, r, according to time, t. Determination 
of the cumulative magnetic flux is a function of the interaction between independent 
variables that vary according to time. This equation defines ∫ as the integral of B, 
the imaginary component, GH as the weighted term of volume conductance, P (r′, t) 
as the three-dimensional electrical field, and dV as the electrical flux according to 
density. V is defined as volume [1].

 ( ) ( ) ( ) ( )S ,t = GH , P , t dVφ ∫r r r' r' r'  (9)

GH is a direct application of Coulomb’s law of electrostatic force with regard 
to source localization. This equation indicates that GH is always larger for cortical 
generators compared to subcortical generators [1]. Thus, this is a direct application 
of Coulomb’s law because as the distance between the electrophysiological genera-
tors and the scalp increases, the probability that the activity will be shown on the 
surface decreases. The reduced probability is attributable to Coulomb’s law that 
indicates that the magnitude of electric force decreases as a factor of 1/r2 where r 
is defined as the distance between the two charges or generators that produce the 
dipole field [1, 19].

4. Quantum mechanics and Schrodinger equation applications

Applications of quantum mechanics indicate that linear models that are utilized 
to conceptualize EEG data are inherently flawed [22]. Linear models that attempt to 
model EEG signals according to volume conduction include the linear instantaneous 
time-invariant mixing algorithm [23]. The linear instantaneous time-invariant 
mixing model indicates that the generation of electrophysiological signals can be 
modeled as a linear function. This is attributable to the assertion that the cumulative 
electrical activity reflected on the scalp is a result of the mixing of underlying sources 
within the head volume conduction model. Congedo and Sherlin [23] indicate that the 
mixing coefficients or the individual sources do not vary according to time and are 
therefore fixed. Eq. (10) defines xi as the voltage, ai and aiM as the mixing coeffi-
cients, s as the source, and t as time [23].

 ( ) ( ) ( ) ( )1 1 2 2xi t = ai s t +ai s t +…+aiM sM t⋅ ⋅ ⋅  (10)

Eq. (10) negates the inclusion of factors related to the resistivity of the biologic 
medium by which the electrical signals are derived [23]. Furthermore, this equation is 
inherently flawed in that the mixing coefficients are deemed as time invariant factors. 
Considerations of the inverse problem and Coulomb’s law of electrical force indicate that 
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the estimation of the electrical sources is dependent upon the depth, orientation, and 
number of neurons that generate the EEG rhythms that are reflected on the scalp [1, 7].

Applications of Heinsenberg’s Uncertainty Principle and Schrodinger’s equation 
further exemplify the error associated with conceptualizing the EEG as a linear 
function [22, 24]. These principles and algorithms indicate that EEG waveforms can 
be modeled as a summation of individual waves and quantum particles. Heinsenberg’s 
Uncertainty Principle indicates that statistical modeling can be utilized in a priori 
estimations of the location and position of quantum objects as the precise location 
and momentum of particles cannot be simultaneously determined. Eq. (11) is a repre-
sentation of the time independent derivative of the Schrodinger equation [22, 24].

 ∂ψ
= − ∇ ψ + ψ

∂

2
2( )i ( )

2t m




x,t x,t V(x,t)+ (x,t)  (11)

Eq. (11) defines iħ as energy, 𝛛𝛛 as the partial derivative of the waveform according 
to time [24]. ħ is Plank’s constant, 𝚿𝚿 indicates the wave function, and 𝛁𝛁 indicates the 
degree to which the wave function changes according to space relative to the conduc-
tor by which it is modeled. V is defined as the magnitude or force of the particle 
according to location and time where m represents the mass of the particle. Because 
the Schrodinger equation indicates that waveforms within the EEG can be conceptu-
alized as quantum particles, this suggests that the energy or magnitude of the quanta 
that produce neuro-oscillatory behavior and EEG rhythms can be defined as a func-
tion of kinetic energy [24].

4.1 EEG application of Schrodinger equation

The Schrodinger equation exemplifies the inherent limitations of the head volume 
conduction model and, therefore, the inverse problem. Albeit Nunez and Srinivasan 
[21] have derived estimations of resistivity for divergent biological materials such as 
the skull, cerebrospinal fluid, dura, blood and the cortex, the Schrodinger equation 
indicates that the precise location of individual quantum particles and waveforms 
cannot be determined unless invasive procedures are utilized to isolate these particles 
[21, 22]. Postulates of the Schrodinger equation indicate that probability distributions 
are utilized to estimate the dispersion of each wave form [24]. This postulate can be 
applied to the EEG in relation to the derivation of dipole magnetic fields.

Because multiple ‘neurorhythmicities’ are generated at any given time, where each 
waveform will have its own probabilities and estimated dispersions of the dipole fields 
related to that wave, there is not a unique solution to the inverse problem. Derivation 
of the individual statistical weights for each waveform that is cortical or subcortical in 
origin is mathematically infeasible. These mathematical and physiological challenges 
that are specific to the head volume conduction model and inverse problem indicate 
the necessity to incorporate integrals and imaginary components to reduce statistical 
error in estimations of source localization.

5. Conclusion

The classification of EEG waveforms as continuous or discrete quantum matter 
and the output of the EEG as a linear or nonlinear function inherently affects algo-
rithmic modeling for estimations of source localization [23, 24]. While Nunez and 
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Srinivasan [21] have estimated the degree to which specific biologic mediums and 
materials possess resistive properties, these parametric configurations do not provide 
a solution to the inverse problem. Applications of quantum mechanics indicate that 
neurodynamic behavior that originates in thalamo-cortical compared to cortico-cor-
tical regions yield divergent 3-dimensional dispersions of wave forms and quantum 
energy [21].

The area of tissue by which the oscillatory mechanisms are thought to originate 
inherently determines the validity and applicability of Ohm’s law to the EEG [1]. 
Specifically, the amount of tissue by which the neuro-oscillatory generators are 
thought to be dispersed distorts mathematical estimations of source localization. As 
the magnitude of space where neural generators are thought to originate increases, 
Ohm’s law may only be applicable when estimates of current source density are calcu-
lated using matrices to account for the macroscopic and anisotropic heterogeneities 
that permeate calculations of resistivity in subcortical and cortical regions [21].

Applications of the Schrodinger equation and Heisenberg’s Uncertainty Principle 
indicate that if EEG waveforms are considered as a summation of discrete particles 
and individual waveforms, the precise cytoarchitectural boundaries and power of the 
specific quantum particles that comprise these waveforms cannot be derived simul-
taneously. Estimations of current source density must obey laws of physics related to 
thermodynamics and electromagnetism. Thus, laws of classical physics and quantum 
mechanics such as Coulomb’s inverse square law, Gauss’s law of electromagnetism, 
and Maxwell’s equations can be applied to derive estimations of the Cartesian coor-
dinates that are utilized in 3-dimensional dipole electrical field per unit volumetric 
estimations of current source density [1, 19].

© 2022 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 
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Chapter 4

Protecting Bioelectric Signals from 
Electromagnetic Interference in a 
Wireless World
David Marcarian

Abstract

The exponential growth of wired and wireless technologies which generate 
Electromagnetic Interference (EMI) has made obtaining microvolt-level bioelectric 
signals challenging. While digital filtering algorithms provide a wealth of informa-
tion and allow Artificial Intelligence (AI) to interpret the data, the process may 
denigrate the integrity of the original signal. Busy clinicians and researchers have 
relied on computer-analyzed ECG, losing their ability to discriminate between data 
of high quality and data contaminated with EMI (noise). Resolving an EMI issue 
with a microphone is one way to learn the methodology. A step-by-step process of 
troubleshooting EMI in an audio application provides a framework for understanding 
the fundamental variables that generate EMI and a better understanding of analog 
electronics. The troubleshooting methodology applies to resolving EMI issues with 
all biologic signals including Surface Electromyography (SEMG), EEG, ECG, and 
Needle EMG. As we enter the age of extended range WIFI and cellular technologies, 
understanding analog electronics is crucial in ensuring we obtain clean data for more 
clinically meaningful results.

Keywords: electromagnetic interference, EMI, EMF, surface EMG, SEMG, electrical 
interference, shielding, EMF reduction, digital signal processing, filtering EMI, 
microphone, USB-powered microphone

1. Introduction

The development and widespread use of electrically powered technology has 
grown exponentially since the 1960s. Modern homes and offices routinely have 
flat-screen TVs, microwave ovens, WIFI, and air conditioning systems. Technology 
requires power in either Alternating Current (AC) or Direct Current (DC) form. 
Cellular, WIFI, satellite, and other Radio Frequency (RF) devices provide communi-
cation between technologies. The widespread use of wired and wireless technologies 
has led to increased Electromagnetic Interference (EMI) due to Electromagnetic 
Fields (EMF) in its many forms. Electromagnetic Fields (EMF) are generated by both 
the source of power, and the technology device that is powered. Electromagnetic 
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Interference (EMI), or “electrical noise” is the unwanted disturbance in a circuit 
caused by EMF [1].

EMI creates problems for the electrophysiologist attempting to extract bioelectric 
signals from the body, especially when those signals are in the microvolt (μV) range 
such as Surface Electromyography (SEMG), ECG and EEG [2]. Wireless devices have 
been quickly replacing wired devices in every area of technology. Smart meters are 
replacing water, gas and power meters in both residential and commercial applica-
tions. WIFI routers and microwave based WIFI blanket many towns and cities. 
Cellular towers, cellular phones and Bluetooth devices all contribute to EMI. In 
addition to wireless signals, the impact of the electric vehicle has led to an increase 
in the transmission of high levels of AC power with powerlines the area we live and 
work. Wireless devices along with EMF generated by power sources contribute to EMI 
or EMF, potentially damaging the integrity of bioelectric signals as measured at the 
human body.

In the past decade, there has been a disturbing trend toward clinicians relying 
upon computer-analyzed ECG/ECG bioelectric data and making clinical decisions 
based on erroneous results [3]. Unfortunately, many clinicians no longer understand 
ECG graphs or understand the subtle meaning of the graphed analog signal. This lack 
of knowledge means there is a higher probability that they will not be aware of the 
impact of EMI on electrophysiologic evaluations, and the importance of obtaining a 
clean signal before being processed by the computer.

There are many methods of filtering out EMI, from hardware-based filtering to 
software algorithms. The best method of preserving the integrity of a bioelectric 
signal is to reduce the impact of EMI at the source of the biological signal.

Surface Electromyography (SEMG) is a measurement of muscle activity. A 
pubmed.gov search of the term yields over 13,500 peer-reviewed studies, including 
the evaluation for presence or absence of back pain and soft tissue injury [4] and 
workplace ergonomics evaluations. Since this technology measures muscle activity in 
the microvolt range, it is extremely susceptible to EMI and is a good tool to use when 
evaluating a location for EMF/EMI. The device utilizes high gain differential ampli-
fiers, and sensors comprised of a metallic electrode with conductive medium which 
is placed on the skin above the muscles of greatest interest. When performed with the 
proper equipment and controlling for EMI, the device can extract a microvolt level 
signal produced by motor units beneath the skin [5].

EMI can make SEMG extremely difficult to measure, making it a perfect tool for 
evaluating methods of eliminating EMI. The microphone is another device that allows 
you to“hear” the presence of EMI (constant “hum” in the speakers), and quickly 
determine when EMI has been removed. Troubleshooting EMI with a commercially 
available microphone requires the same troubleshooting steps that apply to eliminat-
ing EMI’s impact on bioelectric signals.

2.  Problem-solving techniques: methods for removing EMI in practical 
use-case scenarios

With the significant advancements in sensor technology over the past 10 years, 
EMI is less of an issue as in the past. That being said, there are additional variables 
beyond the measurement instrument itself which determines the quality of bio-
electric signal obtained. One of these variables is the increasing level of EMI in our 
environment.
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2.1 Obtaining quality signals: Practical examples

Described below are practical examples demonstrating methods of reducing or 
eliminating EMI in actual practice.

2.1.1 Practical example 1: The CT angiogram and ECG

The author was required to have a CT Angiogram, and arrived for the exam with 
my own pack of ECG electrodes. At the time, the CT was timed based upon the ECG, 
and without a clean ECG signal, the test could not be performed.

After looking at the electrodes they were using, I asked the nurse if they had diffi-
culty obtaining a stable ECG signal. She acknowledged that they were having signifi-
cant challenges with the ECG, and did not know why. They had the ECG serviced, but 
the difficulties continued. What was wrong?

The hospital-supplied electrodes had a very high viscosity “gummy bear” type 
conductive medium. The author-supplied electrodes had a low viscosity gel form of 
conductive medium. Having the most high-tech ECG would not matter, as the weak-
ness in this system was in the $5.00 pack of electrodes.

To obtain a clean signal, the skin-electrode interface has to have a low enough 
impedance that the ECG amplifiers would be capable of acquiring the ECG signal 
without being “saturated” with EMI from all the other electronics in the room. I 
explained that the hospital supplied electrodes may work if given enough time for the 
conductive medium to heat up enough to permeate the skin. The gel-type medium on 
the author supplied electrodes instantly permeated the skin due to its low viscosity.

2.1.2 Tools for evaluating and reducing EMI

These first two devices are crucial in detecting EMI/EMF issues at the physical 
location of data collection. The inverse square law applies to EMI. In other words, 
by moving a few feet away from the source of the EMI may resolve the problem. 
Therefore, you must test for EMI at the location where you will be performing the 
data collection. You will see the manufacturer and model number of the devices used 
in troubleshooting.

1. A simple electrical outlet ground tester confirms the AC outlets are properly 
grounded.

2. An EMF meter measures RF, EMI, Powerline EMF, and cellular EMI.

3. A Faraday Cage or EMI shielding. There are commercially available shielding 
paints and cloth.

4. Smart-meter shield, if a smart meter is close to your data collection site.

2.1.3 Resolving EMI issues with a commercially available USB-powered microphone

A demonstrative method of eliminating EMI was in resolving an EMI issue with 
one of the most popular, commercially available microphones (Blue Microphones 
model: Yeti). The popularity of this microphone is based upon its simplicity and 
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excellent sound quality (once EMI is removed). It is USB-powered and does not rely 
upon a separate amplification system.

The approach to resolving EMI issues with a microphone is identical to resolving 
EMI issues with SEMG or any low-level bioelectric signal. The microphone is a perfect 
example, as the process for eliminating EMI is the same for the microphone for 
bioelectric signals. There is no need to learn to operate an oscilloscope as the human 
ear can hear the change in sound quality when the EMI issue is resolved.

Upon plugging the device into my computer, and attempting to record, I imme-
diately noticed a problem with a low-frequency” hum”. In an online search, I found 
every expert on the microphone recommending the use of audio editing software 
with a noise reduction algorithm.

The resultant processed audio demonstrates the exact problem with digital signal 
filtering: The digital noise reduction definitively removed the hum, but concomitant 
with this approach was the removal of the subtle, rich, and warm qualities of the 
human voice heard in the original recording. The use of sound as an analogy demon-
strates the impact digital signal processing may have on biologic signals, as sound has 
much of the same spectral and amplitude characteristics.

In a google search, the experts on this microphone almost unanimously recom-
mended using audio editing software filters and equalizers to recover the unique vocal 
attributes removed during the noise reduction processing. In following this approach, 
the resultant output although improved lacked all the qualities of the original record-
ing, degrading the sound quality along with removing the hum. Is there a better way 
than to use software to filter out the EMI?

Ideally, if we could remove the source of EMI, there would be no need for post-
recording filtering. The problem-solving process presented below applies to any 
bioelectric signal contaminated by EMI (e.g. SEMG, EMG, ECG etc.) As with all 
problem-solving, it is essential to change one variable at a time (Figures 1–5).

These are the steps I followed in resolving the EMI issue:

1. Use an electrical ground tester (Klein Tools Model RT 310) to confirm that all 
electrical outlets are tied to earth ground. Although this issue is more likely 
to occur in an older residential home, it is still possible the location was not 
properly wired. An ungrounded AC circuit is a source of EMI and needs to be 

Figure 1. 
Grounded 3 prong AC adapter.
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resolved immediately. The ground appeared good in all outlets throughout my 
office setting.

2. The laptop had an ungrounded AC Adapter (a two-prong plug). An unground-
ed AC adapter can be a significant source of EMI, as there is no path to ground. 
As many computers are utilizing the USB-C connector for power, finding a re-
placement grounded AC adapter was easy. Another approach while waiting for 
the AC adapter to arrive was to run the computer on battery power. It is crucial 
to have t he AC adapter unplugged from the AC outlet and the computer. The 
only problem is when operating on battery power, the internal power supply 
may generate enough EMI to cause interference. It is always best to have the 
system grounded. Unfortunately, upgrading to a grounded AC adapter did not 
resolve the problem. NOTE: Many believe that there is an adapter that allows 
conversion from ungrounded AC plug to a grounded AC plug. This is false. 
There is an adapter which allows conversion from grounded to ungrounded 
(3 prong to 2 prong plug) but it is impossible to add a ground connection.

3. The Faraday cage is essentially a metal box surrounding the subject with the 
metal connected to the earth ground connection on the wall outlet. The Faraday 
cage essentially shields the subject from EMI, drawing it to earth ground. In 

Figure 2. 
Ungrounded AC adapter.

Figure 3. 
The Inverse Square law.
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a location with severe EMI issues, the lab room was painted with a commer-
cially available shielding paint designed with a grounding plate (e.g. Gigahertz 
Solutions Manufacturer number 863–091 with grounding plate 863–138). It is 
recommended that a professional perform the installation of such paint. Also, 
there are manufacturers who provide cloth that can be used to build a Faraday 
Cage (JJ Care part FF44x20), but the process of building a proper Faraday cage 
is more complex than it appears [6], and without proper understanding of the 
principles it is the position of the author that these should be limited to use in 
clinic or lab settings. The Faraday cage I built for the microphone was unsuc-
cessful.

4. Testing the microphone/computer system at a different location was done to 
eliminate any source of EMI not obvious. Changing locations has exposed is-
sues for other offices, but did not eliminate the EMI issue with the microphone. 
In one scenario the dry cleaner next door was using industrial size washers 

Figure 4. 
Faraday cage concept.

Figure 5. 
Ferrite Core mini USB cable.
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and dryers generating so much EMI that the only solution was to move the 
entire SEMG system to the opposite end of the office. The good news is that 
the inverse square law applies to EMI (the impact of EMI drops off rapidly the 
further you move away from the source of interference).

5. Lights may be a significant source of EMF. Fluorescent lights have always been a 
source of EMI. Newer LED lighting systems generate significant EMI as well. It 
is most likely the power supplies which generate the EMI but turning off LEDs 
can reduce EMI significantly. In my testing with the hum, I also connected 
a SEMG system to evaluate the EMI of LED lights [7]. Turning off the lights 
had no impact on the low frequency hum, but did cause significant EMI in the 
SEMG signal.

6. The next step involved unplugging all electronics in the office, whether near 
the microphone or not. The most likely culprit? The flat screen TV: If a Plasma 
TV, the power supplies generate quite a bit of EMI. You will note that plasma TV 
manufacturers typically equip all important cables including both power cords 
and those for connection to the source of entertainment (e.g. HDMI cables for 
DVD players) with ferrite wrapped cores to reduce the impact of EMI [8].

7. Many TV manufacturers have been shipping large screen TVs with ungrounded 
2 prong AC power plugs. This makes them the most likely source of EMI when 
performing any low-level signal measurement. Since monitors and TVs have 
always been a source of EMI, but I simply made sure to move the microphone 
at least 8 feet from the large screen TV I was using as a monitor. Moving a few 
feet away from the screen drops the EMI dramatically as the inverse square law 
applies.

8. Cellular phones generate significant EMI. It is important when gathering any 
low-level biologic signal to keep the phone at least 6–8 feet away from the sen-
sors. Many believe if the ringer is off, that the phone will not generate EMI. 
When a call comes in, whether the ringer is on or off, the wattage increases 
significantly and can be seen directly on the graph of an SEMG measurement. 
I also moved my cellular phone at least 6 feet from the microphone but this had 
no affect.

9. Any device with a motor may be a source of EMI whether it is turned on or 
not. Massage chairs or motorized tables as found in a chiropractic or physical 
therapy office need to be unplugged as part of the process of eliminating them 
as a source of EMI. With the lights off, the laptop powered by a grounded AC 
adapter and after unplugging all electronics including the massage chair and 
TV, the microphone issue was not resolved.

10. The next variable involved the Smart Meter proliferating throughout the US. 
The device sends data to the utility company but appears to generate significant 
EMI. I measured the level of EMI using an EMF meter (GQ Electronics, Inc. 
Model EMF-390), and found the smart meter was generating such significant 
EMI that I felt the need to apply a shield. Initially I was skeptical of these forms 
of Faraday cages, as the claims being made by some seemed ludicrous. I was 
wrong. The measured level of EMI dropped by 14 times with the shield in-
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stalled and grounded (Smart Meter Guard, Model SMG1). The smart meter still 
functioned properly, but the microphone EMI issue was not resolved.

11. I decided to take an inventory of the system disconnected to evaluate possible 
sources of EMI that were inherent in the design. What I immediately noticed was 
that the USB A cable to Mini USB cable (which powered and transmitted data 
from the microphone to the PC) was a standard cable without a ferrite core. I 
purchased a male USB-2.0 A to male Mini USB cable (Monoprice model 105,447), 
manufactured with a ferrite core wrapped around the Mini-USB end of the cable. 
The problem was resolved, and this wonderful microphone was now usable 
without any digital filtering. Attenuating EMI at the source will always lead to a 
cleaner, more clinically valuable signal and reduce the need for as much signal 
processing. The process above applies to any EMI issue with any device.

2.1.4 Miscellaneous means of reducing EMI

Improving the interface between the human and measurement sensor is always 
critical. Without proper conductivity, bioelectric signals are difficult to measure.

3. Conclusions

The current trend in biomedical engineering is to focus on development of algo-
rithms that provide the healthcare provider, researcher and layperson with valuable 
biological data to aid in maintaining better health and automating the evaluation of 
bioelectric signals. The focus of this chapter provides a reminder to be aware of the 
environmental effects on any biologic signal and not to completely rely upon comput-
ers for automated analysis. Although the computer will definitively do a much better 
job in the future, there may be a variable not taken into consideration.

Additionally, it is important to always attempt to properly attach sensors to the 
body. By doing so, we increase the probability of obtaining a clean signal at the sen-
sor/human interface such that the original signal is faithfully reproduced in digital 
format. With the proliferation of wireless technologies throughout the globe, the 
importance of preventing Electromagnetic Interference (EMI) from contaminating 
the biologic signal is of utmost importance.

The process of eliminating EMI is presented in the simple case study of a 
microphone, but the algorithm applied to resolving EMI issues with a microphone 
apply to all human bioelectric signals. It is the hope that this chapter provide some 
a different perspective that may aid the researcher and clinician in developing a 
methodology which leads to the cleanest, noise-free signal possible when gathering 
bioelectric signals.
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Chapter 5

Non-Invasive Approach for Glucose 
Detection in Urine Quality Using 
Its Image Analysis
Anton Yudhana, Liya Yusrina Sabila, Arsyad Cahya Subrata, 
Hendriana Helda Pratama and Muhammad Syahrul Akbar

Abstract

Human health can be detected through urine content, where metabolic waste in 
the body is excreted through urination. Glucose in the urine is caused by high levels 
of glucose in the blood, which can cause poor kidney function. This study aims to 
detect glucose in urine using non-invasive image analysis. The three measurement 
parameters in this research consist of Hue (H) is the color portion of the model that 
is expressed as a number from 0°C to 360, saturation (S) is the amount of gray in a 
particular color from 0% to 100%, and value/brightness (V) is the intensity of the 
color from 0% to 100%. Reagent strips for urinalysis with 10 variables are applied in 
this research, including glucose, bilirubin, ketone, specific gravity, blood, pH, protein, 
urobilinogen, nitrite, and leukocytes. All reading data from the system is sent to the 
monitor layer, which uses the python platform with the additional library Open-cv. 
The results obtained that the urine color is getting dimmer with the addition of 1 g of 
glucose in each test. This study was able to detect glucose in urine using image analysis.

Keywords: glucose detection, non-invasive, urine quality, image processing, Arduino 
microcontroller

1. Introduction

Health is one of the important things that need to be maintained and considered. 
However, the pattern of human consumption of various types of food and bever-
ages is often a major problem for individual health—especially the frequent habits 
of individuals when consuming food with glucose levels on an irregular basis. The 
composition of substances in urine varies depending on the type of food and water 
drunk [1]. One way to find out if the body is healthy can be done by detecting urine. 
Normal human urine consists of water, urea, uric acid, ammonia, creatinine, lactic 
acid, phosphoric acid, sulfuric acid, chloride, and salt, under certain conditions, 
excess substances such as vitamin C, drugs [2, 3].

Glucose in the urine (called glucosuria) is a disease. If diabetes is accompanied 
by hyperglycemia (increased blood sugar levels), it can be diabetes mellitus (DM), 
pancreatic disease, central nervous system disease, severe metabolic disorders, or due 
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to corticosteroid drugs, thiazides, oral contraceptives. Diabetes without hyperglyce-
mia is found in situations of abnormal renal tubular function, pregnancy, sugar other 
than glucose in the urine, or eating lots of fruit.

The renal glucose threshold is in the range of 60–180 mg/dl, and the urine will 
immediately show a higher number than the glucose value. Therefore, if the positive 
value is reduced by one (+1), it is estimated that it will enter the range of 160–180 mg/
dl, two (+2) range of decrease in blood glucose estimated 180–250 mg/dl, three 
positive decreases (+3) estimated range of blood glucose 250–300 mg/dl, four positive 
range of decrease (+4) estimated range of blood glucose >300 mg/dl.

Urine can be used to diagnose several diseases such as diabetes, liver disease, 
kidney disease, and others. One of the causes of these diseases is high glucose levels 
[4–7]. Therefore, the need for early detection of glucose levels in the urine. There 
are many ways to detect glucose levels in the body in the medical field, including 
invasively, namely taking blood samples which are analyzed through clinical labora-
tory procedures. However, this method requires medical action by injuring the limbs 
using a syringe [8]. Then the second method is non-invasive, which is the opposite of 
the first method, namely, without any medical action to injure the human body. The 
non-invasive is an option that has not been widely supported by detector/technology 
that are devoted to detecting/analyzing glucose content, even if it is available on the 
market but requires a large purchase cost (high cost) [9–11].

Various studies have developed non-invasive methods for glucose detection with 
various target sites. Some of these studies include reverse iontophoresis and bioimped-
ance spectroscopy [12, 13] with target site is wrist skin, ultrasound, electromagnetic 
and heat capacity [14] with target site is ear lobe skin, near-infrared spectroscopy, and 
photoacoustic spectroscopy [15, 16] with target site is fingertip skin, Raman spectros-
copy [17] with target site is fingertip skin, optical coherence tomography [18] with 
target site is skin, fluorescence technology [19] with target site is intravascular, and 
thermal emission spectroscopy [20] with target site is tympanic membrane.

The non-invasive method is recommended because it is carried out without medi-
cal action that injures the body. However, to overcome the problem of cost due to the 
large size of the equipment used, a device for detecting glucose in urine that is easy 
to move has been developed. This detector, which is designed in the form of a mobile 
detector, is specifically designed to analyze glucose content non-invasively through 
urine. This detector is in the form of a storage box that is easy to use without the need 
to be attached to a member of the body by utilizing a temperature sensor to detect glu-
cose content through urine. The urine waste detector system uses infrared spectros-
copy in real-time. From the claims of this study, it shows the difference from using a 
detector system, namely analyzing the signal-to-noise ratio from the input of the IR 
thermal sensor resulting from the reflection of light in the urine fluid. Therefore, the 
proposed research does not require light to detect the glucose content in urine.

A robust analysis is needed to obtain accurate results of glucose detection in urine. 
One of the analytical techniques that are often used is image analysis through image 
processing techniques. Urine strip test results can be detected using image process-
ing techniques [21]. The results showed that the image quality of the system is quite 
low because the system uses a webcam that is experiencing interference. In addition, 
image processing techniques are used for glucose detection for accurate results [22]. 
Several studies have shown that image processing techniques can be recommended for 
various needs, such as monitoring the growth of corn sprouts, comparison of image 
segmentation, batik identification, and others [23–25]. The detector made in this 
study will be a solution to the shortage of existing detectors with image analysis.
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2. Material and methods

2.1 Non-invasive glucose monitoring

The detector will be known as a non-invasive glucose detector as an early diag-
nosis of glucose content as an alternative to conventional invasive glucose detectors. 
Technologies used for non-invasive glucose monitoring include optical, transdermal, 
and thermal techniques [26]. Non-invasive methods are highly sought after to replace 
traditional fingerprinting methods because they can facilitate continuous glucose 
monitoring. The research group has been working on developing practical and non-
invasive glucose for decades. The challenges associated with non-invasive glucose 
monitoring are the many factors that contribute to inaccurate measurements [27].

2.2 Microcontroller

Arduino Nano is a complete small microcontroller board that supports the use 
of PCB boards. Arduino Nano is based on the Atmel AVR microcontrollers. This 
microcontroller is open source with Arduino Language programming language, which 
resembles C++. The Arduino Nano doesn't include a barrel jack, but it connects to a 
computer using the MiniB USB connector. Arduino Nano is equipped with 8 analog 
pins and 22 digital pins (6 of which is PWM pin) with 16 MHz of clock speed. Figure 1 
shows the shape of the Arduino Nano.

2.3 Adapter microSD card module

This microSD card adapter module is a microSD card reader module. Through the 
file system and SPI driver interface, the MCU completes the file system read and write 
operations of the microSD card. Arduino users can directly use the Arduino IDE, 

Figure 1. 
Arduino Nano.
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which is equipped with an SD card. The figure of the microSD card module is shown 
in Figure 2.

This communication model is indeed more wasteful in terms of the use of data 
lines, but it is safer when synchronizing data between data sent from the signal 
processing module and data received by the data storage module. This is because this 
model uses synchronous communication with a single clock source originating from 
the Arduino Nano module. In this study, the data is stored in the form of text files 
on a microSD card with a capacity of 4 GB. The pins between the Arduino and the 
microSD card module are VCC to 5 V, GND to ground, Mosi to pin 11, Miso to pin 12, 
SCK to pin 13, CS to pin four from Arduino.

2.4 I2C (inter integrated circuit) module and LCD 16×2

I2C liquid crystal display (LCD) is an LCD module that is controlled serially 
synchronously with the I2C/IIC (inter-integrated circuit) or TWI (two wire inter-
face) protocol. The figure of I2C is shown in Figure 3. The LCD module is controlled 
in parallel for both the data and control lines. However, parallel lines will take up a lot 
of pins on the controller side, so an I2C is needed to save on PIN usage on Arduino. 
The Arduino is supported I2C. The I2C pin is on pin A4 for serial data and pins A5 for 
serial clock. The pins between the Arduino and the I2C module are GND to ground, 
VCC to 5 V, SCL to A5 pin, and SDA to A4 pin from Arduino.

2.5 LCD 16×2

LCD, as shown in Figure 4, is an electronic component that can display data in 
the form of characters, letters, or graphics. The LCD replaces the role of the seven-
segment display by providing many advantages, such as a good display form, high 
energy efficiency, and a small form factor. The features presented in the 16×2 LCD 
consist of 16 characters and 2 lines, have 192 stored characters, there is a program-
mable character generator, can be addressed in 4-bit and 8-bit modes, and is equipped 
with a backlight.

2.6 IR thermal camera sensor

Thermal imaging is a tool that uses heat energy to detect the surface of an object. 
Currently, thermal imaging technology has been used in various fields, including 
engineering, health, military, environment, to health.

Figure 2. 
MicroSD card module.



59

Non-Invasive Approach for Glucose Detection in Urine Quality Using Its Image Analysis
DOI: http://dx.doi.org/10.5772/intechopen.104791

IR Thermal Camera is a non-contact sensor device that can detect heat or infra-
red energy and convert it and convert it into electrical energy or electronic signal, 
which can then produce a thermal image. In addition to generating thermal images, 
these electronic signals can also be used to perform temperature calculations or 
measurements.

Visualization of AMG8833 sensor is shown in Figure 5. The AMG8833 is a thermal 
imaging camera sensor with an 8×8 pixel thermal sensor family manufactured by 
Panasonic. The AMG8833 only supports I2C and has a configurable interrupt pin, 
which can be activated when each pixel is above or below the required threshold.

The detector on the AMG8833, as shown in Figure 6, consists of a thermopile 
sensor using MEMS (micro electro mechanical system) technology which is arranged 
in an 8×8 pixel array. A thermopile is a temperature sensor composed of a layer of 
the silicon film, which contains many thermocouples so that the infrared energy 

Figure 3. 
I2C LCD module.

Figure 4. 
LCD 16×2.



Biosignal Processing

60

emitted from the object will be absorbed and converted into electrical energy. After 
turning into electrical energy, signal processing is carried out. In the signal processing 
process, first, amplify the electrical energy or electrical signal obtained, then use an 
analog-to-digital converter (ADC) to convert it into a digital signal. Then the digital 
signal enters the control system for calculation, comparison, and correction so that 
the output temperature is Celsius.

2.7 UBEC regulator module

UBEC, as shown in Figure 7, is a circuit to change the voltage, high to low or 
vice versa, requires the right circuit, so that power can be delivered with the high-
est possible efficiency level. However, there is also switching battery elimination 
circuit (SBEC) where the overall use is the same as UBEC, and only SBEC has quality 
below UBEC. The 7805 regulator IC is very commonly used to lower the voltage. This 
regulator has the ability to handle currents up to 3 A, with a Vin of 5.5–26 V, for 5–6 V 
output.

Figure 5. 
Visualization of AMG8833 sensor.

Figure 6. 
Sensor IR thermal camera AMG8833.
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2.8 Block diagram and flowchart portable urine quality detector

Figure 8 shows that the tool is fully integrated with all the components used. 
The thermal sensor has an 8×8 infrared sensor array that measures the temperature 
of urine in a non-contact container by detecting infrared energy or thermal energy 
emitted from the urine sample. The reading results produce an electrical signal and 
amplify it and then convert it into a digital signal using ADC.

A digital signal is sent to the control system for calculation, comparison, and 
correction so that the output temperature is expressed in degrees Celsius (°C). When 
connected to the Arduino Nano microcontroller, it displays an array of individual 
infrared temperature readings of 64 pixels per pixel display the Arduino readings. 
There is an interpolation scheme that connects to Matlab via serial communication 
and improves pixel scaling from 8×8 to 100×100.

Flowchart portable urine quality detector can be seen in Figure 9. The first stage 
is to take a urine sample and put it in a reservoir. Urine was taken in three variations, 
namely urine taken in the morning, urine taken at any time, and postprandial urine 
with urine composition consisting of mineral water and some drinks containing 
glucose. Inside the portable detector, the IR Thermal sensor will detect the urine 
temperature. Furthermore, the system will analyze the temperature data captured 
by the IR Thermal sensor. The diagnosis results will be displayed through the Matlab 
software and also the LCD.

2.9 Schematic diagram of portable urine quality detector

Figure 10 shows a schematic of the portable urine quality detector circuit using 
the Proteus application software. In the schematic of the circuit, the voltage source 

Figure 7. 
UBEC regulator module 3 A 5–6 V.

Figure 8. 
Block diagram of portable urine quality detector.
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in the circuit is lowered using a DC-to-DC step-down, then the AMG8833 sensor is 
connected to the Arduino Nano microcontroller after that from the Arduino Nano, it 
is connected to the microSD card.

2.10 Urine quality detector portable design

This device as shown in Figure 11 has a fairly small form which has the advantage 
of being easy to move so that it can be used anywhere. The closed box enables this 
invention to work without being affected by the external light intervention. The 
sensor used is a camera sensor as a component to take pictures from the reaction strip. 

Figure 10. 
Circuit schematic of portable urine quality detector.

Figure 9. 
Flowchart portable urine quality detector.
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This urine glucose detector hardware is integrated with software that functions to 
analyze the data that has been obtained.

The device consists of a camera sensor, an LED module, a filament box, and a reac-
tion strip slider. The ELP USB industrial camera type camera sensor is used as a sensor 
to take image data obtained from the reaction strip. The reaction strip consists of 10 
variables, namely glucose, bilirubin, ketones, specific gravity, blood, pH, protein, uro-
bilinogen, nitrite, and leukocytes. The reaction strip slider is made in such a way that its 
size matches the medical standard reaction strip. The camera sensor is equipped with a 
convex lens so that it can cover a wide area and can capture data from 10 variables simul-
taneously. The LED used in the LED module is a Super Bright LED type with a diameter 
of 3 mm. The LED module acts as a reaction strip light and adds light that enters the 
camera sensor. The LED module is also used to minimize the intervention of light enter-
ing the glucose detector in the urine. The LED module gets a voltage supply through an 
AC to DC power source with a working voltage of 12 V. The input of the power source 
is an alternating voltage type with a voltage value of 220 V. The output of the power 
source is a direct voltage of 12 V, 2 A. The camera sensor does not is always on to retrieve 
data, but the camera sensor starts capturing data on a command from the software. The 
test strip is dipped in a tube containing urine, and then the test strip enters the glucose 
detector through the test strip slide. When the reaction strip is in the correct position, 
the software will instruct the camera sensor to start taking pictures. The software takes 
an image through the camera sensor for 30 s from the moment the test strip is inserted 
into the glucose detector. The data that has been taken is stored on the computer. The 
software has been equipped with an algorithm to analyze the data that has been taken. 

Figure 11. 
Design of urine quality detector portable.
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The software converts image data into value data from the 10 variables mentioned above. 
The output of this system is an early diagnosis of diabetes. The software will provide 
analysis results in the form of two choices, namely diabetes, and non-diabetes. The data 
that has been obtained in the software is also uploaded to the server, which will be used 
as a machine learning data set. The system on the server continues to study the data that 
has been collected, which is then used as a parameter in making decisions for the early 
diagnosis of diabetes. The box is made of a 3-dimensional mold with the type of PLA+ 
material. The box is made in such a way that it can accommodate the components used. 
Furthermore, the box also functions to reduce the intervention of light from outside so 
that the glucose detector in urine can be used anywhere and anytime.

3. Result and discussion

The test is carried out using three types of urine, namely morning urine, which is 
the first urine excreted in the morning when you wake up. This urine is more concen-
trated than urine that comes out during the day, so it's great for checking sediment, 
specific gravity, protein, etc., and also great for pregnancy tests based on the presence 
of HCG (human chorionic gonadotrophins) in urine. Urine at any time where this 
urine can be used for various instantaneous tests, i.e., urine excreted at an unspecified 
time. Urine at this time is usually good enough for examination. Then the postpran-
dial urine, where this urine sample can be used to check for glucosuria. Postprandial 
urine is the first urine excreted 1½–3 h after eating.

Test results data on urine temperature from several samples of the morning urine, 
urine at any time, postprandial urine. The urine sample is accommodated 20–30 ml in 
a urine collection container that is directly removed from the urethra and in real-
time can be seen in Figure 12. In testing sample 1, urine collection was taken in the 
morning at 06.14, random urine at 13.20, postprandial urine at 20.13. The result for 
consumption of water and drinks containing glucose 1 × 24 h, namely 600 ml bottled 
water, 15 g warm tea, 10 g iced tea, 22 g Velluto Tango Drink, can be seen in Figure 13. 
It is known that the temperature of the morning urine is 28°C, the urine at any time is 
27°C, and the postprandial urine is 30°C.

The next data is the test of sample 2 with the same dose directly removed from 
the urethra and in real-time in Figure 14. In the second sample test, urine collection 
was taken in the morning at 05.34, random urine at 16.20, postprandial urine at 22.07 

Figure 12. 
Temperature display on sample 1.
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WIT. The result for consumption of water and drinks containing glucose 1 × 24 h, 
namely one glass of 330 ml bottled water, good day cappuccino 25 g, iced tea 15 g, 
orange ice 10 g, soya bean V-soy 19.8 g, that can be seen in Figure 15. It is known that 

Figure 13. 
Graph of sample test results 1.

Figure 14. 
Temperature display on sample 2.

Figure 15. 
Graph of sample test results 2.
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the temperature of morning urine is 28°C, intermittent urine is 31°C, postprandial 
urine is 32°C.

The next data is testing sample 3 with the same dose directly removed from the 
urethra and in real-time in Figure 16. In the third sample test, urine collection was 
taken in the morning at 06.47, random urine at 21.46, postprandial urine at 16.44. 
The result for consumption of water and drinks containing glucose 1 × 24 h, namely 
250 ml of water, 15 ml of reject wind, 23 g of Kopiko Coffee, can be seen in Figure 17. 

Figure 16. 
Temperature display on sample 3.

Figure 17. 
Graph of sample test results 3.

Figure 18. 
Graph of measuring average.
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It is known that the temperature of morning urine is 32°C, intermittent urine is 33°C, 
postprandial urine is 32°C.

The data from the test results of the Urine Quality Detector tool have an average 
conductivity value which can be seen in Figure 18. Figure 18 is a graph of the average 
temperature conductivity value in urine from three different samples with consump-
tion of various types of drinks that contain glucose. The graph shows that postpran-
dial urine temperature has the highest average temperature value, which is between 
30°C and 32°C compared to morning urine and occasional urine.

Captured samples were processed in the HSV color space. Figure 19 shows the 
HVS values   generated in several types of samples, including without artificial glucose, 
with artificial glucose of 1, 2, and 3 g. At the same time, the distribution of HVS 
values is shown in Figure 20.

Figure 19. 
HSV value of samples, (a) without, (b) 1 g, (c) 2 g, and (d) 3 g of artificial glucose.

Figure 20. 
Distribution of HSV values.
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Finally, a urine test strip treated with a urine sample can be detected. Glucose 
levels can be detected through the color on the glucose indicator box (GLU). It can be 
seen the difference in the color of the GLU indicator affects the HSV combination. 
Figure 21 shows the different levels of glucose levels, (a) level 1 is indicated by "+", (b) 
level 2 is indicated by "++", and (c) level 3 is indicated by "+++".

4. Conclusion

The IR Thermal Camera sensor AMG8833 was applied in this study to detect urine 
temperature from the experiment. Three experimental conditions were carried out, 
namely morning urine, intermittent urine, and postprandial urine, with a combina-
tion of drink consumption on the respondents. Postprandial urine showed the highest 
temperature in samples 1 and 2, around more than equal to 30°C, while urine at any 
time showed the highest temperature in sample 3 with a value of 30°C. This proves 
that the glucose detector in the urine can function properly.

Figure 21. 
Glucose test result with three different levels (a) level 1 or +, (b) level 2 or ++, and (c) level 3 or +++.
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Chapter 6

Deep Learning Algorithms for
Efficient Analysis of ECG Signals
to Detect Heart Disorders
Sumagna Dey, Rohan Pal and Saptarshi Biswas

Abstract

Electrocardiography (ECG) has been a reliable method for monitoring the proper
functioning of the cardiovascular system for decades. Recently, there has been a lot of
research focusing on accurately analyzing the heart condition through ECG. In recent
days, numerous attempts are being made to analyze these signals using deep learning
algorithms, including the implementation of artificial neural networks like
convolutional neural networks, recurrent neural networks, and the like. In this con-
text, this chapter intends to present some important techniques for classifying heart-
beats based on deep neural networks with 1D CNN. Five ECG signals (N, S, V, F, and
Q) standardization are based on the AAMI EC57 standard. The primary focus of this
chapter is to discuss the techniques to classify ECG signals in those classes with
promising accuracy and draw a clear picture of the current state-of-the-art in this
sphere of study.

Keywords: signal processing, electrocardiography, deep learning, 1D convolutional
neural network, recurrent neural network

1. Introduction

Cardiac problems are one of the most important problems across the globe.
According to autopsy studies, heart disease has increased since the 1960s due to a rise
in the frequency of coronary atherosclerosis with resultant coronary heart disease. The
number of CVD deaths in India each year is anticipated to increase from 2.26 to
4.77 million between the years 1990 and 2020. The coronary heart disease frequency
rates in India have fluctuated from 1.6 to 7.4% in rural populations whereas from 1 to
13.2% in urban populations during the last several decades [1]. Heart disease claims
the lives of about 17 lakh individuals in India each year, and the number is estimated
to rise to 2.3 crores by 2030. This rise is linked to an increase in smoking and dietary
changes, resulting in higher blood cholesterol levels. The symptoms like angina, chest
pain, difficulty breathing, edema, fatigue, and lightheadedness may indicate a heart
problem or heart attack. Heart attack can lead to cardiac arrest, which occurs when
the heart’s rhythm is disrupted, or the heart stops beating, and the body can no longer
function [2].
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Any disorder that affects the cardiovascular system is alluded to as heart disease
[3]. Heart disease comes in various forms, each of which affects the heart and blood
arteries in distinct ways. The most typical kinds of heart disease are coronary artery
disease, arrhythmia, heart valve disease, and heart failure [4]. Coronary artery disease
is the most noticeable type of heart disease. It happens when plaque accumulates in
the arteries that deliver blood to the heart. It can cause a reduction in blood flow to
your heart muscle, preventing it from receiving the oxygen it requires. Atherosclero-
sis, often known as artery hardening, is the most common cause of the illness.
Arrhythmia refers to an improper beating of the heart [5]. It happens when the
electrical impulses that regulate the heartbeat do not even function properly. As a
result, the heart may beat excessively fast, too slowly, or in an irregular pattern. Heart
valve disease occurs when a heart valve is damaged [6]. Infectious diseases such as
rheumatic fever, congenital heart disease, excessive blood pressure, coronary artery
disease are all causes of heart valve disorders. Heart failure does not imply that the
heart has ceased to beat. A condition in which the heart is not pumping blood as
efficiently as it should be to satisfy the body’s demands. There are some more heart
diseases like pericardial disease, myocardial infarction [7], cardiomyopathy, mitral
valve regurgitation, congenital heart disease, etc.

Over the last several decades, the rapid advancement of cardiology has profoundly
changed the natural course of cardiac patients. Cardiac care has evolved, with tech-
nology playing an increasingly significant role. With the appropriate technology and
artificial intelligence (AI) and machine learning, cardiac care providers have been
motivated to improve treatment methods [8]. Then there’s remote care that enables
electrocardiogram (ECG) diagnosis [9], which uses cloud technology and Bluetooth-
enabled cardiac devices to test the parameters and send them back to healthcare
practitioners without attending the clinic. Some emerging technologies used every day
in cardiology are transcatheter mitral and tricuspid valve interventions, artificial
intelligence, wearable devices, big data, structured reporting, robots in the cath lab,
virtual and augmented reality, FFR technologies, holographic procedural navigation in
the Cath Lab, etc. [10].

There are many cardiac implantable electronic devices like pacemakers, implanted
cardioverter defibrillators (ICDs), biventricular pacemakers, and cardiac loop
recorders, which are used to control or monitor irregular heartbeats in persons with
specific heart rhythm problems and heart failure. An implanted cardioverter-
defibrillator is a device that can do cardioversion, defibrillation, and cardiac pacing.
ICD is capable of rectifying the majority of life-threatening cardiac arrhythmias. A
pacemaker is a device that is implanted beneath the skin and communicates with the
heart through electrical leads. Pacemakers are used to treat bradycardia, a condition
where the heart beats too slowly (less than 60 times per minute). The pacemaker
sends electrical pulses to the heart to maintain it beating normally. A biventricular
pacemaker is a compact, battery-operated device and light. This gadget aids with the
proper pumping of your heart. It also protects from harmful cardiac arrhythmias. An
implantable loop recorder is a heart-monitoring device implanted beneath the chest
skin. It has a variety of applications. Searching for reasons of fainting, palpitations,
very rapid or slow heartbeats, and hidden rhythms that might cause strokes are among
the most prevalent. Computer-aided diagnosis (CAD) [11] refers to software that
helps clinicians understand medical images. The radiologist or other medical expert
must assess and evaluate a large amount of data in a short amount of time using
imaging modalities such as X-ray, MRI, and ultrasound diagnostics. The Kurt
Rossmann Laboratories for Radiologic Image Research in the Department of

74

Biosignal Processing



Radiology at the University of Chicago began large-scale systematic research and
development of several CAD methods in the early 1980s. The idea of computer-aided
design was established in 1966 and has been completely implemented since 1980.

Nowadays, computer-aided diagnosis has become a contentious research topic in
medical imaging and diagnostic radiology research. CAD technology aids in the
improvement of the performance of radiologists in increasing productivity by cost-
effectively enhancing sensitivity rate. CAD can improve image diagnostic accuracy by
detecting illnesses that are too premature to be detected by naked eyes. It enables early
detection, which can lead to better treatment results. Computer-aided detection is a
relatively new advancement in the area of breast imaging that aims to increase the
throughput of radiologists to identify diseases like breast cancer [12] even at an early
stage. In recent times, computer-aided diagnosis is used to diagnose acute lympho-
blastic leukemia, which suggested a solution to the flaws in manual diagnosis tech-
niques. Even ECG-based computer-aided diagnosis [13] is also used for cardiovascular
diseases which have the potential to improve diagnosis accuracy while also lowering
costs.

Medical images nowadays play a crucial role in the identification and diagnosis of
awide range of disorders. To aid in the interpretation of medical images, a variety
of computer-aided detection and diagnosis technologies have recently been
developed in order to achieve a more reliable and accurate diagnosis. CT, MR
imaging, digital radiography, biomagnetism, and optical range sensing are
examples of imaging systems that take advantage of sophisticated computer
technology.

The real-life problem with manual experimentation is that manual diagnostic pro-
cedures are time-consuming, less accurate, and prone to mistakes due to different
human variables such as stress, exhaustion, fatigue, and so forth. As a result, many
automated techniques have been developed to combat the flaws in manual diagnostic
approaches. When compared to manual diagnosis procedures, these computer-aided
technologies are faster, more dependable, more efficient, more standardization and
more accurate. Computer-aided diagnosis (CAD) aids in the calculation of computa-
tional and statistical features that people cannot gather visually or intuitively.
Computer-assisted diagnosis also reduces the reliance on the operator in ultrasonic
imaging and makes the diagnosis procedure reproducible. Interference testing and 3D
animations are simple to accomplish in computer-aided diagnosis [14].

Machine learning has been applied in a variety of fields all over the world and the
health industry is no exception. On the other hand, deep learning is part of the family
of machine learning algorithms relying on representation and artificial neural net-
works are being utilized for the analysis of medical data. For quite some time, these
algorithms were used to assess patients’status with respect to the image or non-image-
based medical data acquired using new generation medical equipment. These devel-
opments are attributable to the emergence of new CAD systems known as knowledge-
based systems, including expertise or knowledge. As a result, the modern CAD sys-
tems include some intelligence [15]. The major job of the software related to these
systems nowadays is to automate the analytical phases. To ensure that components
and assemblies achieve design standards, CAD software is used to make computer
modeling, fit them together, and simulate their performance. Because design reviews,
conducted by specialists, evaluate if changes should be made, the analytical phases of
the design process are repeated (design synthesis). Design synthesis may be done
immediately with AI-based technologies without the need for a separate design
review, and they are correctly implemented.
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Based on the recent advancements, computer-aided diagnosis is used to diagnose
heart abnormalities such as arrhythmias and heart blockages using electrocardiogram
(ECG) signal analysis [16]. Although electrocardiography (ECG) is affordable and
commonly available, ECG abnormalities are not specific for the diagnosis of conges-
tive heart failure (CHF) which is the inability of the heart to efficiently circulate blood
throughout the body without a rise in intracardiac pressure. Based on the ECG, a well-
designed computer-aided detection (CAD) system for CHF might possibly eliminate
subjectivity and give a quantitative evaluation for better decision-making.

Cardiologists and medical practitioners frequently utilize ECG to assess heart
health. The difficulty in identifying and classifying distinct waveforms and morphol-
ogies in ECG signals is the major issue with manual analysis. This task is both time-
consuming and error-prone for a human. Cardiovascular illnesses are the leading
cause of mortality worldwide, accounting for around one-third of all fatalities. Mil-
lions of individuals, for example, suffer from irregular heartbeats, which can be fatal
in some circumstances. As a result, precise and low-cost arrhythmic heartbeat diag-
nosis is extremely desirable.

Many research in the literature investigated the utilization of machine learning
approaches to reliably detect abnormalities in ECG data to solve the drawbacks present
in human analysis. Pre-processing, like passing through bandpass or high pass filter, is
used in most of these methods to prepare the signal to be compatible for machine-based
analysis. The handcrafted features, which are typically statistical summarizations of
signal windows, are then retrieved from these signals and employed in subsequent
processing. For the last categorization task, conduct an analysis.

In terms of the conclusion, for ECG, traditional machine learning algorithms [2]
like support vector machines, multi-layer perceptrons, decision trees, and other
methods of analysis were used previously. Automated feature extraction and repre-
sentation approaches have been shown to be more scalable and capable of producing
more accurate predictions, according to current machine learning research. In this
study, we are going to elaborate on a few of the new emerging and compatible
technologies and their applications.

The rest of the article has been organized in the following manner. First, Section 2
provides a brief theoretical and mathematical background related to this domain of
study which is followed by the problem statement in Section 3. Next, Section 4 dis-
cusses about the significance of noise removal with stages of data processing. Section 5
gives a brief survey about the recent state-of-the-art techniques related to automated
signal processing of ECG signals that is followed by the promising experimental results
reported in the recent literature. Finally, Section 7 concludes this chapter.

2. Theoretical and mathematical background

2.1 Mathematical foundation

In signal processing [17], several mathematical methods like sampling frequency,
Nyquist filtering, Fourier analysis series and transform, Z transform, pole zero plot are
used for processing signals.

The reduction of a continuous-time signal to a discrete-time signal is known as
sampling and the sampling frequency represents the number of samples per second
collected from a continuous signal to create a discrete or digital signal. There are few
applications of the sampling process. The sampling process is utilized in music

76

Biosignal Processing



recordings to ensure sound quality. The sampling technique is also used to convert
analog to discrete data. It is also used in speech recognition systems, radar and radio
navigation, sensor data evaluation, modulation and demodulation, and pattern recogni-
tion systems.

2.1.1 Sampling frequency or sampling rate

The sampling frequency [18] or sampling rate f s is defined as the average number
of samples acquired in 1 second, therefore f s ¼ 1

T where T is the sampling period and is
measured with the unit samples per second or hertz. The sampling theorem indicates
the lowest sampling frequency where a continuous-time signal must have been uni-
formly sampled in order for the original signal to be fully recovered or reconstructed
using just these samples.

If a continuous-time signal has no frequency components greater than a sampling
rate ofW Hz (whereW is called the bandwidth), then uniform samples taken at a rate
of f s samples per second can be used to identify it completely [19]. This implies
f s > ¼ 2W and when it comes to the sampling period T < ¼ 1

2W. Here 2W is termed as
the Nyquist rate.

2.1.2 Nyquist filter

A Nyquist filter is an electrical filter that equalizes the visual characteristics of TV
receivers. In receivers, a Nyquist filter is utilized to equalize the low and high-frequency
components of the VF signal. It plays an essential role in the creation of n bandlimited
pulses in wired and wireless communication systems to ensure minimal inter symbol
interference. Its principal application is as a pulse-shaping filter. Nyquist filters are a
form of multi-rate finite impulse response filter that is also known asMth band filters.

The following equation indicates the impulse response of a Nyquist filter h nð Þ:

h Mnþ kð Þ ¼ c n ¼ 0

0 otherwise

�
(1)

where, c and k are constants.
The following equation satisfies the z-transform of a Nyquist filter H zð Þ:

XM�1

k¼0
H zWk� � ¼Mc ¼ 1 (2)

where, W ¼ e�
j2π
M and c ¼ 1

M.
The frequency responses of all M uniformly shifted versions of H(z) add up to a

constant because the frequency response of H zWk� �
is the shifted version of the

frequency response of H(z).

2.1.3 Fourier series and Fourier transform

The Fourier series is a periodic function made up of harmonically compatible
sinusoids that are integrated together using a weighted summation. The Fourier series
is an infinite series that can be used to solve several forms of differential equations. It’s
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mainly composed of an infinite sum of sines and cosines, and it’s valuable for evalu-
ating periodic functions since it’s periodic. The Fourier series is widely utilized in
telecommunications systems for voice signal modulation and demodulation.

The Fourier transform is a technique for transforming time-domain signals to
frequency-domain signals. The Fourier transform is a useful image processing method
for decomposing an image into sine and cosine components. The image in the Fourier
or frequency domain is represented by the output of the transformation, whereas the
spatial domain equivalent is represented by the input image. It’s utilized in electrical
circuit design, solving differential equations, signal processing, signal analysis, image
processing, and filtering, among other things.

The Fourier transform is a mathematical approach for converting a time function,
x tð Þ, to a frequency function, X ωð Þ. It has a lot in common with the Fourier series. The
Fourier transform of a function can be determined as a specific instance of the Fourier
series when the period is T ! ∞.

The Fourier transform of a sequence is represented as:

x tð Þ ¼
X∞
n¼�∞

cnejnωot (3)

where cn is provided by the Fourier series analysis equation:

cn ¼ 1
T

ð

T
x tð Þe�jnωotdt (4)

It can also be written as:

X ejω
� � ¼

X
n¼�∞

n½ �e�jωn (5)

As T ! ∞ the initial frequency, ω0 ¼ 2π
T decreases dramatically and the quantity

nω0 becomes a continuous quantity that may take on any value (because n has a range
of �∞). So, we generate a special variable ω ¼ nω0 and set X ωð Þ ¼ Tcn. The analytical
equation for the Fourier transform is obtained by substituting these values in the
previous equation. This transform is also called the forward Fourier transform.

The analysis equation of forward Fourier transform is:

X ωð Þ ¼
ðþ∞
�∞

X tð Þe�jωtdt (6)

On the other hand, the synthesis equation of inverse Fourier transform is:

x tð Þ ¼ 1
2π

ðþ∞
�∞

X ωð Þejωtdω (7)

2.1.4 Z-transform

Z transform is a useful mathematical tool for converting differential equations to
algebraic equations. Z transform is utilized when converting a discrete-time domain
signal to a discrete frequency domain signal. It has a broad range of statistical and
digital signal processing applications. It is mostly used to process and evaluate digital
data.

The bilateral z-transform of a discrete-time signal x(n) is given as:
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Z:T x nð Þ½ � ¼ X Zð Þ ¼
X∞
n¼�∞

x nð Þz�n (8)

The unilateral z-transform of a discrete-time signal x(n) is represented by the
following equation:

Z:T x nð Þ½ � ¼ X Zð Þ ¼
X∞
n¼0

x nð Þz�n (9)

Fourier transform and Z transform equations have an operation in an embedded
system. If we substitute z with ejw then the z-transform becomes the Fourier trans-
form. On the other hand, when |z| = 1, the Fourier transform is simply X(z) with z ¼
ejw and the z-transform correlates to the Fourier transform. If we express z in polar
form, we get z ¼ rejw.

A system’s Fourier transform and z-transform can be written as:

H ωð Þ ¼
XM

k¼0
bke�jωk (10)

H zð Þ ¼
XM

k¼0
bkz�k (11)

H ωð Þ ¼ H ejω
� � ¼ H zð Þ��z¼ejω (12)

2.1.5 Pole-zero plot

The pole-zero plot is a valuable tool for relating a system’s Frequency domain and
Z-domain representations. A pole-zero plot is a graphical depiction of a rational
transfer function in the complex plane that aids in the communication of system
attributes.

Pole-zero plot can be expressed as the following equation:

H zð Þ ¼ B zð Þ
A zð Þ ¼

PM
k¼0bkz

�k

1þPN
k¼0akz�k

(13)

where the numerator and denominator are both polynomials in z. The zeros of H(z)
are the values of z for which H zð Þ ¼ 0, while the poles of H(z) are the values of z for
whichH(z) is∞.M andN are the order of the numerator and denominator polynomial,
respectively. On the other hand, bk is the mth coefficient of the numerator polynomial
whereas ak is the nth coefficient of the denominator polynomial.

2.2 ECG signal

The electrocardiogram (ECG) signal is a representation of the electrical impulses of
the heart that can be seen from the strategic points of the human body. It can be visually
depicted by a quasi-periodic voltage signal. ECG refers to a 12-lead ECG recorded while
laying down and electrodes or sticky patches are put on the body surface and often over
the chest and limbs to record a standard surface ECG. These electrode wires are linked

79

Deep Learning Algorithms for Efficient Analysis of ECG Signals to Detect Heart Disorders
DOI: http://dx.doi.org/10.5772/intechopen.103075



to a 12-lead ECG machine which records data from 12 distinct locations on the body’s
surface. The aggregate amplitude of the heart’s electrical potential is then monitored and
recorded over a period of time from those distinct angles (“leads”).

The graphical representation of the heart’s electrical activity is formed by analyz-
ing numerous electrodes in Figure 1(a). There are three types of leads: limb aug-
mented limb, and precordial or chest. Three limb leads and three augmented

Figure 1.
12 leads ECG. a) Signals from 12 Leads ECG [20]. b) Position of placements of the 12 leads on human body [21].
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limb leads are organized in the coronal plane like the spokes of a wheel, and six
precordial leads or chest leads are organized in the perpendicular transverse plane.
In three-dimensional space, each of the 12 ECG leads represents a distinct direction
of cardiac activation. The conventional ECG leads are denoted as lead I, II, III, aVF,
aVR, aVL, V1, V2, V3, V4, V5, and V6. The limb leads are I, II, III, aVR, aVL, and
aVF whereas the precordial leads are V1, V2, V3, V4, V5, and V6.

The 12-lead ECG is typically made up of 10 electrodes linked to the body,
each monitoring a distinct electrical potential difference. The 10 electrodes in a 12-lead
ECG are RA, RL, LA, LL, V1, V2, V3, V4, V5, and V6. Each of the 10 electrodes has a
different placement as shown in Figure 1(b). RA is used to place on the right arm and
similarly, LA is used to place on the left arm. RL is located in the lower end of the inner
portion of the calf muscle on the right leg, similarly, LL is placed in the same standard
position but on the left leg. V1 is placed in the fourth intercostal space (between ribs 4
and 5) immediate right of the sternum. V2 is placed in the fourth intercostal space
(between ribs 4 and 5) immediate left of the sternum. V3 is placed between leads V2
and V4 where V4 is placed in the fifth intercostal space (between ribs 5 and 6) in the
midclavicular line. On the other hand, V5 and V6 are placed in the left anterior axillary
line and midaxillary line, respectively. The electrodes which are located on the limbs
are called limb leads which are leads I, II, and III. Lead I refer to the voltage difference
between LA and RA, that is, Lead I = LA-RA. Similarly, Lead II denotes the voltage
difference between LL and RA, that is, Lead II = LL-RA. And Lead III denotes the
voltage between LL and LA, that is, Lead III = LL-LA.

Lastly, a PQRST complex is part of an ECG complex which is shown in Figure 2.
The P wave is produced by the sinoatrial node which is the heart’s pacemaker and
implies atrial depolarization in an ECG complex. The atrioventricular node generates
the QRS wave. Ventricular depolarization is represented by the QRS, while ventricular
repolarization is indicated by the T wave.

2.3 Deep learning

2.3.1 Artificial neural network

In biology, neural networks develop the structure of animal brains, where the
phrase “artificial neural networks” comes from. It is widely used in deep learning

Figure 2.
PQRST waveform [22].
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algorithms. An artificial neural network (ANN) [23] generally consists of three layers,
namely, the input layer, hidden layer, and output layer. The hidden layers are present
in-between input and output layers. It executes all the calculations to find hidden
features and patterns. A shallow neural network consists of only one hidden layer and
a deep neural network consists of multiple hidden layers. Generally, each node in one
layer is linked to every other node in the next layer. By increasing the number of
hidden layers, the network becomes deeper. This architecture is demonstrated in
Figure 3.

2.3.2 Convolutional neural network

Based on the concept of ANNs, a convolutional neural network (CNN) [25] was
formulated which is a deep learning method that can take an image as input and learn
some filters that can be used to extract essential features from those images. The brain
is the source of inspiration for convolutional neural networks. CNN performs a linear
mathematical procedure known as a convolution in the several hidden layers between
an input and output layer. The general mathematical expression of convolution oper-
ation is provided in the following equation:

Y ¼W ∗X þ b (14)

where W and X represent the filter and the input, respectively whereas b repre-
sents the bias matrix and the * represents the convolution operation between the
matrices W and X.

CNN’s have the benefit of being able to construct an internal demonstration of a
two-dimensional image. This enables the model to learn position and scale in different
data formats, which is essential when working with images.

2.3.3 Recurrent neural network

A recurrent neural network (RNN) [26] is a form of artificial neural network
which is designed to operate with time series, analyzing temporal and sequential data.
It’s one of the algorithms responsible for the incredible advances in deep learning over
the last few years. RNN can handle inputs/outputs of varying lengths. The idea of

Figure 3.
Architecture of a general ANN [24].

82

Biosignal Processing



“memory” in RNNs is used to store the states or information of earlier inputs in order
to generate the sequence’s next output. It has the ability to store or memorize histor-
ical information.

Long short term memory (LSTM) [27] is a type of recurrent neural network
and LSTM networks are well-suited to categorize, processing, and generating
predictions based on time series data as there might be delays of undetermined
duration between critical occurrences in a time series. LSTMs were designed to
explode gradients and solve the problem of vanishing gradients that can occur while
training standard RNNs.

LSTM uses the concept of gates. It has three gates which are input gate, forget gate,
and output gate. The input gate determines what new information will be stored in the
cell state. The forget gate determines what information to throw away from the cell
state whereas the output gate is used to activate the LSTM block’s final output. In
LSTM, output of the gates are operated with sigmoid activation functions, which
calculates a value between 0 and 1, which is usually rounded to either 0 or 1
depending upon a predetermined threshold. “0” indicates that the gates are blocking
everything and “1” denotes gates that enable everything to pass through it. The LSTM
gates have the following equations:

it ¼ σ wi ht�1, xt½ � þ bið Þ
f t ¼ σ w f ht�1, xt½ � þ b f

� �

ot ¼ σ wo ht�1, xt½ � þ boð Þ
(15)

where, it, f t, ot represents input, forget, and output gates, respectively whereas wx,
bx and xt represents weights and biases of gate x and input at the current timestamp,
respectively. On the other hand, σ is the sigmoid function. Lastly, ht�1 indicates the
output of the LSTM block at t� 1th timestamp.

The cell state, candidate cell state, and final output equations are given as follows:

c ¼ tanh wc ht�1, xt½ � þ bcð Þ
ct ¼ f t ∗ ct�1 þ it ∗ ct

ht ¼ ot ∗ tanh ctð Þ
(16)

where, ct and ct represents cell state and candidate for cell state at timestamp(t)
where the rest of the notations follows from the previous equations.

The architecture of LSTM at any timestamp t is shown in Figure 4.
Bidirectional LSTMs [29] are a kind of LSTM that can be used to increase model

performance on sequence classification issues. Bidirectional long-short term memory
is the process of allowing any neural network to store sequence information in both
backward (future to past) and forward (forward to future) directions. BI-LSTM is
typically used when sequence to sequence activities are required. Text classification,
speech recognition, and forecasting models can all benefit from using this type of
network. Figure 5 shows the architecture of a BI-LSTM.

3. Problem statement

Before the invention of CAD, diagnosis used to be done manually and manual
diagnostic procedures were time-consuming, less accurate. In the manual diagnostic
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procedures, there might be errors in the calculation of computational and statistical
features. To counteract the faults in manual diagnostic procedures, deep learning has
been introduced to diagnosis. CAD application has heightened the diagnostic perfor-
mance of non-expert radiologists. Regardless of radiologist expertise, the fundamental
benefit of CAD is the minimum false-negative rate and enhanced sensitivity. CAD
technologies are faster, more dependable, more accurate and also help to improve in
the calculation of computational and statistical features [31]. In this regard, this study
focuses on speculating about some of the valuable technologies and trying to approach
a conventional solution.

4. Effect of noise in ECG signals and importance of data preprocessing

Noise is an undesirable signal which disrupts the original message signal and
causes the message signal’s parameters to be altered. Noise distorts the message and
hinders it from being understood in an intended manner. When there is loud,

Figure 5.
Graphical representation of bi-directional LSTM unit [30].

Figure 4.
Graphical representation of LSTM unit [28].
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distracting noise that disrupts the communication assimilation process, comprehen-
sion suffers.

There is no signal without noise. The signal strength may be affected or aided by
noise. Noise can cause signal distortion, which is most noticeable in agitated receivers.
Both analog and digital systems suffer from noise, which diminishes their perfor-
mance. Noise degrades the quality of the received signal in analog systems. Noise
reduces the overall performance of a digital system because it necessitates
retransmission of data packets or additional coding to recover data in the event of an
error. The most prevalent and evident issue produced by signal noise is the distortion
of the processed signal, which causes inaccurate interpretation or display of a process
state by the equipment. Unusual signal noise can cause an apparent signal loss. Noise
filtering is incorporated into most current electrical devices. However, in excessively
loud circumstances, this filter may not be sufficient, resulting in the device getting no
signal and no connection.

The presence of noise can make it difficult or impossible to identify a representative
ECG signal. Noises in the ECG signal can lead to incorrect interpretation. In the ECG
signal, there are primarily two kinds of noise. Electromyogram noise, additive
white Gaussian noise, and power line interference are examples of high-frequency
noises. Power line interference distorts the amplitude, duration, and shape of low-
amplitude local waves of the ECG signal. Baseline wandering is an example of low-
frequency noise. Baseline wandering alters the ECG signal’s ST-segment and LF
components.

Noise can be reduced by keeping the signal wires as short as possible or by
keeping the wires away from electrical machinery. By using differential inputs,
noise can be reduced from both wires. Noise also can be reduced by filtering the
signal or by using an integrating A-D converter to reduce mains frequency
interference.

There are various ECG denoising techniques [32] that are being used to reduce the
noise from signals. Some ECG denoising techniques are EMD-based models, deep-
learning-based models, wavelet-based models, sparsity-based models, Bayesian-filter-
based models, hybrid models, discrete wavelet transform, etc.

The discrete wavelet transform is a digital processing computational technique that
allows for electrical noise with a higher signal-to-noise ratio than lock-in amplifier
equipment. A discrete wavelet transform decomposes a signal into a number of sets,
each set including a time series of coefficients that describe the signal’s time evolution
in the associated frequency band.

The process of converting raw data into a comprehensible format is known as data
preprocessing. Dealing with raw data is not suitable, thus this is a key stage in data
mining. Before using machine learning or data mining methods, make sure the data is
of high quality. In every brain-computer interface-based application, preprocessing
data is a necessary and significant step. It checks the accuracy, completeness, believ-
ability, consistency, interpretability, timeliness of the data. It assists with the removal
of undesirable artifacts from the data and prepares it for subsequent processing.

5. State-of-the-art techniques

Peimankar et al. [33] proposed a deep learning model for real-time segmentation of
heartbeats which might be utilized in real-time telehealth diagnostic systems. The
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proposed technique integrates a CNN and an LSTM model to predict and analyze the
onset, peak, and offset of various heartbeat waveforms such as the P-wave, QRS
complex, T-wave, and no wave. The proposed model is also known as DENS-ECG
model. Using 5-fold cross-validation, this model is trained and evaluated on a dataset
of 105 ECGs with a length of 15 min each. It attains an average sensitivity and
accuracy of 97.95 and 95.68%, respectively. In addition, the method is calibrated on an
unknown dataset to assess how robust it is at detecting QRS with a sensitivity of
99.61% and accuracy of 99.52%. This model illustrates the combined CNN-LSTM
model’s adaptability and accuracy in delineating ECG signals. The accuracy of the
proposed DENS-ECG model in recognizing ECG waveforms leaves the door open for
cardiologists to apply this algorithm in-house to evaluate ECG recordings and diag-
nose cardiac arrhythmias. This model is provided in Figure 6.

In Figure 6, noise reduction refers to the filtering of the ECG signals to reduce noise
and remove baseline wanders. In the segmentation, the ECG signals are divided into
1000-sample chunks and sent into the model as input. Then the segmented ECG signals
are split into two sets to separate the testing set from a non-testing set. This model used
a 5-fold cross-validation technique to provide a more trustworthy performance in terms
of interpretability. The model consists of eight layers, including an input layer, three 1D
convolution layers, two BiLSTM layers, and a dropout layer. And the Adam optimiza-
tion algorithm is used to validate the algorithm, which is radically different from the
steepest gradient descent (SGD) optimization technique and achieved higher perfor-
mance on the validation. The trained model is tested on 26 unseen test records from the
QTDB dataset to assess the classifier’s performance. Furthermore, the model is evalu-
ated for QRS detection on the unexplored MITDB dataset.

Jambukia et al. [34] represented an overview of ECG classification into arrhythmia
categories and stated that classification of electrocardiogram (ECG) signals plays a
crucial role in the monitoring heart diseases as early and precise diagnosis of arrhyth-
mia types is essential for monitoring cardiac disorders and selecting the best treatment
option for a patient. The survey outlines the challenges of ECG classification and
provides a comprehensive overview of preprocessing approaches, ECG databases,
feature extraction techniques, ANN-based classifiers, and performance measures for

Figure 6.
Flowchart of the proposed DENS-ECG model [33].
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evaluating the classifiers’ accuracy. According to the survey, many researchers have
worked on ECG signal classification. They have used different pre-processing tech-
niques, various feature extraction techniques, and classifiers. For ECG categorization,
the majority of the researchers used the MIT-BIH arrhythmia database. A. Dallali et al.
used DWT to extract the RR interval and then used Z score to normalize it. They
classified ECG beats using FCM. They achieved a 99.05% accuracy rate. RR interval
and R point position are two characteristics retrieved using DWT. FCM was used for
pre-classification, while 3-layer MLPNN was used for final classification. They were
able to reach a 99.99% accuracy rate.

Saadatnejad et al. [35] proposed an ECG classification model, which was suggested
for continuous cardiac detection on wearable devices with limited processing
resources. This model is demonstrated in Figure 7 in detail. The model works in such a
way that the incoming computerized ECG data were first split into heartbeats and
their RR interval while wavelet characteristics were extracted. The ECG signal as well
as the extracted characteristics were then put into two RNN-based models that cate-
gorized every heartbeat. After that, the two outputs were combined to create the final
categorization for every pulse. The suggested method fits the temporal criteria for
continuous and real-time execution on wearable devices. Unlike many compute-
intensive deep-learning-based techniques, the proposed methodology is accurate and
lightweight, allowing wearable devices to have continuous monitoring with accurate
LSTM-based ECG categorization having negligible computing expenses while running
indefinitely on wearable devices with modest processing capability.

Figure 7.
The proposed algorithm of LSTM-based ECG classification model [35].

87

Deep Learning Algorithms for Efficient Analysis of ECG Signals to Detect Heart Disorders
DOI: http://dx.doi.org/10.5772/intechopen.103075



Ribeiro et al. [36] had proposed an end-to-end DNN competent of accurately
identifying six ECG abnormalities in S12L-ECG examinations, with diagnostic perfor-
mance comparable to that of medical residents and students. This DNN model trained
on data from the Clinical Outcomes in Digital Electrocardiology research which
included over 2 million labeled tests analyzed by the Telehealth Network of Minas
Gerais. The DNN surpassed cardiology resident medical practitioners in detecting
six different types of abnormalities in 12-lead ECG recordings with F1 scores over
80% and specificity exceeding 95%. These results suggest that DNN-based ECG
analysis, which was previously tested in a single-lead scenario, generalizes well to
12-lead examinations, bringing the technology closer to practical use. This model
has the potential to lead to more accurate automated diagnosis and better clinical
practice. Even professional assessment of complex and borderline cases appears to
be essential in this future scenario, the implementation of such automatic
interpretation by a DNN algorithm may increase the population’s access to this
fundamental and valuable diagnostic test. Figure 8 shows the deep learning model
used in this work.

In Figure 8, the Conv, BN, and dense imply the convolution, batch normalization,
and the fully connected layers whereas the ReLU and σ represents the activation layers
namely the rectified linear unit and the sigmoid, respectively. The ResBlk is nothing
but the residual block where the internal architecture of each such block is shown in a
detailed fashion below the main architecture. In the residual block, the dropout layer
represents the dropout regularization.

6. Discussion on the experimental results based on the current
state-of-the-art techniques

Figure 9a and b demonstrate the DENS-ECG model’s confusion matrices for the 5-
fold CV and test set, respectively. The no wave class has the majority of incorrect cases
in all three classes which are P-wave, QRS, and T-wave or it can be said that the model
does not make significant errors in classifying the three major classes (P-wave, QRS,
and T-wave). The minimal discrepancy between the 5-fold CV and test outcomes
indicates that the model has been effectively trained and does not have an overfitting
problem.

Figure 8.
The DNN architecture used for ECG classification [36].
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As demonstrated in Figure 10 the performance plot, the DENS-ECG model per-
forms similarly to other models in QRS detection with 99.61% of sensitivity and
99.52% of precision. The wavelet-based model proposed by Martinez et al. has the best
performance in terms of sensitivity and accuracy of 99.8 and 99.86%, respectively
followed by Kim and Shin’s proposed model. The postulated DENS-ECG model
performed similarly to the well-known Pan and Tompkins’s QRS detection model but
it outperformed the QRS detection methods proposed by Poll et al.

In [35], the classification ECG signals from heartbeat were classified into both 7
and 5 arrhythmia classes, respectively. For 5-classification problems, the heartbeats
are divided into five categories by the Association for Advancement of Medical
Instrumentation (AAMI). normal (N), supraventricular (S) ectopic, ventricular (V)
ectopic, fusion (F), and unknown (Q) beats are the four types of an ectopic heartbeat.

Figure 9.
Confusion matrix [33]. (a) 5-fold Cross Validation. (b) Test set.
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Further, the class N is divided into three more classes in the 7-classification to improve
resolution by isolating the two conduction anomalies known as left bundle branch
block (L) and right bundle branch block (R). Figure 11 represent the confusion matrix
of 7 and 5-class classification problem, respectively where the former model is capable
of effectively distinguishing L and R from N.

As shown in Figure 12, Ribeiro et al. [36] has compared DNN’s performance
indexes to the average performance of 4th-year cardiology residents, 3rd-year emer-
gency residents, and 5th-year medical students. The performance of the DNN on the
test set is demonstrated in the above accuracy plot. The above-shown figure shows
that the performance of DNN which exceeds human performance. In most cases, the
accuracy of DNN on the data set is more than 95%.

Finally, the work of Jambukia et al. [34] presents a survey on the performance of
various works present in the literature which are based on ECG signal categorization
utilizing different pre-processing approaches, feature extraction techniques, and
classifiers. Figure 13 presents the plot of the accuracy of different ECG classification
techniques which have used the MIT-BIH arrhythmia database over time.

7. Conclusions

Health issues in the human race are increasing day by day and cardiac issues are
one of the most common diseases which has been noticed in the past few decades.
Therefore, many technologies have been introduced and CAD is the most emerging
technology to diagnose cardiac issues or solve heart-related diseases. Furthermore,
deep learning has played an important role in the area of computer-aided diagnosis
(CAD). From the above discussion, it can be observed that various algorithms or
methods have performed pretty well in the field of cardiovascular disease detection.
This indicates that deep learning in cardiac signal processing has an unbounded scope
in the research field for enhancing CAD and getting more accurate and cost-effective
and fast output.

Figure 10.
Comparison of DENS-ECG and various deep model architectures’ classification performance on the test set [33].
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Figure 11.
Confusion matrix [35]. (a) 7 heartbeat classes. (b) 5 heartbeat classes.
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Figure 12.
Comparison of performance indexes of DNN and the average performance of cardiology students on the test set [36].

Figure 13.
Comparison of the accuracy of the different ECG classification techniques [34].
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Chapter 7

EEG Authentication System Using
Fuzzy Vault Scheme
Fatima M. Baqer and Salah Albermany

Abstract

Authentication is the process of recognizing a user’s identity by determining claimed
user identity by checking user-provided evidence, combining cryptographic with
biometric can solve many of security issues, including authentication. Our goal is to try
to combine cryptography and biometrics to achieve authentication using fuzzy vault
scheme. Electroencephalography (EEG) signals will be used as they are unique and also
difficult to expose and copy; also they are difficult to be hack, using nine healthy
persons’ EEGs from the BCI Competition and extracting power features from signals
spectrum of beta and alpha band of EEG signal, the extracted features are from three
channels (C3, Cz, and C4), then support vector Machine (SVM) is used for classifica-
tion. In this chapter, two tasks (left hand and right hand) are used from a four tasks
in the dataset, and the system achieves 96.98% validation accuracy, using 10-fold
cross-validation on the training set and the model is saved, after extract features, these
features will used to be evaluated on a polynomial generated from the secret key using
reed Solomon code and chaff points generated using tent map are added to hide the
data, which create the final result that is the vault, for decoding the system using
Lagrange interpolation for polynomial reconstruction and returning the key.

Keywords: fuzzy vault, EEG, brain wave, cognitive biometric, authentication,
electroencephalogram

1. Introduction

User authentication is an important phase in security systems. Authentication is
the determining process of a person is really, who claimed to be. Authentication
technology affords the access to the systems after checking/verifying if a user’s
certification matches the authorized certification in a database, usually provided with
an ID of a user, and authentication is achieved when the user provides a certification.
Generally, authentications can be according to their use: password-based, token-
based, and biometrics-based. Each of has its advantages and disadvantages [1].

Biometrics systems based on human being’s measurements analyze statistic aspects
of unique physical and behavioral characteristics, which can be consumed to identify
or verify a human [2].

The term biometric is a Greek word, referring to bio means “life” and metric
means “measurement.” Biometrics is used to achieve reliable authentication and
identification that can be expressed as face fingerprints, iris, retina, signatures, gait,
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voice, etc. Recently, a new biometric field has gained its popularity because of its less
drawbacks over other biometrics; it is the brain wave biometric or electroencephalog-
raphy (EEG) [3].

However, without the drawbacks of both passwords-based and biometric-based,
the EEG-based biometric authentication system combines their advantages [1]. EEG
signals are dynamic, sensitive, and inexpensive and used to observe mental state that
can be used to distinguish persons.

These signals can be bound with a cryptography to empower the security, a
scheme that can be used with brain wave signals is called fuzzy vault scheme, key-
based cryptographic scheme uses error correction codes to generate polynomials to
secure the key.

1.1 Biometric concept

Biometric structure helps to find out the person with the physical-behavioral
mechanism using statistics from person. [4], there are two types of biometrics: con-
ventional and cognitive, conventional refers to physical and behavioral characteristics,
such as fingerprint, voice, oder, DNA, face, iris, retina. Etc., cognitive refers to mental
state signals as electroencephalography (EEG), these biometrics are unique for every
individual. Physical biometrics is distinguished by “what the individual is” while
behavioral is distinguished by “how individual do,” cognitive is “what individual
think” [5]. Figure 1 illustrates biometric types.

1.1.1 Electroencephalogram (EEG)

Electroencephalogram, EEG for short, is the human brain’s electrical activity.
Nerve system of human, including the brain, consists of neurons, which are nerve
cells. The electrical current transmitted signals by neurons to other neurons [6]. The
changes in voltage resulting from the electrical current are then measured by elec-
trodes. Patterns form waves used by EEG and are sinusoidal. Based on the frequency
bandwidth can be classified into several bands. Each band of waves corresponds to
different activities. Most common bands classification [6]: Delta (0.5–4) HZ, Theta
(5–7) HZ, Alpha (8–15) HZ, Beta (16–31) HZ, Gamma(32-higher) HZ, the correspon-
dence for each band, Table 1 describes each band and its activity.

It is the measurement of electrical activity of the brain, sensor used to obtain these
signals. Brain consists of millions of neurons, and these neurons express emotions and
thoughts as signals [7].

Figure 1.
Biometric types.
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“EEG measures the currents that flow during synaptic excitations of the dendrites
of many pyramidal neurons in the cerebral cortex. Differences of electrical potentials
are caused by summed postsynaptic graded potentials from pyramidal cells that create
electrical dipoles between soma (body of neuron) and apical dendrites (neural
branches) [5].”

The potentials are measured between two or more points called electrodes or
sensors, which are placed on the scalp at different locations. EEG resembles waves,
which is why the term brain waves is used when referring EEG signals. Padfield et al.
[8], these EEG signals are unique for every individual and less exposed because it is
under the scalp, which is hard to obtain and cannot be copied or manipulated [2].

Universality, uniqueness, permanency, performance, collectability, acceptability,
and robustness satisfy the requirements of EEG-based biometric authentication
method [7].

1.1.2 Motor imagery (MI)

MI is imagining a motor action without any efferent information to neuromuscular
system. Thoughts and actions are intimately linked. A confirmation of this prediction
is found in the spatial patterning of activated cortical areas seen with functional brain
imaging techniques such as PET and fMRI [9]. MI is widespread in BCI systems
because it has naturally occurred discriminative properties and also because signal
acquisition is not expensive [8]. It is widely used in sport training as mental practice of
action, neurological rehabilitation, and has also been employed as a research paradigm
in cognitive neuroscience and cognitive psychology to investigate the content and the
structure of covert processes (i.e., unconscious) that precede the execution of action.
The effectiveness of motor imagery has been demonstrated in musicians. There have
also been conducted multiple studies on its uses in neurological rehabilitation in
patients after stroke [10].

1.2 Literature survey

1.2.1 EEG person authentication

Marcel and Millan [11] investigate the use of brain activity for person authentica-
tion, using a statistical framework based on Gaussian Mixture Models and Maximum a
posteriori model adaptation. Intensive experimental simulations are performed using
strict train/test protocols to show the potential of method [11].

Band name Range in HZ Activity

Gamma 32–higher Consciousness, higher processing tasks

Beta 16–31 Awake, active thinking, concentration and arousal states, eyes opened

Alpha 8–15 Relaxation, eyes closed

Theta 5–7 Drowsy, meditating and sleeping

Delta 0.5–4 Deep sleeping

Table 1.
EEG bands description.
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Fladby [12] performs an experiment with 12 participants for eight different tasks
in three sessions. They extract features from time and frequency domain by analyzing
EEG and then the proposed algorithm is applied as dynamic time warping as well as a
feature-based distance metric [12].

He [7] proposes an EEG feature hashing approach for person authentication, by
extracting the coefficients of the autoregression model from multiple EEG channels,
Fast Johnson-Lindenstrauss transform that is based dimension reduction algorithm
to hash vectors. For person authentication, a Naive Bayes probabilistic model is
applied [7].

Nguyen et al. [13] investigated the person verification based on brain wave fea-
tures extracted from EEG signals of motor imagery tasks. For each subject, left, right,
and best motor imagery tasks were used. As for modeling, the Gaussian mixture
model (GMM) and support vector data description (SVDD) methods were used [13].

Nieves and Manian [14] proposed a system use an effective time-frequency-based
feature extraction method using the short-time Fourier transform (STFT) or
spectrogram. Computed features on the spectrogram were energy, variance, and
skewness. These features were used to train a SVM and neural network classifier.
Using cross-validation for testing data for person authentication the classifiers are
tested. Results using a different number of channels with optimum features
presented [14].

Soni et al. [2] “design a system and implement it, so that users set patterns as an
unlock pattern to obtain the access’s permission. This pattern can be any combination
of eye blink, attention and various brain rhythms like Alpha, Beta, Theta and Delta.
Provided two-level authentication. First level of which is brain waves. Once the
correct pattern of brain signal is provided the system will ask for a pass key as a second
level of authentication [2].”

Sjamsudin [15] “investigates the aspects of performance and time-invariance of
EEG-based authentication. Two sets of experiments are done to record EEG of differ-
ent individuals. The system implemented the use of machine learning such as SVM
and deep neural network to classify EEG of subjects [16].”

1.2.2 Fuzzy vault

Juels and Sudan [16] propose a novel cryptographic construction scheme defined
as a fuzzy vault. Alice is a player lock a secret value in a fuzzy vault and “lock” it,
using a set of element A. using set B of the same length Bob will try to “unlock” the
vault, he gets the secret only, if A and B overlap substantially [16].

Uludag et al. [17] explore the combination of fuzzy vault with the fingerprint
minutiae data, which try to secure the important data using the fingerprint data,
such that only the authorized user can access the secret by providing the valid
fingerprint [17].

Nandakumar and Jain [18] use the fuzzy vault to secure a multi-biometric template
derived from a person’s templates. Exhibiting that a multi-biometric vault provides
better recognition performance and higher security compared with a uni-biometric
vault [18].

Khalil-Hani et al. [19] “propose a new chaff generation algorithm which is
computationally fast and viable for hardware acceleration by employing simple
arithmetic operations” [19].

You et al. [20] proposed cancelable fuzzy vault algorithm based on the user’s
transformed fingerprint features, which are used to generate a fuzzy vault [20].
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1.2.3 Combining cryptography with EEG signals

DamaševiIius et al. [21] “combine an EEG based biometric with the fuzzy com-
mitment scheme and BCH error correcting for person. Evaluating features that are
covariance matrix of EEG data using EEG recorded from 42 subjects. The experimen-
tal results present that the system can generate up to 400 bits of cryptographic key
from the EEG codes, while tolerating up to 87 bits of error [21].”

2. The proposed system

2.1 Problem statement

With the rapid development of technology, large institutions and government
institutions, which have sensitive information and also applications, need systems
with high security and reliable authentication way that is hard to/or possible to copy
or manipulate brain wave biometric has these proprieties, in authentication it is very
important that people accept the system (acceptability). With this in mind it is safe to
say that a noninvasive method of capturing brain wave signals is the best way for
biometric acquisition as for securing these biometrics.

2.2 EEG dataset

In this chapter, the winning BCI competition Graz IV2a Dataset (2008) by burner
is used [22], which is consists of nine subjects each performing four MI tasks ran-
domly (this process called trial), each task is a class (left hand, right hand, foot, and
tongue) corresponding to (1,2,3,4) respectively, the experiment is done by experts,
with no feedback. For our system we use only left and right classes [22].

Each subject sat on comfortable armed chair in front of a computer screen at time
(t = 0) a fixation cross appeared on the screen and a beep tone to alarm the subject, at
(t = 2) a cue appear for 1.25 s in form of arrow that refers to one of classes (left, right,
down, up) to inform the subject of the beginning of MI tasks this last until t = 6 the cue
disappears and a break is followed [22].

The dataset is divided into two sessions each in separate day, one for training
and other for evaluation, each subject performs 48 trial (each class 12 trial) for 6
runs, yielding in total 288 trial [22]. The sampling rate of the signal is 250 Hz, a
bandpass filter was applied between 0.5 Hz and 100 Hz. The sensitivity of the
amplifier set to 100 μV, to suppress line noise, a 50 HZ notch filter was applied, and
artifact trials were marked. The signals were recorded from 25 channels, 22 EEG,
3EOG [22].

2.3 Extraction of EEG trials

Extraction of EEG trials means the process of finding trial of interest of EEG
signals by segment the signal according to the event associated with the dataset.

Events gives the time that the MI trail starts and ends to facilitate extraction of the
task and the segment number, also the dataset that gives the artifact in each trial to
eliminate it if need, in our case we need a clear signal so we eliminate these artifacts
for the subjects. The proposed system segments the signals of each channel (C3, C4, Cz),
these channels are the most effected by MI tasks. Also, because we use two classes only
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(left and right hand) the other two classes (feet and tongue) eliminated and their
corresponding trials also eliminated. Figure 2 shows the signal of C3 channel before and
after segmentation for three trials.

(a)

(b)

(c)

Figure 2.
(a) Signal three channels before trials extraction; (b) signal after trials extraction (c) show the deference between
original signal and extracted signal for three trial.
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2.4 Artifact’s reduction

Artifacts can be defining as the unwanted signals that appear in EEG signals, they
can be caused from various origins including body or eye movement, heart beating
blinking, or frequency from utility, which is (50 Hz in Europe or 60 Hz in the United
States) [23]. The utility frequency was removed already by applying notch filter while
eye artifacts are left due to possibility of artifacts removal algorithms testing [22].

To handle eye artifact, there are three main approaches: avoidance, rejection, and
removal [23].

For artifacts avoidance can be by asking the user to avoid movement during the
recording that causes EEG artifact, which decreases the artifact’s number, but eye
movement and blinks cannot be avoided.

Another way is to reject all corrupted trials by artifacts, which can automatically
have done or manually. Manually can be done through visual examination, as the
corrupted trials marked if they are corrupted or not by an expert. An algorithm is
implemented in automatic artifact rejection, that can determine if artifacts corrupt a
trial or not, and artifact rejection reduces the size of the training set. Last, is artifact
removal, in order to remove the EEG signal artifact, some algorithms are used that
leave the desired brain-originated signal intact.

2.5 Bandpass filtering

After applying segmentation algorithm to segment signals of each channel into 3 s
sub signal according to the event associated with the data set then remove all marked
artifact trials, Figure 3 shows EEG signal for three trials after applying bandpass filter,
the signal is filtered using a bandpass filter designed for a given frequency band.
Using, for each channel, a 4th order Butterworth infinite impulse response (IIR) filter,
IIRs are used to change the frequency component of a time signal by reducing or
amplifying a particular frequency. This filter is used to pass only the band-limited
portion of frequency content.

Figure 3.
Signal of C3 channel after applying bandpass filter between (8–30 HZ).
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2.6 Feature extraction

The filtered signals are used to calculate spectrum PSD, in detail, estimate the PSD
in the band between 8 and 30 Hz, this is based on the fact that the beta rhythm has
distinct topographies and responses to the limb movements, compared with the alpha
rhythm, the oscillatory power of the mu rhythm in the sensorimotor cortex ipsilateral
to the tasks increased, while that of the beta rhythm in the contralateral sensorimotor
cortex decreased simultaneously. The Welch’s averaged used for spectral estimation
that is a modified periodogram method. With 1 s Hamming window and 50% overlap,
Welch’s method can reduce noise. Each trial is divided into five bands and then the
power and variance of each band are calculated, and energy of the whole trial is
calculated.

2.7 Model building

The SVM method was used to train person EEG models using 10-fold cross-
validation training and was used to train models on the whole training set and test on a
separate test set.

SVM developed by Cortes and Vapnik [24] is a practical implementation of statistical
learning theory capable of processing difficult problems of supervised learning, SVM is
nonprobabilistic classifier; the two limitations of SVM are linear and binary features [25].

A decision boundary (plane) in SVM is used to separate the feature vectors. SVM
classifier finds during training into two classes. The problem is to find the decision
boundary (a linear hyperplane) that has the maximum separation (margin) between
the two classes. The margin of a hyperplane is the distance between parallel equidis-
tant hyperplanes on either side of the hyperplane such that the gap is void of data
objects. The optimization during training finds a hyperplane that has the maximum
margin. The SVM then uses that hyperplane to predict the class of a new data object
once presented with its feature vector. See Figure 4 [26].

2.8 Fuzzy vault

It is an updated version of the ideas of the fuzzy commitment scheme [27]. In this
scheme, a message M is encoded as coefficients of a k-degree polynomial (p) using
Reed Solomon code RS, in x (data points evaluated on polynomial(p)) over a finite

Figure 4.
Model building.
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field F_q. Then the polynomial p is evaluated at the input data points (X) to calculate p
(X) = Y. These (X, Y) pairs, known as genuine points, constructing the locking set,
which become the vault later. False points (called chaff) are used to hide the identity
of the genuine points, and then, they are added to the genuine points set. This is called
vault, which is then stored. The difficulty of the fuzzy vault scheme is shown in
polynomial reconstruction problem, which is to make it secure [28].

2.9 Lock the vault

Polynomial is generated by using the code results from encoding a polynomial coef-
ficient called secret that is a secret value using RS. Every EEG feature is projected onto
the polynomial. Then it creates the chaff points using the proposed tent chaff points.
Then shuffling the two point sets, to produce the vault. As the following algorithm:

Input: Parameters k, t, and r where k ≤ n ≤ r≤ q. A Pre-select Secret S∈F . A locking set A= aif gni¼1 where
ai∈ F .
Output: A set R of points xi, yi

� �� �r
i¼1 such that xi, yi∈F

Variables :CH chaff points

X,R ϕ

poly xð Þ  RSENCODEðS,k)
for i=1 to n do
xi; yi
� �  ai;poly aið Þ

� �
;

CH xi;yi
� � chaff xi;yi

� �
;

X sortxi
R CH xi;yi

� �
⋃ xi, yi
� �

output R

S: a secret key intended to protect.
poly (x): a polynomial of degree less than k.
A ¼ aif gni¼1: a locking set containing n elements.
F : finite field.
q: the number of finite field F elements.
n: the number of real points.
r: the total number of real points and chaff points.
Figure 5 illustrates feature projection on polynomial produced by encoding the

secret s using RS, xi is the featureai, and yi is the projection on polynomial poly(ai).

2.10 Tent-chaff points

After projection of the feature onto the polynomial p using features as:

p f q
� �

¼ cdþ1 � f qdþ1 þ cd � f qd þ … þ c1 � f q: (1)

The genuine point list is comprised of:

Genuine Points ¼
f q1 p f q1

� �

⋮ ⋮

f qm p f qm

� �

2
664

3
775 (2)
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To mask the identity of true points, chaff points are added using chaotic tent map.
Let μ be the seed, Xn = initial

xnþ1 ¼
μxnxn ∈ 0½ , 0:5Þ
μ 1� xnð Þ, xn ∈ 0:5½ , 1�

(
(3)

Each chaff point and other genuine points do not need to put distance between
them. The reason is that the chaff points are known for the two sides.

Chaff Points ¼
Chx1 Chy1

⋮ ⋮

Chxn pChxn

2
664

3
775 (4)

Finally, genuine Points and Chaff Points are combined, and the new matrix is
shuffled. That represents fuzzy vault final matrix.

Figure 6 shows how chaff points hide genuine points; red circles in (a) are chaff
points, (b) showing how attacker sees the final points projection.

2.11 Unlock the vault

The message vault is received and is attempted to decrypted it using input features
produced from evaluation dataset. (X0) are evaluated in the model build to identify the
person in the vault pairs. If predicted person is the same as the original, then regener-
ate the chaff point set using the agreed seed and initial state for both parties and then
remove the chaff points, after that from (xi, yi) pairs recover the message through
polynomial reconstruction; otherwise reject;

Figure 5.
Features projection on polynomial poly.
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Input: A fuzzy vault R,

Output: A value S’∈F k⋃ nullf g.
Variables : CH :chaff points,R :the vault ,Q:is the reconstructed polynomial

Q  ϕ
regenerate chaff points CH
for i = 1 to n do
Temp= CH xi, yi

� �
==R xi, yi

� �
R(Temp)= []
Q=R

Q  Q ⋃ xi, yi
� �

S0  RSDECODE Q , kð Þ
Output S’ or null

(a)

(b)

Figure 6.
How chaff points hide the polynomial.
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2.12 Lagrange interpolation

It is a method used to reconstruct polynomials; it is a method that computes the
interpolation polynomial to form the system:

Ax ¼ bi, where bi ¼ y, i ¼ 0, … , n, (5)

“The A entries can be defined by aij = p j(xi), where i, j = 0, … , n, and
xi = x0, x1, … , xn are the points at which the data y0, y1, … , yn are obtained, and
pj (x) = x j, j = 0, 1, … , n. The basis {1, x, … , xn} of the polynomials’

space of degree n + 1 is called the monomial basis, and the corresponding matrix
A is called the Vandermonde matrix for the points x0, x1,… , xn, In Lagrange
interpolation, the matrix A is simply the identity matrix, by virtue of the fact that the
interpolating polynomial is written in the form:”

pn xð Þ ¼
Xn
j¼0

yiLn,j xð Þ (6)

where the polynomials Ln,j
� �

, nj¼0=0 have the property that

Ln,j xið Þ ¼
1 if i ¼ j
0 if i 6¼ j

�
(7)

The Lagrange polynomials for interpolation is: Ln,j
� �

where j = 0,… , n, x0, x1… ,
xn. are the interpolation points, they are defined by:

Ln,j xð Þ ¼
Yn

k¼0, k 6¼j

x� xk
x j � xk

(8)

3. Conclusion

After testing the system, it gives a good accuracy of classifying, which is 96%, but
the run time of fuzzy vault authentication algorithm is kind of slow regarding that
authentication must be fast to be practical for using it in real life; the reason of its
slowness is because of the high number of EEG features, which result of many of
multiple operations to compute Lagrange’s interpolation that slow the work of the
algorithm that make the algorithm impractical, on the other hand, using the tent chaff
points gives the system an advantage because it reduces the error occurrence when
separating chaff points from the genuine points, which are the EEG signal features
because the initial seeds are known by both sender and receiver so, the system can
regenerate the chaff points again and rise them without or less effecting the genuine
points, and in the traditional chaff point generation, it needs to keep distance from the
genuine point, which requires more calculation, which this method does not. Also we
have difficulties in converting the features that are float numbers into integers so they
can be used in Galois field, which needs integers to deal with, another problem is the
repeated numbers produced from the conversion into integers because the features’
values are close so they result in a repetition. The repeated values cannot use when
reconstructing the polynomial because it results in division on zero, which is not
acceptable because we need a unique number.
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The system used nine healthy persons’ EEGs from the BCI Competition and
extracted features from signals spectrum of beta and alpha band of EEG signal, then
extracted features from three channels and used support vector Machine (SVM) to
classify two tasks left hand and right hand that achieve 96.98% validation accuracy,
using 10-fold cross-validation on the training set and then saved the model, these
features are evaluated on a polynomial generated from the secret key, then chaff
points using tent map are added, which reduce the error; for decoding, we use
Lagrange interpolation for polynomial reconstruction and returning the key.

To measure performance, a confusion matrix was calculated from which its preci-
sion and recall are calculated, a part from using the confusion matric to find precision
and recall, it is important to analyze the result by the help of the confusion matrix to
analyze the results as it also gives a very strong, it gives the evidence where your

Figure 7.
Confusion matrix for the classification model.

Subject TPR (%) FNR (%)

1 95 5

2 98 2

3 91 9

4 99 1

5 98 2

6 99 1

7 99 1

8 98 2

9 93 7

Table 2.
TPR and FNR.
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classifier is going wrong. So for our model, we can see that our classifier goes in the
right direction, which means the classifier can distinguish between subjects’ labels;
Figure 7 illustrates confusion matrix for nine subjects.

The total validation accuracy is 96.98%, from confusion matrix; also, one can
calculate the true positive rate (TPR) and the false negative rate (FNR) as shown
below, by observing the table; TPR is high and FNR is low, which means the
performance at its best. See Table 2.
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Chapter 8

Automatic Noise Reduction in
Ultrasonic Computed Tomography
Image for Adult Bone Fracture
Detection
Marwa Fradi, Kais Bouallegue, Philippe Lasaygues
and Mohsen Machhout

Abstract

Noise reduction in medical image analysis is still an interesting hot topic, especially
in the field of ultrasonic images. Actually, a big concern has been given to automati-
cally reducing noise in human-bone ultrasonic computed tomography (USCT)
images. In this chapter, a new hardware prototype, called USCT, is used but images
given by this device are noisy and difficult to interpret. Our approach aims to rein-
force the peak signal-to-noise ratio (PSNR) in these images to perform an automatic
segmentation for bone structures and pathology detection. First, we propose to
improve USCT image quality by implementing the discrete wavelet transform algo-
rithm. Second, we focus on a hybrid algorithm combining the k-means with the Otsu
method, hence improving the PSNR. Our assessment of the performance shows that
the algorithmic approach is comparable with recent methods. It outperforms most of
them with its ability to enhance the PSNR to detect edges and pathologies in the USCT
images. Our proposed algorithm can be generalized to any medical image to carry out
automatic image diagnosis due to noise reduction, and then we have to overcome
classical medical image analysis by achieving a short-time process.

Keywords: USCT, image processing, PSNR, automatic segmentation, K-means,
Haar wavelet

1. Introduction

Bone disease exploration is assured by a variety of modalities of medical imaging.
Bone mineral density is determined by standard scanners and x-rays. Although this
technique delineates the bone structure, it remains an invasive method with qualita-
tive information on bone structures. Ultrasound computed tomography (USCT) is the
best to give us more details and a very interesting procedure for bone imaging associ-
ated with signal and image processing methods [1, 2]. A variety of medical imaging
techniques such as x-rays and standard scanners determine bone mineral density.
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However, these modalities represent an ionizing method without giving quantitative
results. USCT hardware has been propounded to solve this issue [1, 2]. USCT presents
an important radiological technique because of its non-ionizing properties. However, it
has been the subject of several studies due to the complexity of its visualization and the
noisy USCT image quality [3]. In the light of this issue, noise reduction should be the
first step to be interested in, to enhance the USCT image resolution and to detect bone
diagnosis. Hence, many researchers have studied different techniques for ultrasound
image noise reduction, and obtained results achieved the terms of quality improvement
(37.14 dB of peak signal-to-noise ratio [PSNR]) [3]. But, these methods cannot be
applied to USCT bone images due to its complexity. Actually, USCT bone imaging is a
very difficult method that encounters many problems mainly related to high bone
echogenicity. Noise reduction is one of the crucial topics in digital image processing
and has been conducted in various fields such as ultrasound imaging [4]. Many obsta-
cles still exist, but several results have been successful [5, 6]. Accordingly, we will try
here to propose optimizations for image processing by implementing discrete Haar
wavelet algorithm and a proposed hybrid algorithm combining k-means with the Otsu
method. It is an important process for removing noise, as it produces promising results
in terms of image resolution, noise removal and diagnosis detection. In this work, our
objective aims to automatically remove noise levels generated during the rebound of
ultrasonic waves against bony structures, from USCT images, improving the PSNR.

In this chapter, we divide the work into seven sections: Section 2 presents an
overview of the medical history in this area, some physical considerations and the
description of existing algorithms. Section 3 presents fundamental mathematical the-
orems that will be implemented in the next section. Section 4 describes the proposed
hardware and software method to segment USCT. Section 5 shows the obtained
results, the comparison of our work with previous work and the discussions. Section 6
concludes this chapter.

2. State of the art

In 2019, a Ram-Lak filter is implemented in the Radon domain to reduce the noise
levels in the USCT images and facilitate their observation giving a PSNR with a value
of 13.07 [3]. In 2018, different filters such as median and a high pass filter have been
used to reduce noise in Magnetic Resonance Imaging (MRI) images as a pre-
processing step and the first results are promising [7]. In addition, bilateral filter and
trilateral filter are used for noise removal in [8] by considering the small structure as
noise to be removed and conserving the large structure. Moreover, in [9] adaptive
filter of Kuan, Frost or maximum medium median (MMM) have been produced to
enhance ultrasound images resolution giving promising results. However, these
methods fail to give encouraging results when applied to USCT images [3, 9].

The Fourier transform with its decomposition of a trigonometric series has been
widely introduced in the field of signal processing as well as in medical image
processing, but it is insufficient for giving a piece of complete information in both
time and frequency areas simultaneously. Indeed, using the classical Born approxi-
mation and the spatial Fourier transform, the result is a poor contrast-to-noise ratio
(CNR) image. Some previous work to improve the CNR has been introduced while
handling signal and image processing [2, 5]. Although image analysis is an important
process for noise removal, it cannot produce the intended result in some digital image
processing [4].Actually, a flowof imageprocessing shouldbe applied to improve theUSCT
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image quality and to achieve automatic diagnosis detection. The active contourmethod
was introduced in the process of USCT image segmentation. Its use avoided the issue of
noise inUSCT images [10]. In [11], authors appended this algorithm onUSCTpaired-bone
images. However, the results were not good enough and the detection of the distances
between the two bone forms (tibia and fibula) was not possible.

Themethod, called the “Wavelet-based Coded Excitation” (WCE)method [5] is based
on the wavelet decomposition of the signal and on a suitable transmitted incident wave
correlatedwith the experimental set-up. Indeed, the contrast with reports of noise was
improved, but the detection of edges and areas of child-matched bone by ultrasoundwith
USCTwas impossible [5, 11]. However, thismethod has remained very interesting. During
the last two decades, a lot of research has involved the use of the transformedwavelet for
removing noise through its energy compaction and itsmultiresolution parameter proprie-
ties [12, 13]. Thanks to these parameters, we can obtain different versions (dilated or
compressed, and translated or shifted) from the samemother wavelet.

The k-means algorithm is known for its simplicity in clustering a database into
clusters. Nevertheless, this number of clusters has to be identified. It has been used for
resolving the issue of data clustering. k-means followed by fuzzy c-means were intro-
duced by Alan Jose et al. in [14, 15] to detect a brain tumor, and the result of the
segmented image remained for the feature extraction and the image resolution was
improved. Image segmentation using the k-means algorithm is a process of separating
images into different regions with high resolution. The purpose of such segmentation
is the detection of regions of interest simultaneously with noise removal in an image.
Moreover, image segmentation has been an increasingly expanded issue especially in
the area of medical imaging and more specifically in USCT considering the
inhomogeneity of pixels and complex anatomical topology [6].

Otsu method has been used for a long time to medical image analysis for image
resolution enhancement [16] obtaining the right diagnostic. In [7], a proposed Otsu
method has been used for MRI images for tumor brain detection.

3. Mathematical theoretical

3.1 Wavelet transform

The wavelet transform is a mathematical function that allows image compression
and signal processing. It resolves the problem of the Fourier analyses. It is defined by
the following equation:

Ψ a, bð Þ ¼ 1ffiffiffi
a
p Ψ t� b

a

� �
(1)

where a is the scale parameter or the expansion factor, and b is the translation or
proposition parameter. The bigger a is, the more the wavelet is dilated.

3.1.1 Principle of wavelet transform

The wavelet transform is a multiresolution analysis tool able to transfer accurate
temporal and spatial information. In the literature, various noise reduction techniques
concerning wavelet approaches have been put forward [14]. From an original image,
low frequencies are analyzed by the application of a low-pass filter. Then, high
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frequencies are analyzed by the application of a high-pass filter. It allows dividing the
information of the image in an approximation and detail as depicted in Figure 1. We
will use the Haar wavelet to keep the edge detection of an image as follows:

• On the lines, estimate the medium of each pixel of paired data.

• On the lines, calculate the variance between each datum and its respective average.

• Point the averages in the first half of the matrix data which corresponds to the L
approximation image.

• Point the average in one-half of thedata corresponding to theHdetailed imagematrix.

• Rehearse the process on the first half of the L data, but on columns so we get two
images corresponding to the approximation of LL (means of dimension matrix)
and LH (matrix of differences in dimension) image details.

• Renew the process on the LL image approximation to have a decomposition level
greater than 1.

• A low-pass filter application remains to get an L image which is compressed and
the application of a high-pass filter leads to obtain an H image which introduces
image details. This process is done by Eqs. (2) and (3) as follows:

YH k½ � ¼
X
n
x n½ � G 2k� n½ � (2)

Yl k½ � ¼
X
n
x n½ �H 2k� n½ � (3)

3.2 k-means algorithm

It is based on grouping similar data points into clusters. There is no prediction
involved. Its algorithm is illustrated by these steps [18].

• Fix the k number of cluster values.

• Identify the k cluster centers.

Downsampling Downsampling  

Image 

Downsampling Downsampling  

  LL 
L L LL HL 

 LL  HL 

LL  HL 
  H L  Convolu�on 

 Convolu�on 

 LH  HH 
H 

 HH 
LH HH 

H LH 

Figure 1.
Principle of wavelet application.
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• Determine the cluster center.

• Determine the pixel distance for each cluster center.

• If the distance is close to the center value, budge to that cluster.

• Otherwise, move to the next cluster.

• Re-identify the center.

3.3 k-means algorithm combined with Otsu algorithm + morphologic algorithm

The proposed hybrid algorithm uses the combination of k-means with the Otsu
method and the morphologic algorithm. The k-means algorithm implementation is
important. It works well in a large number of cases and it is a powerful tool to have in
the closet point. Unfortunately, in medical image processing, it is not sufficient for
region detection and edge detection. k-Means combined with the morphologic and
Otsu algorithms give us sufficient results.

3.3.1 Morphologic algorithm

Morphological filters are a valuable aid in the segmentation and noise removal
process. Morphological filtering is based on mathematical morphological operations,
well applied to binary images as well as monochrome (grayscaled) images. To be
limited to binary image morphological filtering, morphological operations aim to
perfect the improper structure of an image [17]. The morphological erosion of X by B
is defined by the principle of duality where X is the set of points described in the space
and B is the structuring element. Its equation is written under the following form:

ε B xð Þ ¼ δB xð Þ (4)

ε B xð Þ ¼ δ B xð Þ ¼ x⊕B ¼ x⊝B (5)

3.3.2 Otsu algorithm

The Otsu method of the threshold is the most powerful and global threshold
method. It performs image binarization based on the histogram image shape. It
assumes that the image for binarization contains the only foreground and background
pixels [19, 20]. Using the simple formula in the Otsu algorithm, we get:

σ2 ¼ ΨA u A� uð Þ2 þΨB u B� uð Þ2 (6)

where σ2 is the variance between both clusters, ΨA is the probability of class A, ΨB

is the probability of class A, uA is the average gray of class A, u B is the average gray of
class B, and u is the threshold value which divides the image into two classes A and B.
The best threshold u maximizes the variance between both clusters. It computes the
optimal threshold by minimizing the intra-class variance that separates the fore-
ground pixels from background pixels [21]. The main purpose of the Otsu method is
to find the threshold values where the sum of the values of the foreground and
background pixels has to be minimal [22].
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3.4 Peak-signal -to noise ratio (PSNR)

The PSNR is defined by the ratio of the power of the signal and the corrupting
noise presented in the image.

4. Materials and methods

4.1 Materials

The used hardware device is illustrated in Ref. [5] in section material and method.

4.2 Methods

Our approach is based on a hardware and software co-design to enhance the signal-
to-noise ratio (SNR), to automatically segment the USCT images and finally to detect
fractures in bones. It is described in Figure 2.

4.3 Hardware method

The acquisition of the signal is done in retro diffusion, transmission and diffrac-
tion. The frequencies of measurements are performed at 1 MHz. Each transducer
plays the role of a transmitter and a receiver. A transmitted signal is sent and

Figure 2.
Synoptic flow of our approach.
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diffracted on the object to be imaged, reaching the other seven receivers. There are
three configurations per zone. The wave is transmitted, or back-propagated or
diffracted as illustrated in Ref. [2].

4.4 Software method

Using an adult bone defect as depicted in Figure 3 (a). We have a USCT noisy
bone image in Figure 3 (b). USCT image processing recognition is kept by the
application of some algorithms such as the Haar wavelet transformation and the
improved k-means, as depicted by the synoptic flow in Figure 4.

4.4.1 Implemented Haar wavelet algorithm

Algorithm 1: Direct Haar wavelets transform

1: Download the source which contains the converted binary image
2: Download f-L and f-H filter file.
3: Treatment following lines.
4: Treatment following columns.
5: //Sgl is the converted binary image.
6: while.
7: {
8: Bf [0] and Bf [1] take the sgl values.
9: CVh = 0 compute the mean CVh ¼ Bf 0ð ÞþBf 1ð Þ

2:
10: CVl = 0 compute the difference CVl ¼ Bf 0ð Þ � CVhð )
11: }
12: Display the values of CVh, CVl
13: Display LL, HL, LH and HH image values

4.4.1.1 Proposed k-means algorithm

Our proposed k-means algorithm is described in Figure 4.

Figure 3.
Ultrasonic bone tomography with USCT: (a) adult cortical bone defect (copyright/rights reserved, CNRS-LMA-
Marseille), (b) USCT image defect.
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5. Results

5.1 Fracture detection

Figure 5 shows an example of how to identify an artificial defect on a human
femur. The defect is through an incision at the end of the sample whose width is
reduced in depth. Three heights are analyzed: one (H1) in the very fine portion of the
crack, a second (H2) in the intermediate zone, and the third (H3) in the very open

Yes D = ( , ) No
Compare the distance with
D = cluster value

5.1. Osteopathologies detection  results

Fix the k-number of cluster value with Ki cluster

Fix the number of iterations with a value of 1000

Load the image to be segmented

Apply an erosion filter by the use of equation
4 and 5.

Displaying images

Time execution displaying

Find image histogram

Calculate the Eucleudien distance by (8)
( , ) = ( )   (8)

Move to that cluster

Move to the next cluster

Apply an Ostu method by the use of equa-
tion (6)

Figure 4.
Hybrıd algorithm combining k-means with Otsu method.

120

Biosignal Processing



upper zone. We can see in Figures 6 and 7 that the implemented Haar wavelet detects
the external edge. Hence, it is very clear, but the fracture is not detected and the
problem still exists. It is because of the noise, the inhomogeneity of pixel intensities
and the difficulty of separating anatomic regions. We do not have any idea about the
intensity of the three regions. The problem is how to detect the fracture and how to
obtain the different regions of interest. For this fact, a hybrid algorithm is proposed in
the second step.

An example of the application of the k-means algorithm in the identification of a
bone defect is discussed as an interesting breakthrough work of USCT bone imaging.
Despite the ability of automatic fracture detection with k-means, as shown in Figure 8
(a), (b) and (c), the results are not sufficient because we need to have an excellent
quality of images and to extract the background that noises the ultrasonic image. With
k-means, we detect regions and fractures. We need to extract the background and
detect the edges. For this fact, we apply the morphologic algorithm. As shown in
Figure 9 (d), (e) and (f), with the morphologic algorithm, edges are well detected and
we can calculate the distances with more precision. We can clearly distinguish the
different zones, especially in the H1 part where the rack is not very open. The PSNRs

Figure 5.
Adult bone defect.

Figure 6.
External edge detection by wavelet transform with FMC interface, (a1): LH1, (b1): HL, (c1): HH1.
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are (H1) 13.08, (H2) 13.11 and (H3) 13.14, respectively. As seen in Figure 10 (g), (h)
and (i), due to the application of the Otsu method, we obtain the image histogram
value. After that, we extract the background. Finally, we obtain every region

 

Figure 8.
Denoised USCT image with k-means algorithm: (a) adult bone USCT image, (b) segmented USCT adult bone image
with the k-means algorithm, k = 3, (c) segmented USCT adult bone image with the k-means algorithm, k = 2.

Figure 7.
External edge detection by wavelet transformation: (a) LL: PSNR = 16.18, (b) LH: PSNR = 24.65, (c) HL:
PSNR = 25.15, (d) HH: PSNR = 22.98.
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independent of the other. We are interested in the internal region which is the
medullary cavity with a diameter of 0.8 cm. These results are similar to the reality
measures where the cortical bone width D2 is about 3 mm, as given in Figure 8 (b)
and the cancellous bone represents a D3 width of 1 mm as depicted in Figure 9(d).

5.2 PSNR results

The PSNR results provided in Table 1 demonstrate the best result with a value of
25.15 with an implemented Haar wavelet. However, a value of 13.08 is recorded with
k-means combined with the morphologic algorithms and Otsu method. In general,
image areas with higher PSNR and CNR estimates indicate having better contrast
resolution [23]. The PSNR is important as it is a good measure of image quality. In
detecting lesions in the body, however, a high PSNR alone will not guarantee that
sufficient contrast exists to make the lesion detectable. The CNR between the lesion
and background is important as it serves as a quantitative metric for low-contrast
lesion detection: The higher the CNR between the lesion and the background, the
more likely the lesion detection [24, 25].

5.3 Time process

As shown in Figure 11, the time execution process is about 33 s while time execu-
tion with k-means combined with the Otsu and morphologic algorithms is about 1.8 s.

Figure 9.
Denoised USCT with k-means algorithm combined with the morphologic algorithm: (d) H1 fracture defect
detection in USCT image, (e) H2 fracture defect detection in USCT image, (f) H3 fracture defect detection in
USCT image.

Figure 10.
Denoised USCT with k-means algorithm combined with morphologic algorithm and Otsu algorithms: (g) cortical
bone detection, (h) cortical bone detection with enhanced PSNR, (i) medullary cavity detection.
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6. Discussions

6.1 Comparative study with related work

A comparative study with the state of the art is depicted in Table 2. Our
implemented Haar wavelet shows a PSNR enhancement of 7.27 dB compared to the
original image. Compared to that found by [2, 5], we have gained an enhancement
with a result of 43%, outperforming the related work. In the discrete wavelet trans-
form, one approximation can be further split, as it will remove the noise from images,
but for higher noise, it will lose the details and create irregularities in the edges
[26, 27]. In this context, we have used the 2D Haar wavelet decomposition to detect
osteopathologies, we have to detect edges for distance measurements between bones.
As a result, we have improved the PSNR and we have detected external edges, but the

Algorithm Image Size PSNR

— Source 256*256 17.87

Haar Wavelet (Figures 6, and 7) Image LL 64*64 16.18

Proposed Algorithm (Figures 8–10) Image LH 64*64 24.65

Image HL 64*64 25.15

Image HH
Image LH1
Image HL1
Image HH1

64*64
128*128
128*128
128*128

22.98
22.04
21.38
19.15

Image (a)
Image (b)
Image (c)
Image (d)
Image (e)
Image (f)
Image (g)
Image (h)

256*256
256*256
256*256
256*256
256*256
256*256
256*256
256*256

10.62
10.94
11.32
13.08
13.11
13.14
11.36
11.42

Table 1.
PSNR results.

Figure 11.
Time process.
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fracture has not been detected. With our hybrid proposed algorithms, we have
detected it from the bone image. Consequently, we have outperformed [2, 5]
detecting pathologies from USCT images. In 2019 [3], the authors achieved a USCT
PSNR value of 21.17 dB. We outperform them with a PSNR enhancement value of
4 dB. In addition, our denoised images represent a high USCT image quality and we
have produced a free USCT database, given the difficulty to have a big data of USCT
images.

6.1.1 Edge detection

If we assimilate the method of the Haar wavelet transform with visual C++ with
the sliding window algorithm using MATLB [11, 12], we can say that we have made a
net automatic edge detection and we have improved the resolution. The increase in
the USCT imaging process utilizing only signal processing cannot be isolated. The way
to enhance the resolution of the image [5], we can detect some bone abnormalities.
First, the associated signals are treated before processing the image reconstruction.
Afterward, the automatic image processing tool and precision are used. This will be
the right way for the method perspective.

6.1.2 Time execution with visual C++ and python

We can say that we have reduced the time of execution of the image to 1.8 seconds.
The implemented Haar wavelet algorithm is faster than the one proposed by
Lasaygues in 2006. Comparing our time execution with the run time using Matlab.
We have saved and gained with about 5.45 times. However, with k-means, Python
runtime is about 1.8 seconds. Thus, our proposed k-means algorithm is the best
method to save time compared to that found with the algorithm of the Haar wavelet.
On the other hand, we must think of a deep learning algorithm that combines the
neural network and the genetic algorithm to help accelerate the time execution by its
implementation on a Graphic Processor Unit (GPU) system.

6.1.3 Region detection

Comparing our work done with the suggested algorithm and the method of classi-
fication with the Laboratory of Mechanic and Acousttics (LMA) work [5, 12] done
with the sliding window, the present error to determine the bone cortical area is
roughly between 4% and 20%. It is very high. However, our proposed algorithm aims
to detect different regions of interest, as depicted in Figures 9 and 10.

Parameters Our Work [5] 2017 [3] 2019

PSNR 25.15 low 21.17

Edge detection
Region detection
Diagnostic detection

++++
++++
+ ++++

————

———

——

———

+++ +
+++
++
++

Table 2.
Comparative study with related works.
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6.1.4 Results validations

A comparative study with ground truth: To validate our results, a comparative
study has been done with an echographic image of human bones. As illustrated in
Figure 12, multiple structures of an ultrasonic bone have not been detected because of
the issue of echographic frequencies to perforate bones.

In the ground truth, the used bone to be imaged is a real adult Padilla bone with a
fracture of three levels (H1, H2 and H3) as depicted in Figure 5. The lengths of these
fracture diameters are approximately similar to those lengths found with our pro-
posed algorithm. Moreover, the width of the cancellous and cortical bone as well as
the diameter of the medullary cavity is similar to the ground truth width with an error
of + � 1 mm. Indeed, this similarity of diameter measurements indicates the perfor-
mance of our used method.

Our implemented Haar wavelet using the FMC interface and Visual C++ can be
applied to various tomographic images, such as cerebral computed tomography (CT)
and retinal vessel computed tomography for edge and pathology detection. Figure 13
shows the performance of our implemented Haar wavelet algorithm.

Our k-means combined with the morphologic and the Otsu algorithms have
resolved the problem of adult bone region detection and outperformed the wavelet

Figure 12.
Echographic bone image segmentation results: (a) Echographic bone image, (b) segmented image.

Figure 13.
Vessels retinal detection in CT image.
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signal processing method [2, 5]. Furthermore, it has detected osteopathologies such as
fractures with its highest ability to remove noise and save time.

7. Conclusion

In this chapter, an improved hardware/software design has been used. In the
beginning, we have presented the USCT prototype to avoid any x-ray exposure to
human beings. Thus, we have had USCT noisy images. As a solution, we have
implemented the Haar wavelet and improved k-means combined with the morpho-
logic and Otsu algorithms. It is a very crucial method that has solved the problem of
noise in USCT images. Therefore, with this approach, the resolution has been
improved, the time execution has been reduced, the noise has been removed and we
have gained automatic diagnosis detection. In fact, we have to say that compared to
what has been already published, the method presents more resolved results. With
unsupervised developed k-means, the USCT image is segmented into three anatomic
regions of interest, namely, the cortical and cancellous bone and the medullary cavity.
These regions will be the labeled features of bone tomographic images. The next step
will be devoted to the combination of unsupervised deep learning and supervised deep
learning to automatically classify our image data into two classes (pathologic bone
images and healthy bone images) and for the extraction of the region of interest from
big data of bone tomographic images. Besides, interest will be given to the recon-
struction of 3D images.
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Chapter 9

Soft Tissue Image Reconstruction
Using Diffuse Optical Tomography
Umamaheswari K, Shrichandran G.V.
and Jeba Derwin D.

Abstract

Diffuse optical tomography (DOT) is favorable to analyze physical records in
organic tissue with a specific purpose by means of a method related to the forward
problem and the inverse solution. This study develops morphological soft tissue reali-
zation using an image reconstruction algorithm constructed on multifrequency DOT in
Near-Infra-Red (NIR) wavelength. Forward problem solves the Diffusion Equation to
compute the optical flux distributed in the phantom geometrical model. Inverse solu-
tion, the image is reconstructed using the absorption and reduced scattered coefficients
under different boundary conditions. The inverse image reconstruction algorithm is
tested for several simulation, with variation in background contrast ratios for different
frequencies are simulated. The image reconstruction in DOT eliminates spatial resolu-
tion by optimizing source-detector separation and modulation intensities of the source.

Keywords: diffuse optical tomography, near infrared wavelength, forward model,
inverse model, soft tissue, image reconstruction

1. Introduction

Forward problems are used to explain the propagation of photons within a tissue
and to calculate the optical flux at the tissue boundary. The reconstruction of the
tissue image is the inverse problem, from light measurements at the boundary phan-
tom surface, tissue absorption, scattering factors, and optical flow [1]. The inverse
problem is difficult to solve due to the issue of fairness. This indicates that the
problem is not properly configured. Appropriate problem characteristics include the
existence of a solution, the uniqueness of the solution, and the constant reliance on the
data [2]. The third property determines the stability of the solution and is important
for determining the inverse problem. The ill-posedness problem occurs when the
problem solution does not depend on the data indefinitely. Small changes to the data
can make a big difference in the solution in this case. Regularization method is used to
solve this problem, which is a regularization method that introduces additional infor-
mation in order to create well-posed data [3, 4]. Diffuse optical imaging [5–8] is a
technique that uses an MRI scan and X-rays generate spatially decomposed images
and uses high-resolution complementary structural information to improve low-
resolution functional images. A set of fiber optics has been connected the object’s
boundary in experimental systems. The light source was a near-infrared (NIR) laser
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source that was diffused on the phantom, the scattered rays were measured with a
photodetector [9]. Regularization method [10] is used to remove the ill-posedness,
with the Levenberg–Marquardt method (LM) being one of the most commonly used
methods. Following the regularization process, the Split Bregman reconstruction
method [10–12] is used to reconstruct a soft tissue image. The sparsity regularization
technique for image reconstruction in DOT is described by Bo Bi et al. [9]. Gehre et al.
[13] investigates the possibility of sparsity constraints in the inverse problem of
deriving distributed conductivity from critical potential measurements in electrical
impedance tomography (EIT). Chamorro et al. [14] proposed an Algebraic recon-
struction technique—Split Bregman (ART-SB) algorithm solved the L1-regularized
problem. Wang et al. evaluated the Split Bregman iteration algorithm for the L1 norm
regularization inverse problem in electrical impedance tomography. Figueiredo et al.
[15] investigated the use of Split Bregman iterative algorithms for the L1-norm regu-
larized inverse problem of electrical impedance constrained quadratic programming
ill-tomography formulation.

2. Inverse model solution

In most cases, the measurement data in DOT reconstruction is derived from the
numerical solution of the forward problem. Regularization techniques are used to
eliminate the obtrusive inverse problem variables. The measurement technology of
optical devices is so limited that their existence cannot be accurately determined from
all angles. Instead, it gets the average contact angle data for the phantom. The purpose
is to reconstruct the image from known scattering and absorption coefficients, which
are assumed to be known. The reconstructed result is obtained by comparing the true
value to the measured value. A variety of practical reconstruction algorithms have
been developed in tomography to implement the process of reconstructing a 3D object
from a projection [16]. These algorithms are mainly based on the mathematics of
statistical knowledge of the data acquisition process and the geometry of the data
imaging system [17].

2.1 Levenburg-Marquardt method

The inverse problem is used to reconstruct an image in the following ways by esti-
mating the scattering coefficient, absorption coefficient, and optical flux [18, 19]. The
noise level is present in the actualmeasurement; both actualmeasurement data and actual
data are shown here [9]. The following nonlinear equation is used to solve the inverse
problem of DOT for i = 1,… ..,s. Assume you know the total attenuation coefficient.

Fi μt, μsð Þ ¼Mδ
i , μt, μsð Þ∈D (1)

The inverse problem of DOT is inappropriate and uses regularization techniques to
reconstruct the image [8], i.e. the Tikhonov functional feature that is minimized for
the coefficient. R (μS) is a penalty function for regularization [4]. By analyzing the
minimization problem,

J μsð Þ ¼
1
2

Xs
i¼1

Fi μsð Þ �Mik k2L2
∂Xð Þ þ αR μsð Þ (2)
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Over the set,

Qad ¼ μs ∈L∞ Xð Þf g (3)
inf

μs ∈Qad J μsð Þ (4)

The standard reconstruction method is considered using Eqs. (3) and (4).

2.1.1 Standard reconstruction

Traditional norm-squared penalties are believed to reduce the following functions,

R μsð Þ ¼
1
2

∇μsk k2L2 Xð Þ (5)

J μsð Þ ¼
1
2

Xs
i¼1

Fi μsð Þ �Mδ
i

�� ��2
L2

∂xð Þ þ
α

2
μs � μ ∗

s

�� ��2
L2 Xð Þ (6)

In the inverse problem of DOT, the Levenberg–Marquardt regularization method
[20] is used. The forward operator is linearized around the initial estimation for each;

Fi μsð Þ ¼ Fi μ
0
s

� �
μs � μ0s
� �þ R μ0s ; i

� �
(7)

where Eq. (7) denotes the Taylor remainder for the linearization around and the
Frechet derivative is obtained by substituting the above equation and ignoring the
higher-order remainder [13].

inf
μs ∈D

1
2

Xs
i¼1

Fi μ
0
s

� �þ F0i μ
0
s

� �
μs � μ0s
� ��Mδ

i

�� ��2
L2

∂xð Þ (8)

The Euler equation for discrete problems is

Xs
i¼1

F0i μ
0
s

� � ∗
Fi μ

0
s

� �þ F0i μs � μ0s
� ��Mδ

i

� �þ α μs � μ0s
� � ¼ 0 (9)

Solving this (9) yields the final Equation [16].
That is,

Xs
i¼1

F0i μ
0
s

� � ∗
F0i μ

0
s

� �þ αI

 !
μs � μ0s
� � ¼ �

Xs
i¼1

F0i μ
0
s

� � ∗
Fi μ

0
s

� ��Mδ
i

� �
(10)

where I is the identity matrix to solve the new estimate of μs based on the initial
guess μ0s .

2.2 Sparsity reconstruction

Sparsity reconstruction function can be minimized as

J μsð Þ ¼
1
2

Xs
i¼1

Fi μsð Þ �Mδ
i

�� ��2
L2

∂xð Þ þ
α

2
μsk kl1 (11)
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Such that d= μs. Decouple the L1 and L2 portion in (11). The constrained
problem [10].

where β≻0 is a split parameter, and iteratively, the next subproblem can be solved
as [3, 4].

μks , d
k

� �
¼ argmin

1
2

Xs
i¼1

Fi μsð Þ �Mδ
i

�� ��2
L2

∂xð Þ þ α dk kl1 þ
β

2
d� μs � bk�1d

���
���
2

2
,

bkd ¼ bk�1d þ μks � dk
(12)

By dividing the minimization of (12) and d separately, the sub-problem can be
minimized.

1.Consider

μks ¼ argmin
1
2

Xs
i¼1

Fi μsð Þ �Mδ
i

�� ��2
L2

∂xð Þ þ
β

2
dk�1 � μs � bk�1d

���
���
2

2
(13)

2.Consider

dk ¼ argmin
d

dk kl1 þ
β

2
d� μks � bk�1d

���
���
2

2
(14)

3.Consider

bkd ¼ bk�1d þ μks � dk (15)

Minimize μks ,d
k as

μks ¼ argmin
μs

1
2

Xs
i¼1

Fi μ
k�1
s

� �þ F0i μ
k�1
s

� �
μs � μk�1s

� ��Mδ
i

�� ��2
2 þ

β

2
dk�1 � μs � bk�1d

���
���
2

2

(16)

The variational equation is given as

Xs
i¼1

F0i μ
k�1
s

� � ∗
F0i μ

k�1
s

� �þ βI

 !
μs � μk�1s

� �

¼ β dk�1 � μk�1s � bk�1d

� �
þ
Xs
i¼1

F0i μ
k�1
s

� � ∗
Fi μ

k�1
s

� ��Mδ
i

� �
(17)

L1 is solved efficiently by the contraction operator; that is

dk ¼ shrink μks þ bk�1d ,
α

β

� �
(18)

Where the shrinkage operator is defined as
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Shrink x, tð Þ ¼ sign xð Þmax jxj�t, 0ð Þ ¼
x� t, x≥ t,
0, ∣x∣< t,

xþ t, x≤ � t

8><
>:

(19)

The rate of spilt Bregman is highly dependent on the rate of dissolution F0i μsð Þ.

3. Levenberg: Marquardt algorithm

Because the DOT image has poor spatial resolution due to severe ill-posedness, the
regularization technique is used in conjunction with reconstruction algorithms to
reconstruct the images.

Algorithm

Input: Set the initial estimation μ0s ; The regularization parameter α,β.
Output: Approximate minimizer μs.
for k = 1,… … … .k do.
for i = 1,… … … .s do.

i. Compute the Frechet derivative F0i(μ
k
s ), and F0i(μ

k
s )

∗.
end for.

i. Compute
Ps

i¼1F
0
i(μ

k
s )

∗F0i(μ
k
s ) + αI, and �Ps

i¼1F
0
i(μ

k
s )

∗(F0i(μ
k
s Þ-Mδ

i ).
ii. Update μkþ1s by solving the linearization problem

Xs

i¼1F
0
i μ

k
s

� �∗F0i μks
� �þ αI

� �
μs � μks
� � ¼ �

Xs

i¼1F
0
i μ

k
s

� �∗ F0i μ
k
s

� ��Mδ
i

� �

iii. Check the stopping criterion.
end for.

4. Spilt Bregman algorithm

Input: set the initial guess μs0;
Regularization parameters α>0, β>0;d0 ¼ b0d ¼ 0 and margins of error ε.
Output: Outputs an approximate value μs ¼ μks .
While μks � μk�1s

�� �� > ε do

i. For each 1 ≤ i ≤ s, calculate (17) to be acquired μks ;

ii. dk ¼ shrink μks þ bk�1d , α=β
� �

;

iii. Calculate bkd ¼ bk�1d þ μks � dk

iv. μs ¼ μks

end while.
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The split Bregman method entails locating the Fréchet derivative, which is
nothing more than the first order derivative function. The algorithm is built with
regularization parameters in mind.

5. Simulation result of image reconstruction

The reconstructed image can be obtained using the Levenberg–Marquardt
algorithm by providing optical flux, scattering coefficient, and absorption coefficient
values, which are then compared to distinguish between normal soft tissue and
cancer-affected tissue. The forward mesh has more nodes to extract all of the optical
parameters of the tissue, whereas the inverse mesh has fewer nodes for reconstruc-
tion. As shown in Figure 1, the forward mesh has 1097 nodes and 2095 elements, and
the reverse mesh has 286 nodes and 522 elements.

Figure 2 depicts the reconstruction based on absorption and scattering coefficient
measurements. The image is reconstructed using optical properties of human tissue
such as absorption coefficient and scattering coefficient (and (r) = 2). The
reconstructed image is based on the absorption and scattering coefficient values. It is
possible to predict normal tissue and cancer-affected tissue by examining the
reconstructed image with absorption and scattering coefficients. When the absorption
and scattering coefficients are higher, the tumor is classified as malignant or benign
soft tissue tumor.

The split Bregman algorithm with sparsity regularization efficiently solves the
DOT image reconstruction problem. Figure 3 depicts a Spilt Bregman reconstruction
from scattering coefficients. The scattering coefficient value distinguishes the varia-
tion of abnormal tissue to normal tissue. According to Figure 3, the abnormal tissue
scattering coefficient ranges from 150 to 210, whereas the normal tissue scattering
coefficient ranges from 0 to 20. When compared to other reconstruction algorithms,
the Bregman algorithm produces more accurate results. The reconstructed image’s

Figure 1.
Mesh diagram of inverse problem.
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resolution is determined by calculating the signal-to-noise ratio (SNR), contrast-to-
noise ratio (CNR), relative solution error norm (RE), and CPU time. SNR is calculated
as follows:

SNR ¼ 10 log 10

Psignal

Pnoise

� �
(20)

The CNR is a metric used to assess image quality. The mean and standard deviation
values are used to calculate it. CNR is calculated as follows:

CNR ¼ SA � SB
σ0

(21)

Figure 2.
Levenberg–Marquardt regularization and standard reconstruction.

Figure 3.
Spilt Bregman regularization with sparsity reconstruction.
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where are the image signal intensities and is the standard deviation of pure image
noise. The Relative solution error norm is computed as follows:

E ¼ μS � μtrueS

�� ��
2

μtrues

�� ��
2

(22)

Table 1 compares parameters used to evaluate the performance of reconstruction
algorithms. The Split Bregman method has a higher SNR than the Gauss Newton
algorithm and improves CNR more than the Gauss Newton method. To achieve better
performance, the RE of a reconstructed image should be low. Because the Gauss
Newton method has a high RE value, it is not an optimal solution for image recon-
struction. Finally, when compared to the Gauss Newton method, the Split Bregman
method requires less CPU time to execute. The graph of the performance analysis of
the Split Bregman and Gauss Newton algorithms is shown in Figure 4.

6. Conclusion

The solution to diffuse light transport through tissues is provided by iterative non-
linear reconstruction of diffuse optical tomography using a finite element forward
model. The efficiency of the forward solver has a significant impact on reconstruction
performance and reconstruction time, which is critical in making optical tomography
a viable imaging modality in clinical diagnosis. Standard regularization (Levenburg-
Marquadt) with a small anisotropy factor identifies the scattering coefficient better
than sparsity regularization in the inverse model. Sparsity regularization (Split
Bregman) localizes the inclusion position and has high anisotropy factor g while

Parameters Split Bregman method Gauss Newton

SNR 9.2327 4.3402

CNR 66.947 39.743

RE 0.0508 0.2141

CPU time (s) 72.231 75.197

Table 1.
Performance analysis of reconstruction algorithms.

Figure 4.
Performance analysis of reconstruction algorithms.
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forward-peaking region. The absorption and scattering coefficient values of the
reconstructed it is analyzed to determine the difference between normal soft tissue
and cancerous tissue. Increasing the number of measurements by adding more photo
detectors is one way to improve the quality of a reconstructed image. Finally, a
regularization technique is used to remove the ill-posedness problem, and a Split
Bregman reconstruction algorithm is used to achieve a high-resolution image.
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Chapter 10

Effective EEG Artifact Removal
from EEG Signal
Vandana Roy

Abstract

An EEG (electroencephalography) provides insight into the status of the brain’s
electrical activity. EEG is based on the electrical activity measured in voltage at
various sites in the brain. Generally speaking, these signals are non-stationery and
time-varying. Various signal processing techniques can be used to examine these
signals. Several statistical approaches to EEG data analysis are discussed in this
chapter. In this Chapter, Electroencephalograph Signals and their generation process
have been discussed; the EEG signal has been compared with fMRI and PET signals.
The classification of the EEG signals on the amplitude, frequency, and shape have
been elaborated in wave analysis of EEG, and applications of these components are
presented. The artifacts of EEG have been explained in detail.

Keywords: EEG, artifacts, wavelet transform, BSS, EEMD

1. Introduction

One of the most complex structures on this earth is the human brain with an
estimated approximately weight of 3lbs. The human brain is so much sophisticated
that it has given so many brilliant research works which seem superficial at first look
likewise ultra-modern supercomputer, aircraft and one of the missile technologies
LGM-30G Minuteman-III, etc. [1]. It controls one’s whole human body and consists of
approximately 100 billion cells, known as a neuron, a part of the human nervous
system. These neurons communicate with each other by sending an electrical poten-
tial (charge) down the axon and across the synapse to the very next neuron. Since
neurons are not connected physically, it uses a chemical messenger entitled neuro-
transmitters, which crosses the synaptic gap to carry-forward messages to the next
neuron [2]. This chemical messenger (neurotransmitters) then activates receptors
corresponding to it in the postsynaptic neuron, this action generates postsynaptic
currents this process keeps going on for the next synapse. As this communication
passes current (electrical potential) using neurotransmitter, a chemical messenger, it
can be considered as communication is a process that is electrical and chemical both.

As shown in Figure 1, the neurons are activated using an electrochemical concen-
tration gradient, local current flows are produced.
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1.1 Importance of EEG over fMRI and PET

EEG works as a good tool to explore brain activity and can detect changes within
milliseconds. Depending upon the type of neuron, an action potential takes 0.5–130
milliseconds approximately to propagate across a single neuron. Whereas, other
methods likewise fMRI and PET has time resolution in terms of seconds and minutes
and makes these methods less efficient.

Moreover, EEG directly measures the brain’s electrical activity, whilst other
methods such as SPECT, fMRI record changes in blood flow, or PET record changes in
metabolic activity, which are indirect markers of electrical activity belonging to the
brain. The electrical activity is a superposition of the huge number of electrical
charges arising from multiple sources likewise brain cells i.e. neurons and artifacts.
It is possible to place electrodes inside the human head via surgery for direct
measurement from different centers in the human brain, but this is a painful and
risky procedure for the subject [3, 4]. However, the desirable technique is to
calculate electrical signals of interest invaded on the scalp as shown in the following
Figure 2.

Signals obtained by an above-maintained process are weighted sums of neuron
activity, whose weights depend on the signal path from a specific brain cell to the
connected electrodes. Since the same electrical potential is being recorded from more
than one electrode, signals being occurred from those electrodes are supposed to be
highly correlated [4]. Henceforth, Scientists and Researchers collect these recordings
by attachment of tens or hundreds of electrodes, which are positioned in pairs, at
various locations on the surface of the subject’s head. These electrical potentials
(Charges) are tested simultaneously via individuals’ channels or amplifiers. Recording
for each channel represents the difference in electrical potential between two areas
under each electrode’s pair [5] as represented in Figure 3. In Figure 3, the differences
between the two electrodes are measured through an operational amplifier for gener-
ating EEG signal recording. A machine that is used for this purpose is known as an
electroencephalograph, and recordings collected through these amplifiers are known
as electroencephalogram (EEG) signals.

Figure 1.
Typical neurons structure.

144

Biosignal Processing



1.2 Electroencephalograph measuring system

Currently, so many different types of electroencephalographs are available; over
which 10–20 system is the internationally standardized method for describing the
location of scalp electrodes and is based upon the relationship between an electrode’s
location and cerebral cortex underlying area and usually employs 21 electrodes. Its
positions are determined by dividing the skull into the perimeters by connection of a
few reference points lying on the human head.

In this, every perimeter has a letter, that helps in the identification of the lobe, and
either a number or another letter for identification of the hemisphere location. Letters
that are used are as follows:

1.“F”-Frontal lobe

2.“T”-Temporal lobe

3.“C”-Central lobe

4.“P”-Parietal lobe

5.“O”-Occipital lobe.

Figure 2.
EEG electrodes placement on a subject, monitoring various sectors of the brain for activities.

Figure 3.
Differential amplifier for EEG recording/signal.
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Furthermore, numbers (2, 4, 6, 8) refer to the right hemisphere, whereas odd
numbers (1, 3, 5, 7) refer to the left hemisphere.

In the below-shown Figure 4, the “Z” refers to an electrode placed on the midline;
the position of the electrode can be determined by the magnitude of the number, the
smaller magnitude represents that electrode is much closer to the midline. The figure
given below presents the actual electrode placement on the head and from these
points, skull perimeters are measured in the transverse and the median planes [4].

Figure 3.4 presents the system “10” and “20” shows the fact that the actual
distances between two adjacent electrodes are in percentage of either 10% or 20% of
the three main measurements:

1.nasion, is the delve at the upper portion of the nose, and in level with the eyes.

2. inion, is the bony lump at the base of the skull on the midline of the back of the
head.

3.pre-auricular points and circumference of the head.

Figure 4.
The international 10–20 system seen from (a) left and (b) top (c) standard location and nomenclature of the
intermediate 10% electrodes.
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1.3 Wave analysis of the EEG

In the human brain, most of the neurons, which work in synchrony, possess
common characteristics, that as much larger the amplitude (potential) of the electrical
oscillations in microvolt (mV), will have much faster the neurons work together, and
also much higher the frequency of the oscillations in Hertz (Hz). Hence, amplitude
and frequency, and shape are important primary characteristics of human brain
waves. EEGs are the recordings of these tiny electrical charges (potentials or waves)
that are generally less than 300 μV [6]. EEG frequency bands or the brain rhythms
arranged according to increased frequencies are shown in Figure 5.

The most common classification is based on the frequency of EEG signals (i.e.
alpha, beta, theta, and delta). The brain waves with their frequency band and the
corresponding brain activities are revealed in Table 1.

The EEG signals have been broadly categorized into six classical categories as
shown in Figure 5. They cause a high level of difficulty to interpret the huge amount
of data/information being received from one single EEG recordings. Subsequently, it
is highly required to understand every aspect of these categories, which have been
explained below in brief:

Figure 5.
Fundamental EEG bands classification.

Name Frequency band (Hz) Predominantly brain activity

Delta 0.5–4 Sleeping

Theta 4–8 Dreaming, Meditation

Alpha 8–13 Relaxation

Beta 13–36 Alert/Working
Problem Solving

Gamma 36–100 Multisensory semantic matching Perceptual function

Table 1.
Electroencephalography (EEG) signal frequency bands.
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1.3.1 Alpha (α) waves

The Alpha waves have been discovered around 1908 by Hans Berger. Its frequency
ranges from 8 to 13 Hz and is usually seen in the posterior regions of the head on each
side of an adult when the patient is relaxing [7]. It appears when closing the eyes and
relaxing, and tends to attenuate with open eyes or alerting by any mental exertion.

1.3.2 Beta (β) waves

Its frequency ranges from 14 Hz to about 30 Hz. Beta activity is a “fast” activity
and is also called normal rhythm activity. It is usually seen on both sides of the
hemisphere in symmetrical distribution and is most evident in the frontal areas.
Sedative-hypnotic drugs affect this activity [7]. It may be missing or reduced in
regions of cortical damage. It is accentuated in patients who are very anxious or have
their eyes open.

1.3.3 Theta (θ) waves

It has a frequency range from 4 to 7 Hz and is classified as “slow” activity. It is
found in every person during sleep and in meditation. It can be seen in the state of
arousal for adults [7]. Excess theta in adults represents abnormal activity.

1.3.4 Delta (δ) waves

The Delta Waves have a frequency range of up to 4 Hz or below. It is likely to have
a higher amplitude but has a low frequency. It is normal as the dominant rhythm in
infants of up to one year and stages 3 and 4 of sleep. It is usually more prominent in
the frontal part in adults and the posterior part in children [7].

Theta and delta waves are known collectively as slow waves.

1.3.5 Gamma (γ) waves

Its frequency ranges from 30 to 100 Hz. Gamma rhythms represent the binding of
an enormous collection of neurons assimilated for carrying out a certain cognitive or
motor function [8].

1.3.6 The flow of EEG Waves

The amplitude of EEG signals is very closely related to the level of consciousness of
a person [9]. An example of these waves is shown below in Figure 6.

From Figure 6, the conclusion is drawn that the slow waves Theta and Delta occur
in the third and fourth stages of human sleep. The awake condition presents a high
level of consciousness with Beta waves. This 90 minutes of the cycle is repeated the
whole night with repeated EEG wave activity.

1.4 Artifacts in EEG

The EEG signal is one of those signals which are most widely used for studying
brain functions and for the diagnosis of neurological disorders by physicians,
researchers, and scientists. A single misinterpretation can become a cause of
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misdiagnosis. Henceforth, it is imperative to have a very right and clear image about
brain activities being represented by EEG signals shown in Figure 7. Skull’s low
conductivity is the main reason for the poor spatial resolution of scalp EEG.

Furthermore, scalp EEG signals are highly sensitive to the movement of the subject
and noises being introduced due to externally likewise human head activation, eye
movements, musculature, nearby electrical device interference and because of one’s
movement conductivity in the electrodes get varies or physicochemical reactions
occurred at the electrode sites [6]. Some of the EEG artifacts distributions are
displayed in Figure 8. All these additional activities are indirectly associated with the
subject’s current cerebral process and are collectively referred to as background activ-
ities. Henceforth, EEG signals are highly enervated and mixed with these non-cerebral

Figure 6.
EEG activity is solely dependent on the level of the subject’s consciousness.

Figure 7.
One second recording of clean pure EEG signal.
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impulses known as artifacts or noise. These artifacts or noise fall into two major
categories being considered as physiologic and extra-physiologic [5]. Only after
removing these artifacts, a true diagnosis can be achieved. Physiologic Artifacts can be
produced by any of any sources present in the human body that has an electric dipole
or which can generate an electrical or magnetic field that can become a cause of
physiologic artifacts.

The following are the types of physiologic artifacts:

• Muscle artifacts

• Glossokinetic artifacts

• Eye blink artifacts

• Eye movement artifacts

• ECG artifacts

• Pulse artifacts

• Respiration artifacts

• Skin artifacts

The following are the types of extra-physiologic artifacts:

• Electrode popping artifacts

• Alternating current artifacts

• Artifacts due to movements in the environment

Some of the most EEG corrupting artifacts are discussed as follows:

Figure 8.
ECG and EOG artifacts.
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1.4.1 Electrooculogram (EOG)

This is mainly used to measure the eye artifacts. Since these measurements are
contaminants of EEG signal and so it is not possible to remove this kind of artifacts
from the subtraction process only when the exact model of EOG diffusion across the
scalp is available [2]. These artifacts are of two types:

I. Eye Blinking.

It is an artifact that is very common in EEG data. This artifact possesses a very high
amplitude signal sometimes much greater than the EEG signals of interest. Further, it
can corrupt data availed on all electrodes, even those signals too, that are at the back of
the head [2].

II. Eye Movement.

It is occurring because of the reorientation of the retained corneal dipole [4]. Eye
movement’s diffusion across the scalp is greater than that being produced by the eye
blink artifact.

EOG artifact can be given in the following form:

β ¼
PðXi � bXiÞðYi � bYiÞP ðXi � bXiÞ^2

(1)

where,
β = Estimated EOG present in EEG analysis; X = EOG signal; Y = EEG signal;

n = Number of iterations.

1.4.2 Cardiograph (ECG/EKG)

Cardiograph is generally used to measure pulse or heartbeat, which occurs by an
electrode on or near a blood vessel as shown in Figure 8. The voltage recording
changes due to the expansion and contraction of the vessel [2]. The artifact signal
generally has frequency proximity to 1.2 Hz and appears as a sharp spike or smooth
wave but it can have a variation that solely depends on the state of the patient. An
example has been illustrated below where an EEG signal mixed with ECG/EKG signal
and got corrupted due to line interference.

Electrocardiogram signal artifacts can represent by using the following equation:

ECG tð Þ ¼ R � sm tð Þ þ R � s f tð Þ þN tð Þ (2)

Where R is a random unit vector, sm(t) and sf(t) are the three components of the
dipole model for the maternal and fetal cardiac vectors, respectively and N(t) is the
noise in each ECG channel at time t.

1.4.3 Electromyogram (EMG)

Electromyogram (EMG) artifacts could be produced because of some
movement disorders. Essential tremor and Parkinson’s disease could also be
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responsible for rhythmic 4–6 Hz sinusoidal artifacts which may be mimicked
cerebral activity [2].

Following equation shows the EMG signal:

x nð Þ ¼
XN�1
r¼0

h rð Þe n� rð Þ þ w nð Þ (3)

Where.
x(n) represents EMG signal;
e(n) point processed, that represent the firing impulse;
h(r) represents the MUAP (Motor Unit Action Potential);
w(n) represents zero-mean additive white Gaussian noise;
and N represents the number of motor unit firings.
Extra-physiologic Artifacts
These include interference due to electrical equipment, kinesiology artifacts

because of the human body or movements of electrodes, and mechanical artifact
because of human body movement.

1.4.4 Motion artifact

The movement of the patient or even disturbance just during the electrodes set-
tling could become the cause of electrode pops variations of the conduction between
electrodes and the skin. Linguistically these signals appear either in the form of single
or multiple sharp waveforms due to abrupt variations in the impedance. It can be
easily identified by its characteristic appearance and its usual distribution, which is
restricted to a single electrode [4]. In usual manners, sharp transients which occur at a
single electrode should be considered artifacts, until it has not been proven. Figure 9a
and Figure 9b present the pure EEG signal and motion artifact contaminated EEG
signal. Figure 9b shows the high amplitude broad spectrum distribution because of
motion artifact in the EEG signal.

Figure 9a shows the original EGG signal and (b) represents the motion artifact
contaminated EEG signal. Figure 9b presented the motion artifacts contamination on
the EEG signal.

Figure 9.
(a) Original EEG signal (b) EEG signal contaminated with motion artifact.
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1.4.5 Power lines

Alternating Currents, ranging from 50 to 60 Hz, that is strong signals from
Alternating Current (A/C) power supplies could also corrupt EEG data since it gets
transferred to a recording device from the scalp electrodes. Issues co-related to power
lines-based artifacts come into the picture when an active electrode has a higher
impedance than impedance between the electrodes and the amplifier’s ground. In
such kinds of scenarios, the amplifier’s ground starts to work as an active electrode
which solely depends upon its location and implements/generates 50–60-Hz
artifact. Usually for removal of these artifact notch filters are used, but still, it
could produce a problem of useful information removal, furthermore lower
frequency line noise and harmonics are undesirable [10]. If the line noise or
harmonics produce in frequency bands of interest it interferes with EEG signals
which occur in the same frequency band [9].

Power line noise as shown in Figure 10 can be presented mathematically as:

P tð Þ ¼ β0 sin 2π ∗ 60 ∗ tð Þ (4)

In the above equation β0 represents power line noise weight.

1.5 De-noising EEG signals

During the recording process, there is always a possibility of occurrence of con-
tamination in EEG data at multiple points. Over which most of the artifacts that
occurred here belong biologically generated by sources and are external to the brain.
By significant improvement in existing technology, these externally generated arti-
facts could be removed, thus it is important to study efficient de-noising (a process for
noise removal) procedures that would be able to remove these biological overlays
from EEG signals. Actual EEG recordings are the summation of artifacts with the pure
EEG signal, and can be defined mathematically:

E tð Þ ¼ S tð Þ þN tð Þ (5)

Where:-.
S (t) is a pure EEG signal,
N (t) is the artifact,
E (t) represents the recorded signal and t is the time when recording has been

taken.
The presence of these artifacts introduces spikes that can create issues while

reading neurological rhythms. So many methods have been proposed and presented
by scientists and researchers to perform the artifacts removal process in EEG.

Figure 10.
Line interference of 50 Hz.
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1.6 Methods for artifacts removal

To remove artifacts from an EEG recording can be classified into two groups,
which are following:

i. Artifact rejection—This method is used for removal of EEG signal that
comprises the artifact and

ii. Artifact correction—This method is used for the removal of artifacts from
EEG signals while keeping and maintaining the pure EEG signal.

1.6.1 Artifact rejection

1. Basic Artifact Rejection.

The most commonly used de-noising techniques for eliminating all EEG epochs
which comprise artifacts larger than some pre-defined threshold EEG voltage level,
known as artifact rejection. This method is most commonly and widely used when a
limited amount of data or artifacts such as EOG is available. These artifacts occur too
frequently in nature that raises elimination of those epochs which are contaminated
with the artifacts, which becomes the cause of considerable loss of information and
which makes this process impractical for being used in clinical data. As EEG and some
artifacts occupy the same frequency band, this method is not that effective [7].

2. Regression Method.

Conventionally artifacts correction processes used a regression-based approach
which is based on either time domain or frequency domain [3]. In this method, after a
clear measure of artifact signals, it is subtracted from EEG signals and has been
recorded. The major issue that comes into existence is bi-directional contamination.
As if artifacts potentials are capable of contaminating EEG recordings, then the elec-
trical activity of the brain is also capable of contaminating the artifacts recordings.
Henceforth, diminishing a linear combination of the recorded artifacts from the EEG
recordings may not only abolish artifacts but also the cerebral activity of interest.
Review work for these techniques is discussed in [4, 8].

3. Filtering Method

Low-pass filtering of the artifacts eliminates all high-frequency activity from EOG
signal, from both cerebral and ocular origins [7]. Adaptive filtering usage before
applying regression correction can substantially reduce issues produced due to bidi-
rectional contamination [3]. However, it is imperative to use adaptive digital filters for
artifact removal, which necessitates a suitable reference model for training the filter.

1.6.2 Artifact correction

1. Principal Component Analysis (PCA).
These methods are based on EEG and artifacts decomposition into spatial compo-

nents, which is inclusive of recognizing artifactual components and reassembling the
EEG without those artifactual components that have been recognized, but it is prob-
lematic in the case of PCA. The PCA algorithm first decomposes the EEG signals into
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uncorrelated, but it is not required that these must be independent of each other
which are spatially orthogonal and that’s why it cannot deal with higher-order statis-
tical dependencies. Furthermore, it is not practically possible to completely separate
artifacts from interested brain signals specifically when both of these signals have
comparable amplitudes.

The following expression describes principal component decomposition:

β1 ¼ ϕ1X
0
0 (6)

where,
β1 is set of first principal component scores whose mean equals to zero;
ϕ1 represents the first principal component;
ϕ1X

0
0 could be considered as a vector or matrix transposition.

By maximizing the variance ofϕ1X
0
0, ϕ1can be simply calculated as:

ϕ1 ¼ argmaxVar ϕ1X
0
0

� �
; where ϕ1j jj j ¼ 1 (7)

ϕ1 ¼ argmaxϕ1X
0
0X1ϕ01; where ϕ1j jj j ¼ 1 (8)

Successive principal components can easily be obtained iteratively by demising the
first k principal components from X0, presented as below:

Xk ¼ Xk�1 � Xk�1ϕ0kϕk (9)

Now to find ϕk + 1, Xk has been treated as a data matrix that can be done by
maximizing the variance of ϕkþ1X

0
k using following equation:

ϕkþ1 ¼ argmaxVar ϕkþ1X
0
k

� �
(10)

Subject to ϕkþ1
�� ���� �� ¼ sqrt

Pp
j¼1ϕ

2
kþ1 j

� �
¼ 1 and ϕkþ1⊥ϕkfor j = 1, 2… k.

Alternatively, Singular Value Decomposition (SVD) is the simplest and efficient way
that can be applied to find a centered data-matrix X0, that can be expressed as:

X0 ¼ UDV0 (11)

Where K ≤ min (n, p); U0U = V 0V = Ik;
D is a diagonal matrix with d1 > … d2 > dk on the diagonal.
UD matrix constitutes principal component scores, which are variable coordinates

in the case of principal components [3].

2. Independent component analysis (ICA)

This method was developed to handle issues that occurred due to Blind Source
Separation, abbreviated as BSS to form the components which must be as independent
as possible [8] and can be represented mathematically:

X ¼ A sþ n (12)

Where X is the observed signal, n is the noise, A is the mixing matrix, and s is the
independent components (ICs) or sources. To find linear transformation W of X, for
determining the independent outputs as:
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u ¼W X ¼W As (13)

Where u is the estimated ICs and it is highly required that components must be
statistically independent instead of a mixture.

After a thorough investigation and deep analysis and research work conclusion has
been drawn that ICA provides much better results for de-noising [6]. A whole chapter
has been devoted to describing ICA, which belongs to existing work in Single-Stage
Artifact Removal Algorithm.

3. Canonical correlation analysis (CCA)

This algorithm has been developed by H. Hotelling and is considered as a way to
measure the linear relationship between two multidimensional variables. It detects
two bases with the correlation matrix between the variables of interest that are in
diagonal form and the correlations on the diagonal get maximized, in such a way that
the dimensionality of these new bases is either less than or equal to the smallest
dimension of the two variables [5].

Canonical correlation analysis (CCA) is first proposed by Hotelling. CCA is
an algorithm for the determination of the linear association between two set
variables. This is done with the help of the variance and covariance matrix of the
data [6].

A set of linear combinations named A and B are considered as:

AP ¼ a11, a12, … ::a1m½ �T (14)

BQ ¼ b11, b12, … ::b1n½ �T (15)

Let Cpp and Cqq be the variance of the Ap and BQ respectively and Cpq is the
covariance between AP and BQ. Then the above equation can be rewritten as:

P ∗ ¼ AT
pCppBQ

√AT
pCppAp√BT

q CqqBq
(16)

This P ∗ should be maximum to achieve the best self-correlation. Therefore, this
optimization can be solved by

C�1ppCpqC�1qq CqpAP ¼ ρAP (17)

C�1qq CqpC�1ppCpqBQ ¼ ρBQ (18)

This ρrepresents the Eigenvalue which is equal to the square of P ∗ .

ρ ¼
ffiffiffiffiffiffi
P ∗
p

(19)

This canonical pair will be calculated and separated by calculating self-correlation
and a mutual decorrelation between input sources.
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4. Wavelet transform

Wavelet Transform (WT) has good localization properties in the time and fre-
quency domain [6], and so it is a widely accepted and successful method being used
for de-noising [11]. Currently, so many approaches are available at the algorithmic
level to de-noise using Wavelet Transform, which is mainly based on shrinkage,
where the EEG signals get decomposed in the form of wavelets and then noise
removal is performed using shrinkage and thresholding. The quality of Wavelet
Transform in transforming a time-domain signal into time and frequency localization
assists in comprehending the signal’s behavior in a much better way.

The Wavelet Transform could be defined as the following equation, which is the
inner product or cross-correlation of {xn[m]} signal with scaled and time-shifted
wavelet Ψa,b[m], that is:

WTxn a, b½ � ¼ xn,ψa,b
� �

(20)

where,

ψa,b m½ � ¼ aj j�1
2ψ

m�b
a

a—Scale parameters.
b—Translation parameters.
ψa,b m½ � - Appropriate wavelet function.

5. Empirical mode decomposition

Empirical mode decomposition is a non-linear method to represent a non-stationary
signal into the sum of zero-mean sub-components. This method decomposes a signal
into several intrinsic mode functions through an iterative method known as sifting. At
the first level, the Intrinsic Mode function (IMF1) is the mean of the upper and lower
envelop of the original EEG signal x(t). Then the residual signal is obtained by
subtracting IMF1 from x(t). This process is iterated till the stopping criterion is fulfilled
(Residual signal energy content is close to zero). The remaining residual signal is

Pn tð Þ ¼ Pn�1 tð Þ � IMFn tð Þ (21)

where, Pn tð Þ ¼ x tð Þ.
Finally, the signal is reconstructed by adding all IMFs and residual signals as

x tð Þ ¼ Pn tð Þ þ
XN
i¼1

IMFi tð Þ (22)

The method of detecting IMFs is sensitive to the amalgam of undesired signal
components present in surroundings. These noises affect the EMD process. Thus,
mode mixing is used to overcome the disparate scale oscillations with amplitude in the
near range of the IMFs peaks which can be available randomly in the whole dataset.
Consequently, a more powerful and noise-assisted version of the EMD algorithm was
presented termed as Ensemble Empirical Mode Decomposition (EEMD), which solves
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this mode mixing quandary and employs the average value of EMD ensembles that
filters out the IMFs for the given signal. Moreover, this method also depends on the
added noise amplitude to the input signal and the number of trials [6, 9].

6. Conclusion

In this Chapter, Electroencephalograph Signals and their generation process have
been discussed; the EEG signal has been compared with fMRI and PET signals. The
classification of the EEG signals on the amplitude, frequency, and shape have been
elaborated in wave analysis of EEG, and applications of these components are presented.

The artifacts of EEG have been explained in detail. There are two main types of
artifacts to be considered; namely, physiological and non-physiological artifacts. Non-
physiological contain artifacts such as movement artifacts, electrode pop artifacts, sweat
artifacts, and 50/60 Hz noise. Typically, these artifacts are not explicitly monitored, and
as such, they need to be filtered out by their characteristics alone. For example, sweat
artifacts tend to be of really low frequency, 50/60 Hz noise is contained within a narrow
frequency band, and electrode pop artifacts are not necessarily time-aligned in two
corresponding electrodes on the two sides of the scalp. Physiological artifacts take the
form of ocular artifacts, cardiac artifacts, muscle artifacts, glossokinetic artifacts, and
respiratory artifacts. Most of these artifacts can be monitored with another channel,
which in turn can be used during the EEG artifact removal.

Subsequently, artifact removal methods have been classified in the form of artifact
correction and artifact rejection. The artifact rejection comprises Regression and fil-
tering as the main method. Whereas, artifact correction method comprises Principal
Component Analysis (PCA), Independent Component Analysis (ICA), Canonical
Correlation Analysis (CCA), Wavelet Transform (WT), and Empirical Mode Analysis
(EMD). These all single-stage artifact removal methods and their implementation
with results are discussed in the subsequent chapter.
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Chapter 11

Developmental Studies on 
Practical Enzymatic Phosphate 
Ion Biosensors and Microbial BOD 
Biosensors, and New Insights into 
the Future Perspectives of These 
Biosensor Fields
Hideaki Nakamura

Abstract

This chapter summarizes the developmental studies on environmental biosen-
sors of enzymatic phosphate ion (Pi) biosensors for eutrophication and microbial 
biochemical oxygen demand (BOD) biosensors for organic pollution. In particular, an 
author focuses on the developmental studies that the author principally conducted, 
and describe the history and the insights into the future of these fields of environ-
mental biosensors. In our developmental studies on the enzymatic Pi biosensors, 
we fabricated automatic instruments of a desktop-type and a submersible buoy-
type, which was fabricated for remote biosensing of dam water. These instruments 
employed a luminol-chemiluminescence flow injection analysis (CL-FIA) system 
and enabled to have practical performances in precise Pi determination, operational 
stability, and accurate bioavailable Pi measurements. In the microbial BOD biosensor 
development, the author considered to apply the FIA concept enabling highly repeat-
able measurements to absorptiometric BOD measurements. Both precise temperature 
control and accurate time control to incubate measurement mixture of budding yeast 
cell suspension containing redox color indicator and sample enabled to obtain the 
highly repeatable results that led to highly sensitive BOD measurements. Looking 
back on our developmental studies, what the author was thinking at the time and the 
results obtained are described. Finally, the author discusses the developmental trends 
of these biosensor fields and new insights into the future perspectives.

Keywords: biosensor instruments, eutrophication, organic pollution, phosphate ion, 
enzymatic biosensor, BOD, microbial biosensor, budding yeast, CL-FIA, accuracy, 
precision, automation, remote biosensing, submersible buoy
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1. Introduction

Human beings in the global ecosystem are no longer consumers, but wasters. To 
achieve “Transforming our World: the 2030 Agenda for Sustainable Development 
(2030 Agenda)” and set the Sustainable Development Goals (SDGs) consisting of 17 
global goals in 2015 [1], human beings need to become former consumers and stay 
within the energy and matter cycles of the global ecosystems. One of the examples is 
the sixth goal of “Clean Water and Sanitation” in the 17 SDGs. The cause of anthro-
pogenic eutrophication and subsequent organic pollution is the imbalance in the 
ecological matter cycle that occurs in human social life.

In Japan, the anthropogenic eutrophication and the organic pollution in 1960’ had 
simultaneously been caused by the direct influx of wastewaters from industries and 
households (Figure 1a) [2]. On the other hand, most of such eutrophication in recent 
years is induced by the anthropogenic influx of nutrient salts, such as phosphate and 
nitrate salts, which are the essential nutrients of living organisms (Figure 1b) [3]. It 
is known that orthophosphate ion, that is, phosphate ion (Pi) is the most causative 
nutrient. These nutrient salts are contained in the effluent of sewage treatment plants 
or industrial wastewater treatment plants, or in leaching water from farms or live 
stocks [3, 4]. In the cases of these plants, only an ecological decomposer is employed 
for the biodegradation of organic matters contained in the wastewater (Figure 1b). 
This is the root cause of current eutrophication and subsequent organic pollution. 
Therefore, such anthropogenic influx of nutrient salts causes the water bloom by 
phytoplankton as an ecological producer, and the remains of phytoplankton cause 
organic pollution. To investigate the ecological phenomenon of such anthropogenic 
eutrophication and subsequent organic pollution, we observed the water ecosystem 
and water qualities of a eutrophied pond as a model water body [5]. The results led to 
a study on hydroponics [6] and water chemical remediation (WCR) that was devel-
oped for simultaneous removal of Pi and phytoplankton from the anthropogenically 
eutrophied pond [7]. A series of the studies will be described elsewhere.

In our studies, we have also developed measurement methods for these water 
pollutions. As one of the ways to measure the degrees of water pollution, several 
biosensors have been developed. The biosensor consists of a molecular recognition 

Figure 1. 
(a) Schematic diagram in comparison on the causes of organic pollution in the 1960s and the recent past [2]. The 
schematic diagram of (b) was permitted from Springer Nature [2] and slightly modified for this chapter.
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element and a transducer and has the features of a simple and rapid measurement 
device (Figure 2a). The first biosensor was studied for medical use by Updike and 
Hicks in 1967 and developed to determine glucose concentration employing an 
enzyme-catalyzed reaction (enzymatic reaction) by glucose oxidase (GOD) [12]. 
This enzymatic glucose biosensor used a Clark-type electrode [13] and measured 
dissolved oxygen (DO) consumption caused by the GOD reaction. Since then, 
biosensors as measurement devices have been developed not only for medical uses 
[14] but also for food or environmental uses [10]. Thus, many biosensors and their 
associated techniques have been studied and developed [10]. In particular, the 
biosensor for environmental use requires highly sensitive and wide-determination 
range (dynamic range) measurement of the analyte. In addition, depending on 
what is being analyzed, the environmental biosensors require the feature to perform 
either specific or nonspecific measurements. Furthermore, for practical use, it is 
also required the application style of the biosensor, such as on-site use, continuous 
use, or laboratory use.

To satisfy these requirements, many kinds of biosensors for environmental water 
pollution have been developed worldwide [3, 10, 15]. In the second section of this 
chapter, the development of enzymatic Pi biosensors for eutrophication and in the 
third section, the development of microbial biochemical oxygen demand (BOD) 
biosensors for eutrophication are described. In the final fourth section, the contents 
of this chapter are concluded.

Figure 2. 
Biosensor. (a) Principles and (b) automatic Pi biosensor instruments of a desktop-type [8] and (c) a submersible 
buoy-type [9], (i) a column compactly integrating a Pi biosensor system, (ii) a continuous-remote sensing system for 
total water-quality monitoring, and (iii) the continuous-remote sensing system is shipped by a boat and sunk vertically 
(a) and (c) were permitted from Springer Nature [10] and (b) was permitted from Taylor and Francis [11]).
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2. Development of enzymatic Pi biosensors for eutrophication

In the early times of biosensor development for environmental use, there were 
many technological problems for practical use. To solve the problems, a wide variety 
of challenges have been carried out. In this section, the main breakthrough technics 
for the practical application in the field of biosensor development for eutrophication 
are described based on the previous literature [3, 10, 14, 15].

2.1 Standard method and consideration to practical estimation performances

As mentioned above, the most causative nutrients of the eutrophication are 
phosphates, which are classified into Pi, condensed phosphates (pyro-, meta-, and 
other polyphosphates), and organic phosphates. Among the phosphates, the one with 
the greatest effect of eutrophication is Pi, which is an inorganic phosphate ion.

In Japan, a spectrophotometric molybdenum blue method for Pi determination is 
employed as the standard method [16], which is based on the method by Lowry and 
Lopez in 1946 [17]. By this method, Pi concentration can be determined between 0.1 
and 3.0 mg/L Pi (3.2–96 μM) at a relative standard deviation (RSD) of 2–10%. The 
detection limit in this method is 0.03 mg/L Pi (0.32 μM Pi).

These values obtained by the standard method are barely applicable as an indi-
cation of the eutrophication (0.64 μM Pi), however, they are insufficient for the 
estimation of the eutrophication, which is classified into the five categories in lakes 
(between around 0.032–3.2 μM Pi). In addition, the maximal permissible concentra-
tion in Japanese lakes is 0.32 μM Pi for drinking and 3.2 μM Pi for environmental 
protection [18]. Thus, the influences of Pi on eutrophication are caused at extremely 
low concentrations. Therefore, it was found that the estimation of the eutrophication 
requires highly sensitive and wide-range Pi determination techniques.

For ideal estimation of the eutrophication, the standard method has difficulties in 
both accurate and high-precision measurements. In accurate measurement, dilution 
of sample solution needs due to that the dynamic range is narrow and causes error. 
In high-precision measurement, the minimum limit of determination (3.2 μM Pi) is 
insufficient to estimate the water quality in all categories of eutrophication.

To make ideal estimations for all categories of the eutrophication, a measurement 
method that was more sensitive and had a wider dynamic range (if it is possible; 
0.032–3.2 μM Pi) than the standard methods was needed. However, considering 
the biosensor performance at that time, such high sensitivity was not realistic. Even 
if such highly sensitive Pi measurements cannot be made, we should be able to 
determine 0.32 μM Pi with a biosensor at a concentration that can confirm signs of 
eutrophication and monitor the quality of the lake water for drinking. In addition, 
we considered that the maximum limit of Pi determination obtained by the biosensor 
should be kept at least 3.2 μM or more as the practical dynamic range.

Like the other problems, the standard method is complicated and time-consuming 
to operate. Further, it requires the use of strong acid and heavy metal ions. The use 
of such chemicals is subject to limitations when applied to on-site monitoring and 
continuous monitoring because leakage of the chemicals into the environment has to 
be prevented. In addition, the standard method affects the influences of co-existing 
matters in a sample, such as Ca2+, Fe3+, NH4

+, NO2
−, NO3

−, and AsO4
3−.

As is clear here, the standard method is not sufficient to evaluate eutrophication. 
For this reason, the development of practical Pi biosensors has been performed.
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2.2 Development of enzymatic Pi biosensors

It turns out that there were many issues that need to be resolved to actually 
estimate the eutrophication. Thus, we have set five requirements for the practical 
application of the Pi biosensors [19].

For practical use, our Pi biosensors are able to;

1. Have a practical Pi determination range (0.32–3.2 μM, no sample dilution re-
quired) required for environmental water control,

2. Maintain a practical minimum limit of Pi determination (0.32 μM Pi or less in the 
calibration curve) required for environmental water control for at least 2 weeks,

Instrument type Submersible 
buoy1

Desktop

Enzymatic system POpsp POAv MP MP2 IP (PPi)

Ref. No. [9] [8] [20] [11] [21]

Requirement

(1) Calibration: Satisfied Satisfied Satisfied Satisfied Satisfied at 
PPi

 Range (at least 
0.32–3.2 μM)

0.16–32 μM 96 nM–32 μM 10 nM–32 μM 0.1–30 μM 0.1–100 μM 
(PPi)

 Coefficient r = 0.998 r = 0.999 r = 0.998 r = 0.998 r2 = 0.9997

(2) Sability test: Satisfied Satisfied Not 
performed

Satisfied? Not 
performed

 as the term 
to maintain 
the practical 
lower limit of Pi 
determination in 
the calibration 
curve (0_32 μM Pi 
or less

Calibration 
curves of 

0.32–32 μM 
for 48 days

Calibration 
curves of 

0.16–32 μM 
for at least 

2 weeks

1.0 μM for at 
least 2 weeks

0.1 μM 
for at least 
2 months

(30 μM PPi 
for at least 
2 weeks)

(3) Sample pretreatment:

 as 
countermeasures 
against interfering 
matters

Not 
performed

Performed Performed Performed 
and 

established 
the method

Not 
performed

(4) Real sample 
application:

Performed Performed Performed Performed Not 
performed

(5) Automation: Semi-
automated

Automated Not 
automated

Not 
automated

Automated

1Tests with the Pi biosensor on a submersible buoy have not been conducted.
2Pre-treatment method was investigated in detail for real sample application.

Table 1. 
Looking back on the five requirements that were set for the practical use of our automated CL-FIA systems as Pi 
biosensors (performed by Nakamura et al.).
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3. Establish a pretreatment method for removing interfering matters,

4. Measure a real sample of environmental water, and

5. Automate a biosensor system that meets the above conditions.

We tried to develop practical Pi biosensors that meet these requirements (Table 1). As 
a reference, the history of the studies on the Pi biosensor development has been reviewed 
in several articles [3, 10, 15].

2.2.1 Development of early time Pi biosensors

A biosensor has characteristics that it can measure analyte using biological reactions 
by applying the molecular recognizing function in living organisms (Figure 2a). A Pi 
biosensor can measure directly the concentration of the bioavailable Pi existing in the 
environmental water. This means that the Pi biosensors have the possibility to be able to 
monitor the status of the water ecosystem. This section briefly explains the history of 
the development of Pi biosensors with such potential, which is above described [3].

The first Pi biosensor was studied by Guilbalt and Nanjo in 1975. Using the 
Clark-type DO electrode, they studied an enzymatic Pi biosensor that was based 
on the inhibition of alkaline phosphatase activity by Pi [22]. By employing the 
inhibitory reaction, this biosensor lacked sensitivity with the detection limit of 
0.1 mM Pi. In addition, the inhibitory reaction is low selectivity in general. In 
1990, d’Urso and Coulet studied a two-enzyme Pi biosensor using nucleoside 
phosphatase and xanthine oxidase [23]. Enzymatically generated hydrogen per-
oxide (H2O2) by the existence of Pi was electrochemically measured. In this study, 
the Pi biosensor could have a dynamic range between 0.1 and 10 μM Pi. In 1992, 
Wollenberger et al. improved the two-enzyme system to a multiple-enzyme system 
for Pi recycling [24]. The Pi biosensor was fabricated by incorporating a Clark-
type DO electrode into a flow injection analysis (FIA) system. As the result, this Pi 
biosensor realized an excellent detection limit at 25 nM Pi. However, this biosensor 
was not suitable for practical use due to its short lifetimes by using an unstable 
enzyme. As another reason, it was reported that inosine used as another substrate 
was also unstable [25].

2.2.2 Development of our practical Pi biosensors

Karube et al. have studied several kinds of enzymatic Pi biosensors using pyruvate 
oxidase (PO) from Pediococcus sp. (POPsp) [9, 26–28] and genetically engineered PO 
from Lactobacillus plantarum (POLp) [29], Aerococcus viridans (POAv) [8], and maltose 
phosphorylase (MP) [11, 20]. These studies were performed for the practical use of an 
automatic FIA system (desktop-type; Figure 2b) [8] and a remote-controlled auto-
matic continuous Pi monitoring system (submersible buoy-type; Figure 2c) [9].

The Pi biosensor using PO is superior to other Pi biosensors because it requires 
only one step of a catalytic reaction for selective Pi detection. Using POPsp, the first Pi 
biosensor was studied by Kubo et al. in 1991 [26]. The Pi biosensor was batch type and 
used a DO electrode to measure the consumption of DO by the POPsp catalytic reac-
tion under the existence of Pi, two cofactors (thiamin pyrophosphate; TPP and flavin 
adenine dinucleotide; FAD) and an enzyme activator (Mg2+). However, the detection 
limit of 12 µM Pi was insufficient for environmental water control.
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In 1996, Ikebukuro et al. examined the combination of a luminol chemiluminescence 
(CL) reaction and a FIA system for enzymatic Pi biosensor (CL-FIA system) [27]. At 
that time, the CL reaction was known as a highly sensitive reaction, and the FIA system 
was also known as a highly repeatable measurement system [30, 31]. The reason why the 
latter repeatability contributes to high-precision analysis was that the closer the multiple 
measurement results obtained from the same standard solution were to their average 
values, the smaller the standard deviation value. Along with this, by increasing the 
significant difference between the standard measurement value and the blank value, the 
standard measurement value closer to the blank value could be set as the detection limit. 
As a result, by combining CL and FIA technics, it was possible to realize a high-precision 
analytical method due to the synergistic effect of both. This meant that the CL-FIA 
system can turn the enzymatic Pi biosensors into highly sensitive analytical instruments. 
Thus, the CL-FIA biosensor systems have been widely studied [32].

In the POPsp catalytic reaction, hydrogen peroxide was produced and subsequently 
consumed by a luminol-peroxidase reaction (peroxidase from horseradish, HRP). The 
CL light resulting from the presence of Pi was detected at a photomultiplier tube (PMT). 
By the purification of TPP to remove residual phosphates, a detection limit of 74 nM Pi 
was obtained, although the TPP purification was unsuitable for practical use [28].

In 1997, Nakamura et al. used highly sensitive luminol catalyzing peroxidase from 
Arthromyces ramosus (ARP) [9]. This CL-FIA system was improved to the remote-
controlled automatic continuous Pi monitoring system and compactly integrated 
into a submersible buoy to monitor dam water for drinking (Figure 2c) [9, 10]. Then, 
POPsp was immobilized onto chitin-chitosan beads filled in a stainless-steel column. In 
this study, 160 nM Pi was detected without purification of TPP, and by keeping POPsp 
activity in the stainless-steel column, 0.32 μM Pi was detected for 48 days. This result 
was sufficient for practical use of the CL-FIA biosensor system for Pi monitoring. 
Unfortunately, the manufacturing of POPsp was stopped.

In 1999, Nakamura et al. reexamined the development of the CL-FIA system 
for an enzymatic Pi biosensor using a new enzyme, POAv, which was purified 
from recombinant Escherichia coli [8]. Then, POAv was densely immobilized onto 
N-hydroxysuccinicacidimido (NHS)-gel beads. Here, the velocity of the enzymatic 
reaction strongly depends on the temperature. This means that the temperature 
must be kept constant by precise control to obtain repeatable signals based on 
the enzymatic reaction. On the other hand, accurate (i.e., absolute) temperature 
control dose is not essentially needed due to that the enzymatic activity immo-
bilized in the biosensor changes. Thus, in this study, a desktop-type automatic 
CL-FIA system involving a precise temperature control system was fabricated as a 
trial enzymatic Pi biosensor instrument (Figure 2b). Then, the detection limit was 
96 nM Pi. In addition, with sufficient performance at a short measurement time of 
2 minutes, a wide linear range of calibration (96 nM and 32 μM Pi) was obtained 
with an average relative standard deviation (RSDav) of 2.3% (eight points, n = 5) at 
25.0 C. In addition, this system kept making calibration curves from 0.16 to 32 μM 
Pi (five points, n = 3; averaged correlation, r = 1.00) for at least 2 weeks. Thus, the 
practical utility of the Pi biosensor system was demonstrated.

On the other hand, in 1995, Conrath et al. studied a new electrochemical Pi bio-
sensor using an analyte recycling system consisting of four enzymes, maltose phos-
phorylase (MP), acid phosphatase (AcP), mutarotase (MUT), and GOD [33]. The 
four enzymatic system enabled the successful detection of 10 nM Pi. However, the 
system was too complicated, and we thought it would be difficult to reproduce in 
manufacturing as well as other multiple-enzyme systems [24]. In 1999, Nakamura 
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et al. modified the MP system and applied it to our CL-FIA biosensor system using 
a tri-enzymatic reaction of MP-MUT-GOD without the analyte recycling by AcP 
[20]. Then, we could obtain the same results with Conrath et al. at a detection limit 
of 10 nM Pi. In addition, an excellent calibration between 10 nM and 30 μM Pi was 
obtained and stability to detect 1.0 μM Pi was observed for at least 2 weeks.

In 2003, Nakamura et al. improved the MP-MUT-GOD system for freshwater mea-
surements [11]. Our previous studies revealed that the Pi biosensors employing the 
CL-FIA system were affected by the cations contained in the real sample solutions. 
Then, we have tried to examine several pretreatment methods to remove the cations 
from the sample [8, 11, 20]. As the result, we could find and establish a pretreatment 
method using a cation-exchanging resin. A total of 31 samples of freshwaters were 
taken from the river and pond. These real samples were pretreated by our method 
and measured for Pi determination by both this Pi biosensor and the conventional 
molybdenum-blue method. The results showed that the value from the conventional 
method was 2.78 times higher than that from the Pi biosensor. One reason for this 
outcome was considered that there were large differences in the reacting conditions 
between the Pi biosensor (natural pH) and the conventional method (under strong 
acid conditions). Therefore, an enzymatic Pi biosensor may determine the more 
accurate and realistic Pi concentration as free and bioavailable Pi, which is needed to 
understand the water ecosystem.

Furthermore, Nakamura et al. studied a pyrophosphate ion (PPi) biosensor in 2004 
[21]. As well as the Pi concentration, the PPi concentration is also an indicator of the 
eutrophication and the organic pollution. For the enzymatic PPi biosensor, inorganic 
pyrophosphatase (IP) was added to the POAv reaction, and the possibility of this PPi 
biosensor to environmental water was also shown. In another study, Nakamura et al. 
also examined the development of a disposable electrochemical Pi biosensor chip for 
on-site monitoring [34]. Then, a commercially available self-monitoring blood glucose 
(SMBG) chip was applied to the Pi measurements. Pi was measured with a POAv or 
several MP systems coupled with ferricyanide ion (Fe3+) as an electrochemical mediator.

Here, an author looks back on the five requirements that were set for the practical 
use of our Pi biosensors [8, 9, 11, 20, 21]. In the first requirement, the CL-FIA systems 
were successfully applied to the Pi biosensors and made it possible to highly sensitive and 
practical Pi measurements [8, 9, 11, 20, 21]. In the second requirement, our Pi biosensor 
was able to continue to make practical calibration curves as the stability tests and demon-
strate the practicability [8, 9]. In the third requirement, the sample pretreatment method 
was finally established by the countermeasures against interfering matters [11]. In the 
fourth requirement, the establishment of the sample pretreatment method was enabled to 
perform real sample applications [11]. In the fifth requirement, the automation of the Pi 
and PPi biosensor systems was realized by employing the CL-FIA systems [8, 9, 21].

As described above, we studied several types of Pi biosensors for the estimation 
of eutrophication, and finally, two trial Pi biosensor instruments of the desktop and 
the submersible buoy were developed. Although thorough examinations using the 
real samples were necessarily employing the automatic Pi biosensor instrument for 
practical use and commercialization, various factors made it impossible to conduct 
the study (laboratory relocation, running costs, stop production of enzymes, etc.). In 
conclusion of our study for practical use of the enzymatic Pi biosensors, the highest 
risk was the stop production of the enzymes. As the general concerns, the develop-
ment and subsequent practical use of the enzymatic biosensor tend to be expensive 
running costs for the enzyme. In particular, the FIA system consumes a lot of reagents 
and our CL-FIA system needs to contain the enzyme (HRP or ARP) in the CL reagent.
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2.3  Subsequent development of Pi biosensors and a new insight into the future 
perspectives of the Pi biosensor fields

Subsequent development of the Pi biosensors by other groups was introduced 
here. In 2005, Kwan et al. studied a screen-printed electrochemical Pi biosensor using 
PO. The enzymatic Pi biosensor had a linear calibration range from 75 to 625 μM Pi 
[35]. The PO reaction needs TPP, which releases Pi. For practical use, an investigation 
of the storage condition of TPP would be needed. In 2001, Mousty et al. studied an 
electrochemical tri-enzymatic Pi biosensor employing an MP-MUT-GOD reaction 
system [36]. This system had a linear calibration range from 1 to 50 μM and was stable 
for at least 2 weeks. In 1998, Fernandez et al. studied another type of electrochemical 
tri-enzymatic Pi biosensor [37]. The three enzymes, a substrate, a cofactor, and a 
mediator, were incorporated into hydrogels. The enzymatic Pi biosensor had a detec-
tion limit of 2 mM Pi. Quite complicated principles and unstable enzymes would be a 
problem for practical use. These enzymatic Pi biosensors had insufficient sensitivity 
for actual eutrophication. For practical use, the influences of reducing matters in 
a sample solution on the biosensor response cannot be ignored. In 2013, Lawal and 
Adeloju studied measures against reducing matters in electrochemical Pi biosensors 
[38]. For this aim, they used conductive polymer of polypyrrole to the electrochemi-
cal bi-enzymatic Pi biosensors and could not observe the obvious influences of uric 
and ascorbic acids on both amperometry and potentiometric methods. However, 
the sensitivity of the Pi biosensor was insufficient for natural waters, therefore, the 
effects of the polypyrrole on the Pi measurement might be unclear. In 2020, Korkut 
et al. also used the polypyrrole to a PO-Pi biosensor and successfully performed 
accurate Pi determination of eutrophied water at 91% [39].

The enzymatic Pi biosensors have been developed not only for environmental 
use but also for medical use (urine Pi) [40, 41] and food use [42]. In the case of food 
use, in 2020, He and Liu successfully developed a highly sensitive PO-Pi biosensor 
employing “Nano-Enabled Biosensing” techniques that combined with gold nanorods 
(AuNRs) as nanomaterials and conductive materials. The PO-Pi biosensor was able 
to detect 0.4 nM Pi, which is sufficient to estimate eutrophication. On the other 
hand, these conductive materials have the potential to perform well in both food and 
medical applications, where samples are high in reducing matters [38, 39, 42].

On the other hand, studies using molecular recognition elements other than 
enzymes have also been carried out. The molecular recognition elements can be catego-
rized into two types. One is bacterial phosphate-binding proteins (PBPs) and another is 
an ionophore that is made of lipid or polymer. The PBP is a component of a phosphate 
transport system and a highly selective recognition element of Pi (Kd = 1 μM) [43]. In 
bacteria, PBP has the function of transporting Pi into cells and organelles and does not 
bind other inorganic or organic ions except Pi and arsenate.

In 2002, Kubo et al. studied an electrochemical PBP Pi biosensor. They extracted 
the PBP from E. coli of wild type and detected Pi potentiometrically at a range from 
0.1 to 1.5 mM [44]. In 2004, Lyndon et al. applied a mutant PBP for fluorometric Pi 
biosensor. Then, fluorophore was site-specifically labeled to the mutant PBP. This 
Pi biosensor showed excellent selectivity and was detected around sub-μM Pi [45], 
although the stability of PBP should be addressed. In 2019, Sarwar et al. successfully 
applied a fluorometric PBP-Pi biosensor (mutant PBP-labeled fluorophore), which 
was purchased from Thermo Fisher Scientific Co., to the estimation for actual eutro-
phication employing a smartphone camera detection system [46]. They prepared a 
cassette system for the smartphone using a 3D printer and the paper-based disposal 
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PBP-Pi biosensor chip using a Xerox printer. This PBP-Pi biosensor had high sensitiv-
ity of 1.1 ppb (12 nM) Pi and a response time of only 4 seconds, considering the effect 
of fluorescence photo-bleaching. One of the notable results in this study is the high 
reproducibility of the results obtained from the paper-based disposal PBP-Pi biosen-
sor chips using Xerox printing. In general, reproducibility of the results obtained by 
the disposable type single-use biosensor was one of the problems in practical develop-
ment. The author has been also energetically studying this problem in the practical 
study of the SMBG biosensor chips, therefore the author understand the difficulty 
[47]. In 2020, Franz et al. developed a PBP-Pi biosensor using a mutant PBP-labeled 
fluorophore and established a new principle of thermophoresis [48]. For Pi detection, 
they combined the advantages of a biological Pi-receptor based on the PBP with the 
principle of thermophoresis. The PBP-Pi biosensor enabled the sub-nanomolar Pi 
determination in sample volumes ≤10 μL.

In the cases applying the ionophores to the Pi biosensors, Carey and Riggan in 
1994 applied cyclic polyamine to an ion-selective electrode (ISE) for Pi [49]. This 
Pi sensor specifically detected dibasic phosphate (HPO4

2−) and obtained a linear 
response between 1.0 μM and 0.1 M Pi. For the real sample application, the influences 
of sample pH have to be concerned. The ionophores from microbes were used for the 
Pi biosensors [50, 51]. As an example, the Pi biosensor studied by Wygladacz et al. 
obtained a linear calibration range from 1.0 μM to 2.5 mM Pi. However, the lifetime 
was the order of days [51].

Other principles for the Pi biosensors were also studied. In 2001, Schreiter et al. 
studied a Pi bioavailability assay employing a luminescent cyanobacterial reporter 
strain for the replacement of the conventional AGP test. The method enabled the 
highly sensitive detection of Pi from 0.3 to 8 μM, although it took 8 hours of incuba-
tion [52]. In 2003, Dollard and Billard studied a pho A::lux-based bacterial biosensor 
using a Pi-sensing plasmid and demonstrated the possibility for the assessment of Pi 
bioavailability [53]. However, the use of genetically engineered Pi biosensor elements 
is unsuitable in the cases of these leakages into the environment.

In this section, the author explained the representative studies on the develop-
ment of Pi biosensors and Pi bioavailability assays for eutrophication. The bioma-
terials, such as enzymes, PBPs, and ionophores, were used for the Pi biosensors. 
These biomaterials need purification from living organisms. Therefore, the issue of 
cost and risk of production outage will be a challenge to the practical application of 
the Pi biosensors in this field. Further, in 2021, Becker et al. calculated the com-
plete environmental factor (E-factor) of the enzyme [54]. The complete E-factor, 
including required waste and water, was calculated as 37,835 g-waste/g-enzyme. 
Therefore, the use of such biomaterials will require environmental consideration 
and not be neglected for the sustainability assessment of bioprocesses in the future. 
Furthermore, new technologies will be introduced one after another in this field, 
such as smartphones, 3D printers, nanomaterials, miniaturization, and automation.

3. Development of microbial BOD biosensors for organic pollution

3.1 Standard method and consideration to practical estimation performances

To estimate the degree of organic pollution, several indicators of total organic 
carbon (TOC), COD, BOD, and DO have been employed. In general, COD is employed 
for closed water bodies of both natural water and seawater, and BOD is employed for 
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flowing water, such as rivers. The differences in the usage of COD and BOD estimation 
methods are simply determined by the presence or absence of the flux, which depends 
on the decomposition rate of organic matters dissolved in the water body by aerobes, 
although they are often employed as the references in each field.

In the estimation methods for organic pollution, only BOD involves the results 
obtained by a biological reaction. The conventional standard method of the BOD 
estimation is referred to as the 5-day BOD (BOD5) method [55, 56]. It requires 5 days 
of incubation to obtain the results. The BOD value (mg O2/L) is calculated from the 
amount of DO consumed by the aerobic decomposition of organic matters during 
incubation (primary fermentation). From this principle, BOD is also called biochemi-
cal oxygen consumption.

At the peak of organic pollution in advanced countries in the 1960s, the standard 
method of BOD was limited to the BOD5 method [55, 56]. The BOD5 method has 
several problems that prevent it from satisfying the needs for practical use in waste-
water control, that is, this method is time-consuming and requires tedious opera-
tions. Therefore, a method that can be used to monitor the BOD value in real-time or 
continuous was urgently needed.

3.2 Development of microbial BOD biosensors

In 1960’, there were many issues that need to be resolved to actually estimate the 
BOD. To solve these problems, many kinds of BOD biosensors have been studied and 
developed for practical use [57].

3.2.1  Development of early time BOD biosensors and accomplishment by Dr. Isao 
Karube in this field

As described above, the BOD5 method is time-consuming and requires tedious 
operations. For example, it is not possible to detect the abnormality of wastewater 
before and after the treatment because it takes 5 days to obtain the measurement 
result. In other words, even if abnormal wastewater flows into the treatment facility 
or is not sufficiently treated at the treatment facility, it can be detected only after 
the wastewater has flowed out to the environmental water. In addition, the tedious 
operations of the BOD5 method also make it difficult to make accurate and accurate 
measurements.

In 1977, Dr. Karube studied a practical microbial biosensor for BOD [58]. The 
key technique was the immobilization of microbes to a thin collagen membrane. 
The microbial membrane was put onto the surface of a DO electrode. By the addi-
tion of a sample solution into a batch system, microbial respiration was activated 
by the decomposition of organic matters, and the degree of DO consumption by 
the microbes was determined by the DO electrode. The microbial BOD biosensor 
indicating DO consumption (BODDO) could successfully determine the BOD value 
at drastically shortened incubation and measurement times (ca. 30 minutes). By 
the study, the possibilities for solving the problems of wastewater control were 
enhanced.

In 1979, Hikuma and Karube et al. developed a flow system of the BODDO biosen-
sor [59]. In the study, omnivorous yeast Tricbosporon cutaneum (Tc), as a practical 
microbe, was used in this BODDO-Tc biosensor. The microbes were immobilized onto a 
microporous membrane and attached to the surface of the DO electrode. Based on the 
study, a flow-type BODDO-Tc biosensor was available for practical applications.  
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Both the desktop-type for rapid measurements and the installation-type for continu-
ous monitoring were sold from the Central Kagaku Co. in 1983. These BODDO-Tc 
biosensor instruments enabled wastewater control by both real-time measurement 
and continuous monitoring at sewage plants and factories. The BODDO-Tc biosensor 
was established as one of the JIS methods (JIS K 3602) in 1990 [60]. Since then, the 
BODDO-Tc biosensor instrument has also been used in educational settings as a science 
teaching material [61].

Since the first microbial biosensor was reported, many kinds of microbial 
biosensors have been studied for not only environmental applications but also food 
applications, including fermentation. These studies on both environments and foods 
by microbial biosensing methods were reviewed [3, 10, 15, 62].

Dr. I. Karube was widely studied all-fields of biosensor development as one of 
the leading scientists in the world. His notable study on biosensor development was 
summarized in the review [10] and the detailed history of his study on microbial 
biosensor development was described in one chapter of Encyclopedia [57].

The notable studies on the microbial BOD biosensor development performed by 
Karube et al. are briefly described as follows. As the study on the BOD biosensors, 
a microbial fuel cell (MFC) type biosensor has also been developed. However, the 
MFC biosensor at that time used expensive materials, easily deteriorated electrodes, 
anaerobes, etc., and had low cathode reaction efficiency due to low electron transfer 
from the anaerobes to the cathode. In addition, a flow-type cathode chamber of the 
MFC biosensor has a low exchange efficiency of sample solution, making it difficult 
to repeat and rapid BODMFC measurements.

After two types of BODDO-Tc biosensor instruments were practically used, the 
other types of BOD biosensors have been widely studied and developed. One of the 
practical studies was the development of a bioluminescence BOD biosensor using 
a luminous bacterium Photobacterium phosphoreum (Pph) [63]. In 1993, Hyun et al. 
studied a BODBL-Pph biosensor; however, the emission intensity of BL released by 
P. phosphoreum decreased with each measurement. Thus, a reagent-type BODBL-Pph 
biosensor instrument was practically used by Tamiya et al.

Another practical study was the development of portable type instruments for 
on-site monitoring. To realize the on-site monitoring, it was required to stop using 
air-supply equipment, to reduce the size of measurement devices, to miniaturize and 
single-use biosensors, to employ omnivore and vital microbes, etc. Dr. Hiroaki Suzuki 
has been studying the miniaturization of the biosensors to be used as disposable sensor 
chips [64]. In 1996, Suzuki and Yang et al. studied BODDO-Tc biosensors for on-site 
monitoring and developed a low-cost paper-based DO electrode [65] and a disposable 
BODDO-Tc biosensor chip [66]. However, in general, the BODDO-Tc biosensors were 
difficult to accurately measure the high BOD value of a sample solution, because the 
solubility of oxygen into water is limited (8.11 mg O2/L at 25°C and 1 atm).

To solve the problem, in 2000, Yoshida et al. studied two types of BOD biosensor 
principles for on-site monitoring. One was a single mediator (SM) type of an elec-
trochemical BOD biosensor [67]. In the study, omnivorous bacteria Pseudomonas 
fluorescens (Pf) was isolated from a sewage plant. By using potassium ferricyanide 
as a highly soluble mediator in water (460 g/L), a BODSM-Pf biosensor that does not 
require air-supply equipment was developed. The principle was applied to a portable 
type instrument and a disposable BODSM-Pf biosensor chip for on-site monitor-
ing [68]. As a result, a wide linear range of calibration (15 and 260 mg O2/L) was 
obtained. Another type was an optical BOD biosensor using the redox electron 
acceptor 2,6-dichlorophenolindophenol (DCIP) sodium salt as a redox color indicator 
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(RCI). Before the development of a portable type optical instrument, an absorptio-
metric high-throughput BODRCI-Pf measurement method was studied using a micro-
plate reader, which is able to measure 96 samples simultaneously [69]. Based on the 
principle, the portable type optical BODRCI-Pf biosensor instrument was constructed 
using three pairs of light-emitting diodes (LEDs; 600 nm) and silicon photodiodes 
(Si-PDs), and a transparent disposable chip containing three biosensing spots [70]. 
As a result, a linear relationship was observed below 176 mg O2/L, and the detec-
tion limit was 14 mg O2/L (n = 6, RSD = 10.3%). An excellent correlation coefficient 
(r2 = 0.989) was obtained after 600 seconds incubation time. By the study of Yoshida 
et al., two portable types of the practical BODPf biosensor instruments were devel-
oped using two types of redox electron acceptors.

On the other hand, in 1999, Chee et al. studied highly sensitive BODDO biosensors 
for low BOD measurements [71]. The background of this study was that the spread 
of sewage treatment facilities improved the water quality of rivers at that time, and 
it became necessary to measure low BOD including persistent organic matters in the 
sample solution. To properly measure the river water quality at that time, isolation of 
the microbe that biodegrades persistent organic matters was needed, and they isolated 
Pseudomonas putida (Ppu) from a sewage plant. To enhance the biodegradability of 
the persistent organic matters by P. putida, they examined pretreatment methods of 
the sample solution and finally established the photocatalytic UV-TiO2 method [72]. 
As the result, a practical linear range of calibration (0.5 and 8 mg O2/L) was obtained 
using artificial wastewater containing persistent organic matters.

The studies on the practical BOD biosensor were successfully performed by Dr. 
Karube et al. and the practical instruments including the potable instruments for 
on-site monitoring were developed.

3.2.2 Development of BOD biosensors that the author principally conducted

After these excellent studies on the practical BOD biosensors by Dr. Karube et al., 
the author explored other possibilities of BOD biosensors with better functionality, 
for example, improvements of (1) detection limit, (2) signal repeatability of the 
microbial biosensor, and (3) suitability of microbe used.

1. The detection limit can be improved to enhance the reaction efficiency of micro-
bial degradation of organic matters. However, most of the microbial biosensors 
developed to date immobilized the microbes. To enhance the reaction efficiency 
of microbial degradation of organic matters, microbes should be dispersed to 
uniform the suspension.

2. The signal repeatability of the microbial biosensor can be enhanced by a fully 
unified operation of repeating measurements under the same conditions. It is 
important to keep constant at least both temperature and reaction time. This 
enhancement also leads to highly sensitive measurements. This is because by in-
creasing the significant difference between the standard measurement value and 
the blank value, the standard measurement value closer to the blank value can 
be set as the detection limit (it is known that the reproducibility of the signals 
obtained by the microbial biosensor is around 10% (as RSD value) [70]).

3. On the other hand, the improvement of microbial suitability can also be achieved 
by employing easily available, omnivorous, and vital microbe.
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Then, the author tried to satisfy these requirements by employing the absorptio-
metric BODRCI measurement method and a temperature-controlled three-cuvette-stir 
system [73, 74]. As the usable (easily available, omnivorous, and vital) microbe, Baker’s 
dry yeast Saccharomyces cerevisiae (Sc) was used after liquid culturing. S. cerevisiae is 
budding yeast; therefore, it was suitable for forming uniform suspension in the cuvette. 
On the other hand, T. cutaneum, which is conventionally used for the BOD biosensors 
and makes flocks by sticking together, was not suitable for this study because it was fila-
mentous fungi. In this method, DCIP was used as RCI of a high absorption coefficient 
(epsilon = 1.45 × 105 cm−1 M−1) to enhance the sensitivity of the absorptiometry. Then, 
the absorbance of DCIP decreased due to degradation of organic matters by S. cerevisiae 
in the measurement suspensions, and the absorbance change between before and after 
incubation was measured as the time difference method (Figure 3).

In general, the suspension is not suitable for absorptiometry due to the occurrence 
of light scattering. However, by a combination of the cuvette-stir system and the time 
difference method, the influences of the light scattering were efficiently canceled and 
only absorbance change of DCIP was accurately determined. Further, by repeating 
the exact same measurement operation three times, the fluctuation of the measured 
value became small, and the reproducibility was improved, so that highly precise 
measurement became possible. As a result, the significant difference from the blank 
value became large, and highly sensitive measurement became possible.

BODRCI-Sc measurement method: As a result, a calibration curve between 1.1 
and 22 mg O2/L (r = 0.988, six points, n = 3, RSD = 1.77%) was obtained by this 
highly sensitive BODRCI-Sc measurement method when the incubation mixture was 
incubated for exact 10 minutes at 30°C. Employing salt-tolerant yeast S. cerevisiae 

Figure 3. 
A key principle for the simple absorptiometric measurement method using redox color indicator [73].
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ARIF KD-003 (ScII), a BODRCI-ScII measurement method was also studied for seawa-
ter [75]. In these studies, the highly sensitive BODRCI-Sc measurement method was 
developed by enhancing the repeatability of the measurements and by employing the 
usable yeast. From the future perspective of this study, the BODRCI-Sc measurement 
method might be improved by applying it to an absorptiometric-FIA system.

BODDM-Sc biosensor: As the other application of S. cerevisiae to a BOD biosensor, the 
author also studied a mediator type BOD biosensor. By applying a double mediator (DM) 
system coupled with ferricyanide and a lipophilic mediator, menadione, electrochemical 
signals were obtained from the eukaryote S. cerevisiae cells [76]. For practical use, the 
author designed a package-free disposable microbial biosensor chip containing living 
microbial cells [77] and the biosensor chip was applied to a DM-type BODDM-Sc biosensor 
[78]. Under the optimal conditions, a calibration curve was obtained with a practical 
range of 6.6–220 mg O2/L (five points, n = 3, RSD = 6.6%). Thus, the BODDM-Sc biosensor 
was developed as the third generation of the BOD biosensor [3, 10].

BODCL-Sc measurement method: By applying the principle of the BODDM biosen-
sor, the author next studied a chemiluminescence BOD (BODCL-Sc) measurement 
method. Because Yamashoji et al. in 2004 already established luminol CL assay for 
the viable microbial detection method using ferricyanide and menadione [79]. Their 
principle was based on hydrogen peroxide (H2O2) determination produced by the 
reaction of the viable microbes and menadione. After optimization of the measure-
ment conditions, a practical correlation between BODCL-Sc value and amount of 
organic matters assimilated by S. cerevisiae was observed with a range of 11–220 mg 
O2/L (six points, n = 3, RSD = 3.71%) at the incubation time of only 5 minutes [80, 
81]. Then, the detection limit was 5.5 mg O2/L.

BODDM:Trinder-Sc measurement method: As one of the reagents for H2O2 measurement, 
there is a modified Trinder’s reagent. It is an absorptiometric H2O2 measurement method 
using peroxidase (POD), 4-aminoantipyrine (4-AA), and N-ethyl-N-(2-hydroxy-
3-sulfopropyl)-3,5-dimethylaniline sodium salt (MAOS). Applying this reagent, we 
already developed a surface plasmon resonance (SPR) biosensor for H2O2 measure-
ment using a modified Trinder’s reagent as a color indicator [82]. This reagent had high 
selectivity, however, POD was unsuitable for applying to the microbial biosensor due 
to take cost. On the other hand, H2O2 reacted as the reactant in BODCL-Sc method. This 
meant that H2O2 or active oxygen species might also react as the reactant in BODDM-Sc 
method. To verify the possibility, MAOS and 4-AA, which were used in the modified 
Trinder’s reagent, were added to the principle of the BODDM-Sc method. As the result 
obtained without the use of POD as the biocatalyst, correlations between BODDM:Trinder-Sc 
value and amount of organic matters assimilated by S. cerevisiae were observed in several 
measurement conditions, although further practical examinations are required [83].

In the studies that the author principally conducted, excellent functions in the 
BOD biosensor were achieved in (1) the practical detection limit, (2) the signal repro-
ducibility, and (3) the suitability of the microbe used. In addition, some principles 
of both microbial BOD biosensors and measurement methods have been studied 
for practical use, but none of the studies the author have principally conducted has 
reached practical use. The most practical BOD measurement method in the studies 
might be the BODRCI-Sc measurement method. The reasons are as follows:

1. Practically suitable microbe (easily available, omnivorous, and vital yeast)

2. Very simple operation (just added three solutions into a cuvette; a S. cerevisiae 
cell suspension, a DCIP solution, and a sample solution)
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3. Rapid measurement time (only 10 minutes incubation)

4. Highly sensitive measurements (highly repeatable results were obtained by em-
ploying a temperature-controlled three-cuvette-stir system and provided highly 
precise results, enabling highly sensitive measurements; and it was also impor-
tant to use RCI of high absorption coefficient)

5. Practical dynamic range (same as available BOD biosensor instrument)

6. The patent registered for practical use (the patent right did not continue [74])

For future study, automatic instrumentation of the BOD biosensor would be 
required having the features that we obtained. Then, further suitability of the 
microbe might be needed to be considered, for example, use of thermally killed 
microbes [84] or cell crushed microbes, or direct use of available dry yeast [85].

3.3  Subsequent development of BOD biosensors and a new insight into the future 
perspectives of the BOD biosensor fields

Even after our studies on the BOD biosensors have been reported, the studies on 
next-generation BOD biosensors are ongoing. In this section, the progress of our 
studies on the BOD biosensors performed by other groups is introduced.

In our studies that the author principally conducted, the most practical BOD 
biosensor or measurement method was the BODRCI-Sc measurement method. 
Unfortunately, we did not achieve the instrumentation. However, in 2021, Azevedo 
et al. developed an automated S. cerevisiae-based spectrophotometric instrument 
using methylene blue (MB) dye as a RCI, although this instrument was not for BOD 
measurement, but also possible to measure BOD [86]. The instrument consists of 
a sequential injection analysis (SIA) flow system, which enables high throughput 
measurements with small quantities of reagent consumption. On the other hand, 
DCIP has been used not only as a RCI but also as a redox mediator for electrochemi-
cal BODSM biosensors. For example, Reshetilov et al. developed several types of 
electrochemical microbial biosensors using DCIP as the redox mediator [87]. In 2017, 
Niyomdecha et al. fabricated a practical electrochemical FIA type microbial biosen-
sor system for highly precise BOD measurements [88]. They used MB dye as a redox 
mediator and successfully obtained highly sensitive results of the detection limit 
at 0.1 mg O2/L. This study demonstrated that highly reproducible results provided 
highly precise results, enabling highly sensitive measurements.

As recent progress of the DM-type microbial biosensors, several groups were 
reported. For example, in 2017, Gao et al. reported a DM-type S. cerevisiae biosensor 
for toxicity of wastewater and co-immobilized S. cerevisiae, menadione, and ferricya-
nide onto a glassy carbon electrode by electrodeposition of a chitosan hydrogel and 
nanocrystalline diamond particles [89]. In this study, it seems that S. cerevisiae and two 
mediators were successfully immobilized into the matrix without leakage and  
made it possible to distribute toxic matters into the matrix. However, this biosensor has 
a complication of the fabrication, therefore reproducible fabrication of the biosensor 
electrodes might be difficult. In 2017, Zaitseva et al. developed a batch-type BODDM 
biosensor employing yeast Debaryomyces hansenii (Dh) and ferrocene-MB mediator 
system [90]. The BODDM-Dh biosensor had practical characteristics of a short measure-
ment time of 10 min, a minimum limit of determination of 2.5 mg O2/L, and long-time 
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stability of 43 days. Then, they assumed as a new insight that lipophilic mediators, 
such as MB and DCIP, are capable of penetrating inside the microbial cell through the 
lipid membrane, taking electrons, and passing them on to the electrode immobilized 
ferrocene. If their assumption is true, new future perspectives in microbial electron 
transfer techniques can be opened.

As recent progress of the BODCL-Sc biosensor, in 2018, Costa et al. developed a 
practical SIA microfluidic system of a BODCL-Sc biosensor [91]. The SIA system was 
programmed to precisely control the flow of multiple channels in an accurate time, 
making it easier to obtain highly reproducible results. In addition, the incubation time 
under constant temperature for S. cerevisiae to assimilate the organic matters in the 
sample solution was also precisely controlled by setting the stopped period. If hydrogen 
peroxide is not used, highly sensitive measurements might be obtained by reduction of 
the background signal, and if the mixed solution could be agitated during incubation, 
both reaction efficiency and reproducibility might simultaneously be improved.

As the other progress, MFC biosensors have many potentials not only as BOD bio-
sensors but also as self-powered devices for biosensors [92]. As a new insight into the 
future perspectives of the BOD biosensor fields, the author have one idea that is our 
past application study on a damped glycolytic oscillation induced in living yeast cells 
for toxicity assays (Figure 4) [93, 94]. We extracted six indexes from the wave shape 
and observed that these indexes were changed depending on both toxicity and the con-
centration of each toxic matter. By applying this principle, wave changes depending on 
both bioavailability and the concentration of the organic matters dissolved in a sample 
solution might be determined. In fact, excellent correlation was obtained between one 
of the indexes and the concentration of glucose (r = 0.9989, 2.5 μM–0.25 M, 12 points). 

Figure 4. 
(a) Typical damped glycolytic oscillation induced in living yeast cells. (b) Six indexes in an oscillation wave shape. 
(c) Response to glucose. These were permitted from Springer Nature [93].
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Glycolysis is an important system that plays a central role in metabolism [14]. If this 
metabolic oscillation is applied to environmental monitoring, it may be possible to 
continuously sense the state of the aquatic environment perceived by organisms living 
in aquatic ecosystems in real-time. By doing so, for example, not only the index of 
BOD concentration but also the nutritional status of water quality and the substantial 
effect of heavy metals and antibiotics can be understood through the metabolic status 
of microbes employed for biosensing.

4. Conclusion

In this chapter, the author described the study on biosensor development for 
both eutrophication and organic pollution as one of my studying fields. By focusing 
on the two keywords of eutrophication and organic pollution, the author was able 
to summarize for the first time a series of our developmental flows and their aims. 
In conclusion, our biosensors introduced here could not be put into practical use. 
Nonetheless, the author hope that the practical use of both Pi and BOD biosensors 
as a replacement of the conventional standard methods will be realized based on the 
knowledge obtained by our developmental study.
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Chapter 12

Nanostructures in Biosensors: 
Development and Applications
Gizem Karabulut, Nuray Beköz Üllen and Selcan Karakuş

Abstract

In recent years, there has been significant interest in advanced nanobiosensor 
technologies with their exceptional properties for real-time monitoring, ultra-
sensing, and rapid detection. With relevant experimental data, highly selective and 
hypersensitive detection of various analytes is possible using biosensors based on 
nanostructures. In particular, biosensors focus on vital issues such as disease early 
diagnosis and treatment, risk assessment of quality biomarkers, food-water quality 
control, and food safety. In the literature, there has been great attention to the prepa-
ration and sensing behavior of several nanomaterials-based sensors, such as polymer 
frameworks, metal-organic frameworks, one-dimensional (1D) nanomaterials, 
two-dimensional (2D) nanomaterials, and MXenes-based sensors. This chapter gives 
points to all aspects of fabrication, characterization, mechanisms, and applications of 
nanostructures-based biosensors. Finally, some smart advanced sensing systems for 
ultra-sensing nanoplatforms, as well as a comprehensive understanding of the sensor 
performances, current limitations, and future outlook of next-generation sensing 
materials, are highlighted.

Keywords: biosensor, nanostructures, sensing nanoplatform

1. Introduction

Today, as a result of rapid industrialization, global problems bring about  
pollution, diseases, and many other problems. Early detection, prevention, and 
elimination of these problems have become very important for the continuity of the 
ecological system. Due to increasing technological developments, the rapid, precise, 
high-sensitivity, and reusable detection of these situations is made possible with 
biosensors. Biosensors are innovative, effective, and independent analytical devices 
that respond selectively and reversibly depending on the concentration or activity 
of the analyte to be determined in the sample [1–3]. With a brief historical overview 
of biosensors from past to present, in 1962, the first electrochemical enzymatic 
biosensor was invented by Clark et al. to detect glucose in biological samples due to 
the oxygenation of blood samples by reducing oxygen on the surface of the platinum 
electrode [1]. With this discovery, Leland C. Clark is referred to as the “father of the 
biosensor.” In 1962, Clark determined the concentration of glucose by immobiliza-
tion of the glucose oxidase on the surface of the amperometric enzyme electrode. 
In 1962, Montalvo and Guilbault reported the first potentiometric urease enzyme 
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sensor for the detection of the ammonium ion activity due to the enzyme-catalyzed 
hydrolysis [4]. Another fascinating work was presented by Opitz and Lubbers with 
the development of the optical biosensor for the detection of alcohol in 1975, which 
made the field of sensors very remarkable and rapid developments in this area 
continued [5]. One year later, Clemens et al. developed an electrochemical glucose 
biosensor for a bedside type of artificial bedside pancreas as a prominent work in the 
field of biotechnology [6]. At the beginning of the twentieth century, researchers at 
the University of Cambridge found a pen-sized detector for monitoring blood sugar 
levels [5]. In the light of ongoing research, different biosensors have been developed 
by integrating nanostructures for the selective detection of specific analytes. When 
biosensors were applied to pesticide determination, Ivanov et al. [7] emphasized that 
an enzymatic layer makes it difficult to operate the biosensor in real samples, espe-
cially in field conditions, and reduces the sensitivity and reproducibility of the results 
obtained. With this approach, they experimentally demonstrated the importance of 
producing new low-cost disposable pesticide biosensors in which the ultrathin film 
of the enzyme is directly immobilized to the surface. As a result of rapidly developing 
technologies in the last 20 years, Chinnappan et al. [8] proposed as an alternative to 
existing allergen detection methods. It was shown that graphene oxide (GO)-based 
biosensors for the detection of major shrimp allergens (tropomyosin) with affinity 
(30 nM) and LOD (2 nM) values in the low nanomolar range were highly sensitive 
when compared with traditional sensors. For an example of work on the detection 
of bacterial pathogens originating from water, Yaghoobi et al. [9] demonstrated the 
successful usage of the green selective, sensitive, stable, repeatable, and reproducible 
electrochemical biosensor in Streptococcus Pneumoniae bacteria with a low limit of 
detection (0.0022 ng/ml ~ 622 bacteria) and a high sensitivity (3432.9 Ω (ng/ml)−1). 
A glassy carbon electrode (GCE) was modified with DNA-lead nanoparticles (Pb 
NPs) for sensitive and selective detection of the bacteria. In a study on biosensors 
for early detection of cancer, Alves et al. (2022) developed a novel electrochemical 
biosensor for monitoring of breast cancer by immobilizing the biotin-C3 and biotin-
H2 peptides in the screen-printed electrodes/poly 3-(3-aminophenyl) propionic acid/
avidin system [10]. As we advanced deeper into the pandemic, we saw the need for 
advanced sensor technologies as a solution in the public health response to COVID-19. 
As it is known, since December 2019, humanity has been going through a historical 
process related to the coronavirus [COVID-19]. The urgency of developing a fast, 
easily accessible, and highly sensitive biosensor to monitor COVID-19 in all countries 
has emerged. In particular, the importance of developing and researching biosensors 
that do not give false-negative results for viruses that are at risk of rapid transmission 
and have lethal effects, which is another problem for humanity, has been understood. 
Dai et al. reported the development of a novel COVID-19 biosensor highly-sensitive 
and rapid enzymatic detection of the COVID-19 spike antigen without sample label-
ing for the accurate and rapid diagnosis of SARS-CoV-2 infection [11]. In this study, 
the anti-SARS-CoV-2 spike monoclonal antibodies were immobilized onto the surface 
of biosensor for the specific recognition of the SARS-CoV-2 spike antigen. Thus, 
it has been proven by rapid development and successful experimental results that 
biosensors have a wide range of applications such as environmental applications, drug 
delivery, diagnostics, biomedicine, food quality and safety [12].

In particular, biosensors have a wide range of applications, such as environmen-
tal applications, drug delivery, diagnostics, biomedicine, food quality and safety, 
etc. [12]. The global biosensor market was valued at $15.5 billion in 2015, but it 
was expected to grow to $24.9 billion by 2021 [13]. In other words, it has shown an 
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increase of 60.6% in 6 years, an indication that it has a widespread usage network day 
by day. A biosensor is a compact device containing a biological or biomimetic sensing 
element. It consists of bioreceptor, electronic system, and transducer component 
[14]. The target analytes are the structures to be detected in the sample. Bioreceptors 
are structures that produce a measurable signal as a result of physicochemical changes 
that occur through interaction with the analyte as a result of physical or chemical 
bonding. These can be enzymes, nucleic acids (DNA or RNA), antibodies, tissues, 
aptamers, organelles, etc. [2, 12, 15]. After analyte and bioreceptor interaction, a 
number of physicochemical changes may occur, such as pH change, mass change, 
electron transfer, heat transfer, etc. [16]. When a physicochemical signal such as 
specific temperature, sound, light, weight or pressure is produced by the interac-
tion of the bioreceptor with the analyte, the transducer converts it into a readable or 
measurable electrical signal [17]. Generally, biosensors can be classified according to 
the type of biorecognition element and transducer [18, 19]. Based on the biorecogni-
tion element, biosensors can be classified as antibody, enzyme, antigen, or oligonu-
cleotide-based biosensors. Based on the transducer, biosensors can be classified as 
optical, electrochemical, magnetic, amperometric, potentiometric, piezoelectric, 
acoustic, or thermometric-based biosensors. In Figure 1, the schematic diagram of 
the classification and application areas of biosensors was presented. With the unique 
sensing performance of nanostructure-based biosensors, a variety of chemical and 
biosensing nanoplatforms have been reported.

In sensor applications needing continuous monitoring of many analytes, e.g., 
pesticides, drugs, heavy metals, and bacteria residues detection in real samples, 
volatile organic compounds (VCOs), biomarkers, specific allergens detection in 
blood, glucose have been investigated [16]. As known, biosensors are under the 
influence of more than one scientific area and require a multidisciplinary study. 
Therefore, it is a very suitable area for development. Recently, developments in 
nanotechnology and, accordingly, nanotechnological applications of biosensors have 
attracted attention in the scientific world. In general, the impact of nanotechnology 
and nanomaterials on the development of biosensors, recent innovations in this 
area, and future expectations are reviewed in this chapter.

2. Biosensors with a nanotechnological approach

Nanotechnological developments have played an important role in the develop-
ment of biosensors along with many other scientific research areas [15]. Nano-sized 
materials can exhibit unique properties compared with their bulk structures. This 
has also been advantageous in biosensor applications and has revolutionized them. It 
enables rapid analysis of multiple analytes at any time and place [20]. The selectivity, 
detection, non-toxicity, biocompatibility, reversibility, fast response, and sensitivity 
required for transducer materials can be met by nanomaterials [15, 21]. The fact that 
nanomaterials can be synthesized in different sizes, shapes, distributions, and com-
positions makes them unique for biosensor applications [14]. The nanotechnological 
approach is indispensable for biosensor design, as it ensures superior optoelectronic, 
electrical conductivity, catalytic activity, and biocompatibility properties as a result 
of a high surface-to-volume ratio [14, 17]. Due to these unique multi-functional prop-
erties, many researchers have recently focused on the use of various nanomaterials in 
biosensors. There are several reported techniques to fabricate electrodes to develop 
highly sensitive, selective, and rapid nanosensors for biosensing applications. Various 
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strategies, such as using nanocomposite structures, indium tin oxide (ITO)-polymer, 
conductive polymer nanoparticles, screen-printing water-based carbon ink method, 
surface molecular imprinting method, inkjet printing method, recrystallization 

Figure 1. 
The schematic diagram of the classification and application areas of biosensors.



193

Nanostructures in Biosensors: Development and Applications
DOI: http://dx.doi.org/10.5772/intechopen.108508

method, injection molding method, and charge transfer method, have been used for 
the fabrication of high-performance biosensors [22]. It is known that nanomaterials 
have good detection sensitivity with a high specific surface area and homogeneous 
particle distribution. In particular, graphene, GO, and reduced graphene oxide (rGO) 
metal oxide nanocomposites are the preferred nanomaterials for the production of 
electrochemical sensors. In the last decade, graphene and graphene-based nanocom-
posites have been investigated to design biosensors with improved performance. In 
2016, Eftekhari-Sis et al. developed a novel GO/5-carboxy fluorescein-labeled DNA-
based nano-biosensor for monitoring of the mutation in exon 19 of the EGFR gene in 
lung cancer [23]. Bao et al. (2019) proposed an effective 3D graphene/copper oxide 
nano-flowers-based acetylcholinesterase electrochemical biosensor for the detection 
of malathion [24]. The experimental results showed that the proposed biosensor had a 
low detection limit of 0.31 ppt in concentration, ranging from 1 ppt to 15.555 ppb due 
to the excellent conductivity and adsorption property of the CuO NFs nanocomposite 
electrode. In 2021, a novel non-enzymatic PAN: β-rhombohedral borophene-based 
non-enzymatic electrochemical biosensor has been prepared for the detection of 
glucose by Taşaltın [25]. The two-dimensional (2D) PAN: β-rhombohedral borophene 
combined non-enzymatic glucose biosensor was developed, and the proposed biosen-
sor detected glucose with a low LOD of 0.099 mM in a concentration range from 1.5 
to 12 mM and a rapid response time (30 s) due to the electrochemical oxidation of 
glucose. Up to date, 0D–2D nanomaterials-based nanobiosensors have been reported 
with high sensing performance in the form of polymer-based, metal-based, carbon-
based, and composite-based nanosystems.

2.1 Polymer-based nanobiosensors

Polymer-based nanostructures are used for purposes such as to improve cell 
permeability, to increase therapeutic application, to control dosage frequency and 
amounts due to their adjustable nanoscale properties in order to improve efficiency 
in the use of biosensors. Although there are stand-alone applications, polymer-based 
nanostructures are generally used in composite-based biosensor systems and are 
preferred in areas such as drug delivery systems, nanomedicines, catalysts, waste-
water treatment, etc. Polymer-based nanostructures used in biosensors can be in 
forms such as polymeric dendrimers, micelles, nanogels, polymersomes, and polymer 
nanoparticles [26]. In literature, Vais et al. [27] developed a novel DNA biosensor 
for the detection of Trichomonas vaginalis via an electropolymerized poly(ortho-
aminophenol) (POAP) thin-film-based transducer. The POAP film was developed 
as an electrochemical nanotransducer and acted as a redox active indicator. In this 
pursuit, the POAP nanotranducer exhibited long-time stability, good reproducibility, 
high selectivity for Trichomonas vaginalis, and reusability. It has also been reported 
that POAP film has significant potential in the development of biosensors for DNA 
immobilization in biomedical applications. In another study, Singh et al. [28] studied 
a novel L-asparaginase (L-ASP) immobilization by obtaining a polymer-based carrier 
of gelatin alginate nanoparticles (GANp) synthesized by the ionic gelation method. 
The produced nanoparticles in the study were tested as a polymer nanoparticle-based 
fiber optic asparagine biosensor. The tested biosensor works on the basis of detect-
ing the fluorescence intensity of Rhodamine 6G with L-ASP as a bioreceptor when 
there is an ammonia release occurring in the presence of asparagine. The authors 
stated that the polymer-based nanostructure of GANp was successful in L-ASP 
immobilization and offered a selective, sensitive, reusable, and reproducible solution 
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for the asparagine biosensor and that it could also be used in leukemia patients. 
In 2020, Zahed et al. [29] successfully developed a flexible poly (3, 4-ethylene 
dioxythiophene)-poly (styrene sulfonate) (PEDOT:PSS) anchored 3-dimensional 
(3D) porous laser-induced graphene-based electrochemical glucose and pH biosen-
sor with a highly sensitivity by modifying the surface electrode with PEDOT:PSS/
graphene. In this report, various advantages of conductive PEDOT:PSS, such as high 
electrical conductivity, solution workability, chemical stability, and biocompatibility, 
have been brought to the fore in biosensor applications. Tran et al. [30] highlighted 
the development of conducting polymer-based electrochemical biosensors for the 
detection of proteins and nucleic acids as biomarkers for COVID-19. Different meth-
ods of SARS-CoV-2 by biosensor have been highlighted, such as detection of virus 
and antigen, viral RNA, and antibody in next-generation diagnostic technologies. In 
this study, different detecting mechanisms such as gene interaction, protein-protein 
interaction, protein-aptamer interaction, protein-antibody interaction, antigen-
specific antibody response, receptor binding domain interaction, and SARS-CoV-
2-angiotensin-converting enzyme 2 (ACE2) interaction for electrochemical virus 
biosensors were presented. However, the desired success in COVID-19 sensors has not 
been achieved due to some disadvantages such as weak interaction forces, uncontrol-
lable reactions, large diffusional barriers, poor water solubility, and poor stability.

2.2 Metal-based nanobiosensors

Metal-based structures at the nanoscale are used in many fields due to their func-
tionability, catalytic and electrical properties, surface plasmon resonance behavior, 
charge conduction, and sensing properties, and these properties provide unique 
advantages, especially for biosensor applications. Core@shell nanomaterials have been 
successfully synthesized by different methods, such as the hydrothermal method [31], 
sonochemical method [32], microwave irradiation [33], laser ablation [34] etc. In 2022, 
Mallick et al. highlighted the requirement of metal@metal oxide (M@MO) core@shell 
nanoparticles (NPs) with chemical, physical properties, and unique morphologies 
at the nanoscale in high-performance biosensor applications [35]. Various charac-
terization methods such as photoluminescence (PL), UV-visible spectrophotometer, 
dynamic light scattering (DLS), scanning electron microscopy (SEM), wet-scanning 
electron microscopy (wet-SEM), field-emission scanning electron microscopy 
(FESEM), energy-dispersive X-ray spectroscopy (EDX), transmission electron micros-
copy (TEM), Fourier-transform infrared spectroscopy (FTIR), Raman spectrometer, 
X-ray photoelectron spectroscopy (XPS), and X-ray diffraction (XRD) are used to 
characterize nanostructures. However, thanks to new studies demonstrating advance-
ments in nanotechnology, it is proven that the sensing performance of chemosensors 
and biosensors improves depending on the size and shape of nanostructures, including 
TiO2, SnO2, CuO, ZnO, WO3, and Fe2O3 nanoparticles with different morphologies.

Metals (Au, Ag, Pt, etc.) and metal oxides (ZnO, ZrO2, CuO, Fe2O3, TiO2, etc.) 
were investigated in metal-based biosensor studies. Among metal nanoparticles, 
noble metal nanoparticles (such as silver (Ag) and gold (Au) NPs) have been widely 
studied for use in biosensor applications [21, 36]. In particular, Ag NPs and Au NPs 
have been used for the detection of heavy metals such as cadmium, arsenic, mercury, 
etc. [21]. Santhosh et al. [37] synthesized novel plant-derived Ag NPs and tested 
them for the detection of heavy metals. In this study, waste Allium cepa L peels were 
prepared as a plant extract and then Ag NPs were synthesized in a greener way by 
chemical precipitation via using the plant extract.
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The synthesized Ag NPs were tested in the solution of various heavy metal salts 
and a significant color change was observed in the HgCl2 solution. This result paves 
the way for the detection of mercury in the liquid phase by observation, which is easy 
and does not require any tools. The authors stated that green-produced Ag NPs can be 
used as a simple and inexpensive sensing partner in biosensor applications. In light of 
the metal-based nanosystems with sensing performances, Hasan et al. [38] worked 
on developing a gold nanoparticle-based biosensor that provides observation in a 
colorimetric way for the early diagnosis of ovarian cancer, which is one of the most 
common cancer types in women. In their study, a novel aptamer-based fluorescence 
sensor was develpoed for the detection of platelet-derived growth factor (PDGF). 
It aimed to develop a biosensor based on the fact that Au NPs show significant color 
change after aggregation. The authors stated that after aptamers and platelets were 
added to the Au NPs solution, aggregations occurred and changed the particle size 
of the NPs. In this case, the color of the solution changed from a pinkish color to a 
purplish color. Also, they said that the aptamers and Au NPs-based structure have 
potential for such applications by providing the observability of such an important 
disease in a simple, fast, inexpensive, and effective way for early diagnosis. Another 
metal-based nanostructure widely used in biosensor applications is metal-oxide 
nanoparticles (MO NPs). Many different forms of synthesized nano-sized metal 
oxides have many uses as transducers in biosensors, and many studies are being 
conducted on them [17]. Karakuş et al. [39] synthesized novel green polyphenol 
matrix CuO nanoparticles with the help of matcha tea powder extract by a low-cost, 
easy, green, and fast sonochemical method and then studied the development of the 
biosensor for the smartphone-based digital colorimetric detection of ammonia. In the 
study, the prepared CuO NPs solution was coated onto the gold electrochemical trans-
ducer by drop-casting and then dried at 40°C, and CuO NPs-based electrochemical 
biosensors were prepared. It was clear that the prepared biosensor carried out with 
the detection of color changes by performing red-green-blue (RGB) analysis in the 
examinations with the help of a smartphone provides an easy and highly selective 
detection of ammonia at nano levels.

2.3 Carbon-based nanobiosensors

Carbon is one of the most special elements in the material science world. It can 
be used in many areas thanks to its different atomic array versions, such as graphene, 
graphite, fullerenes, and nanotubes. Two general approaches, such as top-down 
(laser ablation, chemical ablation, electrochemical, and sonication) and bottom-up 
(ultrasonication, solvothermal, electrochemical, hydrothermal, and microwave 
methods), have been used for synthesizing carbon dots, carbon nanotubes, carbon 
nanorods, and carbon fibers. Due to its ability to improve electrical, mechanical, 
physical, and chemical properties, it was used in various fields. In recent years, 
various studies have been carried out on carbon-based nanobiosensors in biosen-
sor applications [40]. Sreekanth et al. [41] studied the detection of cadmium metal 
in water with multi-walled carbon nanotube enhanced nanobiosensors. Heavy 
metals, especially cadmium, are harmful to both nature and humans and pose a 
serious threat to human health. In this study, a nanobiosensor was developed to 
detect cadmium (Cd) metal with a DNA-assisted electrochemical technique. In 
the study, the glassy carbon electrode (GCE) was decorated with a multi-walled 
carbon nanotube, and dsDNA was immobilized on the carbon nanotube decorated 
GCE. Furthermore, heavy metal detection was examined by using differential pulse 
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voltammetry (DPV) analysis. In the presence of Cd (II) ions, dsDNA interacts with 
Cd to form ssDNA. ssDNA binds with ethyl green (EG), and this provides a notice-
able change in reduction peak current. Higher reduction peak currents are observed 
at increasing Cd concentrations. The developed nanobiosensor has demonstrated 
the potential of multi-walled carbon nanotubes in nanobiosensor applications with 
its ability to detect Cd at a limit of detection (2 nM) and sensitivity (5 nA nM−1). In 
addition, Ballen et al. focused on the development of cantiveler biosensors to detect 
the presence of cadmium. In their studies, they developed urease, (GO), and urease/
GO-based nanobiosensors and investigated the properties of nanobiosensors for the 
detection of Cd. The urease nanobiosensor has a detection limit of 0.03776 ppb, while 
the GO/urease nanobiosensor has a more advanced detection limit of 0.01831 ppb 
[42]. In another study, Taşaltın et al. studied a nanobiosensor enhanced with rGO 
synthesized by an ultrasonic microwave assisted method for propamocarb pesticide 
detection. It has been reported that the developed biosensor in the study has superior 
properties such as high selectivity (101.1 μAμM−1 cm−2), rapid response (1 min), a 
wide linear range (1–5 μM), and a low detection limit (0.6 μM) of pesticide [43]. In 
another study, Elugoke et al. [44] fabricated a novel electrochemical biosensor based 
on a modified electrode with carbon quantum dots and CuO nanocomposite for the 
detection of dopamine using square wave voltammetry (SWV). The electrochemical 
results showed that the carbon quantum dots-CuO nanocomposite-based biosensor 
exhibited a low LOD of 25.4 μM in a wide linear range from 1 to180 μM. Furthermore, 
it was proposed that the sensing mechanism was based on the negative charge of the 
oxygen-containing functionalities on the modified electrode, which attracted the 
positively charged analyte. With a similar approach, Gaidukevic et al. [45] prepared a 
sensitive electrochemical rGO-based biosensor for the determination of dopamine in 
the presence of malonic acid and P2O5 additives. Experimental results showed that the 
proposed biosensor exhibited high sensitivity of 28.64 μA μM−1 cm−2 and a low LOD 
value of 0.11 μM for the detection of dopamine. Additionally, it was reported that the 
sensing mechanism of the redox reaction of analyte was changed due to the change 
from reversible to irreversible transition. The biosensing mechanism of the redox 
reaction of analyte was changed due to the change from a reversible to an irreversible 
transition. In addition, the electrochemical process was a phenomenon occurring in 
the surface adsorption-controlled reaction.

2.4 Composite nanobiosensors

Another most commonly used material type is composite materials, in nanobio-
sensor applications. These materials have been developed with the combination of 
the desired properties of two or more materials in their structure, and these materials 
have also come to the fore in applications thanks to their superior properties [46]. So 
far, sensor studies have been reported on many nanomaterials-based biosensors that 
focused on flexible, stretchable, and wearable sensors to determine target analytes 
such as heart rate, blood pressure, breathing rate, serum electrolyte, temperature, 
creatinine, albumin, urea, DNA, RNA, and glucose. Based on the use of composite 
nanomaterials, Ebrahimi et al. developed a microRNA-199a-5p targeted electrochemi-
cal nanobiosensor for Triple-Negative Breast Cancer. The composite nanobiosensor 
was prepared using gold nanorods, GO, and graphene electrode glass. Fetal bovine 
serum and human serum samples were studied for detection of microRNA-199a-5p 
in this study. It was stated that high selectivity and sensitivity were observed in 
both sample environments. It has been reported that the prepared composite 
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nanobiosensor offers an important potential due to its detection even at low concen-
trations [47]. In another study, Karakuş et al. studied glucose detection by developing 
an electrochemical nanobiosensor prepared with polyacrylonitrile (PAN) and rGO. It 
has been stated that due to the redox mechanism provided by rGO, it allows glucose 
detection with high stability and sensitivity. It has been stated that compared with 
the PAN-based sensor, the nanobiosensor supplemented with rGO provides glucose 
detection with higher sensitivity [48]. This shows the importance of developing 
composite structures for nanobiosensor applications. In another study, Baytemir et al. 
studied the detection of glucose with an electrochemical nanobiosensor and devel-
oped a nickel phthalocyanine-borophene composite based nanobiosensor. It has been 
reported that the borophene-doped nanobiosensor exhibits high electrical conductiv-
ity and sensitivity compared with the NiPc nanobiosensor. It was also stated that the 
composite nanobiosensor exhibited a lower limit of detection value [49]. In another 
study, Samak et al. developed a novel nanobiosensor for H2S detection that is coupled 
with a DNA/sulfide fluorophore (SF) and a hybrid composite (alumina nanorods 
and GO nanosheet). In the study, it was stated that composite structures that can be 
produced in a controllable way are important in nanobiosensor applications and that 
the prepared composite nanobiosensor for sensitive and selective H2S detection in 
wastewater can be developed [50]. As seen from the literature, composite structures 
have an important potential for nanobiosensor applications and can be used in many 
different areas. In Table 1, comparison of developed nanobiosensor for the detection 
of specific analytes was presented.

2.5 MXene nanobiosensors

Discovered in 2011 and attracting great attention in recent years, especially in 
advanced nanosensor technologies, MXene is a 2D transition metal carbide and 
nitride material with different functional groups (-O, -OH, and -F). MXene sensors 
have been great attention with their excellent electrical, biological, chemical, surface, 
and mechanical properties in various applications such as water treatment systems, 
energy storage materials, photothermal systems, and sensor applications.

Recently, various types of 2D nanomaterials have been produced in small quanti-
ties for other applications outside the sensor field, whereas scale of production for 
healthcare applications poses a major challenge. In addition, it has been proven that 
most of the 2D materials produced have properties such as hydrophobic and instabil-
ity in the air environment. Therefore, 2D MXene materials have a strong influence 
in the field of modern science, with the development of issues with superior metal-
lic conductivity, ease of processing, hydrophilic character, chemical stability, and 
layered morphology. Soomro et al. developed a novel photo-electrochemical NiWO4- 
MXene sensor for the detection of the prostate-specific antigen [63]. According to 
the experimental results, it was found that the sensor had a wide detection range 
from 1.2 fg.mL−1 to 0.18 mg.mL−1 and a low detection limit of 0.15 fg.mL−1 for the 
prostate-specific antigen. In another study, Qin et al. reported that MXene/V2O5/
CuWO4-based sensor had a highly selective against ammonia at room temperature 
in few seconds [64]. Ranjbar et al. studied the sensing performance of the novel 
wearable conductive polymer/MXene-based pressure sensor for the human detection 
and information transmission using cotton fabric [65]. In another study, Zhu et al. 
developed a novel acetone sensor using ZnO/Ti3C2Tx-MXene composite nanomateri-
als [66]. The few-layered ZnO/Ti3C2Tx-MXene composite nanomaterial was pre-
pared by a hydrothermal method Furthermore, the proposed nanosensor exhibited a 
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high-sensing response nearly six times higher than that of the ZnO in a concentration 
range of 14.4–100 ppm of acetone at 320°C due to the large specific surface area and 
layered structure. Finally, the sensing mechanism was proposed based on the large 
specific surface area, sufficient adsorption and reaction sites, a large number of 
oxygen functional groups (-O, -OH) of MXene nanostructures, and the surface of the 
modified electrode for sensing gas molecules.

3. Future trends of sensing nanomaterials

With these developed nanomaterial-based sensors, various sensors with excellent 
sensing performance values have been fabricated, and their sensing performances 
have been observed to detect the target analyte in a short time. Accordingly, previous 
results show that advanced biosensors are low-cost, easier to use, selective, rapid, 
and sensitive. In addition, the synthesis methods of large-scale nanostructure-based 
sensors are still a hot topic. Considering the nanostructures outlined in this review, it 
is clear that many nanosensors, each with their own unique superior properties and 
advantages, are suitable for incorporation into biosensing nanoplatforms. In par-
ticular, MXene and its composites appear to be a promising choice for use in forensic 
biosensors due to their ultra-sensitivity and superior electrochemical properties that 
provide a broad absorption spectrum. The use of MXene and MXene composites 
with various detection systems such as antibodies, genes, viruses, biomarkers, and 
enzymes allows the fabrication of rapid and ultra-sensitive biosensors with very 
low LOD values. As research in the field continues to expand, there is no doubt that 
portable and flexible biosensors for real-time mobile detection of illicit drugs, early 
detection of disease, environmental pollutants, and biological traces will become 
universal in sensor applications and facilitate quality of life. However, it has also 
been shown that nanosensors can rapidly detect the target molecule among mixed 
components at very low concentrations, and detection research in the health field is 
gaining momentum. It is seen that successful experimental data have been obtained in 
the field of development and sensing mechanisms of 2D materials-based nanobiosen-
sors, which is an interesting subject for biomedical and environmental applications. 
As a result, there are not enough reports on the research of sensitive, selective, and 
effective nanostructure-based sensors with different morphologies. For this reason, 
nanostructure-based sensors with high sensing potential are being investigated and 
will guide future studies in a wide spectrum of science.
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Chapter 13

Biological Sensing Using Infrared 
SPR Devices Based on ZnO
Hiroaki Matsui

Abstract

Biological detection based on surface plasmon resonances (SPRs) on metallic 
Ga-doped zinc oxide (ZnO: Ga) film surfaces is introduced as one of the interesting 
functionalities of ZnO. SPRs on ZnO: Ga films (ZnO-SPRs) have attracted much 
attention as alternative plasmonic materials in the infrared (IR) range. This chapter 
focuses on the structure and optical properties of ZnO-SPR with different layer struc-
ture from experimental and theoretical approaches. First, the plasmonic properties of 
single ZnO: Ga films excited by Kretschmann-type SPRs were investigated. Second, 
an insulator–metal–insulator structure with a ZnO: Ga film applied as a metal layer is 
introduced. Finally, hybrid layer structures with the capping of thin dielectric layers 
to ZnO-SPR (dielectric-assisted ZnO-SPR) were fabricated to enhance SPR properties 
in the IR range. The biological sensing on ZnO-SPR is experimentally demonstrated 
by measuring biological interactions. This work provides new insights for fabricating 
biological sensing platforms on ZnO materials.

Keywords: oxide semiconductor, surface plasmon, near-infrared, biological detection, 
zinc oxide, heterointerface

1. Introduction

The impurity dopants in zinc oxide (ZnO) produce interesting optical, electri-
cal and magnetic functionalities. For example, photoluminescence behaviors are 
observed by doping with rare-earth and transition-metal atoms [1–4]. Ferromagnetic 
properties are found by the incorporation of transition-metal atoms into the host 
[5–7]. Above all, the donor dopants, such as Ga and Al ions, lead to the metallic 
conductivity of ZnO which has been widely used as transparent electrodes [8, 9]. The 
metallic properties of ZnO are also prospective candidates for alternatively plasmonic 
materials in the infrared (IR) range [10–13]. Unlike classical plasmonic materials such 
as Ag and Au metals, plasmonic resonances can be controlled by changing electron 
density in ZnO. Additionally, the electronic structure of ZnO is composed of 4 s and 
2p orbitals, providing no inter-band transition such as those shown by Ag and Au 
metals [14]. The inter-band transition of ZnO only shows in the ultra-violet range. 
This band system produces a low optical loss in the IR range. Thus far, different 
geometries such as dots, wires, and films have been chosen to study surface plasmon 
resonances (SPRs) [15–17]. These SPR-related studies have shown the unprecedented 
capabilities of ZnO for use as alternatives to metals in IR applications.
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It is known that ZnO is one of the interesting materials in biological sensing.
Optical and electrical techniques detect biomolecular interactions on ZnO film 

surfaces. The piezoelectric responses of ZnO have been applied to biosensors based on 
surface acoustic waves [18]. Electrochemical impedance is needed to use transparent 
electrodes based on ZnO [19]. These interesting properties of ZnO as biocompatible 
materials have generated much attention as solid oxide substrates for highly sensitive 
biosensing platforms. Our group has investigated layer samples of ZnO to improve the 
optical technology associated with SPRs. In particular, layer samples could readily be 
employed in biological sensing based on propagation-type SPRs. The benefits of layer 
samples with large surface areas render film platforms more attractive for industrial 
applications. Recently, SP waves, which are excited by traverse magnetic polarization, 
have been produced in ZnO-based optical fibers as biochemical sensing probes [20, 21]. 
Surface-enhanced infrared absorptions have also been confirmed on ZnO film surfaces 
using a prism-based SPR method [22, 23]. These previous studies indicate the potential 
of ZnO-based SPR (ZnO-SPR) biosensors and have motivated the study of biological 
sensing.

In this chapter, we discuss the structural and optical properties of ZnO-SPR from 
experimental and theoretical approaches. We first outline single layers’ SPR proper-
ties based on ZnO: Ga, which is referred to as a single sample. The single sample is 
excited by Kretschmann-type SPRs using attenuated total reflection (ATR) optics. 
Second, the utilization of an insulator–metal–insulator (IMI) structure to a ZnO-
SPR (IMI sample) is introduced in relation to the long-range SP mode. Finally, we 
fabricate hybrid layer structures with the capping of thin dielectric layers to ZnO-SPR 
(dielectric-assisted ZnO-SPR; hybrid sample) to enhance SPR properties in the IR 
range. Schematic pictures of single, IMI and hybrid samples are shown in Figure 1. 
Each sample’s detection sensitivity is discussed from the viewpoint of electric-field 
distribution (E-field), propagation and penetration depths of SP waves. Finally, 
biological sensing on ZnO-SPR is experimentally demonstrated by measuring biologi-
cal interactions between biotin and streptavidin. This study introduces SPR devices 
based on ZnO for biological sensing.

2. SPRs properties of single ZnO layer surfaces

This section deals with the correlation between SPR phenomena and evanescent 
fields on metallic ZnO: Ga film surfaces. The fabrication of ZnO: Ga film is introduced 

Figure 1. 
Schematic figures of SPR sensing platforms of (a) single, (b) IMI and (c) hybrid samples.
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as follows [13]. ZnO: Ga films with 5% Ga content were grown on BK-7 glass sub-
strates at 260°C using the pulsed laser ablation (PLD) method. ArF excimer laser 
pulses (193 nm, 3 Hz, and 1 J/cm2) were irradiated on a ZnO: Ga ceramic target in an 
O2 atmosphere of 10−4 Pa. The film thickness (t) was controlled within 41 to 180 nm 
range. A BK-7 glass substrate with a refractive index of 1.517 was applied using an 
ATR system with a BK-7 optical prism. SPR reflectance (Rp/Rs) was measured using a 
Kretschmann-type ATR system connected to a Fourier-transform NIR spectrometer, 
where Rp and Rs indicate the p- and s-polarized reflection lights, respectively. The 
spectral intensity of SPR reflectance was acquired in the wavenumber range of 7000–
4000 cm−1. For theoretical calculations, SPR reflectance spectra and their electric-field 
(E-field) depths were simulated by Fresnel relations of an N-multilayer model to 
calculate reflection coefficients under s- and p-polarized configurations [13, 24].

Figure 2(a) shows SPR reflectance spectra of a 174 nm-thick film as a function 
of incident angle (θ) from 62o to 72o in 2o increments. The peak position gradually 
shifted to higher wavenumbers with increasing incident angle, also confirmed by 
calculated SPR reflectance spectra (Figure 2(b)). The SPR behavior was not observed 
in the film samples with small thicknesses below 100 nm. The screened bulk plasmon 
resonances appeared in place of SPRs. Figure 2(c) shows a dispersion curve of a 
164 nm-thick film sample, revealing consistency between the experimental  

Figure 2. 
(a) Experimental and (b) calculated SPR reflectance spectra of a 174 nm-thick ZnO: Ga film. Water was 
selected as the dielectric medium. The incident angle of light (θ) was changed from 62o to 72o. (c) Experimental 
and calculated dispersion curves of SPRs. A dotted line indicates a light line in a water medium. (d) a depth-
dependent mean square evanescent field at calculated at an SPR peak position of θ = 72.
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(black circles) and calculated (black line) data, which were derived from the single 
SPR mode at the water-ZnO: Ga film interface. The result of E-field depth also 
evidenced this result. Figure 2(d) shows a depth profile of a mean-square evanescent 
field <Ezz

2 > at 4500 cm−1 of the p-polarized component along the z-direction. Here, 
the x and y directions are parallel to the film, while the z direction is normal to the 
film. The film sample had a < Ezz

2 > value of 7.3 with a penetration depth (δW) of 
200 nm into the water medium, where δW was determined at the depth at which the 
field decays by a factor of 1/e. The ZnO: Ga film provided a narrow field depth in the 
IR range, which was essentially different from Au film-based SPRs [25].

The SPR performance was evaluated by examining the bulk sensitivity using a 
change in the refractive index of glucose-water mixed solution. Figure 3(a) shows the 
SPR reflectance spectra at θ = 75o for a 107 nm-thick ZnO: Ga film using different  
 glucose contents (0, 1 and 5 g/dL) [24]. The peak position systematically shifted to 
lower wavenumbers with increasing glucose content in water, showing a peak shift 
(Δv) of 22 cm−1 at 1 g/dL. Furthermore, we experimentally and theoretically evalu-
ated the sensitivity (Sexp and Scal) at a wavenumber of 4500 cm−1. The detection 
sensitivity was expressed by the following expression:

 /S v n= ∆ ∆  (1)

where Δn indicates the per unit change in the refractive index. The experimental 
Sexp was determined to be 8300 cm−1/RIU (RIU: refractive index unit), which was 
similar to the calculated value (8600 cm−1/RIU) (Figure 3(b)).

This section introduced the SPR responses of single ZnO: Ga film surfaces in the 
IR range. We could clearly observe the SPR spectra and their field distributions. The 
bulk sensitivity was evaluated using the glucose-water solution to estimate sensing 
performance. However, the bulk sensitivity requires improvement for real-time 
monitoring of biological interactions.

Figure 3. 
(a) SPR reflectance spectra of the single film measured with varying glucose content in water from 0, 1 and 5 g/dL. 
(b) Correlation between peak shift (Δv) and glucose content in water for the single film. The change in refractive 
index (n) of a mixed solution consisting of glucose and water is also described in the upper horizontal axis. 
Black line and dots indicate calculated and experiment data (Figure 4(b) and (c) of [24]). Copyright by the 
American Institute of Physics.
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3. IMI structures for sensing performance

The evanescent depth of SPR plays an essential role in determining the sensing 
performance of plasmonic devices [26]. Above all, an IMI structure can control the 
evanescent field by changing the thickness of the metal layer [27]. This IMI structure 
is applied to slightly asymmetric dielectric media [28]. The slightly asymmetric IMI 
structure can provide benefits for aqueous sensing solutions. To date, no attention has 
been paid to the SPR property based on a ZnO-related IMI structure. The employ-
ment of IMI geometry to SPR excitations on ZnO: Ga films remains unclear. In this 
section, we introduce asymmetric IMI structures consisting of water, ZnO: Ga, and 
a cytop polymer. In particular, water-based IMI structures are one of the interesting 
sensing platforms in SPR applications. The benefits of SPR are confirmed from the 
bulk sensitivity based on index changes. We discuss the sensing performance of ZnO-
SPR based on the proof-of-concept of an IMI structure.

The fabrication of IMI samples was performed as follows. The refractive index of 
a cytop polymer is kept close to water, which can excite SPRs using IMI structures 
with ZnO: Ga films. A Cytop polymer (perfluropolymer) film (1.8 mm-thickness) 
was deposited on BK-7 glass substrates using a polymer content of 9% in fluoride 
solvent by a spin coating method (2500 rpm for 50s). The coated polymer films were 
annealed at 220°C for 2 h in the air to evaporate the solvent. ZnO: Ga films were 
fabricated on polymer/glass substrates using PLD at room temperature. ArF excimer 
laser pulses (193 nm, 5 Hz, and 1 J/cm2) were focused on ZnO: Ga targets in an O2 
flow of 10−4 Pa [29].

The IMI sample SPR reflectance spectra are shown in Figure 4(a). The peak 
positions gradually moved within the 4000 to 6000 cm−1 range with an increasing 
incident angle from 60.5o to 64o in 2o increments [29]. The SPR spectra were observed 
even at a film thickness of 22 nm. The SPR peak dependence on the incident angle of 
light for the IMI sample was higher than that for the single ZnO film. In addition, the 
IMI sample showed narrower spectral features than those of the single ZnO films. 
These behaviors were also confirmed by theoretical SPR spectra (Figure 4(b)) [29].

The SP mode of an IMI structure is separated into two types of plasmon branches 
comprising the short-range and long-range SP modes. The dispersion curves of both 
SP modes can be described using the Maxwell relations in a planar structure [30]:
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where εi(v) (i = 0, 1, 2) represents the dielectric function in each layer, i.e., water, 
ZnO: Ga, and cytop polymer layers, respectively. Figure 4(c) shows a dispersion 
curve of the IMI sample, revealing two plasmon branches of short-range and long-
range SP modes. The experimental data were similar for the long-range SP mode, 
which was due to the phase-matching of wave vectors of SPRs at the water–ZnO: Ga–
cytop polymer interfaces. An SP wave of the long-range mode is expected to show a 
longer propagation distance than that of the single-mode. The following equation can 
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express the propagation distance (Lprop): Lprop = 1/2 × Im[kx] [31], which represents 
the length from the launch point where the evanescent field power decays by a factor 
of 1/e. The Lprop value of the IMI sample was approximately 10 μm, which was longer 
than that of the single film (Lprop = 3 μm). The difference in SPR response between the 
IMI sample and single films was related to the propagation distance.

Figure 4(d) shows a depth profile of a mean-square evanescent field at 4500 cm−1 
of the p-polarized component [29]. The value of <Ezz

2 > was estimated to be 18.0, 
which was higher than that of the single film. Besides, the δw value in the water 
medium was in the vicinity of 1 μm. The penetration depth clearly expanded when 
using the IMI sample, relating to the long propagation distance and the high angle 
dependence of SPR reflectance spectra.

Figure 5(a) shows the SPR reflectance spectra (θ = 58.25o) of the IMI sample, 
revealing a large Δv of 82 cm−1 at 1 g/dL, which was higher than that of the single film 
[29]. Additionally, the sensitivity was measured at 4500 cm−1, which resulted in a 
large Sexp value of 30,530 cm−1/RIU. This value was close to the theoretical estimation 
(Scal = 33,000 cm−1/RIU). The enhanced sensitivity was attributed to the evanescent 
field depth and longer propagation distance of the SPR, which was compared with the 
single film (Figure 5(b)) [29].

Figure 4. 
(a) Experimental and (b) calculated SPR reflectance spectra of the ZnO IMI sample with a film thickness (t) 
of 22 nm. Water was selected as the dielectric medium. (c) Experimental and calculated dispersion curves of 
the ZnO IMI sample (t = 22 nm). A dot line indicates light line in water medium. Long-range and short-range 
SP modes are represented in the figure. (d) a depth-dependent mean square evanescent field at calculated at 
4500 cm−1 for the IMI sample (Figures 4(d) and 5(c) of [29]). Copyright by the American Institute of Physics.
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In this section, we investigated the SPR properties and sensing performance of 
the IMI sample. The SPR spectra of the IMI sample displayed narrower features than 
those of the single film. This result provided the extended evanescent field depth and 
the long propagation distance. Consequently, the sensitivity of the IMI sample was 
markedly enhanced compared to that of the single film.

4. Dielectric-assisted ZnO-SPR

In Sections 2 and 3, we introduced the SPR properties of the single film and IMI 
sample. The single film showed broad SPR resonances and weak evanescent fields. 
The use of an IMI structure increased the evanescent field because of the long-range 
SP mode. However, the IMI sample produced a large sensing volume on the sample 
surface due to the long penetration depth, where it is not easy to detect small changes 
in the refractive index near the sample surfaces. Therefore, there is a need to find 
new strategies for circumventing the structural limitations of ZnO-SPRs in terms of 
penetration depth and evanescent field. Consequently, we propose a new structural 
concept based on dielectric-assisted SPRs to overcome some difficulties associated 
with ZnO-SPRs for real-time monitoring of biological interactions.

When sufficiently thick dielectric layers are placed on Ag and Au-metal layer 
surfaces, waveguide modes are supported in addition to the conventional SP mode 
[32, 33]. However, the sensing performance of a waveguide is comparable to that of a 
classical SPR. However, the Ag and Au-based SPR devices with thin dielectric layers 
(e.g., Al2O3 and SiO2) show SP waves along the thin dielectric layer surfaces with 
a thickness insufficient to support a waveguide mode. The SP waves of dielectric-
assisted SPRs sufficiently penetrate the analyte region, unlike the waveguide mode. 
Therefore, the introduction of thin dielectric layers on top of Ag and Au metallic films 
has been reported to improve the sensing performance in the visible range [34].

Figure 5. 
(a) SPR reflectance spectra of the IMI sample measured with varying glucose content in water from 0, 1, and 
5 g/dL. (b) Correlation between peak shift (Δv) and glucose content in water for the IMI sample. The change in 
refractive index (n) of a mixed solution consisting of glucose and water is also described in the upper horizontal 
axis. Black line and dots indicate calculated and experiment data (Figure 4(b) and (c) of [29]). Copyright by 
the American Institute of Physics.
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In this section, we report on the capping of thin dielectric layers to a ZnO-SPR 
sensing platform to enhance the detection sensitivity in the IR range. Here, we define 
dielectric-assisted ZnO-SPR devices as “hybrid samples”. The insertion of dielectric 
layers changes the E-field distribution and penetration depth, providing enhanced 
detection sensitivity. The improvement in sensing performance is discussed from the 
viewpoint of penetration depth and E-field of the SP waves. Finally, we introduce the 
sensing capabilities of the hybrid samples by measuring the biological interactions 
between biotin and streptavidin.

The fabrication of hybrid samples was conducted as follows. Cytop polymer films 
(2.2 μm thickness) were deposited on BK-7 glass substrates. Metallic ZnO: Ga films with a 
thickness of 22 nm were fabricated on the polymer-coated substrates using a PLD method 
at room temperature (RT). Fabrication conditions of the polymer and ZnO: Ga films were 
the same as those of the IMI sample. In this study, we selected Ga2O3 as a dielectric layer. 
190 m-thick Ga2O3 dielectric layers were deposited over ZnO: Ga layers on the polymer/
glass substrates at RT in an O2 flow of 10−4 Pa using the PLD method [35].

Figure 6(a) shows a hybrid sample’s experimental SPR reflectance spectra with a 
Ga2O3 thickness of 190 nm [35]. The peak positions moved within the 4000–5500 cm−1 

Figure 6. 
(a) Experimental and (b) calculated SPR reflectance spectra of the hybrid sample with a Ga2O3 thickness of 
190 nm. Water was selected as the dielectric medium. (c) Experimental and calculated dispersion curves of the 
IMI sample and hybrid sample. Black open and closed circles indicate experimental data. Dotted and straight 
lines represent calculation data. (d) a depth-dependent mean square evanescent field at calculated at 4500 cm−1 
for the hybrid sample (Figures 4(c), 6(d) and (h) of [35]). Copyright by the American Chemical Society.
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range as the incident angle increased in 2.5o increments. The dependence of the SPR 
peak on the incident angle of light for the hybrid sample was higher than that for the 
IMI sample. The hybrid sample exhibited narrower spectral features than those of 
the IMI sample. These SPR behaviors were further reproduced by theoretical SPR 
spectra (Figure 6(b)) [35]. The difference in SPR response between the hybrid and 
IMI samples is attributed to the propagation length. An experimental Lprop of approxi-
mately 14 mm was obtained for the hybrid sample, which was greater than that of the 
IMI sample (Lprop = 10 μm). Figure 6(c) shows the dispersion curves of the hybrid 
and IMI samples [35]. The dispersion curve of the IMI sample was close to the light 
line in free space due to the long-range SP mode. However, the dispersion curve of 
the hybrid sample shifted to higher SP wave vectors by insertion of a Ga2O3 layer on 
top of a ZnO: Ga layer surface, leading to changes in the optical properties of the SPR 
reflectance spectra. Besides, the use of Ga2O3 dielectric layer was effective in reduc-
ing the penetration depth in the water medium. Figure 6(d) shows a depth profile 
of a mean-square evanescent field at 4500 cm−1 of the p-polarized component [35]. 
The value of <Ezz

2 > was increased up to 34.5, which was higher than that of the IMI 
sample. Additionally, the δw value in the water medium was suppressed to 400 nm. The 
reduced penetration depth was related to an increase in SP wave vector by inserting the 
dielectric layer to the IMI sample.

Figure 7(a) shows the SPR reflectance spectra of the hybrid sample [35]. The 
dip peaks shifted to lower wavenumbers with increasing glucose concentration. A 
wavenumber shift of 19 cm−1 at 1 g/dL was observed from the SPR reflectance spectra 
taken at θ = 63o. The Sexp and Scal of the hybrid sample were 18,700 and 19,200 cm−1/
RIU, respectively. These values were smaller than those of the IMI sample [35]. 
(Figure 7(b)). This was due to the reduced penetration depth of the hybrid sample. 
Furthermore, there is a need to evaluate the sensitivity (S) and spectral linewidth 
(FWHM: full-width half-maximum) when considering the performance of a biosen-
sor. The figure-of-merit (FoM) is defined by the following relation:

Figure 7. 
(a) SPR reflectance spectra of the hybrid sample measured with varying glucose content in water (0, 1, 1, 2 
and 4 g/dL). (b) Correlation between peak shift (Δv) and glucose content in water for the hybrid sample. The 
change in refractive index (n) of a mixed solution consisting of glucose and water is also described in the upper 
horizontal axis. Black line and dots indicate calculated and experiment data (Figure 8 of [35]). Copyright by the 
American Chemical Society.
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 FWHMFoM=S /  (4)

This relation is used to quantify the general performance of a biosensor [36]. This 
normalization allows for comparison with other sensing platforms. The hybrid sample 
provided a higher FoM value (51.0 RIU−1) than did the IMI sample (36.1 RIU−1). The 
enhanced FoM was attributed to the narrowing of the spectral linewidth resulting 
from the insertion of the Ga2O3 layer.

5. Real-time monitoring of biological interactions

We evaluated the SPR sensing performance of the hybrid sample using the biologi-
cal interactions between biotin-PEG-DPPE and streptavidin. PEG and DPPE indicate 
poly(ethylene glycol) and 1, 2 dipalmitoyl-sn-glycerol-3-phosphatidylethanolamine, 
respectively. The high binding affinity and irreversible binding of the molecular pair 
of biotin-streptavidin is a powerful tool to measure changes in the SPR reflectance, 
which has medical applications such as antigen–antibody reactions and allergic reac-
tions. We conducted surface modifications before the biological experiments using 
self-assembled monolayer (SAM) formation.

The Ga2O3 layer surface of the hybrid sample was chemically modified using 
a SAM of n-octadecylphosphonic acid [C18H37PO(OH)2:ODPA] to form a CH3-
terminated SAM (CH3-SAM). This CH3-SAM is commonly used to obtain hydro-
phobic surfaces because of the strong hydrogen bonding acid–base character of 
the –PO(OH)2 group [37]. The hybrid samples were immersed in ODPA (5 mM in 
ethanol) at RT for 48 h after O2 plasma irradiation. The surface states and chemical 
composition of the SAM-coated sample were investigated using X-ray photoemission 
spectroscopy (XPS). Figure 8(a) shows the typical Ga(3d), P(2p), C(1 s), and O(1 s) 

Figure 8. 
(a) XPS core-level spectra of Ga(3d), P(2p), C(1 s) and O(1 s)-related peaks following different surface 
modifications. The XPS spectra were taken after surface treatments of ODPA in ethanol, ethanol only and O2 
plasma. (b) Ga(3d)- and C(1 s)-related peak intensities as a function of OPDA treatment time. (c) P(2p)-
related peak and intensity ratio of C(1 s) and P(2p) as a function of OPDA treatment time (Figure 10 of [35]). 
Copyright by the American Chemical Society.
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peaks for different surface treatments [35]. The P(2p) peak of the ODPA-coated 
sample was observed at 136 eV, which was not obtained for the ethanol or O2 plasma-
treated samples. This result clarified the formation of CH3-SAM on the sample 
surface. Immersion of the hybrid samples in a toluene solution of ODPA reduced 
the peak intensities related to Ga(3d) and Ga(3p) assigned to Ga–O within 20 min 
owing to the adsorption of ODPA (Figure 8(b)) [35]. The ratio of the surface carbon 
concentration to the phosphorous concentration was 20 ± 1, which was similar to 18, 
the value expected from the molecular formula of ODPA (Figure 8(c)). These XPS 
results revealed the formation of ODPA on the hybrid samples [35].

Biological interactions were conducted as follows [35]. The hybrid and IMI 
samples were washed with ethanol several times and then dried using nitrogen gas. 
Both samples were first exposed to a phosphate-buffered saline (PBS) solution with 
pH = 7.4 [PBS (1) process], until a stable SPR signal was obtained. Next, both samples 
were exposed to a solution of biotin-PEG-DPPE (100 μg/mL in PBS) for 35 min, 
followed by washing with PBS for 5 min [PBS (2) process]. After the sample surfaces 
were treated with biotin-PEG-DPPE, bovine serum albumin (BSA) was introduced 
to confirm non-specific protein adsorption to the sample surfaces [BSA process], fol-
lowed by another PBS wash [PBS (3) process]. PBS solutions with different streptavi-
din concentrations (0–10 μg/dl in PBS) were then introduced [Streptavidin process]. 

Figure 9. 
Experimental SPR reflectance spectra of the hybrid sample (a) and the IMI samples (c) in each process in 
the biological reaction between biotin-PEG-DPPE and streptavidin of a concentration of 5 μg/mL. Detection 
of streptavidin at different concentrations using biotin-PEG-DPPE of the hybrid (b) and IMI samples (d). 
Differential reflectance (DR) was monitored at 4250 and 5250 cm−1 for the hybrid and IMI samples, respectively, 
(Figure 13 of [35]). Copyright by the American Chemical Society.
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The streptavidin concentrations were used to monitor the specific biological bonding 
of biotin and avidin [38].

Figure 9(a) shows the SPR reflectance spectra measured after each process [35]. 
The SPR peak position shifted to small wavenumbers after the surfaces were treated 
with biotin-PEG-DPPE and streptavidin. The SPR peak shift (Δv) was observed to be 
14 cm−1. The SPR peak shift was evaluated by monitoring the reflectance difference 
(ΔR) at 4250 cm−1 induced by biotin-streptavidin binding (Figure 9(b)) [35]. The ΔR 
values were changed slightly through surface treatment with biotin-PEG-DPPE. The 
streptavidin binding to biotin-PEG-DPPE remarkably depended on the streptavidin 
concentration. However, the IMI sample did not exhibit a significant change in ΔR 
during the biotin-streptavidin binding (Figure 9(c) and (d)) [35]. The time-depen-
dent ΔR of the hybrid and IMI samples was attributed to the biotin-streptavidin bind-
ing. The use of the Ga2O3 layer on top of the ZnO: Ga layer surface successfully allowed 
for monitoring of the biological interactions. This resulted from the higher E-field and 
shorter field depth of the hybrid sample compared with those of the IMI sample.

The present detection limit of the hybrid samples was approximately 1 μg/ml 
(15 nM) due to the background noises. Industrial applications are expected to detect 
bio-molecule concentration at the ng/dl (~ pM) level. The spectral features of the 
present ZnO-SPRs were markedly influenced by the interface roughness, relating to 
the sensing activity for biomolecular detection. Recently, high-sensitive SPR detec-
tion at the pM levels of small biomolecules (e.g. biotin) using nanophotonic devices 
such as cavity structures and metamaterials with layer structures have been reported 
[39–41]. Recently, biological sensing based on ZnO-related SPR and metamaterials 
are reported by some papers [42–44]. Therefore, monitoring biological interactions 
at the pM level could be realized by enhancing the structural and crystalline quality 
of ZnO-SPR sensors. The detection sensitivity of ZnO-SPR is expected to improve the 
employment of new nano-plasmonic structures such as cavities and metamaterials.

6. Conclusion

This chapter reported on the structural and optical properties of ZnO-SPR with 
different layer structures (single, IMI, and hybrid samples) from experimental and 
theoretical approaches. First, the SPR properties and sensing performance of the 
single sample were investigated. Second, the IMI sample was introduced in ZnO-SPR 
devices to enhance sensing activity. Finally, the hybrid sample with the capping of 
thin dielectric layers to ZnO-SPR was developed to monitor biological interactions 
between biotin and streptavidin. This work highlights new insights for fabricating 
biological sensing platforms on ZnO materials.
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Chapter 14

Development of Simple  
and Portable Surface Acoustic  
Wave Biosensors for Applications  
in Biology and Medicine
Marlon S. Thomas

Abstract

There has been a renewed interest in the development of surface acoustic wave 
(SAW) biosensors because they hold great promise for opening new frontiers in 
biology and medicine. The promise of SAW technology is grounded in the advantages 
SAW devices hold over traditional laboratory techniques used in biological and medi-
cal laboratories. These advantages include having smaller sizes to allow greater porta-
bility, using smaller sample volumes, requiring lower power requirements, the ability 
to integrate them into microfluidic platforms, and their compatibility with smart 
devices such as smartphones. The devices offer high sensitivity and can be designed 
to allow microfluidic interfacing. Other major advantages of SAW-based technologies 
include the fact that they can be operated remotely in harsh conditions without the 
need for an AC power supply. Their compatibility with lab-on-a-chip systems allows 
the creation of fully integrated devices with the ability to isolate the sample from the 
operator. In this mini-review, we will discuss SAW devices and their ability to enable a 
variety of applications in Biology and Medicine. The operating principles of the SAW 
biosensors will be discussed along with some technological trends and developments.

Keywords: surface acoustic wave (SAW), biosensor, piezoelectric, microfluidic,  
phase shift

1. Introduction

Over the past three decades, the emergence of small portable lab-on-a-chip biosen-
sors has developed into an important area in biology and medicine [1]. Lab-on-a-chip 
devices promise to perform all the functions of a traditional laboratory on a miniature 
microfluidic platform [2]. These small devices allow full automation of analysis, 
reduce the sample volumes, and reduce the time of analysis as well [2] SAW devices are 
ideally suited to provide the sensing element in the Lab-on-a-chip platform [3]. One 
limitation that has plagued lab-on-a-chip devices has been the lack of a miniaturized 
sensor that facilitates the development of high-sensitivity assays. Several technolo-
gies have been explored including Mass spectrometry field [4, 5], electrochemical 
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sensors field [6], optical detection field [7, 8], surface plasmon resonance spectroscopy 
field [9], and interferometry [10, 11] but each has significant limitations in complex 
biological matrices. The SAW biosensor technology is based on Surface acoustic waves 
(SAW), a type of acoustic wave that propagates along a surface of a solid material 
[12–14]. Propagating SAW are impacted by mass loading and changes in viscoelastic 
properties of the media on the surface of the sensor and compared to a reference, as 
seen in Figure 1a and b [15]. These waves were first described by John William Strutt, 
3rd (Lord Rayleigh), in an article on the propagation of acoustic waves in a piezoelec-
tric material [16]. White and Voltmer introduced the concept of using interdigital 
transducers (IDTs) as a more efficient method of generating surface acoustic waves 
[17–19]. This method is still used today to generate surface acoustic waves on a 
piezoelectric material [20, 21]. The piezoelectric materials that are typically used for 
fabricating SAW devices are listed in Table 1 [17].

To date, the primary use of SAW devices has been in the telecommunications 
industry, specifically as filters in cellular telephones and other smart devices [17]. SAW 
devices operate in the following manner: a metal IDT deposited on a piezoelectric 
surface is driven by a sinusoidal power source with a period specific to the IDT design 
[22]. This causes the electrode to vibrate, generating an acoustic wave that is perpen-
dicular to the direction of the IDTs [23]. The penetration depth of the acoustic wave is 
relatively shallow. This is because the wave produces an evanescent field that cannot 
penetrate more than a few nanometers into the substrate from which the sensors are 
fabricated. If a guiding layer is used (a top layer), the acoustic wave propagation will 
be confined to the substrate-sample interface [24]. The confinement of the wave via 
a guiding layer maximizes the energy density of the acoustic wave at the substrate-
sample interface.

The velocity of an acoustic wave in a piezoelectric material is an intrinsic property 
and varies slightly as a function of temperature [25–27] In the case of lithium tantalate, 
one of the more popular substrates used for the fabrication of SAW filters and devices, 
the wave velocity is 4200 m s−1 [28]. Values for the acoustic properties of commonly 
used piezoelectric substrates are listed in Table 1 below. The acoustic wave velocity is 
approximately 104–105 times smaller than the velocity of electromagnetic waves [29]. 
Surface acoustic waves can be generated and detected by spatially periodic, interdigital 
electrodes that are deposited on the planar surface of a piezoelectric plate. Excitation 

Figure 1. 
Acoustic wave measurement using (a) a delay line SAW device with measurement performed via a two-port 
vector network analyzer (VNA). Connections are made using a customized printed circuit board with connectors 
to the VNA. In (b) there is a plot of the change in phase of the reference, the change in phase of the sample and the 
difference between the two channels.



229

Development of Simple and Portable Surface Acoustic Wave Biosensors for Applications…
DOI: http://dx.doi.org/10.5772/intechopen.106630

of the interdigitated electrode with a radio frequency source generates a periodic elec-
tric field, thus permitting piezoelectric coupling to a traveling surface wave. The center 
frequency of the acoustic wave generated by the sensor, fc, is governed by the Rayleigh 
wave velocity (VR). VR depends on the piezoelectric substrate and the electrode width 
(a) of a single finger, according to the equation fc = VR/4a [30]. The velocity for the 
SAW generated by the device depends on the properties of the piezoelectric substrate 
(crystal) that is used in the fabrication of the sensor and its crystallographic orienta-
tion. Computer models have allowed the careful sorting of numerous crystallographic 
orientations to enable the discovery of different types of acoustic waves. Where vs. is 
the SAW velocity and fc is the center frequency of the device. The SAW velocity is an 
important parameter determining the center frequency. The mass sensitivity is given 
by Sauerbrey’s equation, where:

 0 0/ f /f V V∆ ≈ ∆  (1)

and

 0f /ν λ=  (2)

Propagation loss is one of the major factors that determine the insertion loss of a 
device and is caused by wave scattering at crystalline defects and surface irregularities. 
Materials that show high electromechanical coupling factors combined with small 
temperature coefficients of delay are generally preferred. The free surface velocity, 
Vf, of the material is a function of the cut angle and propagation direction. The TCD 
is an indication of the frequency shift expected for a transducer due to a temperature 
change and is also a function of the cut angle and propagation direction. The substrate 
is chosen based on the device design specifications, which include operating tempera-
ture, fractional bandwidth, and insertion loss.

Piezoelectric 
substrate

Orientation 
(axis)

Wave velocity 
(m/s)

Temperature 
coefficient 
(ppm/°C)

Coupling 
coefficient (%)

Wafer cost 
(relative 

cost)

Quartz 32*YX 3159 0 0.16 Low

Quartz 43* 3159 0 0.16 Low

Lithium 
tantalate

36°-YX 4160 5.0 28–32 Medium

Lithium 
tantalate

42°-YX 4022 7.6 40 Medium

Lithium 
niobate

128*YX 3980 75 5.5 High

Lithium 
niobate

64*YX 4742 70 11.3 High

Langasite 138.5* 2330 38 0.37 High

Table 1. 
Properties of common piezoelectric substrates used in the fabrication of surface acoustic wave devices. Courtesy of 
The Roditi International Corporation Ltd, UK.
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Indeed, the fabrication of SAW devices requires a few critical components includ-
ing the physical deposition of a metal on the surface of the piezoelectric substrate, 
etching of that metal deposited on the surface, optional deposition of guiding, and/or 
sensing layer. SAW devices mainly have two kinds of structures. The first is a design 
that features two sets of IDTs where a sinusoidal radio frequency (RF) is applied to 
one side of the IDT structure while the other is connected to the ground. The RF is 
applied to the first set of IDTs or the input IDTs, which generates an acoustic wave, as 
is seen in Figure 1a. The wave is transmitted through a delay line and is received by 
the second set of output IDTs. The signal is then captured and analyzed. The second 
type of SAW termed a resonator, features one set of IDTs with grating reflectors that 
can trap the surface wave. The signal from the IDT can be amplified and then fed back 
to the input IDT.

There are several factors that affect the transmission of the acoustic wave in 
a SAW device and have to be closely monitored or controlled in order to generate 
repeatable results. These include temperature, pressure, humidity, and mass loading. 
Indeed, SAW devices can be operated as sensors for temperature, pressure, humid-
ity and mass loading. Temperature effects are the most challenging when trying to 
perform sensitive acoustic-wave sensing in liquid media. This is controlled in part 
by including a reference delay line. The reference is functionalized with a passivat-
ing agent to minimize nonspecific binding (e.g., PEG). For biological or medical 
applications, the active sensing line is functionalized with capturing agents that 
interact specifically with the analyte being targeted. An Analyte can be quantitatively 
detected by monitoring changes in gas pressure, liquid pressure or from the increase 
mass due to binding of a biological molecule to a targeting molecule or the increase in 
the fluid density or mass increases due to absorption of the target. The sensitivity of 
SAW devices increases as the square of the frequency; therefore, higher frequencies 
lead to smaller, more sensitive instruments. However, the frequency also determines 
the depth within the sample that the device can probe; for example, for a solution 
placed atop a sensor, the higher frequencies will examine a shallower depth than 
lower frequencies. Thus, the operating frequency of the SAW must be considered 
when selecting targets, probes, and conjugation schemes to functionalize the active 
sensing region of a SAW device.

Aside from the layer of targeting molecules that is typically used to decorate a 
SAW device, an additional guiding layer is often deposited to enhance the sensitivity 
of the device. The guiding layer traps the energy of the acoustic wave near the surface 
of the device to increase sensitivity to surface perturbations. The SAW sensors are 
inherently capable of detecting analytes in solution concentrations on the order of 
parts-per-billion (ppb) by mass, through the use of higher frequencies >300 MHz 
Ideally, the guiding layer needs to have a lower density and lower acoustic velocity than 
the piezoelectric substrate. Materials that have been utilized in past include polymers 
such as poly-methyl-methacrylate and Novolac and oxides including silicon dioxide 
and silicon monoxide. Changes in the mass loading of the surface, if all else is kept 
constant, affect the acoustic wave velocity as it travels across the delay line from the 
input IDT to the output IDT. The time delay is a result of the interactions between any 
adsorbed mass, i.e. the analyte, and results in a phase shift between the applied and the 
detected sinusoidal wave. In the case where there is only a single IDT, the round-trip 
time is measured by the applied signal. In recent years, there has been an increasing 
demand for portable, disposable and inexpensive sensors for biological and medical 
applications. Due to these increasing demands for miniature sensors, SAW devices 
have received renewed interest for use as sensors in biochemical assays and as detectors 
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in microfluidic biosensors, particularly since it is a label-free technique. In this review, 
we will outline the use of SAW biosensors in biology and medicine.

2. Principles for SAW biosensors

Surface acoustic waves are generated in a SAW device with the application of a 
sinusoidal RF to one side of the IDT patterned on the piezoelectric material, while the 
other side is connected to the ground. An image of a typical measurement scheme is 
shown in Figure 1a with a custom-built printed circuit board and connections with a 
vector network analyzer (VNA). The wavelength of the acoustic wave generated will 
be a function of the material properties, the shape, and layout of the IDTs, and the 
material deposited as the guiding layer. The main parameter utilized in data analysis 
is the velocity of the acoustic wave. Each piezoelectric material will allow an acoustic 
wave to propagate at different velocities for a given wavelength. The larger the wave 
velocity, the smaller time needed to have the acoustic wave travel from the input IDT 
to the output IDT. Another important parameter for SAW devices is the frequency that 
it operates. Only when the wavelength of the applied RF is equal to the intrinsic wave-
length of the SAW, i.e. the period of the IDT, can the SAW be stimulated to produce an 
acoustic wave described by Eq. (2). Measurements of acoustic wave velocity is often 
reported as a phase shift between a reference channel and a sample channel. An image 
of a typical measurement is seen in Figure 1a while the plot of phase shift is seen in 
Figure 1b.

The IDTs can be fabricated as periodic bars with uniform lengths, widths, and gap 
spacing. They can be designed to give bi-directional or unidirectional acoustic wave 
propagation. Small IDT gap spacing and widths and thus smaller wavelengths often 
result in a higher frequency. In some cases, different IDT width/gap ratios can generate 
higher harmonic waves. The velocity of the wave that is generated can be influenced by 
several factors such as temperature and the analyte’s concentration change. The tem-
perature has a significant effect on the wave velocity. This effect can be described as the 
temperature coefficient of the frequency (TCF). TCF is described as a relative change 
in frequency with the temperature. Other factors that influence the device’s sensitivity 
include humidity and pressure. Any slight fluctuations in the pressure will impact the 
mass loading of the device. Any change in the humidity results in changes to the electric 
field. The electric field strength is also impacted by charged particles that are suspended 
in the solution with comparatively high dipole moments (Figure 2).

Figure 2. 
Image of a surface acoustic wave biosensor where (a) is an image of new unused sensors while (b) shows an image 
of used sensors and (c) is a high magnification image of one of the sample channels and the reference channels 
from (b).
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3. Biological and medical application of SAW devices

Changes in the surface mass can attenuate the wave velocity. These minute changes are 
measured by either measuring the changes in the resonance frequency of the piezoelectric 
material or by measuring the time the SAW travels from the input IDT to the output IDT. 
In the case when there is only a single IDT, then we measure the round-trip time.

The temperature dependence of the SAW measurements is a property that can be 
used in temperature sensors. Borrero et al. report a SAW resonator-based temperature 
sensor that was fabricated from 128o Y-X LiNbO3 crystal. The device operated at a 
frequency of 65 MHz and was also capable of measuring pressure and impedance. 
The one-port SAW resonator had an IDT width of 15 μm, 20 IDT finger pairs, and an 
acoustic aperture of 15λ. There were also 100 electrodes on each side of the IDT pairs. 
A linear dynamic range was established between 50 and 200°C, while the frequency 
had a linear response with temperature.

Wireless temperature sensing is possible on SAW devices. This technique takes 
advantage of the round-trip flight time of travel. Wireless SAWs are made not to 
require any power supply so they can be used for remote sensing. Reindl et al. 
designed a delay line wireless SAW temperature sensor. The device operates by 
sending a VHF/UHF band RF burst delivered by a radar transceiver. The SAW then 
performed a measurement. Since the temperature affects the changes affect the 
wave velocity, measurement of the response pattern can be used to determine the 
temperature. The resolution of this system was ±0.2°C. This type of system could 
be used for biological applications in extremely isolated locations or for patients 
who have been isolated from the general population due to a high communicable 
infection.

SAW sensors can be fabricated and implanted in the body to monitor core-
body temperatures in real-time. Martin and colleagues packaged a single-port 
resonator (single IDT) SAW temperature sensor, in a ceramic and connected it 
to a small antenna. In vivo tests in dogs demonstrated the capacity to perform 
wireless interrogation of samples. SAW devices fabricated from materials having 
large TCF are well suited for fabricating temperature sensors but are not well 
suited to fabricating other types of sensors. To perform other types of sensing, 
methods should be developed to compensate for the effects of TCF. One solution 
is to introduce a guiding layer of a material that reduces the TCF such as SiO2. 
SiO2 is often used to compensate for the negative TCF for most piezoelectric 
materials used to fabricate SAW devices. Zhang et al., published a report that 
experimentally verified that a SiO2 layer of a thickness of 0.3λ gives a TCF of 
zero for LiNbO3. A large electro-mechanical coupling coefficient of 7.92% was 
also observed when the thick SiO2 guiding layer was used. Another method for 
performing temperature compensation would be to add a second SAW device 
and a mixer cell [1, 31]. In such a configuration, one SAW acts as a reference 
while the other SAW acts as a sensing unit [1, 31]. If the two SAW sensors are 
placed in such a manner that both devices experience the same temperature 
with only one sensor actually sensing changes, then any interference occurring 
to both systems would be canceled out after the mixer [1, 31]. The SAW veloc-
ity is strongly affected by the pressure applied to the piezoelectric material. 
Therefore, a SAW pressure sensor would be a device that exploits this pressure-
frequency relationship [32]. To enhance the sensitivity, often a method similar 
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to that of Grousset et al. is followed where the area below the sensing area is 
etched [8]. In that report, they used an AT-cut quartz film, operated at 430 MHz 
that was etched by Deep Reactive Ion Etching (DRIE) to expose the sensing area. 
The resonance frequency showed a linear relationship with the applied pressure 
and had a sensitivity of 25.8 kHz/bar from 0 to 4.8 bar.

SAW pressure sensors can be implanted in the human body. Liang et al. reported a 
blood pressure sensor where they amplified the signal from a SAW device by using a 
Colpitts oscillator. A static test showed a 1.75 kHz/mmHg sensitivity with a standard 
deviation less than 1 mmHg. Another wireless in vivo SAW device was reported by 
Murphy et al. that was designed to monitor blood pressure remotely from inside the 
left ventricle of the heart of a living porcine subject. A prototype of the device was able 
to monitor changes in blood pressure around the clock and then compared the results 
with a commercial catheter-tip transducer. The primary challenge to building in vivo 
SAW devices is to have a well-designed antenna to deliver the RF signal and to receive 
the data with minimal signal loss.

4. Molecular biosensors

Due to their small sizes, ability to monitor label-free, and high accuracy, SAW 
devices are ideally suited to function as biosensors. They can be operated remotely, 
they can be used as implantable devices and they facilitate real-time measurements 
for patients remotely. The high accuracy of the SAW supports it to use as a bacterial 
cell monitor, viral particle monitoring, and a DNA detection system. Cai et al. used a 
SAW device to detect DNA sequences and cells. As is frequently done for SAW devices, 
gold was deposited on the guiding layer to form a sensing layer for DNA detection. 
The hybridization of the target single-stranded DNA target molecules (ssDNA) 
with the DNA probe resulted in a frequency shift of the SAW resonator and could be 
recorded and measured. DNA detection using this device achieved a sensitivity of 6.7 
x 10−16 g/cm2 per Hz. The device was also capable of detecting a single EMT6 and 3 T3 
cancer cell. Biochemical assays need to be able to monitor in liquid environments to 
known concentrations, however, the immersion of a traditional Rayleigh SAW tends 
to radiate the acoustic energy into the liquid because the displacement component is 
perpendicular to the surface. A type of SAW called the Love mode SAW is capable of 
performing analysis in liquid environments. Love-mode SAW devices guided acoustic 
modes which propagate in a thin layer deposited on a substrate. The acoustic energy 
is focused in the guiding layer where the displacement component propagates parallel 
to the surface. When using traditional piezoelectric substrates, SiO2 and PMMA are 
frequently used as the waveguiding layer. The soft polymer poly (dimethylsiloxane) 
(PDMS) is often used to fabricate the channels in the device. Zhang et al. has reported 
a prostate-specific antigen (PSA) biosensor based on a love mode device. The sensor 
used LiTaO3 with aluminum IDTs which were coated with a SiO2 guiding layer and 
then gold forming the sensing layer. A PDMS microfluidic channel was subsequently 
added to the device to ensure that liquid can flow between the IDTs. The detection 
limit of this system was 10 mg/ml. The images and mass loading effects of a similar 
Love wave SAW device was used to measure the mass loading resulting from the 
covalent attachment of streptavidin-coated one-micron magnetic beads are shown in 
Figure 3.
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5. Pathogen detection

SAW devices have seen applications in biology and medicine in the past. 
Unfortunately, strong radiation losses are observed for Rayleigh surface waves and 
most Lamb-mode surface waves. These types of devices have surface displacement for 
propagation modes have displacements normal on the surface. In liquid environments, 
we need to use surface waves that have the particle displacement parallel to the device 
surface and normal to the Love-mode SAW biosensors that have also been developed 
for the detection of microbial species. A series of devices have been developed by 
Sandia National Laboratory in collaboration with the University of New Mexico’s 
Health Science Center. Researchers Branch and Brozik at Sandia National Laboratory 
reported Low-level detection of endospores from Bacillus Antracis simulants using 
a love mode biosensor based on a 36o YX LiTaO3 substrate. When using a polyimide 

Figure 3. 
Confirmation of the mass-loading correlation between magnetic nanoparticles. (a) Shows covalently bonded to 
the surface of the SAW sensor and (b) shows the resulting phase shifts. The semi-log plot illustrates the expected 
direct proportionality between mass and phase shift.
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guiding layer, this system was capable of detecting Bacillus thuringiensis B8 endospores 
at a level between 1 and 2 ng/cm2. Larson and Baca from the University of New Mexico 
reported the benefits of using a Love-mode SAW device for viral and bacterial detec-
tion for clinical applications. Figure 4 shows unpublished data from measurement 
of human cardiac troponin complex from serum samples. The values were measured 
on a lithium tantalate biosensor and coated with monoclonal antibodies from Hytest, 
Finland, as seen in Figure 4. In this report, they disused their findings on SAW devices 
that were in commercial development. In another report, Bisoffi et al. at the University 
of New Mexico reported using a Love-mode SAW device to detect a series of different 
viral particles and viral particles complex solution. In one experiment, the authors 
compare the detection of solutions containing sewage and other waste material. 
Bisoffi et al. reported developing the detection of HIV virus type 1 and type 2 using 
a Love-mode SAW device. In this study, three commonly occurring viral particles 
were detected from a complex matrix; river and sewage effluent. The SAW sensors 
were first treated with an organo-silane, 10% 3-glycidyloxypropyl trimethoxysilane 
(GPTMS), and then functionalized with an antibody. The device allowed multiplexed 
detection that was specific for HIV-1 and HIV-2 were introduced. The report not 
only confirm that the SAW could detect viral particles at a level below the standard 
ELISA and PCR methods but also demonstrated that the Love-mode SAW device 
could distinguish between HIV type 1 and type 2. Branch and Thayne reported the 
development of a Love-mode acoustic array biosensor platform that allowed autono-
mous detection of pathogenic microbes that are critical for human health and safety. 
Branch and Thayne reported antigen-capture of the targeted pathogens with a mass 
sensitivity of 7.19 ± 0.74 mm2/ng with a detection limit of 6.7 ± 0.40 pg./mm2. In yet 
another report, Baca et al. report the detection of fragmented Ebola antigens at the 
point of care without the need for added reagents, sample processing, or specialized 
personnel to run the test. The test could be performed by first responders. The limit of 
detection for this methodology was below the average level of viremia detected on the 
first day of symptoms by PCR. Baca and colleagues from the University of New Mexico 
observed a semi-log sensor response for highly fragmented Ebola viral particles with 

Figure 4. 
The plot of injected mass versus phase shift. This investigation of rapid human cardiac troponin ITC complex 
(cTn-ITC) detected from human blood, which is an indication of heart muscle damage following a myocardial 
infarction, using a SAW biosensor. The region in green represents the clinically relevant region.



Biosignal Processing

236

a detection limit of 1.9 x 104 PFU/ml. The devices used by both the researchers at Fisk 
University are fabricated at Sandia National Laboratory and are similar to devices used 
at the University of New Mexico.

6. Trends and future directions

The small size, high sensitivity, and potential low-cost nature of SAW devices 
make them attractive for large-scale biosensor applications. The detection is primarily 
focused on monitoring changes in the acoustic wave velocity due to attenuation by a 
surface mass loading on the surface of a piezoelectric material. The development of 
clinical biosensors will likely require the use of bodily fluids, which would require 
a primary focus will on Love-mode SAW devices that are able to operate in liquid 
environments. Although there are a limited number of SAW biosensors on the market, 
there are no commercially available devices approved by the United States Food and 
Drug Administration (FDA) for widespread usage. There is, however, a critical need 
for a portable rapid screening tool to monitor food safety and screen for infectious 
diseases. Therefore, point-of-care diagnostic tools are in strong demand in both 
biological and medical facilities. Currently, there is only one company attempting to 
commercialize SAW biosensors for biological and medical applications and that is TST 
Biomedical Company from Taiwan. This company is a subsidiary of TaiSAW.

7. Conclusion

The combination of Love-mode SAW devices with Lab-on-a-chip technology will 
create a new and exciting area of research. The development of SAW sensors has been 
welcomed by researchers working on point-of-care diagnostic tools that incorporate 
microfluidics for sample manipulation. These fully-integrated devices will offer 
tremendous capabilities since they can replace a traditional Biology or medical labora-
tory with highly sensitive and accurate devices that are completely portable. The added 
convenience of a wireless device will make monitoring remote areas or high infectious 
patients significantly easier.
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in Tissue Engineering  
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Abstract

In tissue engineering and regenerative medicine, biosensors act as analytical 
devices that combine biological elements with electrical components to generate a 
measurable signal. The application of biosensing in the nearest future may need 
high performance, incorporation of biosensors into feedback-based devices, 
advanced diagnostics as well as detection of toxins. These functionalities will 
aid the biosensors with increased sensitivity, specificity, and the ability to detect 
multiple analytes. With the newly improved strategies in fabrication, sensors 
may develop high spatial sensitivity and draw us near actualizing capable devices. 
Although biosensors have been produced in past years, there are still pending 
challenges such as scale-up process and long-term stability of commercial products 
that should be addressed. This review will also involve the application of additive 
manufacturing techniques such as 3D bioprinting to produce world-recognized bio-
sensors. We will focus on some bioprinting techniques including laser direct-write 
and also consider microfluidic tissue engineering which can sense biomolecules in 
the miniaturized tissue constructs in real time at quite low concentration through 
different sensing systems. We also review its advances in mobile Health (mhealth) 
technologies for detection and monitoring as biosensors are produced with living 
cells encapsulated in 3D microenvironments. These advances and many more will, 
however, grow the community of biosensors and their availability in tissue engi-
neering and regenerative medicine.

Keywords: Biosensor, biofabrication, challenges, application, tissue engineering,  
3D bioprinting, regenerative medicine

1. Introduction

The biosensor is an analytical device or probe that combines biological elements 
(enzymes or antibodies) with an electronic component to produce signals that can 
easily be measured. It can also be defined as an integrated single device with the 
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capacity to provide results by recognizing a biological element that is in direct contact 
with a transducer [1]. This electronic device identifies, processes, and communicates 
data about the physiological changes of an analyte and the presence of various chemi-
cal or biological materials in the environment.

All these biosensors are produced in a variety of sizes and shapes. They can detect 
and measure even low levels of infections, harmful chemicals, and pH values. On the 
other hand, biosensing is the act of measuring or detecting the presence of particular 
chemicals in a physiological activity with the aid of a biosensor device. The major 
components of the biosensor including the transducer are displayed in Figure 1, and 
they are briefly defined in the following section.

Analyte: This biosensor component is the biochemical substance of interest to be 
identified by the biosensor. A typical example of an analyte in blood glucose can be 
detected by the glucometer (biosensor) [2].

Bioreceptor: This is a biological molecule that recognizes the analytes. Some 
examples include enzymes, cells, aptamers, deoxyribonucleic acid (DNA), and 
antibodies. The biological receptor generates a signal in the form of light, heat, pH, 
charge, or mass change when it interacts with a target analyte in the process known as 
biorecognition [2].

Transducer: This component converts the biochemical signal received from the 
biological receptor into a measurable and quantifiable signal in a process known as 
signalization [2].

Electronics: This part processes the transduced signals and prepares them for 
display. Its electronic circuitry is complex, and it also performs signal conditioning 
such as amplification and conversion of an analog signal into a digital form [2].

Display: The display unit consists of a user interpretation system such as the liquid 
crystal display (LCD) of a computer or a direct printer that generates numbers or 
curves understandable by the user. It usually consists of a combination of hardware 
and software that generates results of the biosensor in a user-friendly manner. The 
output signal on the display can be numeric, graphic, tabular, or an image, depending 
on the end user’s requirements [2].

Figure 1. 
The main components of a biosensor arranged in chronological order. It begins with the analyte and ends with the 
end user.
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1.1 History of biosensors

The concept of biosensors has gone through a series of evolution in terms of what 
is referred to as a “biosensor.” Accordingly, biosensing devices have metamorphosed 
into complex systems since their first invention.

The premier reported idea of biosensing rather than its “term” began in 1906 by 
M. Cremer. He emphasized that the concentration of an acid suspended in an aqueous 
solution is equal to the electric potential produced between sections of the solution 
when separated by a glass membrane [2]. Cremer’s discovery led to the introduction 
of pH by Soren Peder Lauritz Sorensen in 1909. After the invention of an electrode to 
measure the pH was achieved by Hughes in 1922, 34 years later, an oxygen probe was 
developed by Leland C. Clark who eventually became the father of biosensors after 
building what is described as a “real biosensor” in 1959 [3]. Based on this study, he 
described how “to make electrochemical sensors (pH, polarographic, potentiomet-
ric, or conductometric) more intelligent ‘by incorporating’ enzyme transducers as 
membrane-enclosed sandwiches” at a conference in New York in 1962 [4].

The term “enzyme electrode” which was originally used to describe the first 
biosensor was adopted by Updike and Hicks to describe a similar device in 1967 [5]. 
Guilbault & Montalvo [6] used glass electrodes coupled with urease to measure urea 
concentration by potentiometric measurement instead of the amperometric method.

In the electrochemical community during that period, the research on ion ion-
selective electrodes (ISEs) was very active, and the idea of extending the range of 
sensors to non-electrochemical active compounds had been widely accepted, even for 
nonionic substances like glucose [5, 7]. Since then, great strides have been made in 
developing highly sensitive and selective biosensing devices where biological ele-
ments are combined with electrochemical sensors [5, 8]. Some of these changes are 
listed as follows:

• The first change took place by Clemen’s team where they developed a “bedside 
artificial pancreas” that included an electrochemical glucose biosensor. This was 
performed in 1976 and was sold by Miles (Elkhart) as the Biostator Glucose-
Controlled Insulin Infusion System shortly after [5].

• The second change that occurred was performed by Pharmacia researchers. 
They began collaborating with physics and biochemistry academics at Linkoping 
University in 1982 to develop a novel bioanalytical device capable of monitoring 
biomolecule interactions. Pharmacia biosensor was founded in 1984 and in 1990, 
the business launched BIA core, a new instrument [5].

• In 1984, Cass and his colleagues published a scientific paper demonstrating the 
use of ferrocene and its derivatives as mediators for amperometric biosensors. 
A few years later, the Medisense Exac Tech Glucose Meter was launched on the 
market and became the world’s bestselling biosensor product. The initial product 
was a pen-shaped meter with a disposable screen-printed electrode [5].

• From 1999 till the present, research in biosensing has led to the development of 
a nanoelectromechanical biosensor (BioNMES), quantum dots, nanoparticles, 
nanocantilever, nanowire, and nanotube. The biosensor’s “driving force” exploits 
the selectivity of the biological element [4, 7].
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1.2 Features of a biosensor: the basic features of a biosensor are as follows

1.2.1 Selectivity

This is usually the most important feature of a biosensor. A bioreceptor detects 
a specific analyte in a sample containing other admixtures and contaminants. The 
interaction of an antigen with the antibody depicts an example of this selectivity 
of a biosensor. Antibodies act as bioreceptors and are immobilized on the surface 
of the transducer. A solution (usually a buffer containing salts) containing the 
antigen is then exposed to the transducer where antibodies interact only with the 
antigens [2].

1.2.2 Reproducibility

This is the ability of the biosensor to produce identical results in different experi-
mental setups. Reproducibility is characterized by the precision and accuracy of 
the transducer and electronics in a biosensor. Precision is the ability of the sensor to 
provide reproducible results every time a sample is measured and accuracy indicates 
the sensor’s capacity to provide a mean value close to the true value when a sample 
is measured more than once [2]. Reproducible signals provide high reliability and 
robustness to the inference made on the response of a biosensor.

1.2.3 Stability

This is the degree of susceptibility to ambient disturbances in and around the 
biosensing system [2]. These disturbances can cause a drift in the output signals of 
a biosensor under measurement. An error can occur in the measured concentra-
tion and can affect the precision and accuracy of the biosensor, and stability is the 
most crucial feature in applications where a biosensor requires long incubation 
steps or continuous monitoring [2]. The response of transducers and electronics 
can be temperature-sensitive, and this may likely influence the stability of a bio-
sensor. Therefore, appropriate tuning of electronics is required to ensure a stable 
response of the sensor. Another factor that can affect the stability is the affinity of 
the bioreceptor, which is the degree to which the analyte binds to the bioreceptor. 
Bioreceptors with high affinities encourage either strong electrostatic bonding or 
covalent linkage of the analyte that fortifies the stability of a biosensor. Also, the 
degradation of the bioreceptor over some time is another factor that affects the 
stability of measurement [2].

1.2.4 Sensitivity

The minimum amount of analyte that can be detected by a biosensor defines its 
limit of detection (LOD) or sensitivity. In several medical and environmental moni-
toring applications, a biosensor is required to detect analyte concentrations as low 
as nanogram/milliliter (ng/ml) or even femtogram/milliliter (fg/ml) to confirm the 
presence of traces of analytes in a sample [2]. For instance, a prostate-specific antigen 
(PSA) concentration of 4 ng/ml in the blood is associated with prostate cancer for 
which doctors suggest biopsy tests. Hence, sensitivity is considered to be an important 
property of a biosensor [2].
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1.2.5 Linearity

Linearity is the feature that shows the accuracy of the measured response 
(for a set of measurements with different concentrations of the analyte) to a 
straight line, mathematically represented as y = mc, where c is the concentration 
of the analyte, y is the output signal, and m is the sensitivity of the biosensor [2]. 
Linearity of the biosensor can be associated with the resolution of the biosensor 
and the range of analyte concentrations under test. The resolution of the biosensor 
is defined as the smallest change in the concentration of an analyte that is required 
to bring a change in the response of the biosensor. Depending on the application, a 
good resolution is required as most biosensor applications require not only analyte 
detection but also the measurement of concentrations of the analyte over a wide 
working range. Another term associated with linearity is a linear range, which is 
defined as the range of analyte concentrations for which the biosensor response 
changes linearly with the concentration [2]. These features are essential for the 
biosensors’ proper functioning, which can be used for various applications.

1.3 Applications of biosensors

The use of biosensors aims to improve the quality of life, for environmental 
monitoring, disease detection, food safety, defense, drug discovery, and many 
more. One of the main applications of biosensors is the detection of biomolecules 
that are either indicators of a disease or targets of a drug. For example, electro-
chemical biosensing techniques can be used as clinical tools to detect protein cancer 
biomarkers [9, 10].

Biosensors can also be used as platforms for monitoring food traceability, quality, 
safety, and nutritional value [11, 12]. Furthermore, an application such as pollution 
monitoring [12, 13] requires a biosensor to function from a few hours to several days. 
Such biosensors can be termed as “long-term monitoring” analysis tools. Long-term 
monitoring biosensors find their use as technologically advanced devices both in 
resource-limited settings and sophisticated medical setups. Some examples are as 
follows:

• Applications in drug discovery [14, 15];

• For the detection of several chemical and biological agents that are considered to 
be toxic materials of defense interest [16];

• For use in artificial implantable devices such as pacemakers [17];

• Used in prosthetic devices [18];

• Sewage epidemiology [19].

A range of electrochemical, optical, and acoustic sensing techniques have been 
utilized, along with their integration into analytical devices for various applica-
tions. Figure 2 depicts the various applications of biosensors. This book chapter will 
focus on tissue engineering, regenerative medicine, and mobile health (mHealth) 
technologies.
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1.4 Types of biosensors

Biosensors are grouped based on the type of transducer deployed. They are as 
follows:-

• Electrochemical biosensors;

• Calorimetric/thermal detection biosensors;

• Optical biosensors;

• Piezoelectric biosensors.

1.4.1 Electrochemical biosensors

Electrochemical biosensors are simple devices that use bioelectrodes to measure 
electric current, ionic, or conductance changes. These biosensors have different types 
according to the transducer deployed and also based on the measurements of electri-
cal parameters including potentiometric, amperometric, and voltammetric biosen-
sors. The electrochemical biosensor has three electrodes namely reference, working, 
and counter electrodes [1]. A typical example of the electrochemical biosensor is 
shown in Figure 3.

Figure 2. 
Applications of Biosensors in different areas of specialization.
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1.4.2 Piezoelectric biosensors

They produce an electrical signal based on the principle of acoustics (sound vibra-
tions) when mechanical force is applied. Quartz crystals are a common piezoelectric 
material used in biosensors. Figure 4 displays a commonly used piezoelectric biosensor.

Figure 3. 
A schematic representation of an electrochemical biosensor illustrating its application in enzyme, antibody, or 
aptamer measurements [20].

Figure 4. 
A schematic representation of a piezoelectric sensor. (a) Target antigen and antibody on a piezoelectric material 
before and after binding, (b) voltage-time curve before and after binding in a piezoelectric sensor and (c) 
amplitude of a piezoelectric sensor before and after binding concerning frequency [21].
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1.4.3 Optical biosensors

Optical biosensors are used for analyte detection by absorption, fluorescence, or light 
scattering. They can also detect microscopic changes when cells bind to receptors immo-
bilized on the transducer surface. They utilize the changes that occur in mass, concentra-
tion, or several molecules to direct changes in the characteristics of light [22, 23]. Here, 

Figure 6. 
A schematic diagram of an optical biosensor showing its components [25].

Figure 5. 
A schematic representation of an optoelectrical arrangement of an optical biosensor [24].
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both catalytic and affinity reactions can both be assessed. Figure 5 depicts a type of 
optical biosensor.

1.4.4 Thermometric biosensors

They are made up of a heat-insulated box with a heat exchanger (calorimetric cyl-
inder), and the reaction takes place in a tiny enzyme-packed bed reactor. The substrate 
is transformed into a product and heat is created as it enters the bed. Figure 6 shows a 
typical example of an optical biosensor.

A summary of types of biosensors and some of their applications that can be used in 
tissue engineering, regenerative medicine, or mhealth technology are shown in Table 1.

2. Design and fabrication of a biosensor

There are many types of biosensors including electrochemical biosensors 
(potentiometric biosensors, amperometric biosensors, and conductometric biosen-
sors). These biosensors are uniquely designed and fabricated based on their applica-
tions. This book chapter will explore the design and fabrication of two biosensors 

S/N Types of biosensors Some applications References

1 Electrochemical 
biosensors

Potentiometric 
biosensor

Detection of urea in blood serum [26]

Amperometric 
biosensor

Detection of ethanol, glucose, and lactate [27]

Impedimetric 
biosensor

Detection, identification, and quantification of 
bacteria in the field of microbiology

[28]

Immuno-sensor Detection of several pathogens such as viruses 
like COVID-19 and influenza.

[29]

Voltammetric 
biosensor

It can be used for analyzing paracetamol [30]

2 Piezoelectric biosensor
Example is micromembrane 
biosensor

They are able to detect the presence of cells and 
their masses, used in the rapid detection of HIV 
in biological fluids

[31, 32]

3 Thermal biosensor
Examples are micro-
electromechanical systems 
(MEMSs) biosensors

Low-cost integration of miniaturized devices, 
allow-cost batch fabrication, and measurement 
of multiple samples in parallel. It is used to 
measure enzyme activity, clinical monitoring, 
environmental monitoring, etc.

[33, 34]

4 Optical biosensor
Examples are evanescent wave 
fluorescence biosensors and 
bioluminescent optical fiber 
biosensors

For the rapid, sensitive, and highly selective 
detection of 17β-estradiol, an endocrine-
disrupting compound is frequently detected in 
environmental water samples.
It enables the multi-detection of genotoxins 
and is used in the study of transferrin-binding 
proteins, lipooligosaccharide
(LOS)-antibody interactions, and serum 
responses to experimental vaccines

[35–37]

Table 1. 
The various types of biosensors, some of their applications, and references.
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such as an amperometric electrochemical biosensor and a surface plasmon reso-
nance (SPR) optical biosensor used for glucose level detection or measurement and 
bioprinting, respectively.

2.1 Amperometric electrochemical biosensor

The design of the electrodes and chip is a crucial aspect in the development of 
an amperometric electrochemical biosensor. In general, designing electrochemical 
biosensor electrodes necessitate a thorough understanding of fluid flow, particularly 
its behavior in microscales. Furthermore, it also requires a detailed understanding of 
mass transport phenomena and microflow mass transport foundations.

Biosensors have been improved using a variety of designs. The design of electrodes in a 
microfluidic system is a crucial pillar for improved performance. Electrode design neces-
sitates a thorough understanding of electron diffusion phenomena. In most current flows, 
electron diffusion is the limiting step. Diffusion is generally hampered by crucial param-
eters such as the electrode surface and the number of active sites available for the target. 
When a device with a microchannel is utilized as an analytical platform, the analyte is 
injected into the channel using two alternative methods namely pressure-driven flow and 
electrokinetic flow [38]. A pressure gradient induces flow in pressure-driven flow, and 
the nature of the flow is influenced by the channel geometry and flow rates. The Reynolds 
number is commonly used to express the ratio of inertial and viscous forces:

 ρ
µ

=e
VDR  

where Re is the Reynolds number, V is the characteristic velocity for the flow, D is 
the characteristic distance, ρ is the density of the fluid, and µ is the fluid viscosity. 
Laminar flow occurs at Reynolds numbers below 2300 [38]. Flow in the microchannel 
is laminar because of the micron-scale size of microchannels, and the low velocity 
requires fluids to move across the channels. For laminar flow, fluid travels in a steady 
and time-independent manner at each location. The flow profile is parabolic, in which 
the velocity of the flow is negligible at the wall surfaces.

Materials used in the design of amperometric electrochemical biosensors are clas-
sified as: (1) materials for the electrode and supporting substrate; (2) materials for 
the immobilization of biological recognition elements; (3) materials for the fabrica-
tion of the outer membrane; and (4) biological elements, such as enzymes, antibod-
ies, antigens, mediators, and cofactors.

Solid electrode systems and supporting substrates are frequently constructed 
with metals and carbon. Due to their superior electrical and mechanical qualities, 
metals such as platinum, gold, silver, and stainless steel have long been employed as 
electrochemical electrodes [39]. Figure 7 depicts the various techniques used for the 
production of conductive supporting substrates.

The basic elements of biosensors are the bioelement and the sensing element. Any 
organic organism that can detect specific analytes from the medium of interest while 
remaining unresponsive to any other potentially inquisitive/interfering species is 
referred to as a bioelement. The signal transducing section of the biosensor is known 
as the sensing element, and it can take the shape of any magnetic, optical, electrical, 
or electrochemical transducing mechanism [40].
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2.2 Design and fabrication of a surface plasmon resonance (SPR) biosensor

A surface plasmon resonance biosensor can be designed and manufactured using 
a variety of periodic structural patterns. One of the structural patterns employed in 
the design and fabrication of a surface plasmon resonance biosensor is the nanohole 
creation procedure using thermal nanoimprint lithography which is discussed in this 
book chapter.

The stamps for the nanohole array are made by thermal nanoimprint lithog-
raphy, residual layer etching, (titanium/gold) Ti/Au deposition, and lift-off 
procedures. For example, if a 10-cm thick glass wafer is utilized for the imprinting 
process and is coated with a 100-nm thermoplastic polymer layer, it has to be spin-
coated at 3000 rpm for 30s to obtain this layer. A hot embossing system can be used 
to perform nanoimprint lithography. The leftover layer is then etched with oxygen 
(O2) plasma [41].

The polymer is etched uniformly in this procedure until the residual layer is com-
pletely removed and the pattern is transferred to the substrate. A metallic titanium 
(Ti) (adhesion layer, 5 nm)/gold (Au) (50 nm) layer is deposited using electron beam 
evaporation. Finally, the resist lift-off operation is carried out in an ultrasonic hot 
acetone bath to obtain the nanohole array structure [42].

2.2.1 Design and fabrication considerations for biosensors

Studying the target analyte and identifying how it reacts with biological molecules 
is the first phase in constructing a biosensing device.

Other phases include are as follows:

2.2.1.1 Biological receptor selection

The sensitivity and selectivity of a biosensor to the analyte of interest are decided 
by the biological receptor used. As a result, a receptor with a high affinity for the 
analyte is suggested. It is critical to understand the benefits and drawbacks of various 
biological receptors in diverse biosensor applications when selecting an appropriate 
receptor [41, 43, 44].

Figure 7. 
A schematic diagram of the techniques used for the production of the conductive supporting substrate.
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2.2.1.2 Selection of an appropriate immobilization method

Biological molecule must be attached to the surface of a transducer to function 
consistently as a biological receptor. Immobilization is the term for this procedure. 
This goal has been accomplished using a variety of techniques including adsorption, 
entrapment, covalent attachment, microencapsulation, and crosslinking [45, 46].

2.2.1.3 Transducer element selection

The efficiency of the biosensor device is heavily influenced by the transducer 
element. The use of an effective transducer will result in a device with greater 
efficiency, whereas the use of an ineffective transducer will result in a device with 
reduced efficiency [45, 47].

2.3 Recent advances in biosensing

2.3.1 Tissue engineering

Biosensors are particularly useful in tissue engineering applications, such as main-
taining three-dimensional (3D)-printed cell cultures [48] and developing “organs-on-
chips” models, where biomolecule concentrations such as glucose, adenosines, and 
hydrogen peroxide levels play a key role in determining the fate of cells and tissues. 
Changes in oxygen consumption, pH, membrane potentials, ion concentrations, and 
the release of numerous metabolic chemicals and proteins are all well-known physical 
and chemical signals that living cells communicate [49]. Monitoring these analytes in 
real time can provide insight into cellular activity.

2.3.1.1 Application of biosensors in tissue engineering

2.3.1.1.1 3D-bioprinted sensing devices

The deposition of a bioink (living cells and biomaterials) onto a printing surface 
is described as bioprinting, and it is a new approach for fabricating tissues and organs 
by accurately controlling the periodic arrangement of diverse biological materials, 
such as biomolecules and biocells. It has a wide range of characteristics that can be 
used in biosensing applications, such as fast deposition and patterning of proteins 
and other biomolecules [50]. A typical illustration of a 3D-printed tissue construct 
can be seen in Figure 8.

There are a variety of bioprinting technologies that can be used to make biosen-
sors, and they are basically grouped into two methods, namely contact-based and 
noncontact-based printing. Both biomaterials and bioinks are essential for biologi-
cal signal transduction. For advanced extrusion-based bioprinting such as coaxial 
or triaxial, optimization of the bioink viscosity is a major consideration to prevent 
clogging. Other properties including pore size and cellular behavior may influence 
biosensing [52]. Using an electric field, some printing processes, such as electrode-
position, may be able to transfer thin films of metal nanoparticles [50] or nanowires 
[53] to a substrate. Creating circuits that could be an intrinsic part of a biosensor, as 
well as some immunoassays or microarrays, can be done by printing thin metal sheets 
[54, 55]. Even thin films of biological material, such as proteins, enzymes, nucleic 
acids, polysaccharides, and bacterial cells, have been printed using electrodeposition 
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[56–58]. More work needs to be done on bioprinting techniques that may be utilized 
to deposit a wide range of biologics and mammalian cells in precise spatial positions, 
rather than thin films, which have been used for biosensing applications.

2.3.1.1.2 Biosensors for diabetes

Diabetes is a serious chronic metabolic illness that affects over 400 million people 
globally. Uncontrolled chronic hyperglycemia damages and destroys various organs, 
resulting in significant morbidity and mortality [59]. Blood glucose control can help 
to reduce the frequency and severity of these problems [60]. By putting the glucose 
oxidase enzyme on an oxygen electrode, Clark and Lyons created the first biosensor 
for monitoring glucose levels in 1962 [61]. The care of diabetic patients was trans-
formed when the first self-monitoring blood glucose (SMBG) gadget based on the 
glucose dehydrogenase enzyme was introduced in 1987 [62]. SMBG in Figure 9 is now 
widely used in the treatment of diabetes, particularly type I [64, 65].

2.3.1.1.3 Biosensors for wound healing

Wound healing is a multistep process that necessitates the collaboration of numer-
ous tissues and biochemical pathways [66]. Chronic wounds result from the failure of 
these processes to proceed in a timely and organized manner, possibly putting a huge 
financial strain on healthcare systems [67]. Uncontrolled inflammatory processes, 
bacterial infections, alterations in the acidic pH of the skin, oxygen levels, and matrix 

Figure 8. 
Stages in submerged bioprinting of a 3D tissue construct. A) The cell-laden hydrogel bioink is printed in droplets, 
layer by layer following the provided model. The printing nozzle is submerged in high-density perfluorocarbons 
that are immiscible in water and oil. Perfluorocarbons are suitable for submerged cells due to the presence of 
oxygen and carbon dioxide transport capability. B) The hydrogel droplets are printed in a vertical or lateral 
dimension to produce branching constructs without solid support [51].
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metalloproteinases (MMPs) are all involved in such failures [67, 68]. Biosensors are 
being researched to allow doctors to closely monitor the healing process, as regular 
monitoring is crucial in chronic wound management [67]. Screen-printing electrodes 
with Ag/AgCl-conductive ink were used to create a wearable pH sensor [69]. Wearable 
sensors for biomarkers detection for wound infections can be shown in Figure 10.

2.3.1.1.4 Biosensors for cancer applications

The use of biosensors in cancer diagnostics has a lot of promise. Cancer is the second 
biggest cause of mortality [71], and because biomarker concentrations in the early stages 
of tumor formation are relatively low, biosensor sensitivities or their LODs are critical 
for early diagnosis [72]. Early diagnosis of malignant cells before they spread has been 
shown to improve treatment outcomes and save lives. As a result, specialized, accurate, 
and rapid-response biosensors are in high demand in oncology, some of which can be 
seen in Figure 11. Recent biosensor advancements have greatly improved breast cancer 
diagnosis [74]. Breast cancer is the second most frequent cancer in women in the United 
States, after skin cancer, and the second most lethal, after lung cancer [75]. Traditional 
breast cancer diagnostic methods such as mammography, magnetic resonance imaging, 
and enzyme-linked immunosorbent assays (ELISAs) have produced impressive results; 
however, many false-negative or false-positive results continue to occur, and the adverse 
effects of some invasive techniques necessitate the development of new highly sensitive, 
reliable, and noninvasive methods for detection and prognosis [74].

2.3.1.1.5 Biosensors for cardiovascular applications

Cardiovascular illnesses are the leading cause of death worldwide, and early 
identification could save tens of thousands of lives each year. Biosensors are being 

Figure 9. 
Various parts of an electrochemical glucose biosensor for diabetes care [63].
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utilized to measure cardiac troponin (both T and I), C-reactive protein (CRP), 
creatine kinase (CK), myoglobin, and other cardiac indicators. One of the most 
significant indicators for detecting myocardial infarction is cardiac troponin [76]. 

Figure 10. 
Wearable Sensors for the detection of biomarkers for wound infection [70].

Figure 11. 
Common biosensors and biomarkers used in the detection of cancer [73].
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Some implantable biosensors can be used for cardiovascular applications. A typical 
example can be seen in Figure 12.

2.3.1.1.6 Biosensors in artificial limbs (prostheses)

The potential of prostheses to restore human skin’s sensory capabilities would pro-
vide users of mechanical limbs with a more natural feeling [78]. The use of a pressure 
sensor on an artificial hand, for example, might change the amount of force applied 
by the fingers when gripping objects. This could protect the object from falling due to 
an underapplied force or breaking due to an overapplied force. A system with sensors 

Figure 12. 
Implantable biosensor: (a) head implant (in vivo); (b) head implant (in vitro); and (c) heart implant for 
recording electrocardiogram [77].



257

Recent Advances in Biosensing in Tissue Engineering and Regenerative Medicine
DOI: http://dx.doi.org/10.5772/intechopen.104922

for electromyography, temperature, and strain incorporated into stimulation elec-
trodes was developed [79], and its practical use for prosthesis control with sensory 
input as well as electrical muscle stimulation was reported [80].

2.3.2 Regenerative medicine

Biosensors serve as a control platform for other technologies, allowing for real-
time monitoring of system behavior for improved efficiency. Biosensing technologies 
are used in regenerative medicine for a variety of purposes, including biomanufactur-
ing (for example, product release requirements), organ-on-a-chip technologies, and 
therapeutic efficacy indicators.

2.3.2.1 Application of biosensors in regenerative medicine

2.3.2.1.1 Biomanufacturing

Biomanufacturing is a relatively recent industrial strategy to produce economi-
cally relevant biological goods such as human tissues by leveraging biological systems. 
Industrial-scale bioproducts are made using additive manufacturing techniques such 
as 3D printing and other biofabrication technologies Figure 13 [81]. shows DNA 
biosensing with 3D printing technology.

Biomanufacturing facilities may also use altered cells to manufacture chemi-
cal or molecular products, as well as mass culture cells for organ fabrication. 
Biomanufacturing may be used in a variety of industries, including healthcare, food 
production, and even agriculture. Controlling the quality and condition of the bio-
logical structure is crucial for producing trustworthy goods, and biosensing technolo-
gies can help with this. Electrochemical enzyme-based biosensors, for example, have 
been utilized to monitor metabolites in cell culture medium in real time [81].

2.3.2.1.2 Organ-on-a-chip technologies

Using microfluidic technology and organoids, organ-on-a-chip technologies 
have opened up a new biomedical research field. Organoids are tiny cell clusters of 
a certain tissue type that can mimic the behavior of regular tissues and organs more 
accurately. Organ-on-a-chip technology is utilized for a variety of purposes, includ-
ing evaluating the response of organoids to medications and other external stimuli 
[83]. The use of biosensors for real-time monitoring of the behavior of microtis-
sues and organoids has progressed the technique significantly. Damage to cardiac 
organoids was monitored using a new microfluidic aptamer-based electrochemical 
biosensor Figure 14 [84]. shows the use of biosensors to develop organs-on-a-chip 
technology.

2.3.2.1.3 As indicators for therapeutic efficacy

Given that most outcomes are observed visually (e.g. a regenerated tissue or 
a healed wound) or functionally (e.g. improved sensory ability), biosensors for 
detecting the efficacy of regenerative medicine-related therapies remain relatively 
unexplored. Biosensors, on the other hand, may play an increasingly essential role 
in therapeutic evaluation in the future. For example, with glucose sensors, patients 
undergoing treatment can make use of biosensors to self-monitor the efficacy of the 
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treatment (for instance, the presence of the required growth factors in their blood-
stream after undergoing treatment).

Also, biosensors that monitor stem cell differentiation status before transplanta-
tion for therapeutic purposes can be made with nanotechnology [86]. Small cellular 
surface proteins and neurotransmitters, for example, can be measured to validate the 
differentiation of stem cells into dopamine-producing brain cells before their implan-
tation into Parkinson’s disease patients [87].

Future applications of biosensing can be seen in the monitoring of regenera-
tive medicine therapies in patients, such as biosynthesized tissue preparation and 
posttreatment self-monitoring. With the advancement of technology and stem 
cell-related applications, physicians and patients will be able to use biosensors in 
new ways.

Figure 13. 
DNA biosensing with 3D printing technology [82].

Figure 14. 
Diagram showing the use of biosensors in organ-on-a-chip integration [85].
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2.3.3 Mobile health (mHealth)

The pathbreaking spread of mobile technologies together with innovative appli-
cation advancements has brought up deliberate attempts to address health-related 
matters using mobile devices. This has led to the evolution of a new pathway of 
electronic health (eHealth), known as mHealth. According to the International 
Telecommunication Union, there are about 5 billion mobile phone subscriptions in 
the world, with over 85% of the world’s population now covered by a commercial 
wireless signal [88]. Mobile phones have penetrated most low-income countries more 
than other infrastructures such as paved roads and electricity. The increasing quality 
of these networks which involves providing higher speeds of data transmission along-
side cheaper and more powerful handsets is transforming the way health services and 
information are accessed, delivered, and managed. With increased accessibility comes 
a greater possibility of personalization and adoption in healthcare delivery [89].

The term “mobile” in mHealth connotes a sense of freedom and flexibility to 
function anywhere and at any time [90]. There is no one generally accepted defini-
tion for the term – mobile health, and how it is defined keeps changing with time, 
and as you move from one field to the other. However, World Health Organization 
Global Observatory for eHealth (WHO, GOe) has defined mHealth as a subdivi-
sion of eHealth (electronic health). This subdivision is referred to as medical and 
public health practice supported by mobile devices. The mobile devices include the 
following:

• Mobile phones

• Patient monitoring devices

• Personal digital assistants (PDAs)

• Other wireless devices

mHealth capitalizes on a mobile phone’s core utility of voice and short messaging 
service (SMS) as well as more complex functionalities and applications including 
general packet radio service (GPRS), third- and fourth-generation mobile telecom-
munications (3G and 4G systems), a global positioning system (GPS), and Bluetooth 
technology [89].

On the other hand, [91] it has described mHealth as wireless devices and sensors 
(which include mobile phones) which are meant to be carried or accessed by an indi-
vidual throughout regular activities that are performed daily. This definition tells us 
that an important component of mHealth is the sensor that can monitor and measure 
physiological data; hence, the sensors can be used for various applications including 
monitoring and measuring physiological data in mHealth.

2.3.3.1 Application of biosensors in mHealth

There are many types of biosensors employed in mHealth for telecare. For biosen-
sors to fit into mobile devices, they have to be of high quality and miniaturized, and 
consume low power. This has been better achieved through innovation in materi-
als and instrumentation [92–95]. As biosensors gain more and more attachments 
with smart devices for mHealth, they become necessary for researchers to design 
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biosensors with suitable functionalities and specifications to work flawlessly with 
accompanying hardware and software [96].

Two features will remain immutable with mHealth devices: a sensing technol-
ogy for sensing health parameters and processing software to transform the sensor 
data into useful information. Hence, biosensors will remain invaluable components 
of mHealth. In designing a biosensor for mHealth, the biosensor can be built as 
a distinct microfluidic chip to communicate with the smartphone via wired or 
wireless connectivity. Alternatively, the biosensing chip with computing features 
can be incorporated directly into the design of smartphones, and this will eliminate 
additional hardware, thereby improving portability and possibly bringing about 
overall cost reduction [97].

Regarding smartphone-based mHealth, recent smartphones lack some key 
health sensor modalities. An integrated smartphone biosensor has limitations in the 
types of health data it can collect. Yet, the presence of connectivity technology such 
as USB, Bluetooth, and WiFi that enable them to interface with a large number of 
external biosensors to expand their range of signal acquisition is a great advantage. 
In mHealth, data processing can either be local processing (on the smartphone or 
a standalone biosensing accessory) or server processing (taking place on the cloud 
or on a nearby computer that communicates with the smartphone or a standalone 
biosensing accessory) [97].

Smartphones are not very suitable for data processing that requires high com-
puting power as they may take a long time to process the data into useful informa-
tion. However, smartphones can take advantage of their built-in connectivity 
features to transfer sensor data to a more powerful server. After the processing is 
completed, the server can transmit the results back to the smartphone to be acces-
sible to the user.

2.3.3.1.1 Some of the specific applications of biosensors in mHealth

2.3.3.1.1.1 Detection of melanoma

The biosensor has been employed in the detection of melanoma using a fully 
integrated smartphone application [98]. A 10x detachable lens is used to capture 
the image of the target site of the skin, and the image is then passed through a series 
of processing steps such as preprocessing, segmentation, and feature extraction. A 
support vector machine classifier is then used to determine whether the image is an 
indication of a malignant or benign lesion [98].

Figure 15. 
Dual-mode microscope attachment (left) designed for the smartphone [99].
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2.3.3.1.1.2 Phone microscopy

Orth et al. developed a dual-mode smartphone microscope. The system uses a 
camera flash or ambient light for brightfield and darkfield imaging [99]. They devised 
a clip-on 3D-printed attachment that easily attaches to the smartphone as shown in 
Figure 15. A cell nuclei imaging of unlabeled cells, cattle sperm, and zooplankton 
were demonstrated with this system. Another phone microscopy device called 
MoleScope is a commercially available smartphone attachment for dermoscopy that 
allows the user to obtain magnified images of the skin with controlled lighting. The 
images can be stored and viewed on a computer using a web platform and can be 
shared with a dermatologist, thereby facilitating teledermatology [97].

2.3.3.1.1.3 Semen analysis

Kanakasabapathy et al. developed a smartphone-based semen analyzer for point-of-
care (POC) male infertility screening as shown in Figure 16. The system is composed of a 
disposable microfluidic device that handles the semen samples and an optical attachment 
for the smartphone that enhances image magnification and device alignment [100].

2.3.3.1.1.4 Lung function test

An acoustic-based diagnostic biosensor used for lung function tests has been 
developed by researchers as shown in Figure 17. It uses the audio signal from the in-
built microphone of the smartphone with a mouthpiece attachment. The mechanism 
is based on a variable frequency complex demodulation using lung function param-
eter estimation [101].

2.3.3.1.1.5 Enzyme-linked immunosorbent assays at the point of care

Ozcan and the group developed a smartphone-based microplate reader for per-
forming enzyme-linked immunosorbent assays at the point of care [102]. The system 

Figure 16. 
Semen analyzer for point-of-care male fertility screening [100].
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is composed of a 96-well plate held by a 3D-printed attachment and an LED array for 
the illumination of the plate. The smartphone camera is mounted on the same attach-
ment, connected with the optical fibers that carry the light to the camera as shown 
in Figure 18. The image taken is sent to online servers for analysis, and the results 
are sent back to the phone in about 1-minute time. [103] also developed injectable 
dermal tattoo biosensors for measuring pH, glucose, and albumin concentrations. The 
biosensors undergo a colorimetric change upon exposure to varying levels of these 
analytes, such as pH, glucose, and albumin concentrations [103].

2.3.3.1.1.6 Amperometric electrochemical analysis

Guo devised a system for measuring blood ketones in order to detect diabetic 
ketoacidosis early. The concentration of blood ketone is detected using disposable 
test strips from fingerstick whole blood analysis on a smartphone-powered electro-
chemical analyzer. The -hydroxybutyrate dehydrogenase integrated with the test strip 

Figure 17. 
Smartphone device with mouthpiece attachment for lung function testing [101].

Figure 18. 
Smartphone-based microplate reader for point-of-care enzyme-linked immunosorbent assays [102].
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converts -hydroxybutyrate to acetyl acetic acid after a drop of whole blood is added. 
The oxidation of NADH into NAD+ is then triggered by this cascade, which may be 
monitored amperometrically using an electrochemical analyzer. The results of map-
ping the current produced to the concentration of hydroxybutyrate are then sent to 
the smartphone through USB as shown in Figure 19 [104].

3.  Advantages of biosensing in tissue engineering and regenerative 
medicine

• It can be used in real-time monitoring of bioanalytes [52, 81].

• Development of “organs-on-chips” models in which concentrations of biomol-
ecules such as glucose, adenosines, and hydrogen peroxide levels play important 
roles in determining the fate of the cells and tissues [48].

• Biosensing can be employed for the early detection of cancer biomarkers from 
blood samples in a noninvasive manner. Surface plasmon resonance (SPR) 
and electrochemical biosensors have been successfully used for the detection 

Figure 19. 
Amperometric-based system for blood ketone monitoring [104].
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of carcinoembryonic antigen (CEA) biomarkers in the early diagnosis of lung 
cancer in serum [105–107].

4. Challenges

There are many challenges researchers face in biosensing research. These include 
the following:

• Difficulties in translating academic research into commercially viable prototypes 
by industries.

• Complex regulatory issues in clinical applications.

• Difficulties in finding researchers with a background in biosensor technology 
or engaging researchers from different disciplines of science and engineering to 
work together.

• Identifying a market that is interested in a biosensor for a specific analyte of 
interest.

• Clear-cut advantages over existing methods for the analysis of that analyte.

• Testing the performance of the biosensor both in use and after storage. Response 
of a biosensor after 6 months of storage is the absolute minimum for any practi-
cal commercial application.

• Stability, costs, and ease of manufacturing of each component of the biosensor; 
hazards and ethics associated with the use of the developed biosensor [2].

5. Conclusion and future perspectives

The application of biosensing in tissue engineering, regenerative medicine, and 
mHealth has been fast growing. However, the growth has been limited even though 
some sensors including piezoelectric sensors have been described in previous research 
works and are already present in the market depicting high sensitivity and sensibil-
ity. The popularly known and successful ones among all are the electrochemical and 
mHealth, whereas some others cannot be used practically.

In tissue engineering and regenerative medicine, real-time monitoring of analytes 
is still at its early stage, and further research can bring enormous possibilities in the 
field. Future studies should focus on overcoming the challenges of miniaturization 
and integration of biosensors in microfluidic systems. Microfluidic technology with 
automated, sensitive, and real-time monitoring capabilities will play significant 
roles in translating to clinics. The use of microfluidic technology and many other 
mentioned technologies (methods) for global biosensing applications will need the 
utmost high standard of the systems and the whole process.

Incorporating biofabrication techniques into biosensing fields is important. For 
multiplexing signals and evaluating cellular responses in 2D and 3D, high-quality 
transducers could be used to separate and quantify analytes of interest. Future studies 
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could be carried out by joining the recent biofabrication techniques (contact-based 
and noncontact-based), to yield better advances in biosensing technology, more 
particularly, in advanced extrusion-based bioprinting (noncontact-based printing 
method), to print living biosensing structures (as implantable therapeutics) with the 
use of coaxial and triaxial nozzles for various healthcare-related issues. The synergy 
of biofabrication and sensing will generate the next generation of biosensors possess-
ing a high degree of sensitivity, throughput, and dynamic range in one sensor. In the 
end, the synergetic effect will yield a great impact on future sensing, monitoring of 
diseases, research, diagnostics, and therapeutic applications.
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Abstract

This chapter comments on the advantages of nanobiosensors using nanocrystals 
in improving electrochemical sensors’ response and their use as theragnostic tools in 
biomedical applications. The use of nanomaterials to modify electrochemical  sensors’ 
surfaces to increase these devices’ sensitivity and their bio-functionality enables 
high-quality nanotechnological platforms. Thus, graphene nanostructures and CdSe/
CdS magic-sized quantum dots (MSQDs) were shown to improve biosensor’s sensitiv-
ity. In addition, the use of CdSe/CdS MSQDs and cobalt ferrite nanocrystals (NCs) 
as potential tools for drug delivery systems and biocompatible titanium dioxide 
NCs in osseointegration processes and their bio-location are also demonstrated. So, 
this chapter shows some impressive results on which the group has been working 
regarding the applications of nanocrystals to electrochemical sensors and theranostic 
applications.

Keywords: nanocrystals, luminescence, magnetic nanocrystals, magic-sized quantum 
dots, drug delivery systems, biosensors, biomaterials, theranostic applications

1. Introduction

Nanotechnology allows the development of nanomaterials with controllable 
physical, chemical, and biological properties [1–4]. These properties are controlled 
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according to the nanomaterials’ size and shape, enabling the development of 
new innovative technologies, from new device development to tools in the health 
field [4–9]. In this context, nanobiotechnology is a recent field emerging from 
science, which establishes an interface between biology and nanotechnology, 
evaluating and assigning new functionalized nano biosystems [8]. Thus, this 
multidisciplinary research field has great potential in developing improved 
medical engineering [1, 10].

Nanoparticles can be amorphous or crystalline (nanocrystals), and this difference 
reflects directly on the physical, chemical, and biological properties. Spanó et al. 
demonstrated that zinc oxide (ZnO) nanocrystals are more biocompatible when com-
pared to amorphous nanoparticles [11]. Amorphous nanoparticles have a long-range 
disorder of their atoms and are more reactive [12]. On the other hand, nanocrystals 
show the periodicity of atoms forming crystalline arrangements and consequently 
fewer defects and less reactivity [13–15].

Nanocrystals (NCs) are often and successfully applied in several sensors, such 
as colorimetric, fluorescence, surface plasmon resonance, and electrochemical 
[16]. Regarding electroanalytical chemistry, conductive nanostructured crystals are 
interesting for application in electrochemical sensing due to their well-known ability 
to improve the catalytic activity, the electron transfer speed, and the conductivity of 
the sensors. Furthermore, the deposition of nanocrystals over electronic surfaces can 
increase the superficial area and amplify the analytical signal, enhancing the sensi-
tivity regarding the detection of target analytes [17]. Nowadays, nanocrystal-based 
sensors have been widely explored in various applications and attracted the attention 
of several researchers [18].

Nanoparticle drug delivery can be used to target the tissue, promote the slow-
release, protect against degradation, and diminish toxicity [19, 20]. The pharma-
cokinetic properties of a compound of biological activity are, among other factors, 
related to its solubility. The low solubility will result in problems from absorption 
until elimination. So, it is essential to search for alternatives, and they can increase the 
solubility of drugs without interfering in their pharmacological activity. Several active 
compounds are usually poorly soluble in aqueous media [21, 22]. A vast literature 
reports the possibility of complexation between lipophilic organic molecules appro-
priately sized, inorganic ions, and other species, with cyclodextrin, dendrimers, and 
liposomes. Whether for the drug’s application for pharmaceutical use, the nanocrystal 
compounds are essential on the medical and economic side [23, 24].

The development of biomaterials arouses tremendous scientific and clinical inter-
est, given the possibility of replacing, in part or whole, human bones and/or favoring 
bone regeneration, both in the craniofacial complex and in other parts of the skeleton. 
Therefore, it is expected that the materials have osteoconductive properties (materials 
that function as a support surface for adhesion and proliferation of osteoblastic cells, 
which promote the formation of mineralized bone tissue), osteoinduction (materials 
that contain inductive proteins present in the matrix bone tissue and are capable of 
inducing differentiation of undifferentiated mesenchymal cells into chondroblasts 
or osteoblasts), osteogenesis (materials that have viable osteoblasts, capable of 
determining the formation of the new bone when grafted into the host tissue) and/
or osteopromotion (materials that constitute physical barriers for the anatomical 
isolation of the site under repair, aiming at the selection of cells that promote the 
restoration, while excluding competing for inhibitory cells) [25]. This chapter book 
will comment specifically on titanium dioxide nanocrystals in dental and orthopedic 
applications.
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Therefore, this chapter shows the innovative results obtained by the group of 
carbon-based, semiconductor, and magnetic nanocrystals that can be used in biosen-
sors and biomedical applications, further strengthening the development of new 
tools.

2. NanoBioSensors and applications

This section shows nanocrystals’ results in improved electrochemical sensors and 
their use as theranostic tools in biomedical applications. We will demonstrate how 
graphene nanostructures and CdSe/CdS MSQDs can improve sensors sensitivity. 
In the biomedical applications, we will show CdSe/CdS MSQDs and cobalt ferrite 
(CoFe2O4) NCs to drug deliveries and biocompatible titanium dioxide (TiO2) NCs in 
osseointegration processes and their bio-location.

2.1 Nanocrystals to biosensors improvement

Graphene has been the nanostructured material most utilized in electroanalyti-
cal applications due to its unique features [26]. Graphene consists of a single layer of 
carbon atoms in the sp2 hybridization organized in a honeycomb structure with six-
membered rings, yielding 2D nanocrystals [27]. Some advantages of using graphene 
in electrochemical sensors are enhanced conductivity, decreased overpotentials, 
increased electroactive areas, and enhanced charge transfer rate [28]. Graphene is 
usually synthesized by the chemical reduction of graphene oxide [29, 30].

In this field, the advantages of using graphene-based nanocrystals in electroana-
lytical sensing have been previously demonstrated by several researchers and our 
research group [31]. We have reported the modification of a glassy carbon rod elec-
trode (GCRE) with reduced graphene oxide doped with copper nanoparticles (RGO-
CuNP). The synthesis of the RGO used in this work was carried out by the modified 
Hummers’ method [32]. This GCRE modified with RGO-CuNP was coupled, for the 
first time, to a paper-based electrochemical platform and applied in the electroanaly-
sis of analytes of clinical interest, as illustrated in Figure 1.

The modified sensor was thoroughly studied, optimized, and characterized. The 
results showed that the modification with RGO-CuNP significantly improved the 
electrochemical properties of the working electrode. In comparison with the unmodi-
fied GCRE, the RGO-CuNP sensor presented lower peak potentials, better sensitivity 
(ca. two-fold higher), lower electron transfer resistance (857 vs. 21,497 Ω), and larger 
electroactive area (0.067 vs. 0.040 cm2). These improvements are directly related to 
the modification with RGO-Cu nanocrystals, which are responsible for enhancing the 
conductivity and increasing the superficial area of the GCRE. As proof of concept, 
this modified sensor was employed to determine paracetamol and caffeine in real 
urine samples simultaneously. These two analytes were successfully quantified in low 
levels without matrix interferences, and the results showed excellent concordance 
with high-performance liquid chromatography used to validate the method. So, it 
evidences some of the advantages of using graphene-based nanocrystal in sensing 
platforms.

In this context, quantum dots (QDs) are among the most explored nanomaterials 
nowadays. The synthesis and practical application of QDs are among the main focuses 
in the development directions of nanotechnology [33]. QDs are semiconductor nano-
crystals with optical and electrical properties that are widely employed in sensing 
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applications. Another exciting feature of QDs is that properties such as size, shape, 
composition, and structure can be controlled and tuned. It allows obtaining QDs with 
unique properties according to the desired application [34, 35].

Although, promising, conventional QDs have some drawbacks that include 
moderate stability, limited luminescence spectra, and large size to some applications. 
At this point, the magic-sized quantum dots (MSQDs) are a class of nanocrystals that 
show smaller particle sizes, broader spectra, and more excellent stability than conven-
tional QDs [36]. Among other applications, the MSQDs are a promising nanomaterial 
for electrochemical sensing use. The small size (in nanometric scale) and the electri-
cal properties of these nanocrystals can significantly increase the surface area and the 
conductivity of the sensors.

Our research group recently explored, for the first time, the application of MSQDs 
for the modification of electrochemical sensors [37]. This pioneering work proposed 
a simple and inexpensive paper electrochemical device (PED) whose carbon-based 
working electrode was modified with CdSe/CdS MSQDs. The three-electrode setup 
(working, counter, and pseudo-reference) was fabricated on the paper substrate by a 
simple pencil-drawing method. At the same time, the CdSe/CdS MSQDs were synthe-
sized according to the method described by Silva et al. [36, 38, 39]. This PED was modi-
fied with CdSe/CdS MSQDs to demonstrate the analytical feasibility and applied for 
clinical quantification of dopamine in biological samples, as represented in Figure 2.

Electrochemical and morphological techniques investigated the miniaturized 
CdSe/CdS MSQDs-based PED. This modified PED presented improved analytical 
signal (ca. 46% higher), lower charge transfer resistance (32 vs. 169 Ω), and larger 
superficial area (0.28 vs. 0.14 cm2) in comparison with the unmodified PED. It can 
be attributed to CdSe/CdS nanocrystals in the sensor, which was also confirmed by 
microscopy analysis. The electroanalysis of dopamine in real human blood serum 
samples was successfully carried out, and the limit of detection obtained was lower 
than other recent reports that utilize more complex electrochemical platforms for 
detecting the same analyte. In this way, MSQDs have been shown as a promising 
nanomaterial to be explored in electrochemical sensing.

Figure 1. 
Representation of the modification of the GCRE with RGO-CuNP, coupling of the modified sensor to the paper-
based electrochemical platform such as used in work, and voltammetric responses of unmodified and modified 
electrodes in the simultaneous electroanalysis of paracetamol and caffeine.
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2.2 Nanocrystals to biomedical applications

In the last decade, several nanostructured systems for the delivery of chemothera-
peutic agents have been developed to eliminate tumor cells. However, most of these 
systems cannot reach specific tumor cells without adequate control of these drug 
release processes, resulting in serious side effects [40, 41]. It is necessary to direct 
efforts to improve ideal drug distribution systems to release stimuli and selectively 
target cancer cells. Thus, quantum dots, liposomes, magnetic nanoparticles, and TiO2 
nanocrystals have enormous potential.

Quantum dots have been the subject of extensive investigations in different sci-
ence and technology areas in the past years [42, 43]. There are few studies of MSQDs, 
even though they exhibit features such as tiny size, higher fluorescence quantum 
efficiency, molar absorptivity greater than traditional QDs, and highly stable lumi-
nescence in theranostic, which refers to the simultaneous integration of diagnosis and 
therapy [36, 39, 44, 45].

Our group investigated the first study about the core-shell MSQDs by analyzing 
the electrochemical behavior of CdSe/CdS MSQDs immobilized on a gold electrode 
modified with a self-assembled cyclodextrin monolayer using cyclic voltammetry 
and electrochemical impedance spectroscopy techniques [46]. The work showed 
a good interaction between the thiol group from thiolated cyclodextrin and CdSe/
CdS MSQDs (Figure 3a). The proposed method was successfully applied to encap-
sulation studies of Mangiferin, a natural antioxidant compound, and cyclodextrin 
associated with the CdSe/CdS MSQDs, and the response was compared with that of 
the modified electrode without MSQDs. The fluorescence study revealed that CdSe/
CdS MSQDs emit blue light when excited by an optical source of the wavelength 
of 350 nm, and a significant increase in fluorescence and absorbance intensity is 
observed from the core-shell CdSe/CdS MSQDs when quantities of Mangiferin 
are added to the solution containing thiolated cyclodextrin. CdSe/CdS MSQDs are 
optically and electrochemically sensitive and can be used to detect and interact with 
compounds encapsulated in cyclodextrin and can be applied in theranostic.

Because of their reduced size, lipophilic nanoparticles of less than 100 nm can 
cross the brain-blood barrier by diffusion, allowing the drug delivery directly to 
the Central Nervous System (CNS) [47]. Neurodegenerative diseases (ND) such as 
Alzheimer’s, Parkinson’s, strokes, glioblastoma, Huntington’s, amyotrophic lateral 

Figure 2. 
Picture of the paper electrochemical device containing the pencil-drawn carbon electrodes used in work, 
representing a modification of the working electrode with CdSe/CdS MSQDs, and the voltammetric dopamine 
response regarding the unmodified and modified electrodes.
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sclerosis may be treated differently with this approach [19]. Just like liposomes, 
polymeric nanoparticles may be environmentally sensitive to drug release, such as 
temperature change, pH change, among others. These systems may be combined 
therapy, delivering two or more drugs, allowing different therapy combinations.

The group has also been developing liposomes containing CdSe/CdS MSQDs 
aiming at a new luminescent tool for drug delivery. Figure 3b shows the illustration 
of liposomes with MSQDs (top panel); when MSQDs are (i) inside or (ii) outside 
and optical image, the scale bar is 1 mm (bottom panel). Therefore, we demonstrate 
that CdSe/CdS MSQDs can be used in drug delivery systems, which serve as photo-
stable fluorescent reporters. A combination of MSQDs with liposomes is a powerful 

Figure 3. 
(a) CdSe/CdS MSQDs immobilized on a gold electrode modified with a self-assembled cyclodextrin to 
encapsulation studies of Mangiferin, and (b) illustration of liposome with MSQDs (top panel) when MSQDs are 
(i) inside or (ii) outside and optical image the scale bar is 1 mm (bottom panel).
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theranostic tool since it is possible to monitor their location via luminescence in 
addition to drug delivery.

Since the 1990’s Liposomal Amphotericin B has been available in the market, being 
one of the oldest and most clinical used nanoparticle formulations in the treatment 
of leishmaniasis. In 1978, Alvin et al. proved that the use of liposomal leishmanicidal 
drugs could enhance 700 times the efficacy [48]. Liposome functionalization is 
another advance that can enhance circulation time and release drugs according to 
temperature change and pH change; magnetic prepared liposomes can be target-
directed by applying a magnetic field, and ligands in the lipidic bilayer can actively 
target cellular types [49]. Thus, the group has been working to develop drug systems 
containing liposomes and nanocrystals.

The study of bioactive substances by electrochemical and UV-visible spectroscopic 
methods is already very conceptual. The association of magnetic nanoparticles has 
emerged as a new bias of these techniques. We group reported the interaction between 
the molecule LQM10, a derivative of guanylhydrazone, with the CoFe2O4 NCs coated 
with polyamidoamine dendrimer (PAMAM), generating a nanocarrier to benefit 
LQM10 (Figure 4). The PAMAM dendrimer has empty spaces that change according 
to its generation. In these places, as well as cyclodextrins, “guest-host” interactions 
can occur, where the hydrophobic molecule can interact with dendrimers by hydrogen 
bonds, ionic bonding, or hydrophobic interactions, being possible interaction with 
LQM10 due to the tert-butyl group attached to its ring, which gives it a hydrophobic 
character, as well as with CoFe2O4 NCs. In addition to this type of interaction. PAMAM 
can make covalent and non-covalent bonds through its primary and tertiary amine 
groups, which would also be possible by observing the structure of LQM10. Both 
interactions can occur in an isolated or simultaneous way, making it possible for a 
single molecule of PAMAM to interact with several other substances, which enables its 
association with CoFe2O4 NCs, producing a better nanocarrier for LQM10 [50].

The magnetic properties of CoFe2O4 NCs and each nanocarrier were confirmed by 
a vibrating sample magnetometer and field-effect calorimetry. LQM10 showed good 
interaction corroborating with the results of UV-visible and electrochemistry data. 

Figure 4. 
Illustrative scheme of the nanocarrier composed by the PAMAN molecule, the black spheres represent the CoFe2O4 
NCs and the LQM10 molecule.
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The heat generation by magnetic hyperthermia of CoFe2O4 NCs in the presence of 
PAMAM G3 and LQM10 was observed, demonstrating the association of promising 
nanocarriers (PAMAM G3 and CoFe2O4 NCs) with anticancer substances and their 
applicability as magnetic hyperthermia [50].

The implantation of material inside biological tissues must meet a minimum 
requirement, called biocompatibility, defined as a biomaterial’s ability to perform 
the desired therapeutic function without triggering any undesirable local or systemic 
effect, generating the most cellular or tissue response. Therefore, optimizing clinical 
therapeutic performance should be as beneficial as possible [51]. After applica-
tion, an interaction occurs between the host’s immune system and the implanted 
biomaterial, leading to a specific cellular reaction to the biomaterial [52]. Proteins 
play a crucial role in the interaction between biomaterials and cells or tissues. Thus, 
the absorption of proteins on the material surface is the first event of this interac-
tion, which is decisive for the subsequent cell growth processes, differentiation, and 
extracellular matrix formation [53].

The deliberate, accidental implantation of any foreign material into living tissues 
causes a response, and it is not the response itself but the extent, intensity, and duration 
that define biocompatibility. The ideal response of biological tissues to a biomaterial is 
when the initial inflammatory response resulting from the surgical procedure is quickly 
resolved, without the presence of a chronic inflammatory infiltrate or the develop-
ment of an immune response. Thus, the biomaterial must be biocompatible and have 
characteristics that include predictability, clinical applicability, absence of transopera-
tive risks and minimal postoperative sequelae, and acceptance by the patient. It is also 
expected that this biomaterial is not carcinogenic, that it presents adequate chemical 
and biological stability, mechanical and elastic resistance, and has low cost [54].

The biomaterial is a natural or synthetic material intended to interact with biological 
systems to assess, treat, augment, or replace an organism’s organ, tissue, or function [51]. 
The primary function of biomaterials is to replace damaged tissue and passively assume 
its function, selection, and manufacture, based on the imitation of the chemical and 
physical properties of natural tissue, causing minimal response as a foreign body [53].

Since the early 1970s, various synthetic bone substitutes have been developed to 
minimize the difficulties inherent in using autogenous bone grafts and homogeneous 
and heterogeneous bone implants [25]. The main advantages of grafts created from 
synthetic materials through bioengineering are biocompatibility and good reabsorp-
tion [55]. The alloplastic materials most commonly used in the medical-dental field 
are metals or metal alloys, ceramics, polymers, composites, and bioactive glasses [25]. 
Despite the wide variety of organic and synthetic materials capable of replacing bone 
tissue or stimulating reparational osteogenesis, there is still no material that meets all 
the desired requirements.

Titanium dioxide (TiO2) is a semiconductor that absorbs and emits in the ultra-
violet region with numerous applications in biomedical fields such as cosmetics, 
medicines, and pharmaceutical products [56–58]. This material has three crystalline 
phases: anatase, brookite, rutile, and physical and biological properties [59]. The 
anatase phase is more electroactive than the rutile phase, having greater genotoxicity 
and photocatalytic effects [60–63]. The TiO2 NCs have shown great potential for use 
in implants due to their excellent physical, chemical, and biological properties, such 
as high specific surface area, ability to provoke positive cellular response and stability 
in body fluids, is suitable for the propagation, proliferation, and differentiation of 
osteoblast cells [56, 64]. Thus, will show exciting results obtained by the group using 
TiO2 nanocrystals as well as their luminescence bio-location.
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The porous structure of TiO2 nanotubes increases bone regeneration and repair, 
presenting good osteointegration, being used as a graft and biological fixation ele-
ment for implants [57, 65–70]. In an experimental study carried out by our research 
group using TiO2 NCs, adequate osteointegration in bone failure in the calvary of rats 
was evidenced, with the presence of a large amount of newly formed tissue, suggest-
ing effective osteoinductive action, as can be seen in Figure 5.

Despite the promising findings with TiO2 NCs, it is essential to report that there 
may be a high contamination rate and post-surgical infection since, currently, the 
spread of antibiotic-resistant bacteria is a worrying threat to human health.

In this context, it is essential to establish new antimicrobial strategies, in which 
the idea of coating device surfaces with active antimicrobial metals is considered one 
of the essential strategies. Therefore, bimetallic corrosion is inevitable, in which TiO2 
photocatalytic nanomaterials, in the anatase form, offer more significant advantages 
for antimicrobial purposes [71]. Still, the photocatalytic activity of TiO2 under 
exposure to ultraviolet radiation results in disinfectant properties, mainly related to 
the generation of reactive oxygen species [72].

In this perspective, the sensitive and accurate detection of biological analytes in 
low concentrations is another application of TiO2 nanostructures that is beneficial 
for biomedical research and clinical diagnosis. There has been significant interest 
in applying TiO2 detection in biosensors [57, 67]. Therefore, those reported in the 
literature point out that TiO2 nanocrystals are inert and safe structures when exposed 
to the human organism, thus contributing to new promising nanotechnologies with 
the biomedical application.

Luminescence is related to some materials’ ability to light emissions. This excita-
tion energy (absorbed energy) can be obtained from different sources: photons 
usually in the ultraviolet region of the electromagnetic spectrum (emission called 
photoluminescence), electrical energy (electroluminescence), electron beam (cath-
odoluminescence), physical impact (gives rise to triboluminescence) and heating the 
luminophore (results in thermoluminescence) [73, 74]. Photoluminescent materials 
are often called phosphors or luminophores [73]. Efficient luminophore requirements 
are efficient absorption of light in a suitable spectral region; chemical stability of the 
excited electronic state populated after light absorption; high conversion efficiency 
to the excited luminescent state; a long lifetime of excited state luminescence; high 
luminescent efficiency [75].

Photoluminescent materials require a host crystalline matrix, such as TiO2, as 
well as an activating ion, such as lanthanides. Lanthanide ions are known to have 

Figure 5. 
Histological section of rats’ calvaria: (a) fibrous connective tissue (asterisk); bone tissue (arrow); and (b) TiO2 
NCs (arrows), bone tissue (arrow), and neoformed fibrous connective tissue (asterisk) (hematoxylin and eosin 
staining, 400×).
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characteristic luminescence (high color purity). Among lanthanides, the europium 
ion (Eu3+) is one of the most used for biomarking due to its intrinsic electronic 
spectroscopic properties in the visible region under excitation in the ultraviolet region 
[76, 77].

Compounds with trivalent europium ions emit red light, with emission spectra of 
thin bands of approximately 614 nm. Therefore, it has been applied to investigate the 
properties and functions of biochemical systems and the determination of biologi-
cally active substances. In this context, we find reports of its application mainly as 
spectroscopic probes in the study of biomolecules [78]; in biological tracers to follow 
the path taken by medicines in the human organism and animals; as markers in 
immunology (fluoroimmunoassays) [79], as well as contrast agents in non-invasive 
diagnosis of pathologies in tissues by nuclear magnetic resonance imaging [80].

In a study carried out by our research group with TiO2 NCs doped with Eu3+, in 
the culture of mesenchymal stem cells, isolated from bone marrow cells, the presence 
of these nanocrystals was observed in the cytoplasm of the cells after 24 hours of 
incubation, not being found in the cell nucleus, suggesting the absence of cytotoxicity 
and genotoxicity (Figure 6).

3. Conclusion

Therefore, this chapter showed nanocrystals inserted in biosensors and their use 
in drug delivery tools or biomaterials. Graphene and magic-sized quantum dots into 
biosensors enable an increase in sensitivity and specificity, making the development 
of nanotechnological platforms in biological diagnosis possible. In theranostic applica-
tions, magic-sized quantum dots, magnetic nanoparticles, and TiO2 nanocrystals can be 
innovative drug delivery tools and dental and orthopedic applications. Thus, the fabri-
cation of nanomaterials with interesting properties makes it possible to generate several 
potential tools to improve electrochemical sensors and in theranostic applications.
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