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Preface

This book provides a comprehensive overview of techniques, approaches, and 
experiences in the rapidly growing field of geographical information systems (GIS) 
in coastal zones. It focuses on advances in GIS technology and applications. Most of 
the work represented in this book is based on innovative applications of geographic 
information in coastal environments and disasters, coastal resources, coastal social 
systems, and coastal urban environments as well as applications of new algorithms, 
big data processing, and deep learning at global, regional, or local scales. Specifically, 
the chapters discuss GIS in coastal asset mapping and management, shoreline change 
analysis, development of ancient cities, agriculture and land suitability analysis, solid 
waste management, impact of COVID-19 measures on air quality, dynamic modelling 
of LULC, strategic planning of hydroelectric projects, groundwater potential zone 
identification, and road optimization for effective management traffic and transport. 
This volume is a useful resource for those who have used GIS for monitoring, modeling, 
planning, and policymaking in earth sciences and coastal studies.

We thank all the contributing authors and reviewers for their excellent work, helpful 
comments, and timely feedback. We are also grateful for the guidance and support from 
Publishing Process Manager Ms. Elena Vracaric and the editorial board of IntechOpen. 
Some of the in situ observations and field data used in some chapters were obtained 
from projects at the National Natural Science Foundation of China (U1901215) and the 
Marine Special Program of Jiangsu Province in China (JSZRHYKJ202007).

Dr. Yuanzhi Zhang
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Chapter 1

Open-Source Geospatial 
Technology for Coastal Asset 
Mapping and Management
Arati Paul, Dibyendu Dutta and Chandra Shekhar Jha

Abstract

Coastal areas are highly productive in terms of natural resources and important for 
their strategic location. This leads to the development of industry, ports, and town-
ships/cities in coastal areas. Therefore, many assets/ infrastructures are developed in 
coastal areas which are managed by respective administrations. Proper management 
of these assets requires a geographic information system (GIS) that can integrate 
and disseminate geospatial data along with ground photographs. The advancement 
of open-source geospatial technology enables the development of feature-rich yet 
cost-effective GIS applications. In the present chapter, one such web GIS framework is 
discussed for mapping and management of coastal assets using open-source geospa-
tial technology.

Keywords: coastal, asset, mapping, geospatial technology, open source

1. Introduction

Coastal areas are bordering areas of a land surface that are close to a coastline 
or seashore where land and water surfaces meet. They are unique areas in terms of 
biodiversity and ecosystems. Coastal areas are environmentally sensitive and valu-
able with respect to the economy. They are extremely important to human activities, 
such as settlements, ports, business, and lively hood. Coastal fisheries are one of the 
major economic activities in coastal areas other than tourism and industry. It also 
provides opportunities for the generation of renewable energy. Therefore, many 
assets/infrastructures are developed in coastal areas which are managed by respective 
administrations. Coastal ecosystems provide protection against sea-level rise and tsu-
namis. However, natural calamities, such as cyclones and floods affect coastal regions 
frequently impose threats to economic and environmental assets. Proper management 
of these assets requires a GIS that can integrate and disseminate geospatial data along 
with ground photographs. The advancement of open-source geospatial technology 
enables development of feature-rich yet cost-effective geographic information system 
applications using free and open-source software (FOSS). Consequently, geospa-
tial technology using FOSS is increasingly utilized in different sectors viz. natural 
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resource management [1], biodiversity conservation [2], plantation and green space 
management [3, 4], planning of infrastructure [5]. In the present chapter, one such 
web GIS framework is discussed for mapping and management of coastal assets using 
open-source geospatial technology, including mobile apps.

Mapping of the assets is done through a field survey. GPS-enabled devices are 
used for collecting the spatial location of the asset. The smartphone-based geotag-
ging application not only collects the location but also captures the asset photograph 
along with other associated information. The open-source Android operating 
system (OS) provides an excellent application programming interface (API) for 
developing such geotagging app that helps in systematic mapping of coastal assets 
and automatic generation of asset database. In the present chapter, the development 
process of a geotagging app using Android Studio is discussed. Once the asset data 
is captured in the field, the database is created. Open-source Postgres database 
application along with PostGIS extension provides support for spatial database 
management. PHP is an open-source scripting language that interfaces the data-
base to retrieve information and passes them to the client application. The client 
application developed using HyperText Markup Language (HTML), JavaScript, 
etc. enables in generating dynamic web pages to send and receive user queries 
and replies respectively from the server. In the present chapter, the development 
framework of a WebGIS application involving open-source geospatial technologies 
is discussed.

A brief introduction of WebGIS, including its characteristics and components, is 
given in Section 2. Section 3 introduces mobile applications in the context of location-
based services. The methodology is described in Section 4 whereas the results are 
discussed in Section 5. Finally, conclusions are drawn in Section 6.

2. WebGIS

GIS system includes computer hardware, software, and applications to capture, 
edit, analyze, manipulate, and visualize geo-referenced data. WebGIS is an advanced 
form of GIS available on the web platform where the exchange of information takes 
place between a GIS server and a client (mostly browser-based) application running 
on a mobile or desktop.

2.1 Characteristics of WebGIS

A diverse set of analytical functions are offered by GIS beyond mapping. WebGIS 
extends the potential of GIS to a wider audience and helps in the decision-making. 
Some of the important characteristics of WebGIS are listed below:

• It serves a large number of users simultaneously

• Runs on browser and supports multiple platforms and operating systems.

• Follows unified updates.

• Easy access to map and satellite imagery for different applications.

• Available in customized dashboards with user-friendly interfaces.
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2.2 Components of WebGIS

WebGIS allows the dissemination and analysis of geospatial data over the web. 
Components of WebGIS include (i) database server, (ii) GIS server, (iii) application 
server, and (iv) client. Figure 1 shows the architecture of WebGIS where each com-
ponent is connected. It is a three-tier architecture. The first and second tires include 
the client (Browser) and application server respectively, whereas the GIS server and 
the database server reside in the third tier. The communication between these com-
ponents is performed via Hypertext Transfer Protocol (HTTP) and the format of the 
response can be an HTML, binary image, XML (Extensible Markup Language), GML 
(Geography Markup Language), or JSON (JavaScript Object Notation).

The client accesses the WebGIS application hosted in the application server 
through HTTP requests. The WebGIS application provides a customized interface that 
includes functionalities viz. display, overlay, query, and analysis. The client requests 
are analyzed in the application server and accordingly, requests are sent to either/both 
GIS server or/and database server. On a successful query, responses are sent to the 
application server from the database and/or GIS server. Finally, results are presented 
to the client in customized form by the application server through the HTTP response. 
Brief functionalities of each of the WebGIS components are described in the follow-
ing subsections.

2.2.1 Database server

A GIS includes spatial and aspatial data which are stored in a database. The 
database is suitable for large datasets with several features and provides an efficient 
mechanism to store, query, analyze, and update these data [6]. Database server 
communicates with the GIS server and application server for providing spatial and 
aspatial data as per their requests.

2.2.2 GIS server

The GIS server is software that creates web services using spatial data for GIS 
applications. Web service runs on the GIS server and performs some actions in 
response to a client request. To facilitate the exchange of geographic data across the 

Client

Application Server 

GIS Server Database Server

Internet

Figure 1. 
WebGIS architecture.
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web, the Open Geospatial Consortium (OGC) has defined open specifications for GIS 
web services. Different OGC compliant services include the web map service (WMS) 
and web map tile service (WMTS) for requesting maps, the web feature service 
(WFS) for requesting vector feature geometries and attributes, the web coverage 
service (WCS) for raster data requests, and the web processing service (WPS) for 
spatial data processing operations.

2.2.3 Application server

The application server hosts the WebGIS application that accepts clients’ requests 
and processes them and provides the output in customized form. Different APIs and 
libraries viz. OpenLayers and Leaflet are used to develop the WebGIS application that 
consumes web services. API is an organized set of programming components that can 
be used to develop applications using a particular language. The application handles 
the details of all the web service requests occurring in the background and provides 
an intuitive user experience. In WebGIS application maps are often produced by 
combining multiple web services as layers. The term “mashup” refers to describe such 
maps created from multiple web services [7].

2.2.4 Client

Client refers to a computer or other device that requests information or processing 
from a server. The client accesses the WebGIS application hosted in the application 
server through the browser via the Internet. Each time an action is performed at the 
client, the request is sent to the application server. On successful processing of the 
request, the result is displayed at the client end in a customized form in the WebGIS 
application.

In spite of having advantages over standalone GIS, WebGIS have several chal-
lenges viz. security, data quality, performance, poor network connectivity, and 
maintenance.

3. Mobile application for location-based services

The geographical location of an object along with its description is an important 
aspect of mapping. Objects are mapped in the field using traditional tools and 
methods that have their own limitations. In recent years, digital methods with new 
technologies are gaining significant interest and popularity for field surveys and 
mobile-based mapping is one of them. Smartphones and tablets integrated with 
Global Positioning System (GPS) receiver provide a convenient way of recording loca-
tion as well description of observations. Hence, in the present section, a few impor-
tant technological tools/functionalities are described briefly that help in developing 
mobile applications for location-based services.

3.1 GPS module

GPS, a satellite navigation technology, provides the geolocation information of an 
object and is mostly used in the location-based mobile app. The location accuracy of 
recent GPS technology is within a few meters.
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3.2 Cellular ID

Cellular identification is unique for any device. It enables in getting the approxi-
mate location information of the device from the cellular tower. It is an essential 
component of geolocation in the absence of live data from the mobile device.

3.3 Geofencing

A geofence is a virtual boundary set up around a geographical location. 
Geofencing is a location-based service in which an app uses GPS or cellular data to 
trigger certain predefined actions when a mobile device enters or exits a geofence.

3.4 Map functionalities

The map is an important element that supports the display and analysis of location 
information. In addition to the display of map and satellite view, some significant 
functionalities of map elements include routing/navigation, geocoding, measurement 
of distance/ area, etc.

4. Methodology

Coastal asset mapping and management system involve two subsystems, the first 
one is mapping and the second one is management. In this section, the methodology 
for designing and developing the total system is discussed using open-source geospa-
tial technology.

4.1 System architecture

The mapping of coastal asset is carried out using location-based services of the 
mobile device whereas the management of assets is implemented through WebGIS. 
The overall system architecture is given in Figure 2. The mobile application is devel-
oped to collect coastal asset data in the field. This data includes field photos as well 
as asset information. Once the data is collected by the app, it is saved on the device. 
Subsequently, the data is sent to the database server via the application server through 
the Internet. GIS server hosts the WMSs related to base map layers. The database 
server serves the spatial and aspatial data to the GIS server and application server 
depending on the requests. The development methodology of each of the components 
using open-source tools and software is described in the following subsections.

4.2 Design and Development of Mobile application

The most popular open-source mobile-operating system is Android. Hence, in the 
present chapter, the development of an Android-based mobile application is dis-
cussed using Android Studio. Android Studio is the official integrated development 
environment (IDE) for Android and contains features that are required to build an 
Android app. An IDE is software that combines common developer tools into a single 
graphical user interface (GUI) for building applications. Some important features 
of Android Studio include visual layout, APK analyzer, intelligent code editor, fast 
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simulator, flexible build system, etc. that accelerates the development process and 
helps to develop quality applications for Android devices.

Since the mobile, as well as the WebGIS, shares a common database, the database 
is designed first. The main objective of the mobile app is to collect coastal asset 
information. Therefore, the asset table is created using the fields viz. asset name, asset 
type, locality, latitude, longitude, date/ time stamp, and collector’s information.

The Java Programming Language, Android software development kit (SDK), and 
SQLite Database were used for developing the application. Java is a general-purpose 
programming language that is class-based, object-oriented, and designed to have as 
few implementation dependencies as possible. Android SDK, a collection of software 
development tools and programs, is used to develop new applications for devices 
running the Android operating system. Android apps can be developed using Kotlin, 
Java, and C++ languages using the Android SDK. The SQLite is an embedded SQL 
database engine that is used here for storing the collected survey data in the mobile 
device through the mobile app.

4.3 Design and development of WebGIS application

The Coastal asset WebGIS application may include user authentication to ensure 
secure data access. The user interface of the application is designed as a dashboard. The 
main application page contains a map with elements viz. legend, table of content, over-
view map, and scale bar. Different GIS functionalities viz. Navigation and Measurements 
are developed as different tools and combined under the “Tools” menu. All the tools and 
map elements are made collapsible to facilitate effective map visualization.

4.3.1 Preparation of map layers

Coastal asset mapping and management is a special kind of GIS application. The 
base map may include layers viz. road and rail network, population information, 

Figure 2. 
Overall system architecture.
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land use/land cover (LU/LC), administrative boundaries, drainage, and water bodies. 
Remote sensing and GIS techniques are utilized for the generation of various thematic 
resource maps in conjunction with ancillary data. Quantum GIS (QGIS) [8] is a free 
desktop GIS software that can be used to generate these spatial layers. QGIS supports 
both raster and vector layers allowing users to analyze them for spatial map genera-
tion. External WMS and WFS are also supported in QGIS [9].

Remote sensing satellite data, such as CARTOSAT and LISS-IV, may be integrated 
with the GIS environment to extract information related to natural resources and 
generate thematic layers. These utilitarian types of maps serve the purpose of plan-
ning and decisions making.

4.3.2 Generation of database server

Since the mobile and WebGIS application shares a common database the design 
of the database should be performed at the beginning before the actual develop-
ment starts. The structure of the coastal asset data table is generated along with its 
field definitions and data types. This table is used to save the asset records captured 
through the mobile app. The same table is used by the WebGIS application for the 
display and analysis of coastal assets.

A spatial database is required to store and utilize the asset data in the web envi-
ronment. PostgreSQL/PostGIS is a powerful reliable and stable open-source data-
base [10, 11] and is used for this purpose. It supports most of the major operating 
systems viz. Linux, UNIX, and Windows for managing spatial/aspatial data. PostGIS 
extension of PostgreSQL provides support for geographic objects. This enables the 
performance of spatial queries in PostgreSQL. Hence, the coastal asset database is 
created in PostgreSQL/PostGIS where the asset table is generated. Subsequently, 
the other geospatial layers are incorporated in the coastal asset database one after 
another.

4.3.3 Formation WMS

Once the database is prepared, the spatial layers are converted into Web Map 
Service (WMS), to facilitate spatial data sharing over the Internet. The open-source 
Java-based GeoServer [12] provides the platform to share, edit, and display geospatial 
content in the web environment. It accesses data from any major spatial data source 
viz. PostGIS, ArcSDE, Oracle, and DB2 and publishes those using open standards. 
GeoServer enables very quick and easy map generation using the free java-based map-
ping library “OpenLayers.”

4.3.4 Development of client web application

The interactive WebGIS application for the management of coastal assets is 
developed using HTML and Java scripts, while OpenLayers [13] mapping library is 
used to develop geospatial functionalities. OpenLayers enables the development of 
feature-rich WebGIS applications by putting a dynamic map on the web page [14]. 
Tiled layers can be rendered using OpenLayers from OGC complied sources viz. open 
street map (OSM), Bing, and MapBox. A range of vector data formats, including 
GeoJSON, TopoJSON, KML, and GML, is supported by OpenLayers. Operations, such 
as map rendering, interactive drawing, and editing can be performed by OpenLayers 
without using an additional plug-in at the client end.
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PHP (Hypertext Preprocessor) [15] is used to query the database and fetch results 
as per the user’s requirement. PHP is a fast and flexible general-purpose scripting 
language that can be easily embedded in an HTML page. Hence, it is very popular 
and useful in web-based application development. It is used as server-side script to 
interface the database from the WebGIS application.

The query results fetched from the database are dynamically managed using AJAX 
(Asynchronous JavaScript and XML) [16] web development technique. It asynchro-
nously sends the request and retrieves data from the server in the background without 
reloading the web page. To achieve this, it uses a group of existing web technologies 
together, including HTML, Cascading Style Sheets (CSS), JavaScript, Document 
Object Model (DOM), XML, and the XMLHttpRequest object. The dynamic results 
are parsed and analyzed using the jQuery JavaScript library [17]. The feature-rich 
jQuery library simplifies event handling and AJAX in the WebGIS application. CSS 
dictates the appearance of HTML elements of a page and hence is used to develop the 
look and feel of the user interface of the present application.

5. Results and discussions

The entire system contains two major applications one is the mobile app for coastal 
asset data collection and another is WebGIS application for data visualization and 
management. The functionalities of the asset data collection app are described in 
section 5.1 while the WebGIS functionalities are given in Section 5.2.

5.1 Mobile app for coastal asset data collection

The mobile application starts with a user profile screen. It takes the user’s infor-
mation viz. name, email id, and phone number, and validates them (Figure 3a). 
Information once entered is stored for subsequent use, however, at the beginning of 
the next use, the user can update them. Upon receiving the valid user information, 
the app proceeds to the main activity (Figure 3b). Here, options are provided to input 
information and take a picture related to coastal assets. The current latitude and 
longitude positions are captured by the GPS receiver of the mobile phone. Finally, the 
record consisting of all these data can be sent to the server along with the current date 
and time stamp using the “Send” button. The captured information can be saved in 
the local device using the “Save” button. The Exit button enables exiting the applica-
tion. The “Records” button enables viewing and editing of saved records. The mobile 
app also enables the user to visualize the sent records using the “Map” button.

5.2 WebGIS functionalities

Once the captured record is sent to the centralized server, the web application 
displays those records on the map. The display of the map is shown in Figure 4 where 
the coastal area of the state of West Bengal, India is shown. The Bhuvan [18] WMS is 
used for the display of the base map and satellite imagery. The satellite view shows the 
high-resolution satellite image of the area.

The map also shows the scale bar as well as the overview map at the bottom left 
and the bottom right corner, respectively. Here three asset locations are plotted using 
blue markers which were collected using the mobile app. Different markers/colors 
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may be assigned to display different types of coastal assets on the map viz. adminis-
trative, financial, educational, industrial along with the proper legend.

Another important functionality of the WebGIS is overlay where individual 
map layers (here WMS) are overlaid on the base map. Users can control the overlay 
through the content window that contains all the spatial layers available in the 
application. Figure 5 shows a sample content window that enlists administrative 

Figure 3. 
Mobile app (a) home screen, and (b) main activity screen.

Figure 4. 
Map display.
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boundaries viz. block boundary, district boundary, road, drainage, land use/land 
cover. Users can add or remove these layers as and when required. The zoom-in button 
is placed next to each layer which enables to zoom the map to the layer extent.

The map navigation tools are kept in a toolbar as shown in Figure 6. This includes 
functionalities, such as previous view, next view, zoom-in, zoom-out, zoom to full extent. 
In addition to this map, navigation can be controlled using mouse scroll and left buttons.

Measurement of distance and area on the map is carried out using the respective 
tools. Figure 7(a) and (b) depicts the usage of area and distance measurement tools 
respectively on the satellite image.

Figure 6. 
Map navigation tools.

Figure 7. 
Measurement tool for (a) area, and (b) distance.

Figure 5. 
Map overlay with content window.
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Search is an important functionality of the GIS application. Search on the coastal 
asset layer can be performed by type/name/location. Search results in the display 
of assets that matches the criteria along with statistics. The output can be further 
displayed using charts. Spatial as well as aspatial queries also can be implemented 
depending upon the user’s requirements. The proximity analysis enables to identify 
assets in a given buffer distance of a selected location in the map. In addition to it, the 
user can select a particular category of the asset to the given proximity of a location. 
Figure 8(a) shows the location of health facilities (by the red marker) available in the 
5 km proximity from the location denoted by the black marker. The proximity tool 
is shown in Figure 8(b). The map “onclick” functionality shows the pop-up window 
to provide further details of an asset along with the ground photograph as given 

Figure 8. 
Proximity analysis.

Figure 9. 
Map ‘on-click’.
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in Figure 9. These data were captured and sent through the mobile app and subse-
quently are available in the WebGIS application in near real time.

Routing comes under network analysis where the road network is used to get route 
direction for a given pair of source and destination locations chosen by the user. The 
route direction tool and the map output are shown in Figure 10.

6. Conclusions

In recent years, geospatial technology is effectively utilized in the management of 
natural resources and spatial infrastructures [19, 20]. Compared to conventional meth-
ods, this technology is efficient and hence is widely adopted in different applications 
across the world. It has become more popular and affordable among the stakeholders due 
to the availability of FOSS. In the present chapter, an open-source framework is discussed 
for coastal asset mapping and monitoring using geospatial technology. This enables fast 
capture and analysis of coastal asset information in near real time in a cost-effective 
manner. Mobile app-based asset data collection involves minimum human interaction 
that leads to more accurate data entry and less error. The system provides authenticate 
and reliable data access mechanism. The WebGIS application is accessible by a large 
number of stakeholders without any financial investment at the individual level except 
the Internet connectivity. It has great customization capability [21] to encode the com-
plex business logic that enables effective decision-making even by non-GIS professionals.
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Chapter 2

Shoreline Change Analysis of
Hooghly Estuary Using
Multi-Temporal Landsat Data
and Digital Shoreline Analysis
System
Dibyendu Dutta,Tanumi Kumar, Chiranjivi Jayaram
and Wasim Akram

Abstract

Long-term (1973–2021) shoreline displacement, rate of change, and temporal
pattern were examined using multi-date Landsat data and Digital Shoreline Analysis
System (DSAS) along the 200 km coast of Hooghly estuary. Orthogonal transects of
100 m apart were casted for calculation of End Point Rate and Weighted Linear
Regression rate on different temporal scales for seven analysis zones. The shoreline
change pattern was established using Hierarchical agglomerative clustering. The study
reveals that almost 43.45% of the beachfront has eroded and 56.55% has accreted
during the past four decades. The average erosion rate varies between �0.01 and
�13.71 m yr.�1 and accretion of �0.01 to �22.30 m yr.�1. The littoral drift resulted in
a maximum seaward aggression by 1096.89 m in the zone 1. Landward movement was
maximum (�602.96 m) in the zone 4. Although west bank is prograding @
3.47 m yr.�1 (�5.83), the east bank is eroding @ 1.30 m yr.�1 (�4.08). Based on the
cluster analysis about –1.87% of the shoreline exhibits consistent erosion over all the
intervals, whereas trend was evident in 4.73% of the coastline. The portions of coast-
lines, which exhibit high erosion rate and consistent erosion need immediate attention
and policy intervention.

Keywords: Hooghly estuary, shoreline change, erosion, accretion, Landsat, DSAS,
change pattern

1. Introduction

The shoreline is the physical interface or intertidal margin between land and sea
and constitutes one of the 27 global “Geo-indicators” referred by the International
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Union of Geological Science [1] and International Geographic Data Committee
(IGDC). Shoreline change is a dynamic natural process in the coastal areas induced by
erosion/accretion that occurs over a range of temporal scales. The morphological
evolution of the Hooghly estuary and its coastline is the result of two counteracting
transport processes of sediment supply versus removal. When both the processes are
balanced an equilibrium is reached. However, most often this balance is disturbed due
to the influence of episodic and/or long-term natural forcing and anthropogenic
interventions. As a consequence, the shoreline keeps changing its position [2–6] over a
wide temporal scale, from geologic age to short-lived, extreme weather events such as
storms and tsunamis. The long-term processes that shape the shoreline include sea-
level rise (SLR), altered wind patterns [7], frequency and intensity of storms [7],
offshore bathymetric changes [8], high energy swells [9] and supply of fluvial sedi-
ment input. In addition, anthropogenic activities viz., landcover changes in the river
catchment, port and harbor and dam construction, dredging for maintaining naviga-
tion channels, aquaculture, protective embankments, beach nourishment, economic
and tourist activities also exacerbate the coastline change on a short temporal scale.
Engineering structures change the estuarine circulation patterns and may change the
freshwater flow along with sediment and nutrient supply. In several instances, engi-
neering modifications to the beach creates discontinuities in the historical shoreline
position and mask underlying long-term behavior [10]. Another less reported phe-
nomena are land subsidence which may occur naturally due to compaction of sedi-
ments or triggered by the excessive withdrawals of ground water. In general, the
coastal landform establishes a morphodynamic equilibrium after episodic short-term
perturbations. However, many times the combination of natural and manmade activ-
ities exacerbates the shoreline change and exhibits non-linear morphological
responses to change [11].

According toWilliams [12], the study of shoreline variation and forecast plays an
important role in coastal zonemanagement and it becomesmore crucial in the context of
anticipated climate change and sea-level rise [13]. In this context, one of the key
requirements for effective coastal zone management is the availability of accurate posi-
tion of the shorelines for analysis of changes in the past and future trends. Traditional
methods of shoreline delineation include terrestrial surveys using landmarks, aerial
photos [14, 15], Global Positioning Systems (GPS), terrestrial Light Detection and
Ranging (LiDAR) or 3D scanners. But they are time-consuming, labour intensive and
costly. In contrast the remote sensing data form space platform is more convenient, easy
to process and above all freely available in the public domain. Remote sensing data has
been extensively used in shoreline change studies because of their synoptic and repeti-
tive coverage, multispectral capabilities enabling contrast between land and water in the
infrared portion, and cost-effectiveness [14, 16]. Advanced image processing techniques
can be employed on satellite data for precise extraction of the shoreline. Some of the
methods used by different researchers include threshold level slicing and image classifi-
cation technique [17], density slicing of TM band 5 [18], canny edge detection using DN
threshold [19], mean shift segmentation [20], pixel-based segmentation using DN
threshold [21], neural network [22], fuzzy logic [23, 24], texture analysis [25], machine
learning [26] and incorporation of ancillary spatial data in the classification scheme
[27–29]. Quantitative assessment of the spatio-temporal variation of shoreline at global
scale has been carried out by several authors [30–32]. In this endeavor the twin technol-
ogies of Remote Sensing and Geographic Information System has been recognized as the
most useful tools for quantifying the historic shoreline change [33, 34]. To avoid the
discrepancy which might be introduced due to fluctuation of water level Yu et al. [35]
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have used satellite images obtained at similar tidal heights. Chen and Chang [36] have
done the tidal correction using high spatial resolution satellite images and real-time data
of tidal level to reduce the impact of tidal level variability on the estimation of coastline
change. In India also several studies have been carried out for shoreline change analysis
using remote sensing data [37–39]. Most of the studies have used Digital Shoreline
Analysis System [40], a software extension within the ArcGIS tool for measuring,
quantifying, calculating and estimating of rate of change frommultiple historic shoreline
positions at different temporal scales [41–44]. The change metrics of DSAS are Net
Shoreline Movement (NSM), Shoreline Change Envelope (SCE), End Point Rate (EPR),
Linear Regression Rate (LRR) andWeighted Linear Regression Rate (WLR) among
others. LRR andWLR enable multiple historic shorelines to be used to determine the
rate of change by fitting a least-square regression line to all shoreline points for particular
transects.

In the present study, Landsat satellite data of 8 temporal intervals between 1973
and 2021 were used for land-water discrimination, generation of shorelines and
long-term change rate along with change pattern along the Hooghly estuary. The
instantaneous land-water boundary was used as coastline which is relatively simple and
can easily be identified using image transformation. The main objectives of the study
are i) medium- and long-term changes in the shoreline at high spatial resolution using
DSAS ii) to identify the erosion/accretion pattern and iii) to examine the role of change
drivers.

The findings of the study will be useful for the managers and engineers to make
scientific and rational policies for land use planning, to develop effective coastal
protection strategies, predicting capacity for future coastal change due to climate and
other drivers and improving impact and vulnerability assessments that include natural
human sub-system interactions.

2. Study area

The Hooghly estuary is located in the southernmost part of Indo-Gangetic plain,
flanked between East Midnapur (in the West) and South 24 Parganas district (in the
East), extending between 21o3301000N to 22o1301600N latitude and 87o4500000 to
88o1802200E longitude (Figure 1). The head Bay is a unique deltaic environment com-
prising a wide continental shelf, complex coastal geometry and high tidal range. Tide
domination is indicated by exponentially tapering channels, with funnel-shaped
mouths [45]. The region has formed, sculptured and modified due to continuous
fluvial action of the Ganga and the Brahmaputra systems, intense tidal hydrodynamic
behavior, climatic disturbances and anthropogenic activities [46]. The funnel-shaped
estuary has a width of 6 km at its head and 25 km at the mouth, responsible for tidal
asymmetry and flow variation leading to bank erosion [47]. The average depth of the
water column is only 6 m [48]. The estuary receives 4 tributaries viz. Damodar and
Rupnarayan rivers at its head, and Haldi and Rasulpur rivers at the middle at its west
bank. In contrast, the east coast is punctuated by several closely spaced inlets. Based
upon the tidal amplitude, the coastal region of West Bengal can be sub-divided into i)
macro tidal (tidal range > 4 m) from Sagar to Bangladesh border and ii) meso-tidal
(tidal range of 2–4 m) mostly Medinipur (Digha-Sankarpur-Junut) coastal plains to
the west of the Hooghly estuary.

Geologically the basement of the Bengal basin is a part of the eastern edge of the
Indian plate, which is being subducted beneath the China plate along the Sunda
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subduction zone and Naga-Lushai orogenic belt. The tectonic and depositional history
of the Bengal basin has been controlled by several movements during Cretaceous-
Tertiary periods. Due to the tectonic activity the Bengal basin has been tilted towards
east resulting in successive changes in the course of the Ganga River towards east from
the historical past. Due to this shifting, the deltaic region suffers from the paucity of
fresh water discharge and sedimentation. Auto compaction of loosely attached sedi-
ments and gradual land subsidence is also another prominent geomorphic event
occurring in this region [49–54] which mostly remains unnoticed. Morphometrically
the Hooghly estuary is the product of continuous fluvial sedimentation in a series of
para-deltaic lobe progradation systems developed on the western shelf margin areas
and eastern troughs of the Bengal basin caused by the eustatic, isostatic and tectonic
forces. The coastline presents various landforms such as tidal/mud flats, sandy
beaches (located near Digha, Duttapur, Shyampur, Dadanpatra, Baguranjalpai,
Dariapur and Nij Kasba), salt marshes (near Khejuri and at the mouth of Rasulpur
river near Nij Kasba) and mangrove marsh (south of Patibunia). A vast extension of
the muddy beach is found in South 24 Parganas, especially to the east of Bakkhali. The
most striking feature is the development of successive rows of dunes (both Palaeo and
Neo dunes) with intervening clayey tidal flats in the south of East Midnapur district
between the stretches of Subarnarekha and Hooghly estuary is due to punctuations in
the regression of the sea during Holocene [55]. Banerjee and Sen [56] opined that the

Figure 1.
Index map of the Hooghly estuary.
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regression of sea along this coastal tract is around 6000-year BP which resulted in
seaward shifting of shoreline and formation of Paleo-dunes. Accordingly, to Niyogi
[57], six regular cycles of beach ridges alternating with a variable number of bars are
visible in the area, which is indicative of the shifting of shorelines. According to Gaur
and Vora [58], the shoreline position was 5–15 km inland from the present shoreline
around 6000-year BP. The erosion and accretion patterns clearly show a continued
geomorphic sculpturing of the Hooghly coast.

To capture the micro-level variability, alongshore is divided into 7 analysis zones
(Figure 2) covering both the west and east bank. The zones in the west bank are
delimited by the main inlets which are the freshwater sources, eventually draining
into Bay of Bengal. The area delimitation of various zones, constituting transects and
shoreline distances is given in Table 1. The west bank is divided into 3 zones whereas
the east bank into 4 zones (Table 1). The total length of the coastline studied is
200 km of which 90 km on the western side and 110 km on the eastern side of the
estuary. The studied coastline was divided into 1924 number of transects (Tn)
separated by 100 m. The number of transects increases from west to east bank in the
clockwise direction.

Figure 2.
Different analysis zones.
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3. Materials and methodology

3.1 Data used

3.1.1 Army and survey of India Topomaps

The historic shorelines were digitized from Army Map Series (NSS&H, Edition-1,
AMS) in 1:250,000 scale surveyed during 1942–1943) number NF-45: 7 (north of
study area) and 11 (south of the study area) were used for the coastline change
analysis. Besides Survey of India topomaps of 73 N-16, 73O -13,14; 79B - 4; 79C-1,2,6
surveyed during 1967 were also used for generation of high-water level (HWL)
coastlines.

3.1.2 Satellite data

Landsat satellite data of 1973 to 2021 have been used for decadal and long-term
trend analyses. The data has been selected based on clear sky condition, high tide date
and time as well as season. For discrimination of land-water boundary shortwave
infrared bands 5 (1.55–1.75 μm) and 7 (2.08–2.35 μm) of Landsat - 4, 5, 7 and bands 6
(1.566–1.651 μm) and 7 (2.107–2.294 μm) of Landsat – 8 (OLI) were used. The details
of the satellite data used in the study are given in Table 2.

For the of satellite data tide and current prediction programme viz. WXTide32 was
used which allows knowing the time of high-tide and low-tide, as well as the tide
height (m). It is supported by more than 9500 stations worldwide with the capability
to predict tides from 1970 through 2037. One of the nearest stations of the study area,
e.g., Diamond Harbor was selected to know the high tide date, time and magnitude.
The high tide timings were compared with the satellite overpass dates and time for the
selection of images representative of coastlines on high-tide date. This enabled com-
parison of the shorelines under identical tide conditions by minimizing the variability
due to the tidal cycle.

Zone No of transects
(from-to)

Location Distance
(km)

West bank

Zone–1 187 (T25-T211) Pichhabani outlet to Rashulpur river 19.37

Zone–2 307 (T218-T524) Rashulpur river to Haldi river outlet 31.04

Zone–3 384 (T534-T917) Haldi river to the confluence of Rupnarayan and Hooghly
River

39.52

East bank

Zone–4 256 (T919-T1174) Confluence of Rupnarayan and Hooghly river to Kulpi 26.23

Zone–5 280 (T1175-T1454) Kulpi to Kakdwip 27.75

Zone–6 120 (T1455-T1574) Kakwip to Namkhana 13.41

Zone–7 390 (T1575-T1967) Namkhana to Henry Island 43.10

Table 1.
Salient description of different analysis zones.
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3.2 Methodology

3.2.1 Land-water discrimination and shoreline extraction

There are seven types of coastline indicators viz. geomorphological reference lines,
vegetation limits, instant tidal levels and wetting limits, tidal data, beach contours and
storm lines. In the present study, the high-water levels (HWL) during spring tide have
been considered for historical coastline change analysis. Several water indices have
been used by many authors to extract the coastlines [59, 60]. Two of the most popular
water indices are the Normalized Difference Water Index (NDWI) and Modified
Normalized Difference Water Index (MNDWI). NDWI was primarily developed for
Landsat MSS whereas MNDWI was developed for TM, ETM+ and OLI sensors [61].
The bands used to generate these indices mostly consist of green, near-infrared,
middle-infra-red and shortwave infrared bands. The objective of all these indices is to
enhance the contrast between land-water interfaces. Band 2 (0.52–0.60 μm) and band
5 (1.55–1.75 μm) of Landsat-7 and Band 3 (053–0.59 μm) and band 6 (1.57–1.65 μm) of
Landsat-8 OLI were used for computing NDWI. The formulae of NDWI and MNDWI
are given below:

NDWIMSS ¼ Rgreen � Rnir
� �

= Rgreen þ Rnir
� � ¼ B1 � B4ð Þ= B1 þ B4ð Þ (1)

MNDWITM,ETMþ ¼ Rgreen � Rswir
� �

= Rgreen þ Rswir
� � ¼ B2 � B5ð Þ= B2 þ B5ð Þ (2)

MNDWIOLI ¼ Rgreen � Rswir
� �

= Rgreen þ Rswir
� � ¼ B3 � B6ð Þ= B3 þ B6ð Þ (3)

Where, Rgreen = spectral reflectance of the green band, Rnir = spectral reflectance of
near-infrared band and Rswir = spectral reflectance of the shortwave infrared band.

Before applying the water index on Landsat MSS data of 1973, the image was
resampled to 30 m spatial resolution to make the resolution comparable with the rest
of the datasets. A Boolean approach was used on the NDWI/MNDWI images to create
two classes viz. land and water. The threshold for land-water boundary was kept >0.15

Satellite/
sensor

Path/
Row

Date of
overpass

Spatial
resolution

(m)

Overpass
time

(local time)

Time of high
tide

(local time)

Tide
height
(m)

MSS1 149/45 17.01.73 60 NA 09:40 4.05

MSS3 149/45 17.01.80 60 03:52 10:33 4.59

TM4 138/45 19.01.89 30 04:03 9:08 3.45

TM5 138/45 28.01.95 30 03:43 8:54 3.85

ETM + 7 138/45 06.03.00 30 04:23 11:15 4:73

TM5 138/45 07.01.05 30 04:17 8:14 3.81

ETM + 7 138/45 29.01.10 30 04:22 10:17 4.38

OLI 8 138/45 09.02.17 30 04:31 9:48 4.04

OLI 8 138/45 24.03.21 30 04:30 7:42 3.19

The tide information is pertaining to the Diamond Harbor station.

Table 2.
Details of the satellite data used.
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for OLI and > 0.1 for TM/ETM+. The resulting image had only two classes viz. land
and water. However, some of the inter-tidal zones could not be demarcated due to
very high sediment loading. Hence, a hybrid approach was followed wherein NDWI/
MNDWI, SWIR and topomaps were used for precise demarcation of the shorelines.
Vectorization of the land-water boundary was done using the region growing tool of
ERDAS/Imagine (ver. 9.1). The spectral Euclidean distance was set interactively to
accurately capture the land water boundary. Some manual editing was also done on
the shoreline vector.

3.2.2 Shoreline change analyses

Historical shoreline behavior was examined using Digital Shoreline Analysis Sys-
tem (DSAS, ver. 5.0), an extension tool of ArcGIS software (developed by the US
Geological Survey) which calculates several change statistics viz. Net Shoreline Move-
ment (NSM), Shoreline Change Envelope (SCE), End Point Rate (EPR), Linear
Regression Rate (LRR) and Weighted Linear Regression Rate (WLR). It can analyze
the time series of multiple shoreline positions [34] by using linear regression fit.
Provision is there to include uncertainty of the input data in terms of assigned
weights. Functionally DSAS performs 3 major activities viz., i) defining a baseline ii)
generation of orthogonal transects and iii) computation of rates of changes. The tool
enables the calculation of scales and rates of change statistics from multiple historic
shoreline positions and sources. DSAS is a freely downloadable tool and is available at
Woodshole [62] http://woodshole.er.usgs.gov/project-pages/dsas/. The details are
available in Thieler and Danforth [63, 64] and Thieler et al. [34]. A brief description of
the change statistics used in the study is given below.

Shoreline Change Envelope (SCE): A measure of the overall change in shoreline (m)
at each transect considering the farthest and nearest position of the shoreline for the
baseline location [65] irrespective of the dates.

Net Shoreline Movement (NSM): It is the distance (m) between the oldest and the
youngest shorelines [66].

End Point Rate (EPR): It is derived by dividing the distance of shoreline change
between two time periods by the time interval and expressed as m yr.�1 [65–69]. This
method provides the net rate of change over the long term. It has both advantages and
disadvantages; the advantage is that only two shorelines are required for computation
of change rate but unable to use more than two date shoreline data.

Linear Regression Rate (LRR): It determines a rate-of-change statistic by fitting a
least square regression line using all the intersection points all shorelines and individ-
ual transect [66, 68, 70]. The slope of the line is the rate of shoreline change. The
advantages of linear regression include i) all the time-series data are used and ii) can
reduce the impact of spurious values on the overall accuracy of change rate [71]. To
ensure meaningful results from the regression model the temporal intervals of shore-
lines were kept well distributed over the analysis period.

Weighted Linear Regression Rate (WLR): This method takes into account the posi-
tional and measurement uncertainty of the shoreline positions [63, 72–74] especially
when the shorelines were digitized from various sources and scales. The uncertainty
values are incorporated in the DSAS as weights. The slope of this regression line is the
shoreline change rate (m yr.�1). Using the weighing factor, WLR, standard error of
the estimate (WSE), standard error of slope with user selected confidence interval
(WCI) and R-squared value (WR2) are obtained [34]. The results of this method are
controlled by the points with smaller positional uncertainty on the best-fit regression
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line [65]. If no values are provided by the user, DSAS uses the default uncertainty
value. The weight (w) is defined as a function of the variance in the uncertainty of the
measurement (e) [34]:

w ¼ 1= e2
� �

(4)

Where e = shoreline uncertainty value.
Coefficient of Determination (R2): It is the percentage of variance in the data that is

explained by a regression [65]. It is used to verify the quality of the best-fit line regression.

3.2.3 Calculation of data uncertainty

The errors or uncertainties that arise due to different data sources, time of data
acquisition, and the type of shoreline indicator were quantified based on several
studies [73, 75]. According to Fletcher et al. [75] and Romine and Fletcher [76] there
are two types of uncertainty: positional (seasonal and tidal fluctuations) and mea-
surement (digitizing, pixel and rectification error). The uncertainty for each dataset
was worked out considering the data product with due weightage of the quality of
each data. The total uncertainty is used to calculate the weight and further working in
the DSAS. Different uncertainties are explained below.

Seasonal error (Es): It is the error that arises due to seasonal changes of shoreline
positions under the action of the waves and storms [75]. In the present study, all the
scenes are of the winter season and hence this error was neglected.

Tidal fluctuation error (Et): It is the error associated with horizontal variability in
shoreline position due to tides [75]. All the images in the present study correspond to
high-tide values. Based upon the values the tidal range was considered as 2.12 m.

Digitizing error (Ed): It is the error related to shoreline digitization [75]. The
digitizing error was kept within half a pixel of Landsat data (15 m).

Pixel error (Ep): It relates to image precision (resolution). In the present study
except for the Landsat MSS data all the TM, ETM+ and OLI data have a spatial
resolution of 30 m. To make the pixel uniform the 60 mMSS pixels were resampled to
30 m. Thus, the average pixel error was neglected.

Rectification error (Er): It is the square root of the mean error of the image rectifi-
cation process [75, 76]. The rectification error in the level-2 Landsat products was
found to be one fourth of a pixel, i.e., in the present case was decided as 7.5 m.

Total Positional Uncertainty: The total positional uncertainty (Ut) is the result of all
errors that were previously estimated. It is defined as the square root of the sum of the
squares of the sources of different errors [75, 76]. The formula of Ut is given as follows:

Ut ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
s þ E2

t þ E2
d þ E2

p þ E2
r

� �r
(5)

Where Es is the seasonal error, Et = tidal error, Ed = digitizing error, Ep = pixel
error, and Er = rectification error. The annualized uncertainty (Ua) was calculated
using the square root of the sum of the squares of total positional uncertainty for each
shoreline divided by the analysis period [75] as is given below.

Ua ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

1U
2
ti

q

T
(6)
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Various uncertainties in the historical shoreline position between 1948 and 2021 is
given in Table 3.

The weight (w) is defined as a function of the variance in the uncertainty of the
measurement (e). Weighted Linear Regression Rate (WLR) was computed using the
total positional uncertainty values.

3.2.4 DSAS configuration

It consists of four main steps as is given below.

i. Baseline definition: An offshore baseline, at 200 m distance, almost parallel to
the shoreline, was created in shape file format (.shp) with required attributes.
The baseline is required to calculate the distance from shoreline to it at each
orthogonal transect. The movement of all shorelines over the 48-year period
(1973–2021) has been computed about the baseline. Due to the large
uncertainty of the shoreline generated from Army topo maps, it was not
considered for DSAS but used for future reference. When the shoreline
moves landward to the baseline it is considered as erosion (denoted as
negative values). In contrast, when the shoreline moves seaward, it is
considered as accretion (denoted as positive values).

ii. Collection of shorelines: Each shoreline vector represents a specific position in
time and space, hence each of them is assigned a date (in dd-mmm-yy
format) in the shoreline feature-class attribute table.

iii. Generation of transects: Orthogonal transects were generated at 100 m
intervals alongshore by using DSAS. At each of the representative locations,
shore normal transects were generated against which relative changes in
shoreline position were determined. A total of 1924 effective orthogonal
transects were casted along the baseline from the south-west corner of the
west bank to the south-east corner of the east bank in a clockwise direction
and numbered (as Transects ID). The measurement transects that are casted
by DSAS from the baseline, intersect the shoreline vectors. The points of
intersection stores location and time information which are subsequently
used to calculate the rate of change. The distances from the baseline to each
intersection point along a transect are used to compute the distance and rate
statistics. Some of the transects were removed from the analyses as they were
falling on the confluence of the tributaries of the Hooghly River.

Uncertainty Positional uncertainty Measurement uncertainty Total positional uncertainty

Es (m) Et (m) Ed (m) Ep (m) Er (m) Ut (m)

Landsat images 0 �2.12 �10 0 �5 11.37

SOI topo map 0 0 �15 0 �15 21.21

Army topo map 0 0 �15 �15 �30 33.54

Table 3.
Uncertainties associated with shorelines obtained from different sources.
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iv. Calculation of change in shoreline position and other statistics: Two types of
statistics are generated by DSAS viz. distance (NSM) and rate (EPR, LRR, and
WLR). The regional change rate is calculated by averaging the rates of
changes from all the transects. The average coefficient of determination (R2)
and uncertainties of the annual rate-of-change (m yr.�1) are computed at a
95% confidence interval (LCI95 or WCI95).

3.2.5 Prediction of tide condition

The date, time and height of tide were calculated using WXTide32 package. The
height of tide is governed by the following harmonic equation given in the Manual of
Harmonic Analysis and Prediction of Tides, special publication no. 98, US Department
of commerce [77].

h ¼ H0 þ
XN
n

f nHn cos antþ V0 þ uð Þn � Kn0
� �

(7)

Where, h is the height of tide at any time t.
H0 = the mean height of water level above datum used for prediction.
Hn = the mean amplitude of any constituent An.
fn = the factor for reducing mean amplitude to year of prediction.
an = the hourly speed of constituent An.
t = the time, in hours, reckoned from beginning of year or prediction.
(V0 + u)n = the Greenwich equilibrium argument of constituent An when t = 0.
Kn’ = the modified epoch of constituent An.
N = the number or constituents used for the particular station.
In this equation except h and t, all other parameters are considered as the harmonic

constant for any particular year and the place. Using these Harmonic constant, the
successive value of tide height can be generated at any point of time. WXTide32 data
pertaining to Diamond Harbor was considered to be representative of the present study.
Table 2 provides the satellite overpass time versus the low and high tide timings.

3.2.6 Cluster analysis

Cluster analysis is a technique used to classify cases into groups that are relatively
homogeneous within themselves and heterogeneous between each other, based on a
defined set of variables [78, 79]. Hierarchical agglomerative clustering using the Ward
linkage method was followed in the present study. In this method, clusters are merged
to reduce the variability within the cluster. At every stage the average similarity of the
cluster is measured. A case is selected to enter the cluster if the inclusion in the cluster
produces the least increase in the error. The number of the cluster centres was deter-
mined from ‘Scree diagram’ in which ‘distance coefficients’ are plotted against the
‘stages’. The point at which there is a significant jump in the distance values was
considered as the ‘elbow’ of the ‘Scree plot’. The numbers of clusters were decided as
the number of cases minus the step of the elbow. Once the clustering is done, K-mean
classification is performed for all the transects using the number of cluster centres
from ‘Scree plot’. K-mean classification assign cluster membership and distance from
the cluster centre to each case. Distance of the cluster centres are determined by using
Euclidean distance as is given below:
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dij ¼
Xq

l¼1

xil � xjl
� �2

" #1
2

(8)

Where dij = ED for two individuals i and j, each measured on q variables, Xij, Xji,
i = 1, … q. ED (dij) is calculated as the sum of squared differences between relative cross-
shore positions at each transect (T1, T2, T3, etc.) during each epoch (a) and for all epochs
(N). Smaller ED values indicate the cases are more similar. To evaluate the robustness of
the clusters Kruskal-Wallis one-way ANOVA test [80] was carried out. A detailed
description of cluster analysis can be found in Everitt et al. [81] and Hennig et al. [78].

4. Results and discussion

4.1 Shoreline configuration

The 200 km stretch of the study region has varied beach types including wide
sandy beaches to mudflat, the mixture of sand and mud, mangrove wetlands as well as
open mixed jungle at the backdrop of sandy/muddy beaches. The considerable length
of the shorelines has embankments (Table 4). The western bank consists mainly of
sandy and muddy beaches whereas the east bank predominantly consists of a muddy
and mangrove systems with intermittent gap areas where the beach is absent.
Zone-wise brief description of the beach configuration is given below.

Zone-1: This zone constitutes the western bank of Hooghly estuary and falls
between the outlet of Pichhaboni Khal and Rashulpur river, confined between the
transects T25 and T211. The foreshore is mostly sandy. Several sandy beaches (near
Haripur, Boral, Bankiput and Digene) and the large number of aquaculture ponds are
present in this zone. A large difference between high and low water lines (maximum
of about 850 m) is observed between Pichhaboni Khal to the south of Gopalpur based
on Survey of India topomaps. From satellite imagery, significant accretion and
expansion of forest land can be seen between the Pichhaboni outlet and the north-east
of Junput.

Zone-2: This zone is represented by the transect number T218 to T524 and falls
between the confluence of the Rashulpur river and Haldi river on the west bank of
Hooghly. The foreshore is mostly muddy with small sandy beaches near Hijli and
Khejuri. Thick forest vegetation is observed in the east of Thanaberia along the coast.
Large numbers of aquaculture ponds are present between Kandlamari and Khejuri.
There is no embankment present in the northern half of this zone. The difference

Statistics 1973–
1980

1980–
1989

1989–
1995

1995–
2000

2000–
2005

2005–
2010

2010–
2017

2017–
2021

Mean �14.32 �15.43 1.69 �43.00 39.79 �7.64 42.06 70.67

sd 200.03 86.59 77.90 110.99 122.09 100.35 135.17 162.57

Max 1386.98 566.43 681.41 629.64 1141.27 908.46 1000.23 1057.30

Min �404.98 �527.71 �293.49 �1061.84 �313.23 �478.47 �519.50 �180.76

Table 4.
Mean shoreline change (m) over different time intervals.
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between high and low water lines is comparatively less (� 80 m) between Talpati Khal
and Haldi river.

Zone-3: This zone extends from the Haldi river to the Rupnarayan river confluence,
demarcated by the transects T534 to T917. This zone is highly convex towards the bay
and the foreshore is muddy. The difference between high and low water line increases
from Gilabaria (T600) till Jhikarkhali (T685) which further increases near Horkhali.
Series of brick kilns and few aquaculture ponds can be seen in this zone. There is no
protective embankment present is this zone.

Zone-4: This zone falls in the east bank of Hooghly estuary between the transect
T919 and T1174. Very narrow muddy foreshore in present here, however, in some
places it is absent. Most of the river bank of this zone is embanked especially upto
Kantabaria, however, from here till Kulpikata Khal there is no embankment. The
narrow difference exists between high and low water lines except near Diamond
Harbor. Series of brick kilns can be observed in the north (Simulbaria to Diamond
Harbor) and south (Kantabaria to Kulpi) of this zone.

Zone-5: The zone covers the coastline between Kulpi and Kakdwip, defined by the
transects T1175-T1454. The difference between high and low water lines is very small
and sometimes absent. Almost the entire coastline has an embankment. Few brick
kilns and aquaculture ponds are present in this zone.

Zone-6: This zone falls between Kakwip and Namkhana (T1455-T1574), totally
embanked and shortest among all. The difference between high and low water lines is
very small especially at south of Kakdwip and near Nadabhanga Khal. No brick kiln or
aquaculture pond is present here.

Zone-7: This is the last and longest zone between Namkhana and Henry Island in the
east bank of Hooghly, represented by the transect T1575-T1967. The foreshore consists
mostly of a muddy area (Dakshin Durgapur) but a narrow sandy beach is present in the
west of Namkhana and a wide sandy beach in the extreme south near Lakshmipur till
the outlet of the Bakkhali river. In the south of Patibunia considerable area is under a
mangrove swamp and open mixed jungle. Moderate to good forest exists in the extreme
south of the region confined between T1912-T1967. Near Dakshin Durgapur, the differ-
ence between high and low water line is more (�300 m). Most of the coastline is
embanked. No brick kilns and aquaculture ponds are present in this zone.

4.2 Spatiotemporal change in shoreline

The large difference in the shoreline position was observed within each time
interval and among different intervals. The dynamics of the shoreline are mainly due
to disequilibrium in the morphological state and northward tapering nature of the
estuary coupled with plausible subsidence due to auto-compaction of the Holocene
sediments. One commonality among all the time intervals is the large variation in the
seaward end of both the banks (Figure 3). During 1995–2000 and 2005–2010, the
overall variation in the shoreline position is minimum. In comparison to the east bank
west bank has more variation except for 1973–1980. Considering all the temporal
intervals between 1973 and 2021 average recession is maximum in 1995–2000
(� 43 m � 110.99) especially due to erosion in the southern part of the east bank of
the estuary. In contrast, there is an increasing trend in the seaward extension of the
shoreline since 2010. Between 2017 and 2021 the average accretion is 70.67 m
(� 162.57). The maximum accretion length was 1386 m at T1486 (south-west of
Kalinagar) in 1973–1980 whereas maximum erosion was �1062 m at T1865 (west of
Fraserganj) during 1995–2000 (Table 4).
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The percentages of transects recorded aggradation or recession is given in
Figure 4. From the figure, it is apparent that the proportion of aggradation and
erosion does not match over the time intervals. The percentage of the transects
exhibiting erosion was comparable during 2000–2005 (29%), 2010–2017 (30.20%)
and 2017–2021 (27.81%). There was an abrupt increase in the erosion by 69.91% in
2010–2017. In general, there is a decreasing trend of erosion, especially after 2000
(Figure 4).

Figure 5 depicts how each zone contributes to the total shoreline change. Between
1973 and 2021, zone 5 contributed maximum towards erosion. Other zones that
contributed marginally to erosion include zone 7 and zone 6. Zone 6 showed consis-
tent erosion in all the intervals except for 1973–1980. Very high annualized aggrada-
tion of 69.17 m and 29.93 m was recorded in zone 1 and 2 respectively over the entire
period of 1973–2021.

It is interesting to note that while comparing the coastline of 2021 with respect
to 1948 (not used in the DSAS), there is a significant recession (�900 m) in the
zone 2 (between Talpati Khal and Kaldalmari) and in the zone 3 (near Horkhali) by
about 600 m. In the east bank, most significant erosion is noticeable in zone 5,
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Figure 3.
Shoreline changes recorded at different transects over different temporal intervals.
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between Jadabnagar and Tilakmandal chak. The maximum landward retreat
recorded was 2700 m near Uttar Chandannagar. On the other hand, accretion
was observed in the south of zone 1 and 2 as well as in the north of zone 6. Quantita-
tive analysis of the coastline change in this region has been carried out by
Bandyopadhyay et al. [82], Raju et al. [83], Jana et al. [84], Rudra [85], Chakraborty
[49] and Das et al. [86] along with their underlying mechanism. They have opined
that beach erosion is attributed to various causes such as decrease of sediment supply
from rivers, land subsidence, and interruption of longshore sediment transport by
man-made structures. As the sea level rises, it causes waves to act on higher parts of
the beach profile, resulting in enhanced erosion. If the sandy beaches disappear as a
result sea-level rise, waves and storm surges, it will impact higher areas along the
coastline [87].

Jana and Bhattacharya [88] used multi-resolution Landsat satellite imagery of
1972–2010 for shoreline change study along the 65 km long coastal stretch located
between Rashulpur (Purba Medinipur) and Subarnarekha (Balasore) estuarine com-
plex. The authors revealed that about 23 km of coastline recorded accretion, which
was observed on several beaches such as at Talsari, Udaipur and Haripur, which were
not affected by anthropogenic activities.

Figure 4.
Percentage of transcets showing erosion at different time intervals.

Figure 5.
Contribution of each zone towards erosion / accretion at different time intervals (Z represents the zones).
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4.3 Shoreline change rate

The shoreline change rates were computed by linear regression and end point rate
method at a lateral spatial interval of 100 m along the coast. The rates of changes of
shoreline at different transect points estimated by EPR and LRR methods are given in
Figure 6. Large variation in net shoreline movement and change rates were observed
in the study region among various analysis zones (Table 5). Considering long term
change between 1973 and 2021 four of the zones viz., 1, 2, 3 and 4 showed positive
change (aggradation) by WRR method, the range of which varies between
0.24 m yr.�1 (zone 3) to as high as 9.45 m yr.�1 (zone 1). The very high recession was
found in east bank at zone 6 (� 4.35 m yr.�1), followed by zone 5 (�3.02 m yr.�1).

Figure 6.
The rate of change of shoreline by WRR and EPR method.
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Overall, the rate of aggradation superseded the rate of erosion in the 48 years span.
The zones which experienced maximum net seaward movement include zone 1
(553.34 m) whereas maximum net landward movement (erosion) of shoreline was
found in zone 5 (137.22 m) (Table 5). There is a good agreement between both the
methods (EPR and WRR) in respect of zone 2, 3, 4, 5 and 7. In zone 1 large difference
in the shoreline change rate calculated by both the methods was recorded between
Junput and Jagannathpur (T102 to T168), whereas in zone 6, the differences are
significant in the region south of Kakdwip to Budhakhali along the Kakdwip river
(T1455 to T1511).

Although, the net shoreline movement (NSM) values are less in zones 3, 6 and 7
but the shoreline change envelope records large variation which indicates that the
inter-annual fluctuation is very high in these zones and morphodynamic processes are
very active.

Based upon the rate of erosion/accretion by WRR method, the transects were
grouped into 7 classes (Table 6). From the table, it is evident that most of the
shoreline (more than 73.33% by WRR and 69.95% by EPR) exhibit erosion/accretion
rate between �5 and + 5 m yr.�1. Low erosion rate (< 1.0 m/yr) was exhibited by
13.46% and 11.43% of the shoreline in WRR and EPR method respectively (not
presented in the table). The proportion of very high erosion (<�10 m yr.�1) and
aggradation (>20 m yr.�1) is limited to less than 2% of the shoreline. The spatial

Zones SCE NSM EPR WLR

Zone-1 740.83 � 359.22 553.34 � 298.84 11.48 � 6.20 9.45 � 6.22

Zone-2 391.0 � 263.97 239.42 � 307.19 4.97 � 6.38 3.47 � 4.89

Zone-3 170.61 � 128.57 �16.81 � 137.25 �0.35 � 2.85 0.24 � 3.28

Zone-4 81.31 � 41.47 36.91 � 54.96 0.77 � 1.14 0.36 � 0.93

Zone-5 249.19 � 150.22 �137.22 � 206.24 �2.85 � 4.28 �3.02 � 3.54

Zone-6 668.09 � 351.75 �5.18 � 456.16 �0.11 � 9.47 �4.35 � 5.36

Zone-7 303.21 � 259.99 �2.30 � 210.13 �0.05 � 4.36 �0.38 � 4.47

Table 5.
Zone-wise average shoreline change envelope (SCE), net shoreline movement and change rate by EPR and WRR
method.

Class Range WRR method EPR method

No of transects % of total transects No of transects % of total transects

1 < �10 37 1.92 28 1.45

2 �5 to �10 187 9.71 204 10.60

3 �5 to +5 1411 73.33 1346 69.95

4 5 to 10 166 8.62 121 6.28

5 10 to 15 77 4.00 130 6.75

6 15 to 20 29 1.50 71 3.69

7 > 20 17 0.88 24 1.24

Table 6.
Different classes of erosion/accretion rates and their contribution to the shoreline.
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distribution of different change classes by WRR method is given in Figure 7a. It can
be seen from the figure that in the west bank only one segment exhibits high erosion
(�10 to �5 m yr.�1) whereas in the east bank at least 6 segments (east of Kharibaria)
show high erosion. This area exhibits has a large difference between low and high tide
lines. While comparing with the Army Series map of 1948, it was found that there is a
significant landward movement of shoreline between 1948 and 1973. In the east bank,
there is no area under high erosion in zone 4, however, in zone 5, 6, and 7 considerable
area along the shoreline is under high to very high erosion state. There are 3 distinct
stretches near Uttar Chandannagar, Ramganunagar, Madhusudanpur and
Lakshimipur. Close observation with the Army toposheet of 1948 reveals that there is
an extensive recession in this area. The Rangatala island which used to be an integral
part of the east bank has almost reduced to half between Kulpi and Madhusudanpur.
The southern half of zone 6 has a high to very high rate of erosion between Budhakhali
and north or Namkhana. The zone 7 is punctuated by two major areas of high erosion
i) in the west of Edward creek, dominated by mangrove swamp and open mixed
jungle and ii) in the east of Henrys island. In contrast to erosion, high to very high
aggradation (> 20 m yr.�1) is recorded between south of Gopalpur to Junput domi-
nated by a wide sandy beach and inter-tidal difference. High aggradation is also
observed in the south of the Rashulpur river confluence. In zone 2 high rates of
accretion is observed in the north of Rashulpur river and east of Nij Kasba. In the east
bank, there is no area of high accretion except in zone 7, near Lakshmipur dominated
by mangrove swamps. This observation is in good agreement while comparing with
the Army topo map of 1948.

4.4 Temporal pattern of erosion/accretion

To understand the temporal pattern of change direction, transects were grouped
into two categories viz., eroding and aggrading type based upon displacement direc-
tion in each time interval. From 8 different temporal intervals 256 unique combina-
tions were generated which were further grouped into 8 categories viz. i) consistent
erosion (when in all the 8 temporal intervals the changes are negative) ii) mostly
erosion (when erosion is recorded at least in 5-time intervals) iii) recent erosion
(when last 3 or more consecutive intervals erosion is dominant) iv) mostly accretion
(when accretion is recorded at least in 5-time intervals) v) recent accretion (when last
3 or more consecutive intervals accretion is dominant) vi) alternate (when erosion
and accretion takes place alternatively) vii) trend reversal (changes from erosion to
accretion over the years in a consecutive manner) and viii) others (when no definite
trend is observed). Table 7 provides change patterns and their contribution to the
entire shoreline under study. At a long-temporal scale, 1.87% of the shoreline shows
consistent erosion which is alarming and another 36.69% are mostly eroded. We could
not find any transect recording accretion in all the time intervals. All the 3 accretion
types (MA, RA and TREA) together account for 38.93% of the shorelines (Table 7).
Reversal of trend towards aggradation during last 3 or more consecutive time intervals
was found from 4.73% of the shoreline, mostly located in zone 1 and 2. Only a small
proportion of the shoreline (0.42%) exhibits alternate erosion and accretion over the
years and does not yield a definite trend. Figure 7b shows the changing pattern along
the shorelines.

Some of the transects that recorded both high erosion rate (more than 5 m yr.�1)
and consistent erosion are located in the north of Sibkalinagar (T1372-T1374), south of
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Budhakhali near Ghiya Khal (T1520-T1533), south of Nadabhanga Khal (T1552-T1557) and
north of Duaragra Gang in zone 6 (T1569-T1574).

4.5 Hierarchical agglomerative clustering

Although, shoreline change analysis quantifies rates and directions of change,
further analyses are needed to resolve distinct modes of coastal system behavior.
Traditional shoreline changes analyses quantify the rate and direction of change by
analyzing multi-date/historical data. However, there are some commonalities in terms
of coastal system behavior. The Hierarchical agglomerative clustering was performed
using the change matrix of all 8 temporal intervals to define the distinct coastal change

Change rate (m yr-1)
< -10
-10 to -5
- 5 to 5
5 to 10
10 to 15
15 to 20
> 20

Zones

Change pa�ern

Consistent erosion
Mostly erosion
Mostly accre�on
Recent accre�on
Alternate
Trend reversal 
(erosion to accre�on)
Others

Zones
Se�lement

Se�lement

(a) (b)

Figure 7.
Shoreline changes a) rate of erosion/accretion (m yr.�1) and b) change pattern.

Type Description Change direction No of transects % of total shoreline

CE Consistent erosion -ve 36 1.87

ME Mostly erosion -ve 706 36.69

RE Recent erosion -ve 10 0.52

MA Mostly accretion +ve 571 29.68

RA Recent accretion +ve 87 4.52

ALT Alternate mixed 8 0.42

TREA Trend reversal (erosion to accretion) +ve 91 4.73

OTH Others mixed 415 21.57

Table 7.
Temporal change pattern of shoreline behavior and their contribution.
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behavior. Clustering was done using the Ward method which computes the sum
of squared distance within the clusters and aggregates the clusters with the
minimum increase in the overall sum of squares. The distance coefficients were
plotted against the stage to generate a ‘Scree diagram’ (Figure 8). The number of
clusters in the present study was 5 which was used for K-mean clustering. The
cluster centres and the distances between cluster centres are given in Tables 8 and 9
respectively.

The clusters captured a unique pattern of change at a temporal scale (Table 8).
Among all the transects, 79.15% are represented by cluster 1 and only 0.94% by cluster
5. In clusters 1, 2 and 3 most of the transects show a balancing act of aggradation and
erosion at different temporal intervals. The transects that recorded consistent erosion
(Figure 7) were found in cluster 1 only. In cluster 4, erosion is dominant, while in
cluster 5 accretion is dominant in most of the time span. The mean displacement of the

Figure 8.
Scree diagram defining the optimum number of clusters using elbow rule.

Temporal intervals Clusters

1 2 3 4 5

1973–1980 �44.37 �52.95 �64.31 926.40 193.82

1980–1989 �6.50 �64.44 �51.74 �76.24 226.13

1989–1995 �.32 24.22 1.62 �57.19 82.35

1995–2000 �25.80 �89.62 �35.18 �50.58 �931.35

2000–2005 27.71 97.21 �14.32 �59.69 941.45

2005–2010 �21.90 85.34 48.19 �83.01 �3.82

2010–2017 32.63 �28.49 464.74 �87.87 22.23

2017–2021 12.53 341.60 445.03 �54.35 109.87

Table 8.
Various cluster centres.
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shoreline in cluster 1 is �3.25 m and the maximum is 99.25 m in cluster 3, constituting
only 4.80% of the total transects. All the clusters show aggradation in terms of their
mean displacement values except cluster 1.

5. Discussion

Beach profile morphology and coastline, change over a range of time and spatial
scales. The short-term variability occurs over a period of days to a month as a result of
i) episodic events (storms) ii) medium-term variability over several months (e.g.,
winter summer wave change) to several years (e.g., due to regional climate variability,
engineering intervention and prevailing sedimentary processes) and iii) long term
variability that occurs over a period of a decade to a century, associated mainly with
climate change impact; and very long term millennial-scale evolution as a result of
quaternary sea-level changes [89]. Broad-scale analysis of changes in shoreline posi-
tion has the potential to highlight the role of regional forcing on large-scale coastal
behavior, e.g., long-term tidal cycles [90] or sea level rise [4]. Shoreline change
analysis is also useful to identify notable ‘hotspots’ of contrasting behavior [91, 92].
The Hooghly estuarine shoreline analyses studied here comprehend synthesis of his-
torical shoreline change over 48 years supported by limited ground observations. The
data has been analyzed at high spatial resolution (100 m, alongshore interval) along
the entirety of a 200 km shoreline. In the area evidence for strong met-ocean forcing is
ostensibly compelling. The phenomena of erosion and accretion are largely regulated
by littoral current patterns and sediment influx from different rivers and the adjacent
Bay of Bengal. The shoreline of this 200 km stretch has different configurations from
the sandy beach to muddy swamp punctuated by anthropogenic footprints including
brick kilns, aquaculture ponds, protective embankments and beach nourishment
treatments. Beach nourishment projects and coastline protection structures can result
in an artificial accretion of coastline in a short period [93]. Large variations exist in
shoreline position within the same year and also among different years indicate the
disequilibrium in the morphological state. There could be several external factors
responsible for shoreline change including sea level rise, changes in the wave clima-
tology and storm intensity as well as changes in the catchment characteristics due to
deforestation and land degradation which results in higher sediment load in the
terrestrial run-off. In contrast to surface runoff, engineering intervention through
the construction of dams and barrages also makes the estuary sediment starved.

Cluster 1 2 3 4 5

1 — 369 619 991 1335

2 369 — 521 1087 1278

3 619 521 — 1249 1476

4 991 1087 1249 — 1572

5 1335 1278 1476 1572 —

6 — 369 619 991 1335

Table 9.
Distance between cluster centres.
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In long-term perspective, temporal data of PSMSL (Diamond Harbor and Haldia)
reveals that the sea level is rising at the rate of 2.41 and 3.02 mm yr.�1 respectively.
The sea surface temperature induced El Niño-Southern Oscillation (ENSO) has a
significant role in global atmospheric circulation influencing the temperature and
precipitation. The irregular pattern of El Nino and La Nina triggers rainfall variability
over the Indian sub-continent. In recent years strong La Nina and very strong El Nino
have been witnessed in 2010–2011 and 2015–2015 respectively. The monsoon rainfall
variability has a direct relation with terrestrial run-off and estuarine water level. Since
1951 there were 8 strong to very strong El Nino and 7 strong types of La Nina years.
The storm surges are another strong forcing factor in a short temporal scale that can
change the shoreline configuration. Although, the frequency of cyclonic storms is
declining over the Bay of Bengal but the intensity is increasing. Extremely severe
cyclonic storms of 2019 and 2020 are the best examples causing extensive damage to
the coastline embankments. Karunarathna et al. [89] found single storms or storm
clusters predominantly change the supra tidal and inter-tidal part of the beach profile
and that beach erosion volumes are strongly correlated to the power of the storm.
Once the astronomical tides coincide with storms, extreme sea level occurs resulting
in large-scale inundation and damage to the coastal structures. Besides warming of sea
surface relative, sea level change can also happen due to vertical land motion that can
result from glacial isostatic adjustment, tectonic processes, coastal subsidence and
uplift caused by anthropogenic factors. High-frequency and short temporal scale sea
level variability due to seiches, meteotsunamis are frequently under-represented in
sea level studies and yet contribute to the extreme sea levels which are of great
research interest and importance to coastal dwellers [94]. In general, coastal land-
forms affected due to short-term perturbations viz. cyclone generally attains a
morphodynamic equilibrium often by adopting different ‘states’ in response to vary-
ing wave energy and sediment supply [95]. Nevertheless, elevated surge water levels
are known to be important drivers of longer-term dynamics on sedimentary shore-
lines [96]. Besides sea level rise and storms alongshore sediment transport can also
have an impact on the coastline change, in particular, it is likely to result in coastline
accretion.

Most of the west bank of Hooghly estuary is prograding at the rate of 0.24 m yr.�1

in zone 3 to as high as 9.45 m yr.�1 in zone 1. Whereas recession is pre-dominant in the
east bank, especially in zone 5, 6 and 7 accounting �0.38 to �4.35 m yr.�1. In general,
aggradation dominates over erosion. Large variation in the shoreline change envelope
in zone 3, 6 and 7 reveals an active morphodynamic process. The different suite of
behaviors in recent intra-decadal scale suggests that forcing of coastal change can be
interpreted as a form of the time-dependent complex response of the kind envisaged
by Schumm and Lichty [97] whereby changes over shorter time scale, are inherently
associated with tighter cause-effect linkages at smaller spatial scales, and broader
trends emerge over longer time-scales. Additionally, the phenomena of erosion and
accretion are largely regulated by littoral current patterns and sediment influx from
different rivers and the adjacent Bay of Bengal. The west bank of the estuary having
sandy inter-tidal plain is aggrading over longer time scale whereas several areas in the
east bank of muddy beaches record the high rate of erosion. The temporal pattern of
erosion/accretion has been captured using the direction of change in each time inter-
val. Some portions of the shorelines especially north of Kakdwip and Namkhana
recorded a consistent high rate of erosion (>�5 m yr.�1) over each interval. Although,
only 1.87% of the area of the shoreline showed consistent erosion for all the time
intervals but together with ‘mostly erosion’ type it constitutes 38.56% which is
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alarming. These areas need to be protected from anthropogenic intervention and to be
stabilized by rejuvenating protective embankments or vegetative barrier. Contrasting
modes of prograding stretch adjacent to retreating stretch can be found in close
proximity, particularly in zone 1 and 2, which suggests that local influences may be
particularly important. Both these transitions in behavior suggest localized net littoral
fluxes of sand and gravel from the north of estuary to the south-west. These localized
instances of coupled behavior have led to a distinct net change in regional shoreline
planform over a longer time scale. Some of the stretches of the shoreline exhibit
distinct change of cuspate foreland from rounded to sharp apex especially north of
Jhikarkhali and Madhusudanpur, north of Kakdwip. Erosion at the north and
progradation at the west and south-west, illustrates south-west transport of sediments
over the studied time scale whereas diffusive behavior dominated decadal-scale
shoreline change.

The inter-temporal analysis using spatial smoothing windows of 1000 m showed
that there is no consistent association between convexities/concavities and the ero-
sion/accretion. Some concave stretches of shoreline exhibit erosional signatures,
whilst others are accretional. The convexity of the shoreline near Horkhali (in the west
bank) increased over time but decreased near Madhusudanpur on the east coast,
however near Kakdwip and Patibunia the convexity remained almost unchanged over
the years. Some of the concave stretches of the shoreline showed seaward accretion in
the west bank, e.g., at Nij Kasba. The eroding sediments move parallel to the coast by
alongshore currents from north to south direction and are expected to deposit around
the concave coast owing to the lower current velocity [93]. As a result, the coastline
can advance to the ocean around these regions. Several studies claim that a concave-
shaped coastline tends to exhibit accretion while a convex-shaped coastline tends to
exhibit erosion [93]. However, in the present study, several concave stretches of the
east coast exhibited landward retreat of coastline typically along the Rangafala chan-
nel near Lakshmipur, between Ghiya Khal and Duraragra Gang (north of Namkhana)
and small patches in Patibunia island. Presumably, both diffusive and anti-diffusive
(unstable) behavior is operational [98] which are likely to change as the shoreline
planform adjusts in response to the consequent patterns of erosion and deposition.

With the anticipated increase in global mean temperature by about 0.5°C, the
thermal expansion and melting of ice caps and glaciers are inevitable [13] but this
effect may be masked by inlet dynamics and coastal engineering projects even over
extended time periods. However, the implication is that sea level rise is a secondary
but inexorable cause of beach erosion in such areas which may lead to high-energy
swells to reach further up the beach and redistribute sand offshore. Apart from the
external and natural forces there are alarming uncontrolled anthropogenic activities
which have imposed excessive pressure on the coastal landuse and exacerbating beach
erosion problems along the Hooghly estuary. This will have ominous implications for
ever-increasing coastal population and associated livelihood [99]. There is a need for
decoupling the long-term forces from the anthropogenic effects and projecting the
future scenario of coastal changes for effect coastal planning and enforcement.

6. Conclusion

The study of historical evolution and sculpturing of the coastal areas of Hooghly
estuary in terms of short and longer time scale has significant importance in evaluat-
ing the criticality in shoreline change. The findings of the present study revealed that
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geospatial techniques are very useful for analyzing and predicting shoreline dynamics.
The short- and long-term changes have been estimated using the DSAS extension tool
of ArcGIS. The tool enables the calculation of several change metrics and also the rate
of changes from time-series shoreline positions and helps in determining the zones of
erosion and accretion. The variation is higher in the west bank than east bank except
for 1973–1980. Considering the entire study period average recession is maximum in
1995–2000 (�43 m � 110.99) especially due to erosion in the southern part of the east
bank of the estuary. Zone 5 contributed maximum towards erosion, however, in
general, there is a decreasing trend of erosion, especially after 2000. While comparing
with 1948-topomaps there is a significant recession (�900 m) in zone 2 (between
Talpati Khal and Kaldalmari) and in zone 3 (near Horkhali) by about 600 m. On the
east bank, the most significant erosion is noticeable in zone 5, between Jadabnagar and
Tilakmandal chak. The maximum landward retreat recorded was 2700 m near Uttar
Chandannagar. The shoreline erosion is attributed to various causes such as decrease
of sediment supply from rivers after construction of barrages in the upstream, land
subsidence due to natural compaction or extraction of ground water, interruption of
longshore sediment transport by man-made structures and dredging operation to
maintain the navigation channel. In contrast, there is an increasing trend in the
seaward extension of the shoreline since 2010. Between 2017 and 2021 the average
accretion is 70.67 m (�162.57). Very high annualized aggradation of 69.17 m and
29.93 m was recorded in zone 1 and 2 respectively over the study period. The shoreline
change rate computed using WLR method reveals that zone 1, 2, 3 and 4 show the
positive change (aggradation) which varies between 0.24 m yr.�1 (zone 3) to as high
as 9.45 m yr.�1 (zone 1). The very high recession was found in the east bank in zone 6
(� 4.35 m yr.�1), followed by zone 5 (�3.02 m yr.�1). More than 73% area of the
shoreline exhibits erosion/accretion between �5 and 5 m yr.�1. The proportion of
very high erosion (< �10 m yr.�1) and aggradation (> 20 m yr.�1) is limited to less
than 2% of the shoreline. The temporal change pattern was examined using change
direction in each time interval. About 1.87% of the shoreline shows consistent erosion
in which at all the time-interval the direction of change was negative and an additional
36.69% constitutes of mostly eroded, characterized by erosion in at least 5 epochs.
There is no area where consistent accretion was observed. In about 4.37% of the
shoreline trend reversal from erosion to accretion has been observed. The change
rate and pattern maps generated in the study will be helpful for policy makers to
prepare a strategic coastal management plan and for future policy intervention. It is
suggested that there should have a regular monitoring mechanism of this estuarine
region to keep watch on the shoreline change and triggering factors and regulatory
purpose.
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Chapter 3

Assessment of North Sinai
Shoreline Morphodynamics Using
Geospatial Tools and DSAS
Technique
Ali Masria, Karim Nassar and Mohamed Galal Eltarabily

Abstract

This study employs a digital shoreline analysis system (DSAS) to identify
and evaluate historical changes in the coastline along the North Sinai coast of
Egypt. Using multi-temporal satellite images, change detection is explored
along coastline over 27 years (1989–2016). The annualized uncertainty of shoreline
changes was calculated. Erosion and accretion patterns were automatically
quantified via four statistical parameters in the DSAS model namely net shoreline
movement (NSM), rate of �8.17 m year�1 was recorded at the west seaside of
El-Tinah plain throughout the 27 years. This recession of the shoreline is
attributed to the joint effect of the stormy climate of the western seaside and
the sediments transport from the Nile Delta. shoreline has progressed west of
El-Bardawil inlet towards El-Arish harbor, where wave-induced littoral transport
is ceased by the construction of jetties. The shoreline at the downdrift side of
the jetties to the east has adversely retreated where the subsequent beaches
are reverted at rates of �4.5 and �2.9 m year�1. Lastly, the EPR model was
utilized for quantifying shoreline changes in the near future of years 2025, 2035,
and 2050.

Keywords: satellite imagery, remote sensing technique, morphodynamic detection,
DSAS model, North Sinai Coast

1. Introduction

Coastal zones are now experiencing increased natural and human disruptions,
such as sea-level rise, coastal erosion, and resource overexploitation, to name a few.
Coastal erosion affects almost 80% of the world’s beaches, with rates ranging from
1.0 cm year�1 to 30 m year�1, posing a major threat to several coastal regions [1].
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According to [2], increased knowledge of many driving forces is affecting the
health of global coastal ecosystems has expedited efforts to evaluate, monitor, and
reduce coastal stressors to understand the spatial distribution of erosion risks,
predict their growth tendency, and support mechanism research on erosion and its
solutions.

Shoreline extraction and change detection rates at different times are critical for
coastal zone monitoring. The coastline, defined by [3] as the position of the land-
water interface at a single point in time, is a highly dynamic characteristic that serves
as a predictor of coastal erosion and accretion. Shoreline changes occur on a variety of
time scales, ranging from geological to short-term catastrophic events. Waves, winds,
tides, sea-level rise, frequent storms, geomorphic processes of erosion and accretion,
and human activities are all factors that affect these changes [4].

Several international studies looked at quantitative and qualitative analysis of
shoreline spatiotemporal fluctuations [5–13].

Alternatively, efforts were made to estimate the potential position of the
shoreline to reduce the impact of the upcoming erosion activity. Moreover, for
future predictions of shoreline spatial change, extensive and reliable information
regarding historical and present coastline position is required. In a GIS
framework, shoreline prediction models are simple to implement. With the
help of historical data, several statistical models for example the Average of
Rates (AOR), Least Median of Squares (LMS), Linear Regression Rate (LRR),
End Point Rate (EPR) model, and Jackknife model (JK) were used to evaluate
shoreline prediction [12, 14–19].

Few encouraging investigations have been conducted along Egypt’s North Sinai
shore [20] used an aerial picture taken in 1955 and a topographic map analyzed in
1992 to describe the shoreline alteration along Sinai’s northern coast. Despite this,
the magnitude of shoreline variations was not quantified in their analysis due to the
inability of the analyzed maps’ surveying methodologies to calculate it. Moreover
[21] used a hydrographic survey to investigate the impact of the El Arish power
station (located west of the El Arish valley coast) on the surrounding area on
Sinai’s Mediterranean coast. The authors discovered a 5.5 m/year coastline retreat east
of the El Arish power plant breakwater [22] used topographic maps from 1973 with
satellite pictures from 1984 and 1996 to tutor the coastal changes over the western
half of the North Sinai coast (i.e., from El Tinah Bay to El Bardawil Lake). They
also calculated how the area of El Bardawil Lake changed throughout time. They
discovered that the extent of El Bardawil Lake changed dramatically from 1973 to
1984, losing an average of 128 km2, then slowing to a loss of 5 km2 from 1984 to
1996. El Banna et al. (2009) used the same method to track changes in the shoreline
along the North Sinai coast for 15 years (from El Bardawil Lake to Rafah) by
studying TM and ETM true color Landsat pictures from 1986 to 2001. The accretion
and erosion rates were calculated to be +0.076 km2 year�1 and 0.123 km2 year�1,
respectively.

To sum up, the extensive literature survey undertaken in the North Sinai coast
area demonstrated that the current published data related to the area needs to be
improved and renovated. Furthermore, it cannot determine coastline change rates
with high-precision approaches. The current study uses GIS and DSAS geospatial
approaches to examine shoreline changes along the North Sinai coastline from 1989
to 2016. Furthermore, the current research aims to: (1) apply three different
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semi-automated shoreline extraction methods, including Histogram threshold of band
ratio, Histogram threshold of band 5, and Tasseled Cap Transformation (TCT); (2)
plot and measure shoreline accretion/erosion rates using several statistical methods
functionalized in DSAS, including NSM, LRR, EPR, and LMS; and (3) develop a
decision-support algorithm that can vigorously support in elaborating shoreline
accretion/erosion rates; (4) using the EPR model, outline a futuristic decision plotting
based on the North Sinai shoreline forecast in the years 2025, 2035, and 2050.

2. Study area

Sinai’s coastal area is considered an essential part of Egypt’s Mediterranean Coast
[22]. It is a geographical connecting point between Asia and Africa, with the Gulf of
Suez and the Suez Canal on the west, the Gulf of Aqaba and the Egyptian-Israeli
border on the east, and the Mediterranean Sea on the north (Figure 1). The latitudes
and longitudes are (28°–31°N) and (32° 30/–34° 30/ E) respectively. The northern
Sinai coast stretches for about 220 km along the Mediterranean Sea, extending from
Port Said in the west to Rafah in the east, from the Egyptian border [23]. The current

Figure 1.
False-color composite images of the study area and shoreline digitization in different periods from (1989–2016)
for the three zones (a, b, c) respectively, after [4].
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study area is split into three subzones based on the vulnerability of coastal areas as
well as the availability of data from the field and remotely sensed data. Zone I contain
El Tinah Plain Bay, which stretches 38.5 km from Port Said in the west to El Bardawil
Lake in the east, (Figure 1a). Zone I is characterized by some features such as
Lagoons, vegetation cover, and fish ponds. Zone II includes El Bardawil Lake
(Figure 1b). This lake covers approximately 60% of Sinai’s northern coast. It has a
total area of over 700 km2 and is approximately 72.5 km long, 22 km wide-ranging,
and 2 m deep. The Mediterranean Sea is isolated from the Lake by shallow sand
barriers that range in width from 300 to 1000 m, and are overtopped by storm waves
in the winter. It has three inlets joining it to the Mediterranean Sea, two of which are
manmade (no. 1 and 2) and one of which is natural (El Zaranek inlet), [24]. Zone III
includes the El Arish Valley shore, which almost forms a 37 km west-to-east intersec-
tion between the El Arish power plant and Rafah, (Figure 1c).

2.1 Wave climate at study area

The intensity and direction of wave action along Egypt’s Mediterranean coast are
inextricably linked to significant pressure systems over the Mediterranean and North
Atlantic [25]. Wave heights reach 1.16 m and average 0.4 m during the spring and
summer, with the prevailing wave direction being NW. Prevailing wave direction is
come mainly from N, NNW, and NW in Winter. The maximum wave height is
4.25 m, with an average wave height of 0.51 m and a period of 6.5 sec.

Wave data was analyzed previously by [26–28] along Egypt’s Mediterranean coast
show that waves from the northwest predominate (81%), with small components
from the northeast (14%) and southwest (5%). The prevailing wave direction is the
main key of the eastward-flowing alongshore current. Reversed alongshore currents
are generated by waves incoming from the N, NNE, and NE (Figure 2). The main
alongshore current path (62–65%) on the North Sinai coast is from west to east,
stimulated by waves from the NNW and NW, according to preceding measured data.
However, west trending alongshore currents (24–29%) result from the remaining
wave components from the N, NNE, and NE, particularly during March and April due
to easterly winds. Furthermore, with a range of 31 cm, the tide along Sinai’s

Figure 2.
Wave rose for study area, and wave induced currents’ directions (modified from El Banna et al., 2009), after [29].
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Mediterranean coast is micro-tidal and semi-diurnal. The average high water level is
20 cm, and the average low water level is �11 cm [30].

3. Materials and methods

3.1 Data source

This study used multi-temporal satellite data from Landsat TM, ETM, and OLI/TIRS
that cover our coast from 1989 to 2016. Even so, thanks to the shortage of cloud-free
imagery during the selected period, satellite images could not be obtained at regular
intervals. The polynomial geo-rectification method is used to ortho-rectify the selected
satellite images, as it is afterward used to track changes in the shoreline along the Sinai
Peninsula’s northern coast Satellite images’ data are described in detail in Table 1. Data
acquired for North Sinai coastline surveying from El Tinah bay to El Arish valley was
supplied by the Egyptian Institute of Oceanography and Fisheries in 2010.

3.2 Image processing

Image processing carried out in this study were strip filling, georeferencing, and
radiometric correction. Firstly, gap filling was applied to image 2010 for all its bands
using modeling done by [31] in Arc GIS 10.2.2 using the python algorithm, see Figure 3.

Ground Control Points (GPCs) are used to implement the geometric correction
process (i.e. more than 40 GCPs are identified on the images), [10, 32]. The geometric
correction is accomplished utilizing ENVI 5.3 software to reduce distortions caused by
scale variation, angle, and lens distortion.

Satellite data Path/Row Year of acquisition Resolution (pixel size) Zone

Landsat 4 - TM 176/38 1989 30 m I

Landsat 5 - TM 175/38 1989 30 m II and III

Landsat 5 - TM 176/38 1998 30 m I

Landsat 5 - TM 175/38 1998 30 m II and III

Landsat 7 - ETM 176/38 2003 30 m I

Landsat 5 - TM 175/38 2003 30 m II and III

Landsat 7 - ETM 176/38 2010 30 m I

Landsat 7 - ETM 175/38 2010 30 m II and III

Landsat 8 - OLI/TIRS 176/38 2016 15 m I

Landsat 8 - OLI/TIRS 175/38 2016 15 m II and III

Related abbreviations:

TM : Thematic Mapper;

ETM : Enhanced Thematic Mapper;

OLI : Operational Land Imager;

TIRS : Thermal Infrared Sensor.

Table 1.
Details of satellite dataset for North Sinai (acquired via https://earthexplorer.usgs.gov/).
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The image is projected to actual coordinate Universal Transverse Mercator (UTM),
WGS-84 datum. After georeferencing, (RMSE) was found to be less than 0.5 pixels,
indicating that the images were geometrically well-matched. After that, a radiometric
correction is applied using the ENVI software’s radiometric, which combines the sun
and view angle effects, as well as sensor calibration and atmospheric correction.
Eventually, all georeferenced images are processed in ArcGIS to get the coastline
digitized.

3.3 Shoreline delineation and uncertainties

Shorelines are the high water line as surveyed by GPS units in kinematic mode
[33]. Meanwhile, automatic coastline demarcation from low resolution satellite images
is a complicated job due to the unclear boundary between water and land in saturated
zone [34]. Three semi-automatic delineation approaches are first tried for Landsat
images ETM 2010 in this study to identify the best digitization methodology that gives
the least error with the related field data in 2010 (Figure 4).

Since water absorbs the majority of radiation in the near-infrared and mid-infrared
regions of the spectrum, its reflectance in these wavelengths is nearly zero; neverthe-
less, the reflectance is higher in these areas for land cover than water bodies. As a
result, the coastline can be derived from a single band image. As a consequence,
getting the binary image is becoming simple by estimating the histogram threshold for
one of the infrared bands (i.e. Band 5) of the TM or ETM imagery [35]. Another
method is to use the histogram threshold of band ratio technique, which produces a
binary image by combining the two conditions of Band (2)/Band (4) ≥ 1.0 and Band
(2)/Band (5) ≥ 1.0 for producing a binary image [36].

Moreover, the Tasseled Cap Transformation technique (TCT) is also used to
extract shorelines. The coefficients for TCT of Landsat data are determined from [37].
TCT reconstitutes the spectral information of the six ETM bands into three primary
perspective elements using coefficients deduced from sampling known land cover
spectral features. The moistness component is used to distinguish land from water
among the three main view elements (brightness, greenness, and wetness). In this

Figure 3.
Landsat image for zone I in 2010; (a) before gap filling; (b) after gap filling.
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wetness index band, the land-water configuration is clearly visible, and a binary image
could be easily acquired. Finally, in 2010, each technique’s raster binary image is
transformed into a vector image, which can then be used to extract the coastline
border.

To identify the best technique, a comparison is made in Arc GIS 10.2.2 for the three
regions between the derived shorelines (e.g., by TCT) and the observed shorelines in
2010 (Figure 5). This comparison is assessed using DSAS tools, which developed by
the United States Geological Survey (USGS). The original purpose of this extension is
to compute change rate in coastline’ positions. Using DSAS is summarized in the
following steps: After extraction of shoreline, the baseline is created; creating tran-
sects; calculating the distances between coastline and baseline for transects; finally,
the shoreline change rate is calculated [38]. Accordingly, the deviation between the
derived and observed shoreline is computed using 1800 perpendicular to the baseline
transects. These transects are accurately cast at intervals of 20 m (Figure 5a–c).

Figure 6 depicts a validation process between data from a field investigation and
extracted shoreline from satellite image obtained in 2010. It is based on the coupling
of DSAS software and Arc GIS 10.2.2. The residuals between the measured and
computerized shorelines in 2010 at each transect line from 1 to 1800 were estimated
using both the histogram threshold of band 5, histogram threshold of band ratio, and
TCT, as shown in Figure 6a–c. It is noticed that data are reasonably correlated
(Figure 6a1, b1, and c1).

The normalized root means square error (NRMSE) is considered to find the best
method that precisely extract the coastline. TCT technique is proved to be better in
shoreline delimitation using low resolution satellite imagery (medium resolution). It
achieved the least NRMSE for all zones, Figure 6a1, b1, and c1. As a result, the TCT
technique was used to demarcate shorelines in 1989, 1998, 2003, and 2016 (see sectors
a1, b1, b2, c1, and c2 in Figure 1a–c).

3.4 Shoreline ‘change rate

Changes in the shoreline locations are calculated using different four analysis
methods (i.e., EPR, LRR, LMS, and NSM). The End Point Rate (EPR) is easily

Figure 4.
Methodology framework to extract shoreline.
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determined by dividing the length (in m.) between two coastlines by number of the
years (Eq. (1) and Figure 7). This method is widely used by different coastal
researchers and is widely used in shoreline movement rate calculations [39–42].

EPR ¼ L1 � L2

t1 � t2
(1)

where:
L1 and L2 are the distances between the baseline (benchmark) and the shoreline,

while t1 and t2 are the dates of the two shoreline locations.
Linear Rate Regression (LRR) is the second method for calculating change rates.

For a specific transect, this method entails fitting a least-squares regression line to

Figure 5.
Comparison of digitized shorelines based on field data from 2010 and the corresponding Landsat imagery (e.g.,
using TCT) for (a) Zone (I); (b) Zone (II); (c) Zone (III).
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multiple shoreline location points, (Figure 8). R-squared (Eq. (2)), R2 > 0.87 has been
held as the threshold of certainty in our research, considering a confidence interval
(LCI) of 95%. R2 at each transect line are calculated as follows:

R2 ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1 L� Lp
� �2

PN
i¼1 L� L�ð Þ2

vuut (2)

where:
L: observed distance between the reference line(baseline) for a coastline’ data point;
Lp: forecast value based on the best-fit linear regression equation;
L�: Average of the observed shoreline data points; and.
N: number of dates.
The sample data are used to calculate an average offset in the linear regression

method, and the formula for the line is deduced by reducing this value so that the
source points are as near to the regression line as possible. In the least median of

Figure 6.
Validation process between the shoreline monitored in the field and the shoreline detected by imagery 2010 for the
different zones based on NRMSE of ; (a,a1) histogram threshold of the band (5); (b,b1) histogram threshold of
band ratio; (c,c1) TCT.
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Figure 7.
Detecting changes of zone I; (a, b) Satellite images (TM) and OLI/TIRS of band (5) for the year1989 and 2016;
(c, d) TCT's equivalent binary images from 1989 and 2016; (e) The Change detection image for the period 1989
to 2016; (f) Vector map showing the erosion/accretion pattern showed in vector map for the period 1989 to 2016.

Figure 8.
Explanatory example of NSM, EPR, LRR, and LMS computation; (a) Map of multi-temporal shoreline locations
west and east El Bardawil inlet (1); (b) transect line’ details (x) and coastline intersection; (c) Time series of
shoreline distances from the baseline along the transect line (x).
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squares method (LMS), instead of using the average, the median value of the squared
residuals is used to identify the optimal equation for the line (Figure 8).

The net spacing (in meters) between the past and present shoreline locations for
each transect is recognized as the Net Shoreline Movement (NSM) (i.e., 1989 and
2016). It represents a distance rather than a rate (Figure 8b).

EPR, LRR, LMS, and NSM have negative values, implying landward decline of the
shoreline, whereas positive values indicate landward advancement. The erosion/
accretion rates measured along the North Sinai coast are divided into seven categories
(Table 2) [43].

4. Results and discussion

4.1 Historical shoreline change detection (1989–2016)

A long-term process of two-dimensional shoreline change detection has been
extensively investigated along the coastal line of different three zones over a 27-year
period (1989–2016). This procedure is conducted through different steps. Firstly,
binary images from 1989 and 2016 are derived for each zone using TCT techniques to
separate land and water. This step masks the land cover with all of its categories.
Second, the binary images are converted from raster to vector (feature class) using
ArcGIS10.2.2 software, with two main polygon attributes: water and land. Finally, the
two polygon layers are superimposed to assess shoreline erosion/accretion trend from
1989 to 2016, (Figure 7f).

As a result, Figure 7a and b show satellite TM and OLI/TIRS images of the band
(5) for zone I in 1989 and 2016, respectively, while Figure 7c and d show their
classified binary images The post-classification change detection image (Figure 7e) on
the other hand, shows severe erosion in El Tinah Bay’s western part. This erosion is the
result of the combined effects of the coast’s stormy climate and the restriction of
sediment movement from the Nile Delta as a result of the construction of both the
jetties at Suez Canal entrance and seawalls at eastern canal. Besides that, a portion of
the incident wave’s energy is shifted into the adjacent beach due to the construction of
this seawall. Consequently, the shifted energy, soil disconnection has occurred in the
western part of El Tinah Bay. Based on the hydrodynamic processes on the North Sinai

Category shoreline change’ rate (m/year) classification of shoreline

1 > -2 Very high erosion

2 > -1 and < -2 High erosion

3 > 0 and < -1 Moderate erosion

4 0 Stable

5 > 0 and < +1 Moderate accretion

6 > +1 and < +2 High accretion

7 > +2 Very high accretion

Table 2.
The classification of Shoreline according to EPR, LRR, and LMS.
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coast, alongshore currents induced sediments to move from west to east, resulting a
highly sensitive eroded area (Figure 7f, f1).

In 2013, a natural opening nearly in the middle of El Mallaha Lagoon was formed as
a result of this erosion. Furthermore, as a result of hindering the sediment path by
inlet (2) jetties and groins at east of the inlet, part of the transported sediments has
settled nearly in the middle of El Tinah Bay shoreline. In 2015, the artificial inlet (2)
was completely blocked due to sediment restrictions.

The eastern part of the Bay, on the other hand, appears to be relatively stable. This
part’s shoreline is almost straight, with no major merged parts to erode or major
embayments to receive sediments, hence, the shore zone is nearly stable; Only a few
small pockets of accumulation have been noticed. To quantify the dynamical changes
in the zone I coastline from 1989 to 2016, an asymmetrical difference vector map is
created from binary images in ArcGIS10.2.2 and is then classified into two categories:
erosion and accretion pattern, (Figure 7f). The change detection clearly shows a
cumulative accretion of +3.442 km2 and a rate of +0.127 km2/year, while the cumula-
tive erosion is �5.409 km2 and a rate of �0.2 km2/year over a period of 27 years
(Table 3).

The defined trend of the two-dimensional shoreline change rate (km2/year) along
the coastline, extracted using TCT technique is noticed to be rather coherent with
other earlier studies when compared to the other two remote sensing techniques. This
is evident when the current results have been compared with the previous results in
researches of [22, 23] as shown in Table 3 and Figure 9. Moreover, owing to variation

Study
zone

Research Date Data source The used
technique

Area (km2) Rate (km2/year)

Loss Gain Net Loss Gain Net

I (Azab &
Noor
2003)

1973-1996 Topographic
maps

Manually
by FCC

-3.22 2.42 -0.81 -0.14 0.105 -0.035

Present
study

1989-2016 Satellite
imagery

TCT -5.41 3.44 -1.97 -0.2 0.127 -0.073

II (Azab &
Noor
2003)

1973-1996 Topographic
maps

Manually
by FCC

-4.12 2.19 -1.93 -0.179 0.095 -0.084

(El Banna
et al.
2009)

1986-2001 Satellite
imagery

Histogram
threshold

-3.03 1.52 -1.52 -0.202 0.101 -0.101

Present
study

1989-2016 Satellite
imagery

TCT -6.95 4.37 -2.57 -0.257 0.162 -0.095

III (El Banna
et al.
2009)

1986-2001 Satellite
imagery

Histogram
threshold

-0.63 0.77 0.138 -0.042 0.051 0.0092

Present
study

1989-2016 Satellite
imagery

TCT -1.61 1.947 0.339 -0.059 0.072 0.0126

Overall Present
study

1989-2016 Satellite
imagery

TCT -24.9 16.6 -8.31 -0.925 0.61 -0.308

Table 3.
Calculated area of erosion(-ve), accretion(+ve), and net balance surfaces along the North Sinai coast.
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in both the picked elapsed times for each research and the accuracy of each method-
ology, there is a quiet discrepancy between the results.

4.2 Analysis of shoreline kinematics by DSAS

The digitized shorelines have been used in the ArcGIS extension Digital Shoreline
Analysis System (DSAS) to calculate the rate of shoreline change in vector format over
a specific period of time [44]. DSAS is a statistical software applied in coastal research
to compute rate of change from historical GIS-based shoreline positions [45].

In this study, DSAS is utilized to calculate shoreline change rate from different
historical shoreline locations along the North Sinai coast in 1989, 1998, 2003, 2010,
and 2016. The method for determining shoreline change rates begins with the creation
of a personal geodatabase for the extracted shoreline positions in ArcCatalog 10.2.2.
Each shoreline has attributes that include date, length, ID, shape, and uncertainty.
Each image’s acquisition date is entered in the date column, whereas the length, ID,
and shape are easily obtained. Uncertainties are also measured (Table 2) and recorded
in the uncertainty column as integers. The five shoreline positions are then appended
to one shapefile. Thereafter, speculative baseline is formed from the shoreline. Three
different methods are available in DSAS to delineate baseline: (1) constructing a
baseline along the shoreline at a particular distance; (2) utilizing a previously
established baseline; (3) buffering method. The last method is the most consistent and
accurate technique for baseline demarcation because it uses the same sinuosity shape
as the nearby shoreline, so it was selected for the current study [12].

The baseline is then created at a buffering distance of 1000 meters offshore from
the nearest shoreline.

These attributes provide DSAS with information about the sequence of transects as
well as the baseline’s position in relation to the shoreline (onshore or offshore).
Transects have been set orthogonally from the benchmark (baseline) along the coast-
line of various years in 100 m intervals for the three different zones. Finally, the
shoreline change rates are statistically computed using the various techniques (i.e.,
EPR, LRR, LMS, and NSM). As shown in (Figure 10a–c), a qualitative analysis is
performed to determine the related erosion/accretion transects using the NSM model.

Figure 9.
Mean change rates (km2/year) along the North Sinai shoreline.
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The field that connects the table of NSM statistical results to the transect feature class
is the field that they have in common. Where the values in the transect-ID field of the
NSM results table are equal to the object identifier field (Object ID) in the transect
feature class. After completing the joining process, the symbology of the transect
feature class can be adjusted to classify transects into two categories: erosion (green
transects) and accretion (orange transects), (Figure 10). Most beaches in zones I, II,
and III are susceptible to accretion and retreat (1989–2016), according to the
delineation of erosion and accretion transects.

Furthermore, the results reveal that, 49.61% (191 transects), 73.52% (533 tran-
sects), and 72.24% (255 transects) of the coastline corresponding to 19.1, 53.3, and
25.65 km are experiencing erosion for zone I, II, and III respectively. On ht. eother
hand, 50.39%, 26.48%, and 27.76% of the coastline with lengths of 19.4, 19.2, and
9.85 km are suffering accretion (Table 3).

The rates of shoreline change are computed annually for each zone during the
period from 1989 to 2016 using the statistical outcomes of EPR, LRR, and LMS
(Figure 11). The findings of this study are summarized in Table 3, which shows the
average and maximum rates of coastline advancement and decline, as well as the
percentage of degradation and deposition transects, both locally and globally. In
Figure 11 and Table 3, the positive and negative values of the EPR, LRR, and LMS
reveal accumulation and recession areas, respectively. Apart from the last quarter of
the eastern part of the El Tinah plain Bay coastline, which appears to be markedly
stable over a quarter-centennial period (27 years), almost the entire coastal area of the
North Sinai is sensitive to either accretion or retreat, as shown in Figure 11a–c.
Meantime, when comparing the outputs of EPR and LRR to the outputs of LMS,
the overall measurable change rates of the North Sinai coast show a significant
affinity. Whereas, the achieved R-squared values show a strong correlation

Figure 10.
Qualitative analysis of erosion/accretion transects using NSM, conducted in DSAS, in the years of 1989, 1998,
2003, 2010, and 2016 for (a) zone (I); (b) zone (II); (c) zone (III).
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Figure 11.
Shoreline change rates by EPR, LRR, and LMS (m/year) for Zones, (a) I; (b) II; and (c) III during the period
from 1989 to 2016. Shoreline change rates by EPR, LRR, and LMS (m/year) for Zones, (a) I; (b) II; and (c) III
during the period from 1989 to 2016.
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between EPR and LRR, with a value of 0.978. The situation is different regarding EPR
vs. LMS and LRR vs. LMS, as the correlation values are 0.8 and 0.836 respectively
(Figure 12a–c).

5. Conclusions

Geospatial techniques and DSAS models were utilized to assess the shoreline
morphodynamic changes along the North Sinai shoreline between 1989 and 2016 via
multi-temporal satellite images. The semi-automatic shoreline extraction method
(Tasseled Cap Transformation technique, TCT) was accustomed to digitalize the
shoreline positions in 1989, 1998, 2003, and 2016. Extreme variance in the spatial scale
characterizes the study area where the highest obtained coastal erosion/accretion
kinematics for El Arish valley coast, El Bardawil Lake, and El Tinah Bay are
�1.61/+1.95 km2, �6.95/+4.37 km2, and � 5.41/+3.44 km2, respectively.

Moreover, the construction of eastern jetty of the Suez Canal extremely lowered
sediments inputs to El Tinah Bay, which highlighted the erosion of the western
segment by wave hydrodynamics and the eastwards alongshore currents. Contrary,
the eastern part of El Tinah Bay has demonstrated a nearly constant shoreline
throughout the study period. Instantaneously, protection jetties of El Bardawil inlet 1,
El Bardawil inlet 2, and El Arish Harbor have intermittent long-shore sand movement
resulting in a continuous erosion at the downdrift side and an accretion at their updrift
side. The institution of El Arish power plant has substantially decreased the sedimen-
tary routine and created destructive impacts on coastal dynamics in the west of
El Arish harbor.

In the meantime, the forthcoming speculation of the North Sinai coastline varia-
tions is predicted using the End Point Rate (EPR) model for the near future of years
2025, 2035, and 2050 after model validation based on 2010 data. A well-matching
between the historical and futuristic trends of shoreline is obtained which means the
calculation is almost succeeding the same accretion and erosion patterns. Study results
in this chapter prove that medium-resolution satellite images, geospatial features of
the GIS, and digital shoreline analysis system (DSAS) successfully assessed the coastal
morphodynamic changes and shoreline detection of the North Sinai coast and could be
used for other coastal areas based on the data quality and availability. Additionally, the
results of this study deliver a high-reliable tool to the decision-makers and the coastal
managers to support their decision when developing sustainable coastal management
plans for North Sinai coast.

Figure 12.
Comparison of shoreline change rates (m/year) calculated by, (a) EPR vs LRR; (b) EPR vs LMS; (c) LRR vs LMS
for the overall North Sinai coast.
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Chapter 4

Contribution of Geographic 
Information Systems to the 
Development of Ancient Cities
Mustapha Nassir

Abstract

The world has experienced a significant development of information and  
communication systems, new technologies, and basic infrastructure. The posses-
sion of integrated management systems would contribute to the consolidation of 
the functional performance of heritage buildings. This study focuses on the ancient 
city of “Taroudant”, located in central Morocco. The geographic information system 
(GIS) has helped draw maps that identified the geographic data of the city. GIS has 
also identified the population expansion from 1912 to 2006, which was the reason for 
the deterioration of heritage buildings in the city. Moreover, GIS has contributed to 
drawing maps that determine the location of the collapsed parts of the walls, along 
with the location of historical monuments in Taroudant, facilitating touristic visits 
and the identification of its features in a short period of time without the need for 
a tour guide. Presently, modern technologies and applications are among the most 
important elements supporting the successful transformation of traditional heritage 
buildings into digital monuments.

Keywords: geographic information systems, ancient city, heritage buildings, 
geographic data, tourism, development, modern technologies

1. Introduction

The second half of the twentieth century witnessed a technological revolution 
in information and communication technologies (ICT), which contributed to the 
approximation of distances and the termination of geographical borders, making 
the world a small village. Modern technologies and media, such as satellites and 
the Internet, have facilitated the process of obtaining information from anywhere, 
bypassing the restrictions of time and place, contributing to clear and significant 
changes in human life.

In this light, ICT has contributed to changing the daily lifestyle of the people in 
terms of cultural, social, and economic aspects, especially among young people who 
have a great ability to deal with any new updates that arise in the field of modern 
technology, as it facilitates their daily affairs, and helps them to complete many tasks 
in a short period of time.
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The use of ICT led to the progress of many countries and the development of their 
infrastructure. Therefore, in the face of this technological development that the world 
has witnessed, it was necessary for the science of cartography to keep pace with this 
progress by relying on modern technology as the main pillar that would contribute to 
achieving sustainable development for the domain. This chapter addresses the follow-
ing problem: How can the applied capabilities and technical components of the GIS 
(geographic information system) contribute to the development of heritage buildings 
and to achieving sustainable tourism development?

2.  The contribution of GIS to the development of historical sites and 
heritage monuments

2.1 Identification of the geographical location of Taroudant

Geography is considered among the most important auxiliary sciences to history, as 
there is a close connection between time and place. Earth is the stage on which the facts 
of history took place and directed human beings. Therefore, it has the same effect on 
the course of history, depending on the type of human interaction with the environ-
ment and their reaction to its circumstances. Hence, it is necessary for the historian 
to be aware of the geography of the region (s)he wants to study and the geographical 
conditions and influencing phenomena affecting it. As a result, and given the impor-
tance of geography, the theory of explaining the movement of history through geogra-
phy emerged. Therefore, historians cannot dispense with geographical studies in all its 
branches, such as economic, political, and human geography.

The map was considered for a long time an effective tool for storing data related 
to the geographic area. It is a mean that implements a set of measurements to deter-
mine the status of a number of geographical phenomena. Also, maps constituted 
an essential means of communicating ideas, planning, and implementing projects. 
Drawing the map requires a long time and exhausting effort. In the face of these dif-
ficulties, GIS has emerged as a modern technological tool to overcome these intrica-
cies, allowing geography to adopt a new research approach that focuses on automated 
data analysis as a new pattern in cartography [1]. This approach aims to provide 
high-quality services and invest in the intelligence of individuals, institutions, and 
technologies in order to promote the spirit of innovation [2].

The technological revolution led to many studies on the management of historical 
monuments, manifested in the use of computers and various programs, along with 
the prevalence of the GIS, which uses a set of data and information. Moreover, this 
revolution highlighted the spatial dimensions of heritage sites, identifying their char-
acteristics and features, developing them, as well as planning and marketing them.

Automated maps have contributed to locating many historical cities and archeo-
logical buildings. The archeologist records spatial information about the archeological 
site through maps, which are among the most reliable tools in excavations as they 
reflect the real value of the archeologist in the context of fossils. Through these maps, 
the archeologist evaluates the hierarchical order in the formation of the sites [3]. 
Modern archeologists rely on maps, as they place data from a site within the archeo-
logical context by mapping the spatial dimensions and stratigraphy of the site.

In the city of Taroudant, as the focus of this study, GIS contributed to drawing a 
map about the city’s strategic geographical location. Taroudant is located in the center 
of the Kingdom of Morocco, 80 KMs from the city of Agadir, between longitudes 
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8° and 49 minutes west of Greenwich, and between latitudes of 30° and 30 minutes 
north of the equator. The city is located in the middle of a triangular plain (Sous 
plain) whose summit narrows to the northeast to form a separator between the two 
chains of the Anti-Atlas in the south and southeast, and the High Atlas in the north. 
Then, this triangle expands to open to the Atlantic Ocean in the west. Thanks to its 
positioning, the city of Taroudant and its surroundings are centered in a semi-closed 
field in the form of a ravine. The city is a lowland confined between the southern 
margins of the High Atlas and the northern end of the Anti-Atlas. The city is pen-
etrated from the south by valley Souss and from the north valley El Wear [4].

Mapping also contributed to determining the terrain of the region, as it is char-
acterized by the presence of the High Atlas chain, and this is the result of violent 
elevation movements that caused the formation of the heights of the High Atlas, and 
this chain is connected to the Small Atlas at the volcanic complex of Sirwa. The terrain 
takes a hilly character, which becomes more complex when connecting to the Souss 
plain. Furthermore, starting from the inner Argana lowland, the terrain becomes 
agglomerated and takes on a mountainous shape that gradually increases in height 
to reach 4165 m at Toubkal, which is one of the peaks of the mountains N’dern. It is 
considered the highest summit in this chain and the second highest in Africa [5].

As for the region, there are the Anti-Atlas Mountains, which are mountain blocks with 
low altitudes that do not exceed 1100 m near the foot of the Sous plain, taking the form of 
a flat hilly belt in the middle of this chain, as their height increases in the east direction to 
reach 2531 m (Aklim peaks). The Anti-Atlas is a structural unit with an ancient base that 
dates back to the pre-Cambrian era and is composed of subterranean rocks covered by 
primary limestone and schist rocks that take a sloping structural position, allowing them 
to suddenly sink under the formations of the Sous and Massa plains [6].

Between these two mountains (the High Atlas and the Anti-Atlas) is the Souss 
plain, which spans an area of 16,100 km2 and opens to the Atlantic Ocean from 
the west. Its average height does not exceed 300 m, with a general slope west-wise. 
Regarding the structure of the Souss plain, it can be traced back to the interaction 
between the Anti-Atlas and the structure of the Atlantic field, ending with the 
creation of a multi-parameter cumulative structural unit (Figures 1 and 2) [7].

These maps enabled us to identify the strategic location of the city of Taroudant, 
where the geographical and nature conditions of the city contributed to determining 
its history. Its location behind the Atlas Mountains, which is a natural defensive bar-
rier, made it among the influential cities that control the affairs of the region.

2.2 Identification of the most important monuments in the city of Taroudant

The city of Taroudant is one of the ancient Moroccan cities, which has known 
many developments throughout ancient historical times in numerous economic, 
social, and political fields. It is one of the most important cultural and scientific 
centers in the Souss region, and is considered a link between northern and southern 
Morocco. Furthermore, Taroudant, being a living proof of the grandeur of the history 
of this city and its majestic monuments, bears witness to the ingenuity of the crafts-
men who constructed its buildings.

We have adopted the GIS framework in drawing a map that pins down the most 
important military landmarks in the city, such as the historical wall, which is about 
7.5 km long, and its height ranges between 7 m and 8 m at the level of the wall parts, 
along with about 10 m to 12 m at the level of the towers, while its thickness is between 
50 cm and 1 m [8]. The Taroudant wall was supported by a dense group of towers 
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of about two hundred and thirty towers. They are diverse, and some of them are 
rectangular in shape and numbering about one hundred and sixty-five towers, and 
others are square and hollow (empty) from the inside, amounting to sixty-five towers, 
most of which are located on the side next to the kasbah. In addition, the height of the 
towers of Taroudant city varies between 8 m and 12 m, while the width of the square 
towers is 5 m, and the width of the rectangular ones is about 10.50 m. The distance 
between each tower varies according to the walls and is between 6 m and 20 m [9].

Figure 1. 
The geographical location of the study framework (Taroudant city) within Moroccan territory.

Figure 2. 
The location of Taroudant within the Souss plain.
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The city walls of Taroudant are interspersed with five historical gates surrounding 
its four sides. The gates were constantly and heavily guarded by watchmen assigned 
to monitor the arrivals to the city. These gates were closed in the evening and only 
opened in the morning [10]. These gates retained the same names they were known 
by. However, the shape of their architecture differs from one gate to another. The five 
gates are: Bab LKhamis, Bab Targount, Bab Zourghan, Bab Ouled Bounouna, and 
Bab Salsla.

A number of civil landmarks, such as Riads, hotels, traditional baths, and water-
ways, were also localized on the map. Also, many historical religious monuments 
such as mosques, shrines, and marabouts that represent the icon of Islamic civiliza-
tion are identified on the map. This invaluable heritage is still vibrant is observed in 
the most important buildings built in the city of Taroudant thanks to the map that 
helped facilitate access to these monuments, especially since the city’s road network is 
intertwined and complex (Figure 3) [11].

3.  The role of GIS in diagnosing the engineering condition of the heritage 
buildings in Taroudant and the reasons for their deterioration

3.1 Diagnosing the engineering condition of the heritage buildings in Taroudant

Most of the heritage urban monuments scattered in the ancient city of Taroudant 
suffer from destruction and deterioration, as many of the heritage monuments in 
the city have perished as a result of neglect. The rest of them have been subjected to 
a major distortion in their architectural features, due to the use of modern materials 

Figure 3. 
The most important archeological sites in Taroudant.
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(cement and iron) in the restoration work. Also, the use of inappropriate and extra-
neous modifications and techniques did not mostly take into account the cultural and 
civilizational privacy of these monuments. As a result, these monuments witnessed 
an architectural pollution that spoiled the original architectural style which was based 
on respecting the natural and cultural privacies of the region. Hence, this authentic 
cultural capital is threatened with vanishment [12].

The historical wall of the city of Taroudant is among the archeological monu-
ments that have been subjected to deterioration as a result of natural and human 
factors. The factors and causes of damage to archeological buildings vary according to 
numerous circumstances. To understand the process of deterioration that led to these 
problems, the most important factors of deterioration must be studied. To study the 
current situation of the archeological wall of the city, a map was drawn that showed 
its architectural condition, and it is clear from the map that there are some sides of 
the wall that are deteriorated and not subject to restoration, while others are in better 
condition due to restoration. Thanks to this map, the work of restorers in mainte-
nance operations is facilitated as they quickly identify the damaged parts. Moreover, 
this map will also help tourists coming to the city to know the fragile areas in the wall, 
which will help avoid any accidents that may be caused by the collapse of some of the 
wall’s components (Figure 4) [13].

3.2 Diagnose the causes of deterioration

Among the factors that lead to the deterioration of the heritage monuments in 
Taroudant are the polluting activities that excrete several gases such as sulfur dioxide, 
carbon dioxide, and nitrogen compounds that turn into acids when certain conditions 
are present, leading to changes in the color of the walls’ coating, in the form of black 
layers. These factors resulted in the decomposition and loss of components of the 
walls’ building materials. Regarding the building materials that are most susceptible 
to damage by acid pollution gases in historical buildings, we recognize gypsum and 
limestone, in addition to some sandstone and marble [14].

Figure 4. 
The current engineering condition of the wall.
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Figure 5. 
Shops of polluted activities in the ancient city of Taroudant.

Figure 6. 
Urban expansion in the ancient city of Taroudant from 1912 to 2006.
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The GIS contributed to drawing a map that showed the spread of craft activities 
that harm the environment inside the ancient city of Taroudant. It is clear from the 
map that most of the contaminated shops are located near some historical gates, 
specifically at the historic city (Taraghont and Zorghan, Lkhamis), and in separate 
ancient neighborhoods in the city. Furthermore, some black spots of grease as well as 
paint on the sides of the wall are noticed, as craftsmen place and paint metal pieces on 
the walls, causing distortion of the urban view of the archeological wall surrounding 
the city of Taroudant [15].

Also, among other main reasons that led to the disappearance of many monuments 
in Taroudant is the urban expansion, and it is clear from the map that the ancient 
city knew during the colonial period a slight urban development that included at first 
its eastern side and the roads leading to the Kasbah Gate. However, after Morocco 
gained independence in 1956, the urban expansion began to rise exponentially, as new 
neighborhoods have appeared, centered mainly around the center of Asarag Square 
and the northwest side of the old city.

The residential blocks began to expand near the historical wall in a horizontal and 
vertical manner, and the reason for this urban expansion is due to the high popula-
tion growth in the city (838,820 people) [16], according to the figures of the General 
Population and Housing Census for the year 2014. This expansion led to the creation 
of new residential blocks and the demolition of old neighborhoods and archeological 
buildings (olive presses, hotels, and Riads). These expansions led to a distortion of 
the general landscape, due to the construction of modern buildings at high altitudes, 
which contributed to visual pollution in the areas and neighborhoods in the ancient 
city (Figures 5 and 6) [17].

4. GIS and its contribution to sustainable tourism development

In recent years, global attention has focused on cultural tourism, due to the great 
economic value that it plays in providing jobs and bringing in important revenues as 
well as being the main source of national income in some countries [18]. Museums, 
historical sites, and products of traditional industry, in addition to the elements 
of intangible cultural heritage consisting of customs and traditions, represent an 
essential component of tourism activity and cultural heritage. They provide multiple 
and diverse resources that constitute basic products that fall within the tourism 
offer. According to statistics conducted by the World Tourism Organization in 2007, 
cultural tourism constituted about 40% of the total international tourism [19].

Heritage sites are one of the most important aspects of cultural tourism, and 
attract tourists from different countries of the world. In the face of the increasing 
demand for cultural tourism, traditional heritage buildings have become unable to 
provide good services to tourists, which has led to a decline in their competitiveness. 
Nevertheless, advanced means and applications, such as GPS technology, mobile 
communication system (5G–4G-3G-UMTS), and automatic maps, will help improve 
tourism services [20].

These advanced means facilitate touristic visits to heritage sites along with short 
quick identification of monuments without the need for a tour guide. They can also 
download in the Play Store or Apple Store an automated map that contains basic 
information about the site and heritage buildings located in the city, which will enable 
tourists to access these historical sites easily and in a safe, uncrowded road, at low cost 
and in a short period of time. Automated maps allow the identification of dangerous 
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heritage sites that are at risk of collapsing, as well as those that are difficult to reach 
or that have been destroyed. The application of these technologies will enable the 
provision of an advanced and sustainable tourism product, based on flexible knowl-
edge bases. In addition to that, it will provide high-quality services to tourists with 
minimal effort and cost, which will raise the level of comfort and luxury for all, and 
will positively affect the movement of investment and the economy [21].

5. Conclusion

The GIS contributed to drawing accurate automated maps that identified the 
strategic location of many historical cities, and this system also helped to localize 
the most important military, religious, and civil monuments in the ancient city of 
Taroudant on automated maps that have contributed to accessing these histori-
cal monuments easily especially in light of a complex road network. In the city, 
GIS also helped in diagnosing the engineering condition of the heritage buildings, 
where a map was drawn showing the architectural condition of the historical wall of 
Taroudant, which will facilitate the work of restorers in maintenance operations, by 
quickly identifying the damaged and vulnerable parts.

The GIS also contributed to the development of a map of the settlement of crafts-
manship activities that pollute the environment, which caused the deterioration of 
some sides of the walls and distorted its urban landscape and the city’s monuments. 
The automated maps that can be loaded into Android system applications will help 
tourists to visit archeological sites easily, and avoid dangerous areas that may lead to 
dangerous accidents that threaten the safety of tourists.
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Chapter 5

GIS Applications in Agriculture
Parmita Ghosh and Siva P. Kumpatla

Abstract

Technological innovations during the recent centuries have enabled us to
significantly boost agricultural production to feed the rapidly increasing global
population. While advances in digital technologies triggered the onset of the fourth
revolution in agriculture, we also have several challenges such as limited cropland,
diminishing water resources, and climate change, underscoring the need for unprece-
dented measures to achieve agricultural resilience to support the world population.
Geographic information system (GIS), along with other partner technologies such as
remote sensing, global positioning system, artificial intelligence, computational sys-
tems, and data analytics, has been playing a pivotal role in monitoring crops and in
implementing optimal and targeted management practices towards improving crop
productivity. Here we have reviewed the diverse applications of GIS in agriculture
that cover the entire pipeline from land-use planning to crop-soil-yield monitoring to
post-harvest operations. GIS, in combination with digital technologies and through
new and emerging areas of applications, is enabling the realization of precision
farming and sustainable food production goals.

Keywords: Geographic Information system (GIS), precision agriculture, remote
sensing, Global Positioning System (GPS), resource management

1. Introduction

As the world population is projected to grow close to 10 billion by 2050, we need to
produce about 50% more food compared to 2013 production to meet the global
demand [1]. This goal needs to be met while facing the challenges of climate change,
the limited scope of arable land expansion, and dwindling water resources. In addi-
tion, anticipated food production also needs to incorporate practices for sustainable
management of croplands to preserve soil health, conserve water resources, and
encompass biodiversity [2]. Considering these challenges and constraints in achieving
our food production targets there is an unprecedented need for monitoring of crop
growth and health and timely interventions to maintain or improve crop productivity
while reducing wastage of inputs and resources. Advances in sensors, communication
technologies, computational systems, and powerful data analytics are enabling us to
accomplish these tasks. Technologies that can enable efficient use of agricultural
inputs and reduce environmental losses while contributing to increased and sustain-
able production are of great value for achieving food security. Several existing and
emerging tools and technologies such as geographic information system (GIS), remote
sensing (RS), Global Positioning System (GPS), Artificial Intelligence (AI), Big Data
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Analytics, and Internet of Things (IoT) are instrumental in achieving this goal through
efficient monitoring of crops and soils, and, combined with other pieces of informa-
tion, are providing data-driven insights for targeted or site-specific management of
crops ensuring increased productivity [3]. Geographic Information System (GIS), a
key foundational technology, is defined as a powerful system comprising tools for the
collection, storage, and retrieval of data at will, as well as analyzing, transforming, and
displaying the spatial data for a specific purpose [4–7]. It plays a critical role as it
provides the spatial context and information on several features each of which is
available as a data layer. In addition, it provides the tools to manipulate spatial and
non-spatial data and presents them through intuitive and illustrative map formats [8].
GIS has been making an impact in diverse domains that include geography, environ-
mental sciences, natural resources, forestry, agriculture, food, manufacturing, bank-
ing, and health services [8]. Recent decades have seen a significant increase in the
application of GIS tools for diverse applications in agriculture at local, regional,
national, or global scales. These applications most often involve the use of GIS along
with partner technologies such as remote sensing, GPS, and data analytics towards an
in-depth understanding of a given farm or a region and facilitating intervention or
corrective measures for the crops and/or the soils. Since the GIS data are linked to a
common referencing system, another advantage GIS offers is that the same data can
be used for different applications or goals and we can also bring in other data and,
combining that with existing data, we can perform a joint analysis for deriving novel
insights. Many studies have reported the use of GIS for diverse applications in differ-
ent crops [9–11]. To further enable the readers to develop a strong appreciation for the
role of this powerful technology in agriculture, here we have reviewed the most
widely used and emerging applications of GIS, either by itself or in combination with
other partner technologies, and how it has been making major impacts on agricultural
productivity and supply chains.

2. Key partner technologies of GIS

The power and impactful contributions of GIS in diverse domains can be attrib-
uted to the combined use of GIS and two other key geospatial technologies: GPS and
Remote Sensing. Each of these three partner technologies plays a crucial role in
realizing the goals of applications (Section 3), and, therefore, are briefly described
below.

2.1 Geographic information system (GIS)

Based on its role in supporting the collection, storage, retrieval, and analysis of
data on features and location, and its utility for data-driven solutions, especially in
site-specific management, GIS is considered the brain of Precision Agriculture [12].
Digital GIS maps differ from conventional maps in that they harbor several layers
of information each layer providing information or a map about a given attribute
such as soil survey, precipitation, nutrient status, pest infestation, yield, etc. In
addition, GIS provides the analytical capability by using statistical tools and geospatial
analytics enabling extraction of inter-relationships between attributes, and the
insights, thus derived, are valuable for decision making with respect to management
practices.
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2.2 Global positioning system (GPS)

This positioning/navigation system based on a satellite network enables the deter-
mination of positional information by providing the latitude, longitude, and elevation
of a location. The location information collected by GPS receivers enables farmers and
researchers to the reliable identification of fields, mapping of field boundaries, water
bodies, infested or problematic areas in the field, and for understanding the relation to
several other attributes within and outside the boundaries of a given field. Such a
high-fidelity field mapping permits site-specific application of nutrients, pesticides,
herbicides, and water, thereby improving productivity and reducing input costs—the
essence of precision agriculture.

2.3 Remote sensing (RS)

Remote sensing, with its diverse methods and applications in agriculture, has
revolutionized crop monitoring and interventions for improving farm productivity
[13, 14]. RS, in combination with GPS, GIS, and other tools is critical for
implementing the goals of precision agriculture. This combination is crucial for
enabling several applications that provide the basis for site-specific management of
fields and include soil mapping, crop growth monitoring, estimation of soil moisture
and fertility, detection of biotic (pests and diseases) and abiotic (drought and flood)
stresses, and yield estimation.

3. GIS applications

The onset of digital agriculture, considered the fourth revolution in agriculture,
has totally transformed the way farming is done, thanks to advances in geospatial
technologies, sensors, artificial intelligence, robotics, and other tools and
technologies. The ability to precisely identify the problem areas in cropland and
monitoring and management of all steps in the entire agriculture value chain
requires image and non-image data along with spatial context. GIS, with its
component tools and analytic modules, and the data gathered by its partner
technologies like remote sensing and GPS provides intuitive and lucid visualization
of information for data-driven decision making for improving crop productivity.
While GIS has been used for agricultural applications for quite some time, the number
of applications has been growing rapidly in recent years due to technological
advances. Several most common and emerging applications are presented and
discussed below.

3.1 Land suitability assessment and land use planning

We are in an era where we are facing the challenge of feeding billions of people
while the fertile land is shrinking, therefore, we need to optimize the use of natural
resources to maximize the benefits. GIS provides an excellent platform for assessing
the quality of land for suitable applications. Multi-criteria decision-making (MCDM)
approach based on GIS is the most popular choice among researchers for land use
planning. Researchers use different features offered by GIS such as soil type distribu-
tion, soil texture map, buried deep underground water level distribution, soil fertility
distribution, soil pollution distribution, hydraulic conductivity of soil (Ks), slope (S),
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soil texture (ST), depth to water-table (DTW), and electrical conductivity of ground-
water (ECw), climate conditions, topography, and satellite data, and identify the
variety of interactions, dependencies, and the impact of these interacting factors on
sustainable land use.

Chen et al. [15] evaluated weight sensitivity of MCDM model for land suitability
assessment for irrigated agriculture. They aimed to examine the sensitivity of
changing weights of the input features on the model output. The results suggested a
strong influence of sensitivity and, therefore, they have recommended giving special
emphasis on this criterion. Zolekar and Bhagat [16] have used GIS-based MCDM
model with IRS P6 LISS-IV images as input for the evaluation of agricultural
practices in hilly regions. The rank of influential criteria was determined by
correlation analysis and recommendations from scientific literature. The combined
use of remote sensing and GIS turned out to be beneficial for land suitability evalua-
tion. Pan and Pan [17] applied three scales, two-step analytic hierarchy processes
(AHP) for GIS-based crop suitability assessment. They have emphasized the impor-
tance of selecting appropriate evaluation factors and suggested the consideration of
features with a significant difference and controlling the land use and avoiding cau-
sality. Following this approach of feature selection, the AHP output was spatially
distinct. The authors have recommended appropriate land use based on land suitabil-
ity maps. In another study, [18] selected the features based on growth requirements
for examining the land suitability for the wheat crop. Analytic Network Process
(ANP) model was deployed for assessing the interdependence of strategic input
features for site suitability evaluation of citrus crops [19]. The ANP coupled with
GIS–MCDM identified critical factors for maximizing yield and minimizing
production loss. AHP integrated with geo-statistics had proven its merit for maize
cultivation land suitability mapping in calcareous and saline-sodic soils [20]. These
powerful GIS tools enable land reclamation planning with suitable conservation
practices.

Integrated fuzzy membership and GIS model were used to analyze arable land
suitable for farming. Topography and eight soil parameters were utilized for fuzzy
membership classification and the important crop productivity-related soil features
were accommodated accordingly. Fuzzy membership allowed the consideration of
partial memberships which is unlikely in classical approaches for classification. This
self-adaptive approach revealed that the land was better suitable for groundnut culti-
vation contrary to the current practice of Finger millet cultivation. Results of this
experiment proved that the GIS-based decision system can surpass the traditional
knowledge and, if deployed accurately, can improve the productivity of land [21].
This is the need of the hour technology as land and natural resources are declining,
and the demand for food production is increasing rapidly. The fuzzy set model, AHP,
and GIS were combined to generate a land suitability map for tobacco production [22].
This study has once again demonstrated the advantage of using Fuzzy membership
functions for land suitability analysis. AHP has the power of accurately assigning
weights to the input factors in a logical way. The maps were generated by ArcMap.
The integrated application of fuzzy, AHP, and GIS helped to circumvent the
problems resulting from the uncertainties, subjectivities, and hierarchy characteristics
of the traditional land suitability assessment process. GIS is a powerful tool to
delineate the study area, manipulate geographic data, process maps, and present
results in land suitability assessment. Integration of Fuzzy set and AHP methods with
GIS provides a precise and powerful combination in applying for land suitability
analysis. Researchers advocate that Fuzzy logic coupled with other decision-making
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methods is one of the best approaches for land suitability analysis [21–23]. Scientists
are also exploring artificial intelligence along with GIS for efficient land use
planning [23].

3.2 Water resource management

Abundance of water supply is a primary requirement for meeting the demand for
food production by the ever-increasing global population. As indicated earlier,
farmers have the responsibility of feeding about 10 billion people in 2050 which
demands a 50% increment in food production compared to 2013 level [24, 25]. The
availability of clean water is decreasing and dependence solely on rainfall is not a
viable option for the farmers [26, 27]. In this challenging scenario, water resource
management is the key to success. Irrigation is the best solution for meeting the water
requirement in agriculture. GIS technology backed by remote sensing has already
proved its merit for the management of water resources [28–31]. Researchers strongly
suggested that remote sensing can supplement the traditional geophysical models for
groundwater potential assessment and recharge experiments [32, 33]. Many
researchers supported the potential of GIS for groundwater management [34, 35].
Tripathi et al. [36] integrated the MODFLOW groundwater model with the GIS for
watershed prioritization. Singh et al. [37–39] combined GIS and remote sensing for
delineating groundwater potential zones. Lineament and hydro- geomorphological
maps were prepared from remote sensing images. The delineated groundwater
potential zones have been found to show synergy with the well-yield data. When sub-
watershed level runoff and sediment yield were assessed using the combination of GIS
and remote sensing data it reduced the time of the input data process and produced
good results compared to actual runoff and sediment yield [40]. Determining the
suitability of irrigation for a given geography is one of the most popular applications
of GIS. A study conducted in UAE accounted for non-renewable sources like desali-
nation and treated sewage effluent (TSE) to assess irrigation suitability [41]. This type
of water-scarce region needs optimization of water resources management. Land
management, topography, climate conditions, soil capabilities, and water potential
were used in the analytical hierarchical process (AHP) GIS model to assess crop
suitability. The results showed that the land was unsuitable for cereals and vegetables
but the cultivation of sorghum, jojoba, fruits, date palm, and forage was
recommended. This study unleashed the power of GIS technology for using every acre
of fertile land in a geography with a high level of water scarcity. Reduction in clean
water resources is motivating researchers and policymakers to identify suitable alter-
natives for irrigation water. Zolfaghary et al. [42] evaluated the scope of using urban
treated wastewater as an alternate source of irrigation. They have utilized the MCDM
method which was executed in the GIS software environment and the Analytic hier-
archy process (AHP) was used. This analysis revealed that the suitability of treated
wastewater is subject to suitability for crop cultivation, nitrate contamination burden,
and aquifer vulnerability. ISAREG irrigation scheduling model was integrated with
GIS with the aim of generating efficient irrigation scheduling advice and identification
of practices to account for water savings and salinity control [43]. These results
advocated the successful outcome of the model for irrigation scheduling and choosing
water saving measures during both wet and dry years. Though the intensification of
irrigation is beneficial for food production, it was pointed out that soil salinization and
waterlogging are the major drawbacks of irrigated agriculture intensification, and that
strong emphasis should be put on leveraging GIS and remote sensing technology for
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monitoring the problem areas followed by planning conservation and preventive
measures [44].

3.3 Soil health and fertility management

Soil fertility is directly proportional to productivity. It controls the availability of
nutrients and water to the crop. The soil fertility has been degrading due to various
factors like pollution, sealing, overgrazing, waterlogging, excessive use of agricultural
chemicals, and erosion. It is crucial to determine soil health and fertility status for
planning effective practices for site-specific management or precision farming
[45–47]. Soil macronutrients (N, P, and K), micronutrients (Zn, Mn, and Fe), pH, soil
organic carbon (SOC), water holding capacity, erosion status, and moisture content
are extensively used features for soil fertility status assessment [48–51]. Spatial inter-
polation, Multi-Criteria Decision Analysis (MCDA) [52–55], and Ordered Weighted
Averaging (OWA) [56–59] are the most popular geospatial analysis techniques
which provide spatiotemporal variability of soil health and fertility status to the
decision-makers.

Soil erosion status is an essential parameter for soil quality assessment and spatial
variation in erosion gives a clear picture for agricultural planning [60]. It was demon-
strated that geospatial maps of soil erodibility generated by Inverse Distance Weighted
(IDW) method is a great tool for assisting in sub-watershed level land use planning.
AbdelRahman et al. [61] combined the remote sensing and GIS technology to assess the
soil fertility status. They have used the LISS III and IV images for land use classification
and the RUSLE method for soil erosion estimation, collected the soil nutrient field data,
and applied a geostatistical model to identify the spatial variation of soil erosion and
nutrient availability. In another study, [62] used the IDW model for derived soil nutri-
ent maps and applied the OWAmethod to make the maps homogenized and used those
as the input for the fuzzy inference system for soil fertility mapping. Fuzzy mathemat-
ics developed with soil organic matter (SOC), total N, total P, total K, available N,
available P, available K, pH value, and cation exchange capacity as indicators in ArcGIS
showed that the soil fertility of mid- and low- yielding fields were low and are directly
correlated with soil profile configuration [63]. The association of crop productivity with
the soil fertility is evident and GIS-based soil maps and fertility status give prior
information about the field-specific crop suitability.

Leena et al. [64] proposed GIS-enabled cloud technology for soil fertility manage-
ment decision support system. This system has the capability to make fertilizer rec-
ommendation based on soil test and crop response. This recommendation system
helps farmers optimize their fertilizer usage and maximize yield. This system gener-
ated spatial nutrient variation works as fantastic e-governance system for the govern-
ment agencies. GPS- and GIS-based soil fertility maps are great tools for thorough
monitoring of the soil health and, based on such maps, [65] recommended application
of paper mill sludge to reduce acidity in the soil and cultivate pulses and groundnut to
make the best use of the acidic soil. These geospatial soil maps have proven to be an
effective decision support system in the context of food production challenges due to
soil degradation. Tunçay [66] applied soil fertility index (SFI) based on the variables
of sand, silt, clay, pH, EC, OM, CaCO3, Ntotal, Pavb, Kexc, Caexc, Naexc, Mgexc, and
available micronutrients (Feavb, Cuavb, Znavb, Mnavb) and proved the strength of
SFI. This study demonstrated the potential of combining Sentinel 2 image-derived
crop yield for validation of soil fertility model. Advances in the observatory systems
such as remotely sensed data of fine-to-coarse spatiotemporal resolutions, and in the
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process-based and data-driven modeling techniques have facilitated the collection,
storage, analysis, visualization, and interpretation of non-spatial data for soil fertility
index (SFI) [67–72].

Li et al. [72] applied weighted space fuzzy clustering coupled with the soil nutrient
space mutation distribution for soil fertility characterization. This information aids in
optimizing the fertilizer recommendation system. Agricultural practices such as crop
residue management, nutrient management, soil tillage, and pest management affect
ecosystem goods and services and soil quality and fertility [73–75]. The best manage-
ment practices, compatible land use/cover changes, and land suitability analysis are
required to prevent the degradation and loss of prime farmlands [73, 76, 77]. Soil
erosion management, soil biodiversity improvement, and rehabilitative farming sys-
tems are some of the best management practices used to improve soil quality and crop
yields [78–80].

A study that leveraged GIS and fuzzy evaluation method to evaluate the soil
fertility status used total nitrogen, total phosphorus, total potassium, available nitro-
gen, available phosphorus, available potassium, soil organic matter, cation exchange
capacity, and pH as indicators for the generation of fertility indices [63]. This fertility
index revealed that total nitrogen and soil organic matter are higher for paddy fields.
These fertility maps also give an insight into the suitable soil qualities under different
types of land use and climatic conditions. Sub-watershed level nutrient mapping
revealed that available N, P, S, Zn, and Fe are controlling agents of soil fertility [81].
Thus, fertility maps and their relationship with soil properties and crop yields serve as
an information system for precision agriculture.

3.4 Biotic and abiotic damage assessment and intervention

Studies have reported that biotic crop damage, caused by insects, fungi, and other
pests, can cause 15–70% yield loss [82–84]. This scenario impacts the demand and
supply chain and also affects the economy of farmers. The changing pattern of weather
makes the crops susceptible to pests and diseases. The availability of crop protection
methods is quite beneficial for tackling crop health, but the lack of timely information
about the pests and diseases makes the damage irrepressible. GIS technology holds
immense potential for site-specific pest and disease management. Remote sensing and
GIS-based forewarning systems are boon to farmers to arrest the yield and economic
loss. Ranjan and Vinayak [85] advocated that pest and disease forecasting systems allow
farmers to apply the control measures in time to reduce the cost of production. Apart
from the forewarning system, the pest population density map also plays a crucial role
in identifying the hotspots and extending advisory to farmers. According to [86],
information about the geospatial density of oriental fruit moth, Grapholita molesta, had
the scope of reducing the crop injury and pest population by applying geographically
suitable management measures. The difference in current and predicted geospatial
distribution of two polyphagous and invasive Icerya species clearly indicated the impact
of climate change in modifying the pest attack patterns [87]. Such pest distribution
maps enable farmers, agricultural experts, and policymakers to prepare management
strategies to combat pest attack in the future. Tracking the migratory patterns of pests is
of utmost importance given the instances of a sudden outbreaks of cutworm, Agrotis
ipsilon, and fall armyworm, Spodoptera frugiperda, in different continents than their
usual geographical locations [88–90]. Remote sensing and GIS are important tools for
monitoring habitats of pest species such as western tarnished plant bug, Lygus hesperus,
and Migratory and Australian Plague locusts [91, 92]. Remote sensing and GIS are rapid
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and cost-effective technology for assessing the extent of crop damage by pests and
diseases [93]. Researchers had demonstrated the feasibility of pest and disease type
detection and severity mapping from remote sensing images [94–96]. These damage
assessment maps hold key spatial information about the damaged crop acreage and its
trend across multiple years over different geographical units. These maps have the
potential to act as an aid for insurance settlement for the farmers and for those seeking
government subsidies and benefits.

Natural calamities cause irreversible damage to agriculture. Rapid mapping and
quantification of damage aid in economic loss recovery and act as a decision support
system. A geo-spatial model is used in a case study to assess the impacts of extreme
flood events on agricultural production in the Quang Nam province of Vietnam. Chau
et al. [97] generated the water surface by interpolating flood depth marks by the inverse
distance weighting (IDW) and employed a digital elevation model (DEM) to generate
the flood inundation map. This map overlaid with the land use map gave an effective
estimate of the damaged agricultural area [98–100]. Drought is another constraint to
agricultural productivity and understanding the hotspot and climatology is crucial to
strategically minimize the impact. MODIS satellite Normalized Difference Vegetation
Index (NDVI) derived drought risk classes were prepared to access the spatial pattern
[101]. GIS-based characterization of climate variability and drought zones provides
scope for strategic measures adoption to maximize productivity [102, 103].

3.5 Crop monitoring and yield prediction

Monitoring of crop growth, health, and accurate or near accurate prediction of
yield is crucial not only for estimating economic return but also for assessing the food
production thereby helping in the management of food security. Many studies showed
that traditional methods of crop yield estimation could lead to poor assessment and
inaccurate crop area appraisal [104, 105]. Moreover, these methods require time-
consuming, labor-intensive, and expensive crop and yield data collection. This is
where technologies like remote sensing (RS), GPS, and GIS provide a huge advantage
as they can be used to assess temporal and spatial variability of crop dynamics and
yield output [106]. The use of two key partner technologies, RS and GIS, with
required input from others can provide an efficient solution for monitoring crop
health and developing models for predicting crop yields across diverse spatial scales.
While remotely sensed images and associated analytics permit the tracking of crop
health and predicting the yield, GIS technology enables the collection, storage,
retrieval, and visualization of data that were linked geographically. Remotely sensed
geospatial data acquired by satellites, aircrafts, or unmanned aerial vehicles (UAVs)
can be used to gather information on several features of the crops and the character-
istics of the soils supporting their growth thereby enabling the assessment of crop
health. The images gathered can be used for assessing general vigor, disease or pest
infestations, or deviations from expected growth due to drought or other abiotic
stresses. Geospatial data collected in a spatiotemporal manner and the associated
analysis techniques help in assessing the changes in the health of crops thereby per-
mitting management interventions while providing predictions on anticipated yields
based on the growth and health of the crops. A commonly used method for assessing
crop health is based on the determination of vegetation indices that are calculated
based on surface reflectance from crop canopies at two or more wavelengths. Many
vegetation indices are available for evaluating the extent and vigor of vegetation, crop
growth dynamics, stress due to biotic or abiotic factors, and other useful assessments
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[107]. Adhav et al. [108] used multiple vegetation indices that included Normalized
Difference Vegetation Index (NDVI), Green Normalized Difference Vegetation Index
(GNDVI), Chlorophyll Vegetation Index (CVI), and Difference Vegetation Index
(DVI) to determine crop health as well as variations in health conditions. To further
improve the efficiency of health assessment, they have combined all vegetation indi-
ces using ArcMap 10.5 software and reclassified the merged indices which were then
used for categorical representation of health scenarios. Such a representation helps
farmers to identify areas that need immediate management intervention [108].
Determination of crop health is particularly critical in smallholder farms as the sub-
sistence and livelihood of these farmers depend on the productivity of their crops. As
per a recent study, small farms were found to account for 84% of all farms worldwide
but they operate only on around 12% of all agricultural land and produce about 35% of
world’s food [109]. Use of UAVs for gathering and leveraging data for assessing crop
growth and dynamics has proven to be crucial for farmers to take timely and appro-
priate corrective measures to maintain or increase productivity. A recent study in
South Africa [110] evaluated the utility of multispectral UAV imagery and random
forest machine learning (ML) algorithm to estimate maize chlorophyll content at
various growth stages and created a chlorophyll variation map capturing the spatial
heterogeneity of chlorophyll in the field thereby helping the farmers to take manage-
ment actions. Considering the strategic role of sustainable intensification towards the
food production goals of Sub-Saharan Africa [111], such RS- and GIS-based diagnos-
tics and interventions are critical for smallholder farmers. Another study assessed crop
health using different chlorophyll indices in addition to modified vegetation index by
leveraging data from two different satellites and ArcMap (of ArcGIS) for geospatial
analytics [112] resulting in insights that could be used for managing nutrient applica-
tions towards improving crop productivity. Two essential prerequisites to implement
location-specific management practices and interventions are the availability of an
accurate acreage map of crop of interest and the cropping systems of a given area and
technologies for predicting yield before the reproductive phase or harvesting of the
crop. The use of RS and GIS technologies can help achieve both goals. NDVI, a
commonly used vegetation index, serves the dual purpose of assessing crop health and
predicting crop yield while GIS tools can provide the spatial context. Several studies
abound that leveraged NDVI and GIS for yield predictions and a few examples are
discussed here. In a study that measured NDVI values at different growth stages of
rice, several linear regression-based yield prediction models were developed using
NDVI values and narrowed down to a model that had the highest prediction potential
and was also able to predict yield well ahead of harvesting time [113]. Such a model
can help the farmers to implement changes to the fertilization, water, pest, and
disease management practices towards realizing improved productivity. Using time-
series data of SPOT vegetation and two key spectro-agrometeorological variables,
rainfall estimate (RFE) and NDVIactual (NDVIa), that are highly correlated to maize
yield, [114] have developed an operational model with high predictive ability for yield
forecasting in Ethiopia. By leveraging both RS and GIS, this model enabled yield
forecast at flowering season which is more than two months earlier than the forecast
by conventional method thus providing an advantage of early intervention towards
crop productivity and crucial data for the authorities for crop production estimates
[113]. In a field study aimed at developing an efficient model for predicting potato
tuber yield using RS and GIS techniques two vegetation indices, NDVI and soil
adjusted vegetation index (SAVI), generated from images acquired by Landsat-8 and
Sentinel-2 satellites were found to be highly effective in yield prediction [115]. In
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addition, the indices enabled them to create maps of the study area that has clearly
shown zones differing in productivity. This is very useful information for both
farmers for implementing necessary management practices and for authorities in
arriving at accurate production estimates. While manly researchers have used RS-
based vegetation indices and GIS for predicting crop yields, several researchers have
combined GIS with crop simulation or physiological models and demonstrated their
strong performance in yield prediction [116–119]. Crop simulation models came into
prominence due to their utility in designing management practices, assessing the role
of climate variations on crop performance, and predicting yields [120, 121]. Similarly,
physiological crop models have evolved from their original applications in farm man-
agement to measuring the impact of climatic changes on crop productivity. The ability
to incorporate spatial variability of the inputs that go into physiological or simulation
models makes them even more powerful for determining the interactions between
climatic variation and crop productivity while highlighting the spatial heterogeneity.
In a study that integrated RS data, crop growth model, and GIS, it was found that yield
estimates from RS images were more precise compared to another approach where
GIS climate layers and soil attributes were integrated into Oryza 2000 rice crop model
highlighting the superiority of combining RS, GIS, and crop model for estimating crop
yields [118]. To capture the spatial variability of input variables and their influence on
yield estimates, [116] have linked RS and GIS with a growth model of soybean. The
results demonstrated spatial variability in simulated yield estimates and the variability
was primarily attributed to soil characteristics and rainfall. The availability of such
spatial patterns from the simulated yield estimates is very helpful in productivity
estimates in areas prone to abiotic stresses, for example, droughts, as well as providing
insights into factors contributing to yield. Efforts also exist that have created web-
based decision support systems based on a combination of simulation model and GIS
towards making agronomic decisions [119]. In yet another approach, the Erosion
Productivity Impact Calculator (EPIC), a model for the analysis of the relationship
between soil erosion and crop yield at field level, was integrated with GIS and an
Inference Engine (IE) towards global estimation of crop productivity [122]. While the
integration of GIS expands the application of EPIC to regional or global level, the
availability of IE helps in determining potential crop combinations for given growing
conditions. This study not only demonstrated the ability of GIS-based EPIC for crop
productivity simulations at global level but also delivered predictions for future yields
and how they are adversely affected by global climate change underscoring the
importance of the development of climate-resilient varieties of crops. Since traditional
crop productivity simulations are based on site-specific crop models, [123] developed
an operational crop model that can be utilized at the regional level, North China, by
integrating USDA EPIC model with NASA MODIS LAI product from Earth Resources
Observation System (EROS), ancillary ground data, and GIS [123]. Applications also
exist where a combination of GIS and RS was used for assessing damage in some high-
value crops. Cranberry is one such crop that exhibits extreme crop yield variations due
to soil characteristics which in turn influence water and nutrient availability. Using
GIS, GPS, and RS, [124] have created a spatial variation map for the crop enabling the
analysis of crop losses within zones in a field or at the whole field level.

3.6 Precision farming

Precision Farming, also called Precision Agriculture (PA) or site-specific crop
management (SSCM), is the application of technologies and principles to manage
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spatial and temporal variability associated with all aspects of agricultural production
[125]. Earl et al. [126] defined it as a system that integrates information with crop
production that is designed to increase long-term, site-specific as well as whole farm
production efficiency, productivity, and profitability while minimizing unintended
impacts on wildlife and the environment [126]. The operational goals of precision
farming include better management of inputs such as seeds, fertilizers, pesticides,
herbicides, and water using right amounts of inputs at the right place, and at the right
time. Several crucial tools and systems such as GPS, GIS, and RS are required for the
collection of timely geospatial information on soil-plant-animal requirements towards
mining insights followed by leveraging those insights for prescribing and applying
site-specific treatments towards improving agricultural productivity while contribut-
ing to sustainability and protecting the environment [127–129]. The role of different
tools and technologies as well as the applications of precision farming are described in
several review articles and references therein [9, 128, 130]. While GPS, GIS, and RS
are vital for obtaining and analyzing the data for deriving insights, a key technology
that implements the precision applications by leveraging the input of these three tools
is variable rate technology (VRT). VRT systems take all the required information
about a field such as soil maps, yield, infestation of pests, diseases, and weeds, and
they determine the quantities of fertilizers, pesticides, herbicides, and other inputs
and ensure their application at the right place and at the right time saving the input
costs. The integration of GIS, GPS, and VRT technologies thus provides farmers an
unprecedented ability to view field maps and apply input where and when needed
towards ensuring crop productivity. Precision farming can be broadly divided into
three steps or stages depending on data collection or site-directed or specific activities
happening during, before, and after the crop growth period [131]. These are Prepara-
tory or Pre-planting stage, Crop growth stage, and Harvesting stage. Role of GIS in
each of these stages is discussed below.

Preparatory stage: This is essentially a planning stage that encompasses the data
collection prior to planting and includes, among other things, gathering data on soil
nutrient status, groundwater, previous crops and their residual influence on the next
crops, and data on pests, diseases, and problematic weeds in that area that could affect
yields of the crop to be planted. Data gathered on all these aspects are stored in a GIS
system. Historical crop data from GIS also helps in ‘variable planting’ decisions that
determine where to plant what crop/variety and to what extent so that the variable
planting plan can be carried out in the field automatically by seeding machines [131].
A major activity in the preparatory stage is soil mapping and accurate prediction of
soil properties is critical for precision farming interventions and for sustainable agri-
culture. The approach used for traditional soil mapping relies on a representative soil
property from a location of focus and, therefore, has the limitation of not capturing
the variability of soil properties in the maps generated. Moreover, soil sample collec-
tion, analysis, interpretation, and map generation are all monotonous, time-
consuming, and costly. These methods have been improved greatly with the develop-
ments in spatial science and the geospatial modules in ArcGIS and other tools are
being used extensively for their ability in spatial interpolation [132–134].

Crop growth stage: In this stage, the insights and the data gathered in the prepara-
tory stage are retrieved through GIS and used for formulating and implementing
management practices addressing irrigation, soil fertility, and protection from biotic
and abiotic stresses. The availability of diverse types of imaging sensors, satellite and
proximal sensing capabilities, GPS and GIS systems have enabled the assessment of
plant characteristics, growth, health, and also in gathering information on the soils
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and infestation of pests and diseases, all with precise geospatial information. By using
RGB, hyper- or multi- spectral remote sensing options for measuring the reflectance,
fluorescence, or other useful emissions, it became possible to assess the disease status
of the crops and take precise management measures for controlling the diseases at
precise locations based on GPS and GIS information, thus improving crop health, and
helping to improve productivity [135]. The use of advanced geoinformatics tools and
data-driven recommendations are also being used for monitoring and managing pes-
ticides and other plant protection inputs with a particular focus on sustainable prac-
tices towards improving productivity while reducing impact on the environment.
Geoinformatics-based tools are also being leveraged for accelerating the crop germ-
plasm that is suited for a given location or region towards realizing increased produc-
tivity as well as the germplasm that has tolerance to biotic or abiotic resistance needed
for a given geographic location [136]. Spectral reflectance and vegetation indices of
the crops being monitored combined with GIS are also playing a crucial role in
managing nutrients and water stress in precision farming programs. Use of remote
sensing and GIS in detecting nutrient stress of the crops enables site-specific correc-
tion management of nutrients thereby promoting plant growth while reducing the
cost of cultivation due to targeted use of nutrients [137]. Similar site-specific manage-
ment can also be implemented for addressing water stress and such an approach is
especially attractive for croplands with limited water resources. The role of data
analytics used in remote sensing, GIS, and other tools for achieving the goals of
precision agriculture needs special mention. Early and accurate detection of biotic
(pests and diseases) and abiotic (water deficiency) stresses is a prerequisite for taking
appropriate management measures. Recent years have seen the use of several machine
learning methods for developing models that are enabling both early and accurate
detection of biotic stress agents such as diseases and weeds thereby helping precision
crop protection [138].

Harvesting stage: This final stage serves the dual purpose of knowing the final output
(yield) resulting from the season-long precision practices on the crop and leveraging
this yield data to formulate a strategy for the next crop season [131]. The data collected
at the harvesting stage is loaded into GIS for analysis towards generation of maps and
insights for future use emphasizing the central role of GIS in precision farming. Yield
monitoring and mapping is an important component of precision farming. The purpose
of a yield monitor is to provide the farmer or a researcher with an accurate assessment
of yield variability in the field and when combined with GPS, it can provide the data for
creating yield maps [130]. Information on yield measurements and the geospatial con-
text is critical for precision farming as it helps in formulating necessary tweaks to the
management decisions for the next crop season.

3.7 Biomass assessment

Renewable sources of energy are crucial to achieving climate change and sustain-
ability goals. Agricultural residues are a promising source of biomass-based energy the
demand for which is rapidly increasing around the globe. One challenge with agricul-
tural residues for efficiently channeling them for energy production is the fact that
their availability is seasonal and is geographically widely distributed. A solution that
can address this spatio-temporal variability, seasonal fluctuations in biomass supply
levels, and identification and transport of residues to power plants is a critical prereq-
uisite for biomass-based energy generation. GIS, in combination with remote sensing,
can be a great tool for precise identification and assessment of the crop residues and
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for planning a given region’s feedstock material for renewable energy and its eco-
nomical transportation to power plants. GIS-based estimation of bioenergy potential
enables a technologically advanced solution for leveraging the residues from existing
cropping practices that promise even more benefits as the farmers shift from conven-
tional to smart farming [139]. Some of the efforts in leveraging GIS and its partner
technologies to this end are discussed below. Methods that can predict biomass
potentials of a given region containing weather and crop production variations are of
high value for enabling an efficient supply chain from biomass to power plants. By
using BioSTAR, a carbon-based crop model, [140] have calculated biomass potentials
for maize, triticale, and cup plant, and linked them with a GIS map of the soil dataset
of Hannover region in Germany and demonstrated the utility of this method for
predicting agricultural potentials under diverse environmental and crop management
practices and conditions [140]. In a study that mapped rice cropland in a rural area in
India, images from WorldView-2 satellite were used and the resulting map along with
agricultural production statistics was analyzed in GIS for assessing the availability of
rice straw as a feedstock for generating bioenergy [141]. In addition, the study also
estimated the annual rice straw availability and the electrical power it could generate,
thus providing valuable information for energy developers and policymakers for
planning. Since the success and sustainability of a biomass-based energy generation
project depend on several factors that include the feedstock resource, logistics, and
environmental considerations, the role and value of GIS and key associated tools and
technologies need to be understood prior to establishing the supply chain and the
power plants. Two tools can help to address this task: GIS and life cycle assessment
(LCA). While GIS is critical for assessing the resources dispersed in small or large
areas, LCA is useful in evaluating the environmental impacts of bioenergy production
projects. A comprehensive review on the application of LCA, especially spatial LCA,
in understanding the impact of biomass-based energy generation on different ecosys-
tem services and the value of integrating LCA and GIS to conduct a holistic assessment
of environmental benefits in connection with bioenergy production recommended the
inclusion of LCA as an essential component in planning bioenergy projects [142]. To
assess the spatial and temporal availability of crop residues and to pinpoint locations
for ideal power plants along with cost considerations, an integrated GIS-based bio-
mass, site optimization, and logistics cost model was developed by using soil erosion,
soil conditioning index (SCI), and crop residue yield indicators [143]. To estimate
crop residues, prediction models based on artificial neural networks (ANNs) were
developed for each of these indicators and were implemented on a GIS platform. The
utility of this model was also demonstrated using a sustainable assessment of cotton
stalks (CS) that are used to produce fuel pellets. An advantage of this model is that its
use can be extended to assessment of multiple types of crop residues [143]. Models
based on GIS and multi-criteria inclusion-exclusion analysis and facility location-
allocation were also developed for the identification of sustainable crop biomass at
larger spatial and longer temporal scales and to suggest ideal biogas plants along with
cost considerations for biomass delivery [144].

3.8 Supply chain management

GIS technology has proved to be of great value in understanding and optimizing
agricultural supply chains and its use is being extended to diverse crops and locations.
For ease of understanding its impact on supply chains can be discussed using the
following three categories.
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3.8.1 Improving supply chain management process

GIS technology has the potential to assist the successful transition of traditional
agriculture systems to smart systems. While there are many studies that have thoroughly
investigated the role of big data analytics in supply chains of diverse industries, such
studies are lacking in the application of big GIS analytics (BGA) in agriculture. To this
end, a systematic review of recent literature examined the role of BGA in agricultural
applications and has proposed a framework for supply chains where BGA can play even a
bigger role in improving the quality of GIS applications in agriculture [145]. The pro-
posed framework serves as a useful reference for scientists and authorities for the
successful management of big GIS data and leveraging it for improving productivity. The
utility of Geographical Information Technologies (GITs) for improving the complex
supply chain management process in the cotton crop was explored and was found to be
of great value since the GITs framework enables visualization of current states as well as
alternative options and what-if analyses for all steps that require decision making [146].
Another important application for which GIS was used is the analysis of supply chain
patterns and description of spatial components of safe crop product (SCP) in China
[147]. By using the spatial functions provided by GIS such as representation, location,
analysis, traceability coding, and other techniques, tracing and retracing of the quality of
safe crop product (SCP) was achieved. This systemwas also successfully demonstrated in
a real supply chain for (re)tracing of SCP. By developing a GIS-based constrained linear
programming model for minimizing transportation and storage costs for soybean and its
byproducts, and further optimizing this model using General Algebraic Modeling System
(GAMS), [148] have identified the lowest cost supply chains. The origin to destination
cost matrices and geographic data maps required for the model development and opti-
mization was developed by ArcGIS Network Analyst and ArcMap, respectively. This
study demonstrated the combinatorial utility of ArcGIS, ArcMap, and GAMS for devel-
oping optimal supply chains that are of value to the players in the process [148].

3.8.2 Decision support systems

Production of biofuels from renewable sources such as agricultural residues can
reduce the usage of fossil fuels thereby helping in the reduction of greenhouse gases.
Identification of ideal locations for establishing biofuel facilities and designing a cost-
effective supply chain for transferring biomass to the facility is highly desirable. To
this end, in one approach a decision support system (DSS) has been developed by
integrating a GIS-based method and two modeling methods, simulation, and optimi-
zation [149]. While GIS-based method was used for selecting facility sites, the selected
sites were run through simulation and optimization modeling, and together these
three methods provided an integrated DSS for assessing the cost, energy use, and
emissions for the facility candidates as well as minimizing supply chain costs. In
another approach, an intelligent spatial decision support system (ISDSS) was pro-
posed to overcome the drawbacks of GIS in enabling creation of a knowledge base that
supports decision making. The ISDSS combines GIS and intelligent systems and has
spatial data mining capability through IoT devices [150].

3.8.3 Locating power plants and developing supply chains

The sustainability of a biomass-based power plant depends on, among other
things, a consistent supply of the feedstock, an economical supply chain, and an
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optimal location of the facility. The GIS-based analysis enables the identification of an
ideal location for the plant and in making valid decisions related to the supply chain
development. Using open-source GIS software, Latterini et al. [151], have simulated
the identification of suitable locations for a small size power plant in Lazio region of
Italy that can use olive prunings as the feedstock. This user-friendly and low-cost
procedure, which can also be extended to other feedstocks, also provided supply chain
costs for the evaluation of different sites and can serve as a useful tool for stakeholders
in the development of economical biomass-based end-to-end supply chains [151]. In
another study, an integrated approach combining GIS-based analysis with optimiza-
tion modeling was developed resulting in a support system for decision-makers in
comparing facility candidates and in minimizing supply chain costs [152]. The system
developed could also be used for similar supply chains such as low capital biodiesel
plants.

4. Conclusions

The use of GIS in agriculture has increased at a rapid pace during the recent
decades and the number of applications and the prominence of GIS has further
amplified in the recent years due to advances in digital technologies that have been
leveraging GIS as an essential partner technology for assessing crops, soils, and their
environments. As discussed in this chapter, GIS is being used at all stages of agricul-
tural value chain. In addition to the historical, current, and popular uses of GIS in land
suitability/use planning and management of water, soil, and biotic and abiotic
stresses, the advent of digital agricultural tools and technologies has increasingly
leveraged the capabilities of GIS in new and emerging applications in high fidelity
crop monitoring, yield prediction, precision farming, and supply chain management
for both primary produce and biomass utilization towards energy production. The
multitude of capabilities and insights provided by GIS, including the recent enhance-
ments to collect and analyze data in real time, has further elevated its importance in
providing location/spatial intelligence needed for improving the productivity and
profitability of farms through precision practices. With the current and emerging
applications, in combination with existing and newer partner technologies, GIS has a
pivotal role in achieving sustainable agricultural productivity.
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Chapter 6

Multi-Criteria Land Suitability
Analysis for Agriculture Using AHP
and Remote Sensing Data of
Northern Region India
Mujahid Ali Khan, Rizwan Ahmad and Haris Hasan Khan

Abstract

The purpose of this study was to identify adequate agricultural sites in Punjab’s
Northern region India district (India). This research employed the “Analytic
Hierarchy Process (AHP)” approach, which is extensively used in land use
appropriateness studies. Great soil type, land use, land cover, soil moisture, slope,
aspect, elevation, drainage, geology, and geomorphology were all incorporated into
the application. The ranks of influencing criteria were calculated using expert
judgments and correlation analysis, while the weights were determined using a
pairwise comparison matrix. The scores for sub-parameters with internal variations
in the criteria assigned based on field work and published norms. The study area
is considered to be highly appropriate for agricultural production in 41.2%
(39044.28 ha), moderately suitable in 14.3% (13498.76 ha), and marginally suitable
in 4.2% (3993 ha). Furthermore, it was discovered that 1.9% of the land is now unfit
for agricultural production (1766.6 ha), while 38.4% of the area is permanently
unsuitable (36372.6 ha). The following facts were also discovered to be important in
achieving these results: a large portion (approximately 45%) of the study area is
covered with forests, built-up areas, and water bodies, the soil depth is insufficient
for agricultural production, the slope in the study area is quite steep, and thus the
erosion degree is high.

Keywords: land suitability, AHP, FAO, northern region India, multi-criteria decision
analysis, pairwise comparison matrix

1. Introduction

Agriculture, being man’s most fundamental profession, has benefitted immensely
from technological advancements ranging from shifting cultivation to high precision
farming. With the advent of civilization, man learned about additional crops and
began to produce a variety of crops. As the human population grew and civilization
progressed, people began to dwell in one location and farm the same land year after
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year. Now that agriculture has evolved into a profession, it is known as commercial
agriculture, with precision agriculture and sustainable agriculture as key components.

The world’s population is rapidly increasing these days. To meet the rising demand
for food, the agricultural community must produce more and more. Because it is
difficult to bring additional land under cultivation (extensive farming) in the current
scenario, when land is a limited issue, the agricultural community should take on the
task of producing more and more food with the land that is available (intensive
farming). On the contrary, growing worldwide concern for human health and the
environment opposes the use of higher levels of pesticides and fertilizers, as well as
genetically modified plants. The latter, on the other hand, are present technologies
that have the potential to improve food production.

Crop needs and soil/land conditions influence adaptability. Suitability is deter-
mined by matching the land features to the crop needs. Suitability is a measure of
whether a land unit’s features meet the needs of a certain type of land use (FAO).
Aside from land and soil qualities, additional driving elements that might impact crop
choices include socioeconomic, market, and infrastructural factors.

The FAO Land Evaluation Framework is based on previous land capabilities meth-
odologies. In this case, the overall land appropriateness of a land area for a particular
land use is assessed using a series of more or less independent land attributes, each of
which may limit the land-use potential. These assessments are frequently used to
classify map units in natural resource inventories. A soil survey’s legend categories are
divided into suitability subclasses based on the quantity and severity of land use
restrictions.

In the FAO framework, there are two sorts of categories based on the scale of
measurement of appropriateness.

• Qualitative: in reconnaissance investigations, the classes are rated based on the
physical production potential of the land. It is employed to assess environmental,
social, and economic factors.

• Quantitative: the classes are specified in numerical terms that allow for
comparison of the objectives. There are a lot of economic parameters employed
here.

By introducing quantification of land suitability indicators over a whole area,
quantified land evaluation [1] revolutionized land suitability evaluation. The area is
divided into small grid cells, and cell-based modeling has started. The indicators, on
the other hand, must be quantitative. Geographical information systems and
geostatistical approaches are commonly used in such land suitability analyses.

The FAO Framework identifies four categories of increasing details, as shown in
Table 1.

Land appropriateness is a factor in determining a land use’s long-term viability.
The sustainability of a land use is defined by its suitability and vulnerability. Maxi-
mum appropriateness and minimum vulnerability should be the goals of sustainable
land use (Figure 1) [2].

According to Rossiter [3], land is distinctive in every location, and this uniqueness
has an impact on land usage. He also mentions how land evaluation might help with
agricultural support services.

The multi-criteria land suitability was evaluated in a non-spatial manner, assuming
spatial homogeneity across the study region. However, in circumstances like land
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suitability studies, when decisions are made based on factors that change over space,
this is impossible [4]. Non-spatial traditional MCDM techniques average or total the
effects that are judged appropriate for the entire area under consideration to address
the spatial decision [5]. Jankowski [6] suggests that making, MCE, and GIS can all be
combined. For many crops, MCE appears to be applicable in GIS-based land suitability
analyses [7].

Ranking and rating are two widely used MCE approaches in land suitability evalu-
ations. These methods lack a theoretical underpinning in determining the weights.
The weights are assigned quite haphazardly in these procedures. They do not take into
account comparisons between criteria and classifications. Furthermore, the results of
such an investigation are grouped together using a simple Boolean overlay or weighted
aggregation.

Since its beginnings, several researchers have examined the Analytic Hierarchy
Process (AHP) [8]. The Analytic Hierarchy Process (AHP) is a method for making
multi-criteria decisions (MCDM). The earliest reference we have identified is from
1972 [9]. The method was then discussed in detail in a paper published in the Journal
of Mathematical Psychology [10]. The vast majority of applications continue to use
AHP in the manner specified in this first article, oblivious to subsequent develop-
ments. This study draws out the significant trends in methodological advancements
and future research in this vital topic.

AHP has been widely used since its introduction, for example, in flexible
manufacturing system [11], Machine selection [12], industrial R&D project selection
and resource allocation [13], Delphi method [14], Computer-aided machine-tool
selection [15], evaluating machine tool alternatives [16], Integrating fuzzy theory and
hierarchy concepts to evaluate software quality [17], product design in concurrent

Figure 1.
Land use sustainability (after [2]).

S. No. Categories Explanation

1 Land Suitability Orders Reflecting kinds of suitability

2 Land Suitability Classes Reflecting degrees of suitability within Orders

3 Land Suitability Subclasses Reflecting kinds of limitation, or main kinds of improvement
measures required, within Classes

4 Land Suitability Units Reflecting minor differences in required management

Table 1.
FAO structure of land suitability classification.
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engineering [18]. Issue resolution for conceptual design using AHP [19]. Selection of
appropriate schedule delay analysis method [20].

2. Study area and data used

2.1 Study area

Northern region India is a city in India’s Punjab state. On July 27, 2011, Northern
region India was formally designated as a district of Punjab state (Previously it was a
Tehsil of Gurdaspur district, Punjab). Northern region India district is located in
Punjab’s northernmost region (Figure 2).

Figure 2.
Location of the study area.
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It is where the three northern states of Punjab, Himachal Pradesh, and Jammu and
Kashmir come together. Northern region India serves as a transportation hub for the
three northern states due to its strategic location. It is the last city in Punjab on the
national highway that connects Jammu and Kashmir to the rest of the country.
Northern region India is also a major educational center for the nearby states of
Jammu and Kashmir and Himachal Pradesh. It is located in the Jalandhar division,
between the Ravi and the Beas rivers.

Northern region India district is located between 32°23031″ and 32°23052″ north
latitudes and 75°39055″ to 75°56012″ east longitudes and covers an area of 27,123 ha.
On a 1:50 K scale, the Survey of India 43 P/11, 43 P/14, and 43 P/15 top sheets cover
the area.

2.2 Data used

See Table 2.

2.3 Data sets prepared

The shuttle radar topography mission (SRTM) elevation data (30 m resolution)
obtained from USGS explorer (https://earthexplorer.usgs.gov/) was used to create a
digital elevation model (DEM) of the study area. Using the DEM data slope, aspect,
drainage density, Elevation thematic layers were built using ArcGIS 10.5. The land use
and land cover data is downloaded by Nasa earth data ORNL DAAC (https://daac.
ornl.gov/cgi-bin/dsviewer.pl?ds_id=1336). Soil map was obtained from European soil
data center (ESDAC) which was published by National atlas and thematic map orga-
nization, Department of science and technology (https://esdac.jrc.ec.europa.eu/conte
nt/national-atlas-india-northern-india-plate-199-soil-regions).Geology and Geomor-
phology data of Northern region India is downloaded from Bhukosh (http://bhukosh.g
si.gov.in/Bhukosh/MapViewer.aspx). Sentinel2 data of the study area is downloaded
from Copernicus(https://scihub.copernicus.eu/). Using the Sentinel 2 data NDWI was
built in ArcGIS 10.5.These resulted thematic maps: Slope, LULC, NDWI and Drainage
density were integrated in ArcGIS 10.5 and finally soil suitability map was obtained
(Figures 3–11; Tables 3–11).

S. No Data set Spatial resolution/scale Source

1 Sentinel 2 10 m Copernicus

2 SRTM Dem 30 m USGS Earth Explorer

3 Land use and land cover data 100 m NASA Earth Data ORNL DAAC

4 Soil map 1:2000000 European soil data center (ESDAC)

5 Geology 1:2000000 Bhukosh

6 Geomorphology 1:250000 Bhukosh

Table 2.
Data set and data source.
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Figure 3.
Slope map.

Figure 4.
Elevation map.
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Figure 5.
Aspect map.

Figure 6.
Drainage map.
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Figure 7.
Land use and land cover.

Figure 8.
Moisture index map.
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Figure 9.
Soil map.

Figure 10.
Geology map.
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Figure 11.
Geomorphology landform map.

Slope angle (°) Area (ha)

0–3 66049.4

3–6 13244.1

6–12 8884

12–18 6252.5

18–36 5234.1

36–58 144.8

Table 3.
Slope angle and its area coverage.

Elevation (m) Area (ha)

224–300 46573.82

300–400 21522.16

400–550 16241.04

550–700 13350.39

700–960 2098.89

Table 4.
Elevation and its area coverage.
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Aspect Area (ha)

East, West 25205.63

North 10275.67

Northeast, Northwest 21756.82

South, Southwest, Southeast 42581.89

Table 5.
Aspect and its area coverage.

Drainage density Area (ha)

High 24970.4

Medium 37780.1

Low 35291.3

Table 6.
Drainage density and its area coverage.

Class Area (ha)

Water bodies 8967.44

Evergreen broad leaf forest 595.94

Crop land 57921.61

Built up area 6828.81

Deciduous broadleaf forest 19649.35

Shrub land 1749.07

Permanent wetland 210.61

Wasteland 2236.91

Mixed forest 623.53

Table 7.
LULC and its area coverage.

Moisture index Area (ha)

Good Soil Moisture 13341.96

Medium Soil Moisture 37086.93

Less Soil Moisture 28455.66

Very Less and Dry Soil Moisture 16474.77

Water Bodies 4453.2

Table 8.
Moisture index and its area coverage.
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3. Methodology

Because all the selected criteria are in different units, they must be converted to the
same units in order to use the Weighted Overlay Method, which necessitates the use
of a standardized value. Standardization techniques transform measurements into
uniform units, and the resulting score loses its dimension as well as the unit of
measurement for every criterion [21]. All the criteria maps’ vector layers were
transformed to raster layers. After that, all raster layers were categorized and utilized
as input data for the weighted overlay method, which resulted in the creation of the
agricultural suitability map. The sub-criteria were ranked on a scale of one to ten, with
one being the least significant and ten being the most significant.

One of the most important multicriteria decision-making strategies is the analytical
hierarchy process. The procedure is used for a set of criteria or sub-criteria to create a
hierarchical structure by assigning weight to each criterion [22].

Soil type Area (ha)

Alfisol (alluvial soil) 25614.38

Entisol (bhabar soil) 46344.83

Ultisol (brown, red clay soil) 27851.02

Table 9.
Soil and its area coverage.

Geology type Area (ha)

Miocene 8693.8

Miocene - Pliocene 6611.5

Pliocene - Pleiostocene 3241.69

Table 10.
Geology and its area coverage.

Geomorphology landform Area (ha)

Active Flood plain 6612

Older Flood plain 12,852

Low and moderated Dissected Hills and Valleys 11,488

Water bodies 5848

Older Alluvial Plain 34,920

Highly Dissected Hills and Valleys 12,364

Channel Island / Bar 572

Younger Alluvial plain 9736

Table 11.
Geomorphology landform and its area coverage.
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The analytic hierarchy process provides a structural foundation for quantifying the
strong comparison of design criteria and elements in a paired technique, reducing the
decision-making process’s complexity [10, 23]. The weight values are determined
using a pairwise comparison technique based on the relative significance of the crite-
rion, two at a time [23]. By picking the eigenvalue corresponding to the highest
eigenvector of the completed matrix and normalizing the total of the factors to unity,
the analytic hierarchy method derives the weights for each individual criterion using
the pairwise comparison matrix [4, 24, 25].

The pairwise comparison matrix was generated using the analytic hierarchy pro-
cedure described above, using a scale of 1–9, where 9 represents important relevance
and 1 indicates equal relevance of the in between criterion of the matrix presented in
(Table 12) [4, 24, 25].

The reciprocity criteria are mostly used in the comparison matrix, which is
mathematically stated as n (n�1)/2 for the n number of components in a
pairwise comparison matrix [25, 26]. The relative weights and eigenvectors are
calculated using Saaty’s technique [25] after the pairwise matrix has been
computed (Tables 14 and 15). Furthermore, one of the major properties of the
analytic hierarchy method is that it finds and calculates the inconsistencies of
decision makers [24, 25, 27]. The consistency relationship (CR), which is measured
by Eq. (1), is used to estimate the efficiency criteria of the analytic hierarchy
method.

CR ¼ CI=RI (1)

The CR is represented by Eq. (1), where CI stands for consistency index and RI
stands for random index.

The consistency relationship aids in the determination of possible events and mea-
sures the decision maker’s/judgments’ logical inconsistencies [28–30]. It denotes the
probability that the matrix judgments were produced at random [10, 31]. The

Relative
importance

Definition Explanation

1 Equal importance Two criteria enrich equally to the objective
criteria

3 Low importance of one over another Judgments and experience slightly favor one
criteria over another

5 Strong or essential importance Judgments and experience strongly favor

7 Established importance A criteria is strongly favored and its dominance
established in practice

9 Absolute or high importance The evidence favoring one criteria over another is
of the highest probable order of affirmation

2,4,6,8 Intermediate values between the
two adjacent importance or
judgments

When adjustment is needed

Reciprocals if criteria i has one of the above numbers designated to it when compared with criteria j, then j has the
reciprocal value when compared with i.

Table 12.
The fundamental scale for pairwise comparison matrix [25].
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Consistency Index and Random Index are the most important factors in
determining the CR.

CI ¼ λmax � nð Þ= n� 1ð Þ (2)

Equation (2) represents the Consistency Index (CI), in which k max is
the principle or highest eigenvector of the computed matrix and n is the
matrix order.

The Random Index (RI) is the mean value of the consistency index based on
the computed matrix order as demonstrated by Saaty [10] (Table 13). If the CR
value is [0.10], the weight values in the matrix show irregularities, and the
approach (AHP) may not produce relevant results [25]. The calculated CR in this
investigation was 0.0669, which is within acceptable limits, and the computed
weight values are accurate. The obtained weight values are then transformed to
percentages in GIS for weighted overlay analysis (WOA), as shown in Tables 14
and 15 (Figure 12).

4. Results and discussion

Weighted Overlay Analysis was carried out to generate the land suitability for
agriculture in the Northern region India district using the weight values of selected
factors derived from the Analytic Hierarchy Process and specified scores of sub-
criteria (Table 16). Land suitability for agriculture is classified into five levels,
according to the Food and Agricultural Organization (FAO): highly suitable
agricultural land, moderately suitable agricultural land, marginally suitable agricul-
tural land, land currently not suitable for agriculture, and permanently not suitable for
agricultural production (Table 17).

High altitude (224–960 m), high slope (3–58) with higher gully erosion intensity,
and less drainage availability of the study area were significant factors, resulting in a
smaller area or lower rate of highly appropriate agricultural land in Northern region
India (Figure 13 and Table 18).

5. Conclusion

The primary goal of this research was to identify potential agricultural land in the
Northern region India district. For the evaluation, an analytical hierarchy approach
with a combination of geographic information systems (GIS) was used, and nine
different criteria were chosen. The Analytic Hierarchy Process with GIS Integration
was shown to be quite useful in determining the best agricultural site. Only 41.2%
(39044.28 ha) of the study area was largely suitable for farming at the end of the
evaluation, while 40.3% (38139.2 ha) was permanently and temporarily unsuitable for
agricultural production. However, inefficient production problems are caused by

n 1 2 3 4 5 6 7 8 9 10

RI 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.46 1.49

Table 13.
Random inconsistency indices (RI) for n = 10.
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geomorphological qualities such as very high elevation, steep slope, reduced soil
moisture, the presence of bare rocks, and a lack of irrigation system availability. As a
result of all these concerns, a moderate quantity of land in the study district has been
identified as appropriate for agricultural production. The established result can be
implemented into the agricultural production decision-making process in the study

Figure 12.
Procedure followed in generating agricultural land use suitability map.
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Main criteria Weight Influence (%) Sub-criteria Score

Slope 0.264 26.4 0–3 10

3–6 8

6–12 6

12–18 4

18–36 2

36–58 1

Elevation 0.213 21.4 224–300 10

300–400 9

400–550 8

550–700 7

700–960 5

LULC 0.190 19 Crop Land 10

Shrub Land 4

Wasteland 3

Evergreen Broad leaf Forest Restricted

Mixed Forest Restricted

Deciduous Broadleaf Forest Restricted

Built up Area Restricted

Permanent wetland Restricted

Water bodies Restricted

Soil Moisture 0.119 11.9 Good Soil Moisture 10

Medium Soil Moisture 7

Less Soil Moisture 4

Very Less and Dry Soil Moisture 1

Water Bodies Restricted

Soil 0.082 8.2 Alfisol (alluvial soil) 9

Entisol (bhabar soil) 6

Ultisol (brown, red clay soil) 3

Geomorphology 0.054 5.4 Younger Alluvial plain 10

Older Alluvial Plain 9

Older Flood plain 8

Low and moderated Dissected Hills 3

Active Flood plain 2

Channel Island / Bar 1

Highly Dissected Hills and Valleys 1

Water bodies Restricted
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area, as it provides insight into determining suitable sites. By critically assessing the
procedures and approaches used, the results can be more precise. Physical elements
(topographical properties, soil and geological characteristics, etc.) are only part of the
analysis, which must also include economic and social conditions for agricultural
production. Because the pairwise comparison approach is based on expert judgments,
which are primarily subjective in nature, it is used in the analytic hierarchy process.
As a result, any incorrect judgment on any of the selected factors can be effectively
communicated to the score assignment and weight designation. This is the main
disadvantage of the analytic hierarchy approach; hence, weights and scores must be
carefully chosen [32, 33]. For more helpful and accurate results, the study should
focus on a few key species, such as several therapeutic plants and species that have
substantial economic worth and also influence the advancement of rural tourism. The
use of very high-resolution satellite images will aid in the assessment of finer areas.

Main criteria Weight Influence (%) Sub-criteria Score

Drainage 0.034 3.4 High 9

Medium 7

Low 4

Geology 0.025 2.5 Quaternary 9

Pliocene - Pleiostocene 7

Miocene - Pliocene 5

Miocene 3

Aspect 0.018 1.8 South, Southwest, Southeast 9

East, West 5

Northeast, Northwest 4

North 2

Table 16.
Weights of the criteria and scores of the sub-criteria.

Suitability level Suitable areas for agricultural production

Area(ha) %

High suitability 390442.28 41.2

Moderate suitability 13498.76 14.3

Marginally suitable 3993 4.2

Currently not suitable 1766.6 1.9

Permanently not suitable 36372.6 38.4

Table 17.
Areal and percentile distribution of agricultural land suitability analysis results.
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Figure 13.
Agriculture land suitability map of northern region India.

Suitability
level

Suitable areas
for agricultural
production

Land qualities/characteristics Remarks

Area (ha) %

High
suitability

390442.28 41.2 Gentle slopes (0–3) with gullies,
high soil moisture with lower
elevation, alluvial soil, good

drainage capacity

Most suitable for agriculture,
favorable area for intensive

agriculture if irrigation facilities
are available

Moderate
suitability

13498.76 14.3 Gentle to stiff slopes (3–10) with
micro terracing, medium soil
moisture with lower elevation,
moderate drainage capacity

Suitable land for farming practices
with proper management, suitable

for terrace cultivation

Marginally
suitable

3993 4.2 (10–20) slope, less soil moisture
with higher elevation, coarse

loamy to gravel loamy soil, low
drainage availability

Less suitable land for agriculture
with careful farm management,

necessary protections from
drainage and intensive erosion

Currently
and
permanently
not suitable

38139.2 40.3 Precipitous slope with rocky lands,
dry soil, dense forest, barren land,
loamy skeletal soil, no drainage

availability

The land is not suitable for
agriculture, areas under dense
vegetation, settlement, barren

lands, open rocks are not suitable
for agriculture

Table 18.
Land suitability levels and their land characteristics.
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Before the ultimate implementation, the indicated locations must also be documented
on the ground with various other local and regional parameters.
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Chapter 7

Application of Geographic 
Information System in Solid Waste 
Management
Elsai Mati Asefa, Kefelegn Bayu Barasa  
and Dechasa Adare Mengistu

Abstract

The application of geographic information systems (GIS) to solid waste  
management (SWM) has been widely adopted in many cities around the world. 
Planning a sustainable waste management approach is complex, tedious, and time-
consuming, and decision-makers are frequently subjected to conflicting factors. 
GIS has a crucial role in simplifying and facilitating the implementation of sustain-
able SWM. It is a powerful tool that can assist in minimizing value conflicts among 
preference and interest parties by providing better information. In this chapter, the 
basic principles of how GIS is utilized in SWM planning are discussed. The first few 
sections deal with sustainable SWM planning, its challenges, and problems with the 
poor performance of its planning. Furthermore, the principles of GIS, how it evolved 
in SWM, and its integration with multi-criteria evaluation were discussed. The final 
sections deal with the application of GIS in waste collection optimization and waste 
disposal planning. The primary aim of this chapter is, therefore, to aid decision-
makers in the field so that they can apply it to the daily challenges of SWM.

Keywords: waste management, solid waste, GIS, MCDA, route planning, landfill, 
spatial analysis

1. Introduction

In recent decades, the application of geographic information systems (GIS) in 
solid waste management (SWM) has been widely adopted in many cities around the 
world, from developed to developing nations. Moreover, the utilization of GIS is not 
limited to the management of solid waste. It has been widely applied in agriculture, 
natural resource management, planning and economic development, disaster man-
agement and mitigation, public health, and related areas. In solid waste management, 
the primary objective for the adoption of GIS is to reduce cost and time (feasibility) 
and also to help planners make better decisions in designing solid waste management.

Essentially, planning a sustainable waste management approach is complex, 
tedious, and time-consuming, and decision-makers are frequently subjected to 
conflicting factors in SWM planning. Sustainable waste management, according to 
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the United Nations, is aimed at the integration of SWM at the national and local level, 
utilizing a life-cycle approach for resource efficiency and environmentally safe man-
agement of solid waste [1]. Waste reduction, resource reuse, recycling, and recovery 
are all part of sustainable waste management, which helps to reduce pollution while 
also extending the life of resources to be wasted. As a result, sustainable waste man-
agement should be economically feasible, socially acceptable, and environmentally 
effective upon implementation.

The geographic information system can be used to simplify the ease of implemen-
tation of sustainable SWM. Most often, due to the complex nature of SWM, there 
is poor performance in its technical functions and management functions (policy 
and legislation, financial, and stakeholders). Owing to this fact, there are different 
optimization techniques developed and implemented in different areas. Among the 
techniques used for spatial and non-spatial data information, GIS is common. In 
most cases, GIS is used with the integration of remote sensing and/or multicriteria 
decision-making analysis (MCDA). In spatial multicriteria analysis, the combina-
tion of GIS and MCDA capabilities is crucial. GIS allows for the acquisition, storage, 
retrieval, manipulation, and analysis of data to obtain information for decision-mak-
ing. Whereas MCDA techniques provide tools for aggregating geographic data and 
decision-maker preferences into a single-dimensional value or utility of alternative 
decisions [2].

A brief description of how GIS is used in solid waste management was presented 
in this chapter. Our main goal was to show the fundamentals of GIS in SWM to 
individuals who have little or no experience with SWM planning, especially in 
developing countries. Furthermore, experts who specialized in GIS or SWM and 
have more experience with one than the other should understand the fundamentals 
of integrating the two to maximize efficiency. In addition, this chapter covers the 
concepts of sustainable waste management, GIS-based SWM, and MCDA. The 
application of GIS in solid waste collection optimization and waste disposal  
planning is discussed also.

2. Concepts of sustainable solid waste management

2.1 Solid waste management

Solid waste is defined as any waste discarded by households, commercial, mining, 
and agricultural operations, as well as the residue sludge from wastewater treatment 
plants, water supply treatment plants, and air pollution control centers, and it is other 
than liquids and gases [3]. Solid wastes can be categorized based on sources, reus-
able potential, degree of biodegradability, and potential impact on the environment, 
as shown in Table 1. Solid waste management (SWM) is a discipline related to the 
proper management of solid waste generation, storage, collection, transfer, transport, 
processing, and disposal of solid waste [5].

Solid waste management (SWM) consists of six functional elements, which 
include solid waste generation, collection, transfer, storage, processing, and disposal. 
It is a discipline related to the proper management of each of these functional ele-
ments. Waste collection is the process of gathering solid waste and recyclable materi-
als and transporting them to a destination where the collection vehicle is emptied, 
such as a materials-processing facility, a transfer station, or a landfill, once they have 
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Classification Type Description Composition

Source (based 
on [4])

Residential From Single and 
multifamily dwellings

Food wastes, paper, 
cardboard, plastics, textiles, 
leather, yard wastes, wood, 
glass, metals, ashes, special 
wastes (e.g., bulky items, 
consumer electronics, white 
goods, batteries, oil, tires), 
and household hazardous 
wastes.).

Commercial From stores, hotels, 
restaurants, markets, 
office buildings, etc.

Paper, cardboard, plastics, 
wood, food wastes, glass, 
metals, special wastes, 
hazardous wastes.

Industrial From light and heavy 
manufacturing, 
fabrication, 
construction sites, 
power, and chemical 
plants.

Housekeeping wastes, 
packaging, food wastes, 
construction and demolition 
materials, hazardous wastes, 
ashes, special wastes.

Institutional From schools, 
hospitals, prisons, 
government centers.

Same as the commercial 
wastes

Construction and 
demolition

New construction 
sites, road repair, 
renovation sites, 
demolition of 
buildings

Wood, steel, concrete, dirt, 
etc.

Agriculture Crops, orchards, 
vineyards, dairies, 
feedlots, farms.

Spoiled food wastes, 
agricultural wastes, hazardous 
wastes (e.g., pesticides).

Degree of 
biodegradability

Biodegradable Can be decomposed 
easily by bacteria or 
any other natural 
organisms

Food wastes, garden wastes, 
paper, cardboard

Nonbiodegradable Cannot be decomposed 
or degraded by the 
biological process

Plastics

Potential impact Hazardous Wastes whose uses or 
disposal pose a threat 
to human health or the 
environment

Toxic, corrosive explosive, 
and/ or
inflammable
Pesticides, herbicides, paints, 
industrial solvents, fluorescent 
light bulbs, and mercury-
containing batteries

Nonhazardous Wastes that are 
considered less 
harmful to the 
environment or human 
health

Paper, plastics, glass, metals

Table 1. 
The categories and classification of solid wastes.
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been collected [6]. Following the collection of these wastes, the wastes are sorted, 
processed, and reused to recover, recycle, or reuse them. Additionally, the waste 
could be treated to recover energy. After the recovery of products, the majority of the 
waste is compacted to reduce volume, weight, and size. Finally, the remaining waste 
is either disposed of through regulated methods such as landfilling or thrown in the 
open.

2.2 Integrated solid waste management and zero waste principle

Integrated solid waste management (ISWM) is a strategic approach to sustainable 
solid waste management in which solid waste generation, segregation, transporta-
tion, sorting, treatment, recovery, and disposal are all combined with the goal of 
resource efficiency. The US Environmental Protection Agency defines ISWM as the 
prevention, recycling, composting, and disposal of solid waste to protect public 
health and the environment, with a focus on reducing recycling, and managing 
waste [7]. Solid waste management that is integrated can provide both environmen-
tal and economic sustainability. No single waste management technology can deal 
with all waste products in an environmentally sustainable manner. A wide range of 
management options is ideal. As a result, any waste management system is made up 
of several interconnected processes. This method examines the entire waste manage-
ment system and offers methods for estimating overall environmental and economic 
costs [8].

To bring about a sustainable world for present and future generations, besides 
the ISWM, there are many approaches to SWM today, including the “zero waste” 
approach and the life cycle inventory approach. The “Zero waste” approach has been 
defined in various ways by different individuals. Literally, zero waste is defined as 
the complete elimination and absence of waste. However, the generation of waste is 
inevitable as it is a result of extraction and manufacture, distribution, consumption, 
and other daily activities of human beings. As per the US Environmental Protection 
Agency, “zero waste” is defined as “the conservation of all resources through 
responsible production, consumption, reuse, and recovery of products, packaging, 
and materials without burning or discharges to land, water, or air that endanger the 
environment or human health”. It is an approach that aims to optimize waste recycling 
and reduction; products are designed in a manner that can be reused, mended, or 
recycled back into nature [9].

2.3 Sustainable solid waste management

The collection, transportation, treatment, and disposal of diverse types of waste 
in a manner that does not damage the environment, human health, or future gen-
erations is referred to as sustainable waste management. It encompasses all aspects 
of waste management organization, from production to final disposal [10]. To 
minimize irreversible negative impacts on human health and the environment, the 
sustainability concept suggests that industries and their operations be encouraged to 
become more efficient in terms of resource utilization, production of less pollution 
and process waste, and use of nonrenewable resources [11]. The waste management 
hierarchy, on the other hand, frequently necessitates more effort, invention, and 
creativity, as well as good regulations, stakeholders, and financial support, to achieve 
the “zero waste” goal.
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2.4 Problems with solid waste management

2.4.1 Impacts of solid waste management

Solid waste management (SWM) has become a tough task for many cities around 
the world due to a significant increase in waste generation as a result of demo-technic 
growth, population growth combined with technological advancement [12, 13]. 
Waste collection, treatment, and disposal, among other issues, are crucial due to their 
costs [13]. Poor SW management has serious environmental implications and puts 
public health at risk. Moreover, the problem is worse in developing countries that 
lack basic infrastructure and are known for their less organized waste management 
practices coupled with a high waste generation rate [14]. According to Tan [12], in 
these countries, the collection rate is as low as 30–50%, and even the collected waste 
ends up in unmanaged landfills. Another major challenge is inadequate policy and 
legislation, lack of public commitment and awareness, lack of technical capacity, and 
poor financing in these countries [15].

Furthermore, gas and leachate generation are unavoidable outcomes of solid waste 
disposal in landfills, owing to microbial decomposition, climatic circumstances, 
refuse properties, and landfilling processes. The migration of gas and leachate away 
from landfill limits and their release into the surrounding ecosystem pose major envi-
ronmental concerns at both existing and new sites. These concerns include but are not 
limited to, fires and explosions, vegetation damage, foul odors, landfill settlement, 
groundwater pollution, air pollution, and global warming, among others [16].

3. A new way of thinking

Recently, the implementation of integrated solid waste management (ISWM) 
has become popular for better management of growing MSW. It ideally proposes 
the waste reduction at source, before even generation of wastes utilizing different 
techniques, innovations, and optimal management practices [17]. In ISWM, there is 
effective management of waste at all levels, from generation to disposal. Despite its 
popularity, little is known about its technical operation, and it is also subjective from 
a management perspective.

Integrated solid waste management compromises the complex multi-objective 
criteria in each management element. This resulted in making the ISWM more sub-
jective for decision-makers as uncertain solid waste generation, conflicting factors, 
and economic constraints are dealt with. To overcome these problems, there are some 
innovations in ISWM, including mathematical modeling, computer-based modeling, 
geographic information systems, and remote sensing, to name a few. Besides, Gaeta 
et al. [18] divided the innovations in ISWM grouping into four main typologies of 
innovations in the solid waste market system as follows: a traditional landfill-oriented 
system; a modern waste-to-energy incinerator-oriented system; a light recycling 
system; and a hard recycling system. In this chapter, the focus is on GIS, also detailed 
discussions on other approaches are presented by [14, 18–21].

To optimize solid waste management, there were some early attempts. For 
example, Anderson & Nigam [22] were the first to propose mathematical modeling in 
SWM. Followed by the development of models for technology selection, siting, and 
sizing of waste processing facilities in SWM [23–25]. On the other hand, geographic 
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information systems combined with remote sensing are becoming widely common in 
the area of SWM. GIS is preferred because of its simplicity, easy access, and low cost 
[26]. The use of GIS in solid waste management supports capturing, handling, and 
transmitting the required information promptly and properly, and it is a well-known, 
innovative technology that has contributed a lot to SWM in a short period.

4. GIS and SWM

4.1 History and evolution of GIS in SWM

Historically, early society relied heavily on spatial data to represent geographi-
cal locations. In the American War of Independence, at the Battle of Yorktown, the 
French cartographer prepared the map overlays of troop movements [27]. Also, 
in 1854, Dr. John Snow, in providing evidence for a water-borne cholera outbreak, 
mapped the incidence of cases with water supply sources. Even though there was a 
huge reliance on spatial data in early societies, the breakthrough was witnessed with 
the introduction of GIS after a century. The precise articulation of GIS’s brief history 
is muddled at best. This is because most organizations involved in the use of GIS at the 
time of its inception refused to give up their data, and the early writers of GIS history 
were not practical users of the technology [28]. Even though the book did not give any 
description of the overlay processing with defined methodology, the publication of 
a book named “Design with Nature” by McHarg [29] is known to have been a crucial 
factor in the evolution of GIS. Many research articles, reviews, and books concur that 
the evolution of GIS over time is due to improvements in geography, environmental 
awareness, technology advancements, and the enhanced practical and technical skills 
of GIS users.

Geographic information arose as integrating and powerful technology in the 
context of these breakthroughs because it allowed researchers and geographers to 
include their methods and information in a variety of ways that supported traditional 
kinds of geographic analysis. For example, map overlay analysis and other forms 
of analysis and modeling that were previously impossible to achieve using manual 
approaches [30]. Researchers can now map, model, query, and analyze large volumes 
of data in a single database thanks to GIS [31]. GIS can play a part in SWM because 
it is complicated and the components are interconnected. As a result, the planning 
and monitoring operations are based on spatial data. Customer service, analyzing 
optimal transfer station locations, planning routes for vehicles transporting waste 
from residential, commercial, and industrial customers to transfer stations and from 
transfer stations to landfills, locating new landfills, and monitoring the landfill are all 
important aspects of SWM that GIS can help with.

4.2 Role of GIS in SWM

In the management of solid waste, a geographic information system is an excellent 
instrument as it is used in the planning of technical elements. Many researchers have 
used GIS principles in SWM to optimize the practice of SWM. For example, Chang  
et al. [32] used GIS in conjunction with a mathematical programming model 
to develop a multi-objective, mixed-integer programming model for collection 
vehicle routing and scheduling for solid waste management systems synthesized 
within a GIS environment and concluded the effectiveness of the model, as well as 
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recommendations for application to other environmental planning and management 
problems. In recent decades, efforts have been undertaken to shorten the distance 
between waste collection stations and landfills, hence reducing the number of trucks 
involved in waste collection and disposal [33–36].

GIS can be used to save costs and improve waste collection and transportation 
efficiency. Many elements influence route optimization, including the location of 
waste bins, collection details, vehicle kinds, trip impedances, and the road network’s 
integrity [37]. Chang and Lin [38] used a GIS and a mixed-integer programming 
model to locate proper waste bin locations and waste transfer stations, which resulted 
in lower direct costs and more manageable operational programs. Even though the 
process varies, the technique has recently become popular. El-Hallaq & Mosabeh [39] 
used the GIS integrated location-allocation methodology to rebuild the existing waste 
bin sites and were successful in finding misplaced bins and recommending an  
equitable waste bin distribution.

Another key application of GIS in SWM is the selection of disposal sites. Muttiah 
et al. [40] used a GIS and a Markov-chain-based simulated annealing algorithm to 
find prospective waste disposal sites, and the simulated annealing method saved 
order of magnitude of time over an exhaustive search strategy. Multi-criteria coupled 
with GIS have recently become popular in SWM for assessing conflicting criteria. 

Stages Description Principles/basics Examples

Input Identifying and gathering 
data related to SWM. 
Acquisition, reformatting, 
georeferencing, compiling 
and documenting these 
data.

Digitizing, scanning, 
remote sensing, GPS, 
internet

Daily waste generation 
rate, waste collection 
routes, landfill site 
location, type of waste, 
land use map, the 
elevation of the area.

Data storage and 
management

Includes those functions 
needed to store and retrieve 
data from the database 
can be thought of as a 
representation or model 
of real-world geographical 
systems

Geographical entity 
(towns, road network, 
and town boundary 
represented by point, line, 
and polygon).
Object (spatial and 
nonspatial data)

Data model location 
of the existing landfill 
site (spatial) and types 
of waste dumped with 
the rate of dumping 
(nonspatial data).

Data 
manipulation 
and storage

To obtain information 
useful for waste collection 
optimization or waste 
disposal planning.

Fundamental analysis 
(measurement,
classification, overlay 
operations, and 
neighborhood and 
connectivity operations) 
and advanced analysis 
(statistical modeling and 
mathematical modeling)

Vehicle route 
optimization, suitability 
analysis of landfill, 
optimal waste bin 
location

Data output A way to see the analyzed 
SWM-related data or 
information in the form of 
maps, tables, diagrams.

Display monitors, pen 
plotters, electrostatic 
plotters, laser printers, line 
printers, and dot matrix 
printers and plotters

Optimal route for 
waste collection (map), 
schedule for waste 
collection (table), 
thematic map of a 
suitable landfill site.

SWM: solid waste management; GPS: global positioning service.

Table 2. 
Basic principles of GIS.
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Asefa et al. [41] used GIS in combination with the multicriteria decision-making 
method and the analytical hierarchy process to find the best landfill location by bal-
ancing competing environmental and socioeconomic concerns. In addition, Rahimi 
et al. [42] used GIS techniques and fuzzy Multi-Criteria Decision-Making methods in 
landfill site selection problems, where the criteria weights are determined using the 
group fuzzy Best-Worst Method, suitability maps are generated using GIS analysis, 
and the sites are analyzed and ranked using the group fuzzy MULTIMOORA method.

4.3 Basic principles of GIS

A geographic information system (GIS) has a broad area of application and is a 
computer-based system that helps in the manipulation of data about specific geo-
graphic areas. GIS, as presented by Rolf and Deby [43], is a georeferenced data entry, 
analysis, and presentation tool based on the computer interface. Data preparation and 
entry is the initial phase in GIS processing, which entails acquiring, preparing, and 
entering the data needed for information production into the GIS database system. 
The second stage is data analysis, which entails going over and analyzing the informa-
tion that has been gathered and uploaded into the GIS system. Finally, during the data 
presentation phase, the analytical results are displayed and/or saved appropriately. 
Data input, data management, analysis, and final output are usually common pro-
cesses in most GIS technique development for various purposes and applications, 
depending on the basic concept of the above-mentioned stages. Table 2 summarizes 
and presents these stages, as well as their fundamental principles and instances.

5. Geospatial analysis

Geospatial analysis is the process of calculating data that has been entered or 
saved to generate new information that can be used to improve SWM decisions. The 
decision on which geographical analysis to use is based on the decision maker’s needs 
and objectives. For example, when deciding where to build a new landfill, various 
conflicting environmental, social, and political variables must be considered. When 
these criteria are entered into the GIS interface, other geographical analyses, such as 
reclassification, overlaying, buffering, and so on, can be performed. As a result, GIS 
can assist in the computation of such cases using up-to-date criteria that are exam-
ined cost-effectively. The following are some of the most often used spatial analysis 
methodologies as discussed in [2, 43, 44].

6. Measurement, retrieval, and classification

It is usually used at the beginning of any analysis as it allows data exploration 
without making a significant change. In the measurement function, distances 
between features or along their perimeters, the counting frequency of features, and 
the computation of area size features are computed. The retrieval functions allow 
the selection of specific features based on logical functions and user preferences. 
Classification is the re-arrangement of specific features into a common data value 
layer. Usually, measurement, retrieval, and classification are performed using a single 
vector or raster data layer combined with non-spatial data, sometimes.
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7. Overlay functions

The overlay capability, which allows disparate data layers to be joined to create 
new data, is considered the most important feature of GIS interfaces. It can be used 
for both vector and raster data types, however, it is most commonly employed for 
raster overlay computations. It includes operations of intersection, union, difference, 
and complement using sets of positions. Many GISs allow overlays using an algebraic 
language, which expresses an overlay function as a formula with data layers as param-
eters. Arithmetic, relational, and conditional operators, as well as a variety of func-
tions, can be used to combine different layers [2].

8. Neighborhood functions and Network analysis

Neighborhood functions allow the evaluation of the surrounding areas of the 
location of the features and operate on the neighboring features of a given feature 
or set of features. It includes search functions to allow the retrieval of features, 
line-in-polygon and point-in-polygon functions to compute a given linear or point 
feature is located within a given polygon, and buffering functions which allow 
determining a fixed-width environment surrounding a feature. Network analysis 
is concerned with network computations in the GIS interface. A network is a series 
of interconnected lines that depict a geographic phenomenon, most commonly 
transportation. People, cars, and other vehicles can be transported along with a 
road network; commercial goods can be transported along with a logistic network; 
phone calls can be transported along with a telephone network, and water pollu-
tion can be transported along with a stream or river network. There are two types 
of network analysis functions: optimal pathfinding and network partitioning. 
Optimal path finding generates the least cost path on a network between two 
predefined locations using both geometric and attributes data. Network partition-
ing assigns network elements (nodes or line segments) to different locations based 
on predefined criteria.

9. GIS-based Multicriteria decision analysis in SWM

9.1 Overview of GIS-based MCDA

We have seen that the capability of GIS is reliant on spatial analysis functions 
such as overlay, connectivity, and proximity. These functions, however, always do not 
provide the best decision alternatives when there are complex and conflicting sets of 
criteria presents. For instance, in siting a new waste disposal site, the overlay function 
can be used to combine different factors such as proximity to a road, surface water, 
and groundwater, or site slope, elevation, and soil type. However, this function does 
not provide enough analytical support because of the limited capabilities for incor-
porating decision makers’ preferences into the GIS-based decision-making process. 
Thus, the combination of geographic data and the decision maker’s preferences into 
analysis for better output is required.

As a result, GIS can assist in minimizing value conflicts among conflicting interest 
parties by giving more and better information, whereas multicriteria decision-making 
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analysis (MCDA) methodologies can aid in lowering factual disagreements [2]. 
MCDA is a strategy for assisting decision-makers through the essential process of 
establishing evaluation criteria and determining relevant values in a choice circum-
stance. Based on literature MCDA has six components as a primary goal, the decision-
maker(s), set of criteria, decision alternatives, decision environment, and outcome. 
Furthermore, the components of MCDA can be achieved through the steps shown in 
Figure 1. As it is shown in the figure, any spatial decision problem can be structured 
into three major phases according to [45]; intelligence which examines the existence 
of a problem or the opportunity for change, design which determines the alternatives, 
and choice which decides the best alternative. The components and steps of MCDA 
were discussed in detail by [2, 46, 47].

9.2 Multi-Criteria Decision Aid Methods

According to a recent study aimed to present a literature review of MCDA appli-
cations used in SWM, the top five and most commonly used MCDA methods are 
Analytic Hierarchy Process (AHP), Simple Additive Weighting (SAW), Elimination 
and choice expressing the reality (ELECTRE), and Preference Ranking Organization 
Method for Enrichment (PROMETHEE) and Technique for Order of Preference by 
Similarity to Ideal Solution (TOPSIS). Table 3 shows the commonly used MCDA 

Figure 1. 
Framework for spatial multicriteria decision analysis based on [2].
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MCDA method Description Advantage Disadvantage

SAW Value based method
Use of 
measurement of 
the utility of an 
alternative

Easy to use and well 
understandable.
Applicable when exact 
and total information 
is collected.
Well-proven 
technique. Good 
performance when 
compared with more 
sophisticated methods.

Normalization is required to solve 
multidimensional problems

AHP Use of value-based, 
compensatory, 
and pairwise 
comparison 
approaches.
Use of Hierarchical 
structure to present 
complex decision 
problem

Applicable when exact 
and total information 
is collected.
A decision problem 
can be fragmented into 
its smallest elements, 
making evidence of 
each criterion applied.
Applicable for either 
single or multiple 
problems, since 
it incorporates 
qualitative and 
quantitative criteria.
Generation of 
inconsistency 
index to assure 
decision-makers

Due to aggregation, compensation 
between good scores on some 
criteria and bad scores on other 
criteria can occur
Implementation is quite 
inconvenient due to the complexity
Complex computation is required
Time-consuming

TOPSIS Use of the 
value-based 
compensatory 
method
Measures the 
distances of the 
alternatives from 
the ideal solution
Selection of the one 
closest to the ideal 
solution

Easy to implement 
the understandable 
principle
Applicable when exact 
and total information 
is collected
Consideration of 
both the positive and 
negative ideal solutions
Provision of a well-
structured analytical 
framework for 
alternatives ranking
Use of fuzzy 
numbers to deal with 
uncertainty problems

• Normalization is required to solve 
multidimensional problems

ELECTRE Use of outranking 
method
Use of pairwise 
comparison, 
compensatory
Use of indirect 
method that 
ranks alternatives 
utilizing pairwise 
comparison

Applicable even 
when there is missing 
information
Applicable even when 
there are incomparable 
alternatives
Applicable even when 
the incorporation 
of uncertainties is 
required

Time-consuming without using 
specific software due to complex 
computational procedure
May or may not reach the preferred 
alternative
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methodologies in SWM, their description, advantages, and disadvantages of these 
methodologies.

As mentioned in Table 3, we have to understand that each MCDA available has its 
strength and drawback, and also there is no general rule in adopting one. Therefore, 
in SWM the decision-maker decides to depend on the criteria and alternatives avail-
able. This also depends on the decision-maker’s previous experience and the availabil-
ity of adequate software [47].

9.3 Criteria for SWM planning

As discussed in previous sections, GIS-based MCDA is used to overcome complex 
and conflicting criteria in SWM. In fact, in MCDA methodology development there 
are goals and alternatives where decision outputs are made based on the decision-
maker preferences. In addition, in sustainable waste management or ISWM, the aim 
is to reduce waste generation, improve reuse, recycle, and recovery, and otherwise 
properly manage these wastes. So, without any compromises, there are always 
environmental, economic, political, and social considerations in ISWM. Due to 
these facts, ISWM planning has been a challenge for the decision-makers as differ-
ent criteria are taken into consideration under the specific goal of sustainable solid 
waste management. For instance, [49] used sixteen criteria for landfill site selection, 
including topography, urban and rural settlements, highways and village roads, 
railways, airports, wetlands, pipelines, and power line infrastructure, slope, geol-
ogy, land use, floodplains, aquifers, and surface water. In general, the criteria used 
in ISWM planning can be categorized as environmental criteria, political criteria, 
financial and economic criteria, hydrologic and hydrogeologic criteria, topographical 
criteria, geological criteria, availability of construction materials, and other criteria 
as shown in Figure 2.

MCDA method Description Advantage Disadvantage

PROMETHEE Use of outranking 
method, pairwise 
comparison, and 
compensatory 
method
Use of positive and 
negative preference 
flows for each 
alternative in the 
valued outranking 
Applicable even 
when simple 
and efficient 
information is 
needed
Generation of 
ranking with 
decision weights

Applicable even 
when there is missing 
information

Time-consuming without using 
specific software When using 
many criteria, it becomes difficult 
for decision-makers to obtain a 
clear view of the problem

Table 3. 
Comparison of MCDA methodologies applied to SWM based on [48].
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10. Application of GIS in optimizing solid waste collection

10.1 Routing and waste transportation

Routing in solid waste collection entails planning and specifying routes for trucks 
to follow during the collection process [50]. When it comes to SWM optimization, 
routing is crucial. The rate of solid waste collection is frequently determined by the 
efficiency of transportation in the SWM component. Due to their complicated struc-
tures, transportation of solid waste to the final disposal or treatment facility is a major 
problem in many cities. As a result, more emphasis should be placed on optimizing 
waste collection routes, as failure to do so would result in exorbitant costs. As a result, 
defining the routes reduces waste collection costs while delivering the best service to 
the community. Routing is essentially the process of choosing a path for traffic within 
a network, as well as between or across various networks. The five basic steps of route 
planning are as follows, and they are accomplished in GIS utilizing the previously 
mentioned principles: (a) Identifying the potential location, (b) Identifying the storage 
capacity and volume to be collected, (c) Grouping the potential locations for a single 
truck cover, (d) Planning the shortest route between different groups, (e) Choosing the 
optimum route that is a shorter distance, less traffic volume, and less expensive.

11. Strategies for route optimization

Over time, routing has been applied in varying ways in solid waste management, 
giving rise to many models and strategies. According to EPA categorization, these 
models can be divided into macro-routing, districting and route balancing, and 
micro-routing [51]. The major difference is that macro-routing aims to optimize the 
use of the waste collection in daily and long-term capacity by minimizing round trip 
and haul time. While districting and route balancing divide the workload between 
the workers, micro-routing considers the details of each daily waste collection so 
that unnecessary truck movements will be reduced [51]. Among the many identified 
strategies for route optimization, heuristic routing, right turns, onboard computers, 
and round trips were presented in Table 4.

Figure 2. 
Criteria used for decision making in SWM.
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12. High-Density Routing and Point-to-Point Routing

Residential collections are often routed using arc routing or side-of-street routing 
in high-density routing. This enables the software to arrange automatic collection 
with two passes on a street segment, as well as a semi-automated collection to serve 
both sides of a street segment at the same time. Point-to-point routing can be done 
on a variety of software and web-based platforms. When using point-to-point, the 
collected side of the roadway is usually ignored. Point-to-point routing can be used 
to develop commercial routes for solid waste collection as well as for routing calls for 
services like cart or bin delivery.

13. Waste bin location

For waste to be collected efficiently, proper waste bin allocation and distribution 
are critical. It simplifies waste sorting, recycling, and transportation at the source. As 
a result, the second functional element of solid waste management is waste storage 
at the source. The waste is usually placed in bins on both sides of streets, close to 
buildings and other sources of waste generation. As a result, due to health concerns, 
attention should be exercised when storing hazardous material near residential areas. 
Wastes should also be stripped away regularly. GIS can be used to appropriately place 
waste storage containers or waste bins so that they are no longer a menace, are evenly 
distributed among the households, and the cost is decreased.

Several criteria were used to determine where the waste bins should be placed, 
including proximity to a road and a waste-producing source, land usage, sensitive 
areas, and so on. Using GIS, the criteria are integrated with the preferences of the 
decision-makers to obtain optimized waste bin sites using spatial analysis such as 
buffering. For example, a decision-maker could choose a buffer zone that is 20 meters 
away from a waste-producing source, 10 meters away from roadways, but 100 meters 
away from sensitive places such as hospitals, historical sites, and schools. The number 
of waste bins allocated can also be decided based on the waste generation rate and 
dispersed evenly. Furthermore, one of the most common strategies for arranging 
waste bins is using Location-Allocation models to determine the best position. The 
p-median model is used in several investigations. Because it averages the locations of 
multiple points, this model decreases the distance and expense of the facility from the 
source.

Strategies Description

Heuristic 
Routing

Heuristic routing is a system used to describe how deliveries are made when problems in a 
network topology arise. In heuristic routing, routes should not be fragmented or overlapping

Right Turns Using only right turn during the collection of solid waste. This helped not only reduce cost 
by reducing fuel consumption but promoted the safety of drivers.

Computer-
based

This allows the collectors to track routes in realtime. It is also GPS-based and every detail of 
the route is presented.

Dump trips Scheduling the collection trips for the full containers twice per week. This also involves when 
the containers are full, they should be taken by the nearby truck.

Table 4. 
Strategies to optimize the routing in the solid waste management.
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14. Application of GIS in waste disposal planning

In waste disposal planning, a geographic information system plays an important 
role. GIS is used in waste disposal for a variety of reasons, including decision sup-
port for locating suitable landfills and temporal monitoring of disposal locations, 
including landfills. Due to the competing criteria illustrated in Figure 2, solid waste 
landfill siting is a complex and time-consuming operation in the traditional method 
of SWM. Furthermore, the primary purpose of the landfill site selection procedure 
is to ensure that the disposal facility is located in the best possible area, with the least 
amount of detrimental influence on the environment and population. Furthermore, 
a thorough review process is required to determine the best possible disposal place 
that complies with government standards while also minimizing costs.

Typically, landfilling is the least preferred method of ISWM according to the 
waste management hierarchy. But proper management of residue from reuse, recy-
cling, and recovery, as well as the ashes from incineration, is a must. Therefore, the 
GIS-based MCDA approach is common in landfill site selection analysis. The basics 
and principles of GIS-based MCDA have been discussed in previous sections, so in 
this section, an overview of how GIS can be applied to landfill suitability analysis is 
presented. Figure 3 depicts the methodology for adopting GIS, MCDA, and waste 

Figure 3. 
Framework of the study to select a suitable sanitary landfill site, adopted from [41].
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disposal site analysis. Also, as presented in Figure 2, the process always starts with 
setting a goal (suitable landfill site). Then, after defining a set of criteria, GIS func-
tions are combined with decision makers’ preferences to produce the final, most 
suitable landfill site.

15. Conclusion

This chapter deals with the application of geographic information systems to 
solid waste management. GIS is a powerful tool that can assist in minimizing value 
conflicts among conflicting interest parties by giving more and better information. 
Essentially, planning a sustainable waste management approach is complex, tedious, 
and time-consuming, and decision-makers are frequently subjected to conflicting 
factors in SWM planning. There is an increasing trend of waste generation world-
wide, and the situation is worse in developing countries owing to poor infrastructure, 
finance, and political reasons. To cope with the high waste generation and different 
problems in SWM, integrated solid waste management is widely used as a sustainable 
waste management practice. ISWM is a complex and tedious process to implement. 
Following the challenges in ISWM, many researchers came up with many innova-
tions, like mathematical modeling and computer-based modeling, to mention a few. 
GIS is a computer-based spatial analysis method applied to SWM, enabling decision-
makers to make better judgments by combining the alternatives and their preferences. 
In this chapter, the basics, and principles of how GIS works, what multicriteria 
decision making is, how to apply it to GIS, and the utilization of the GIS-based MCDA 
method in SWM was discussed. Also, information on how to apply GIS to waste 
collection optimization (routing and waste bin allocation) and waste disposal plan-
ning (landfill) was presented. Furthermore, the key principles of GIS-based MCDA 
method development were supported with references for further reading. Finally, 
we hope the readers will get some insights and, with some digging, be able to solve 
problems with SWM in their area easily.
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Chapter 8

Impact of COVID-19 Measures 
on the Air Quality Monitored for 
the State of Himachal Pradesh: A 
Google Earth Engine Based Study
Abhinav Galodha, Chander Prakash and Devansh Raniwala

Abstract

The COVID-19 pandemic was declared by World Health Organization (WHO) on 
11 March 2020 and advised countries to take immediate and concerted action. The 
governments of India and Himachal Pradesh carried out preventive and precautionary 
steps to minimize the spread of coronavirus disease. In this study, the impact of a 
sudden halt in human activity on air quality was investigated by looking at changes in 
satellite imagery using a remote sensing approach. The concentrations of the gaseous 
contaminants studied (CO, SO2, NO2, and C6H6) show a significant decrease dur-
ing the lockdown. The average particulate matter concentrations (PM10 and PM2.5) 
differed significantly from gaseous emissions, meaning that particulate matter signifi-
cantly affects anthropogenic activities. NO2 concentrations and NOx emission varia-
tions were tracked for rural/town areas around Himachal Pradesh and major urban 
cities of India. Daily top-down NOx emissions were measured using the Tropospheric 
Monitoring Instrument (TROPOMI), which assisted in retrieving NO2 from the 
steady-state continuity equation. The emissions of NOx from rural, urban, and power 
plants were compared before and after the lockdown. The research accounted for our 
studies on the levels of (NO2, Ozone (O3), and sulfur dioxide (SO2) were monitored 
using Sentinel-5P imagery using the GEE platform.

Keywords: Google earth engine (GEE), TROPOMI, sentinel -5P, COVID-19, WHO, 
SDG, NO2, O3, SO2

1. Introduction

Dissolved gases in the air, especially (O2, O3, N2, and so on) are valuable and  
essential resources that help sustain life on earth. There is ever-increasing stress on 
openly accessible air resources due to the atmospheric pollution caused due to the 
advent of the use of fossil fuels, industrial discharges, and transport traffic, with 
only one factor responsible for it: the rise in population. An ever-increasing pressure 
mounting on them due to heavy dependence on fossil fuels leads to an unprecedented 
health crisis ranging from local to national levels [1, 2]. Air is vital to sustain and 
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flourish the planet’s health and the environment [3, 4]. However, with rapid global-
ization, urbanization and industrialization, there has been an enormous crisis with 
unhealthy air quality levels leading to vulnerable ecosystems [5]. Poor air quality in 
developed Western countries leads to roughly 60,000 deaths annually. The economic 
costs and repercussions are massive staggerings at $150 – $ 200 billion in prices 
leading to high levels of air pollutants. Equally important information that supports 
life in an ecosystem is delivered by ambient air quality resources [6]. An increase in air 
pollution hampers and deteriorates ambient air quality and threatens human health, 
aerial ecosystem balance, economic development, and social well-being [7, 8].

According to the World Health Organization (WHO), 90% of the world popula-
tion lives in harsh to dangerously polluted places, breathing high levels of air contain-
ing highly high levels/rates of pollutant concentrations, and 5–7 million deaths occur 
every year as a result of exposure to ambient air pollution and from the exposure to 
smoke from fuels such as wood and fossil fuels [5, 8]. As described earlier, the popula-
tion’s health degradation occurs due to the onset and remission of harmful industrial 
pollutants. Nitrogen dioxide is one such greenhouse gas (GHG) that is reddish and 
results from NO conversion in the presence of volatile organic compounds (OVCs) 
[9]. NO2 monitoring is quintessential because of the potential threat they hold:

1. NO2 being a primary pollutant, is a significant cause of the creation of secondary 
pollutants such as peroxyacetyl nitrates (PAN), ozone (O3), and nitric acid (HNO3).

2. Visibility reduction in urban areas.

3. Negative impacts on human health.

The onset of the efforts that were carried out to limit the transmission of the 
SARS-CoV-2 virus that led to an unprecedented havoc and pandemic situation across 
the globe for roughly two years was minimized by carrying out strict lockdown imple-
mentations. These policies, in hindsight, had a more considerable extent impacting 
the day-to-day activities which confined the public within their homes, reducing 
human activities, especially in the industrial and transport sectors [10]. This led to a 
significant decrease in air pollution concentration levels. Like NO2, other greenhouse 
gases (GHGs) have a dampening and profound negative effect, impacting the overall 
health cycle of ambient air qualitative concentrations [4, 7].

Air quality resource management requires a continuous and accurate monitor-
ing assessment to support a real-time network. Satellite remote sensing observa-
tions [1, 9] have provided real-time and continuous data that have been beneficial 
in tracking across several years [11] and have served in a time- and cost-effective 
manner for carrying out large-scale monitoring [2, 3]. Air pollution is an important 
environmental issue, which needs to be addressed with solid policy implementa-
tions with technical guidelines and administrative protocols. For measurements 
across space and time, remote sensing satellite observation can play a pivotal role in 
atmospheric measurements related to air quality. As a result of the European Space 
Agency’s close collaboration (ESA) with the Netherlands, the European Commission, 
EU industry, data users, and scientists came together for the Copernicus Sentinel-5 
Precursor mission (Sentinel-5P). Sentinel-5P satellite was successfully launched 
from the Russian Federation (Plesetsk cosmodrome) on 13 October 2017. The main 
objective of the Copernicus Sentinel-5P’s mission is to perform atmospheric measure-
ments with a high spatio-temporal resolution for air quality, ozone & UV radiation, 
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and climate monitoring & forecasting. The task consists of one satellite carrying the 
Tropospheric Monitoring Instrument (TROPOMI). The TROPOMI instrument was 
co-funded by ESA and The Netherlands. The TROPOMI [10, 12] was on board with 
the 49 European Copernicus Sentinel-5 Precursor (S5P) satellite designed explicitly 
for 50 tropospheric monitoring on the global scale and has a daily revisit time. If we 
compare this to its predecessor OMI, TROPOMI’s spatial resolution (3.5 x 5.5 km2) is 
roughly 15 times better, and its signal-to-noise ratio (SNR ratio) per ground pixel is 
much more dominant. For relevant air quality products, including NO2, SO2, HCHO, 
and CHOCHO, this results in a spectacular improvement in measurement sensitiv-
ity, thus enabling the study of rapid emission changes for even smaller sources than 
existing options. The daily global coverage of TROPOMI for CO measurements is at 
a resolution of 7 x 5.5 km2, representing a massive improvement from its predecessor 
SCIAMACHY [13], especially with its spatial resolution.

The absorbent dissolved gases in the air and the estimations from Sentinel-5P 
provide an opportunity to observe the magnitude and timing of the changes in tro-
pospheric trace gas constituents resulting from unprecedented COVID-19 lockdown 
measures. The initial TROPOMI observations offer a template that looks into the dra-
matic reduction and significant changes in the NO2 concentrations over regions with 
strictly enforced multiple lockdowns and mini-cluster zones in important cities for 
pan India. This triggered a high level of interest across the globe and initiated a mas-
sive scale of approximately 60 plus studies, initially starting at a global scale and then 
mainly aimed at a regional scale and finally, primarily focused on GHG emissions 
estimation [4]. However, the unparalleled capacity of TROPOMI to provide relevant 
information on COVID-19-driven emission reductions based on multiple measure-
ments has not been exploited at a regional scale as far as was expected. The present 
research is to estimate the COVID-19-driven changes in the concentration of a few 
major trace gases (CHOCHO, NO2, SO2, CO, HCHO, etc.) from the regional scale for 
a region in the North of India, Himachal Pradesh, surrounded by the Himalayas from 
the North and bordered by China in the east with the impact of lockdown restrictions 
and using state-of-the-art TROPOMI operational and scientific data products. In 
doing so, we further try to expand on the view that the unique capabilities provided 
by the TROPOMI instrument are helpful inconsistently tracking the changes in ambi-
ent air quality and anthropogenic emissions across the region of interest [7].

These gases have significant human-induced anthropogenic effects with their 
relative contribution to energy variations, industrial standards, and transport sector 
emissions [6]. Each sector responded at a different scale to the COVID-19 lockdown. 
Several TROPOMI trace gas products contain additional metadata on emissions emit-
ted at scale level and the COVID-19 lockdown-induced impacts on the atmospheric 
structure. We show that meaningful visualization graphical plots, trends, and source 
plots can be obtained using the high spatial resolution of TROPOMI data. By taking 
the median composite of the study area. Although this is primarily the result of the 
improved response or sensitivity of the instrument, we also introduce new engage-
ments and developments in trace gas retrieval techniques and tweaking to enhance 
the sensor sensitivity of the TROPOMI datasets to even smaller trace determinations 
and more minor changes in emissions. To achieve these goals, we discuss the way 
forward and the limitations of each of the estimations or retrievals for monitoring 
regional changes [9].

In the present section, we have described TROPOMI data in general terms, fol-
lowed by the study area, the methodology used to address the retrieval process, and 
a detailed discussion and analysis of how we handle each data result in this study [8]. 
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The goal of this methods and data section is not only to explain how this study was 
conducted but also to provide guidance to remote sensing analysts, GIS enthusiasts, 
and research domain interest holders on how to best interpret, understand and 
analyze TROPOMI trace gas data not only for lockdown-driven emission changes but 
also for other event-driven changes. The below section describes the study area and 
the impacts of COVID-19 lockdown measures on all continents, using TROPOMI 
NO2 data. The following two areas will tell the effect of the lockdown measures on 
a regional scale by examining NO2, SO2, CO, HCHO, and CHOCHO for the North 
part of India. The last part of the book chapter will cater to the progressive outlook 
of future possibilities, the challenges, limitations, and a way forward for this type of 
analysis, followed by a conclusion and references [14].

2. Study area and methods

The study area chosen lies in the northern part of India in the North belt of the 
Himalayas in Himachal Pradesh. Himachal Pradesh is a province of snow-laden 
mountains that constitute India’s north part. Situated in the Western Himalayas, it is 
one of the 13 mountain states and is characterized by an extreme landscape featuring 
several peaks and extensive river systems. Himachal Pradesh is the northernmost 
state of India and shares borders with the union territories of Jammu and Kashmir 
and Ladakh to the North, and the conditions of Punjab to the west, Haryana to 
the southwest, Uttarakhand to the southeast, and a very narrow border with Uttar 
Pradesh to the south. Himachal is in the western Himalayas, situated between 30°22′N 
and 33°12′N latitude and 75°47′E ́ and 79°04′E longitude. They cover an area of 55,673 
square kilometers (21,495 sq. mi). The drainage system of Himachal is composed 
both of rivers and glaciers. Himalayan rivers crisscross the entire mountain chain. 
Himachal Pradesh provides water to both the Indus and Ganges basins. The drainage 
systems of the region are the Chandra Bhaga or the Chenab, the Ravi, the Beas, the 
Sutlej, and the Yamuna. These rivers are perennial and are fed by snow and rainfall. 
An extensive cover of natural vegetation protects them. Four Punjab rivers flow 
through the state, three originating here. The state of Himachal Pradesh is divided 
into 12 districts and three significant sub-divisions: Shimla, Kanga, and Mandi. The 
districts are divided into 73 subdivisions, 78 blocks, and 172 Tehsils. The predomi-
nantly mountainous region comprising the present-day Himachal Pradesh has been 
inhabited since prehistoric times, witnessing multiple waves of human migrations 
from other areas. Himachal Pradesh is spread across valleys with many perennial 
rivers flowing through them.

Roughly 90% of the state’s population lives in rural areas. Agriculture, horticul-
ture, hydropower, and tourism are essential sectors contributing to the state’s econ-
omy. The hilly state is almost universally electrified, with 99.5% of the households 
having electricity as of 2016. The state was declared India’s second open-defecation-
free state in 2016. According to a survey of CMS – India Corruption Study 2017, 
Himachal Pradesh is India’s least corrupt state.

The below figure gives a complete description of the study area, and the scope 
of interest, which is highlighted in orange color is depicted and shown on the map 
(Figure 1).

In this research study, our interpretation, analysis, and research are primarily 
based on TROPOMI data for regional understandings of the defined study area 
and compared with other major cities. The period of interest was initiated during 
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the lockdown starting from mid of March 2020 and then carried out a comparison 
concerning the pre-lockdown periods of 2019. The results and analysis are presented 
in the broader context of the TROPOMI operational data, which started in April 2018. 
The sensor we use for carrying out the observations is from the TROPOMI instru-
ment, which was onboarded onto the S5P and categorized as a push-broom imaging 
spectrometer [10]. This helps to measure the ultraviolet (UV), visible (VIS), near-
infrared (NIR), and shortwave infrared (SWIR) spectral band combinations, which 
were selected keeping in mind to cover the absorption features, i.e., water absorption 
features, cloud features absorption and with a presence of a large number of gaseous 
traces having atmospheric constituents. Using the spectral radiance measurements 
available from TROPOMI, atmospheric concentrations of gaseous trails are retrieved, 
and cloud and aerosol properties are determined. We use the following TROPOMI 
data products for this work: NO2, SO2, CO, HCHO, and CHOCHO, summarized in 
Table 1. We have tried to accommodate as many dissolved trace gases as we can. The 
S5P satellite flies in a sun-synchronous orbit, with a local overpass time of 13:30. 
TROPOMI has a 2600 km wide swath, providing near-daily global coverage. The 
spatial sampling of TROPOMI varies over the spectral bands [11]. The nadir/top-view 
sampling was at the start of the operational period in the initial period of 2018, which 
was approximately 3.5 x 7 km2 (across- x along-track) for the ultraviolet (UV) and 
visible bands, and a 7 x 7 km2 cross-section area covered by the shortwave infrared 
band (SWIR). In the second half of 2019, implementing a modified co-adding 
scheme, the sampling for these bands was thus, improved to 3.5 x 5.5 km2 and 7 x 
5.5 km2, respectively [18].

Figure 1. 
Study area with the region highlighted on pan India map, Himachal Pradesh state location and boundary, the 
orange area shows a few of highlighted districts, for the part of interest (ROI), we have researched the entire state.
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Sentinel-5P observations are widely utilized within and beyond the remote 
sensing and GIS community. For the benefit of scientific users, it is crucial to provide 
information on how these observations can best be used, interpreted and analyzed 
[19]. The COVID-19 lockdown periods offer a unique use case for the Sentinel-5P lead 
model developers to highlight essential nuances in the individual atmospheric trace 
gases’ lifetime and the detectability of each trace gas and show how these character-
istics are critical to the interpretation of the highlighted observations. It is not suffi-
cient, for example, to illustrate the lockdown-driven changes that affect the emissions 
simply by selecting a single day or week of TROPOMI column data for a given region 
as measured during a lockdown period for the same day or week from the year(s) 
prior [17]. We further address the impending challenges that need to be addressed 
and which are taken into cognizance, especially the description of the meteorological 

Trace Gas Spectral range Lifetime Primary Emission source

NO2 405–465 nm 2 to 12 hours • Transportation

[15] • Industry

• Power generation

• Biomass burning

SO2 310.25–326 nm 6 hours to 
several days

• Transportation

[16] • Industry

• Power generation

• Volcanoes

CO 2324–2338 nm Weeks to a 
month

• Transportation

[17] • Industry

• Power generation

• Residential cooling and heating

• Biomass burning

• Oxidation of biogenic hydrocarbons

• Methane oxidation

HCHO 328.5–359 nm Several 
hours

• Primary and secondary product

[4] • Biogenic emissions

• Biomass burning

• Industry

• Transportation

CHOCHO 435–460 nm 2 to 3 hours • Primary and secondary product

[12] • Biogenic emissions

• Biomass burning

• Industry

• Transportation

Table 1. 
Summarizes the trace gases, their spectral range changes, atmospheric lifetime, and the primary emission sources 
for each trace gas addressed in this study.
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and seasonal variability from lockdown-driven pre and post-changes in trace gas 
emissions.

A brief tabulation and the sources of trace gas emissions and their lockdown-
driven changes are depicted in an evaluative format. Generally, primary production 
trace gases, like NO2 and SO2, have a short life span and exhibit emission changes of 
utmost precision. Although NO2 and SO2 are primary producers of anthropogenic 
gaseous pollutants, the source sectors differ in each case [12]. For instance, the impact 
of lockdown on the power industry and the transportation sector was projected to 
significantly have a more considerable effect on NO2 and SO2 levels, as this sector is 
responsible for approximately 30% of the global NOx emissions and about 1% of the 
global SO2 emissions [4]. On the other hand, SO2 emissions are most likely areas to be 
impacted by possible changes in power generation, as this sector accounts for 52% of 
the global SO2 emissions and approx—30% of the worldwide NOx emissions [4].

For CO, secondary production by methane oxidation and (biogenic) hydrocarbons 
accounts for at least 60% of the total atmospheric CO, followed by contributions from 
biomass burning and fossil fuel use [20]. Anthropogenic CO emissions originate from 
the industry, transportation, and residential sectors and account for about 30% of the 
global emissions [4]. Although local impacts of lockdown are likely for locations with 
anthropogenic solid CO emissions, overall, a much smaller lockdown-driven result is 
expected for CO based on its longer atmospheric lifetime and smaller contributions 
from lockdown-affected sources.

The trace gases of HCHO and CHOCHO are shortly living indicators of the 
non-methane volatile organic compound (NMVOC) categories resulting from an 
abiogenic process. The anthropogenic lead activity is significant to biomass exclu-
sion and burning events [5]. They are primarily produced as secondary products 
from the oxidation of other NMVOCs but are also directly emitted from combustion 
and industrial processes, although to a lesser extent. In general, the relative produc-
tion of CHOCHO from such combustion processes and the oxidation of aromatics, 
originating primarily from the industrial sector, is higher than for HCHO. Thus, the 
CHOCHO response to changes in anthropogenic emissions is expected to be more 
robust [17]. Retrievals provide information on the lower atmosphere/tropospheric 
level or total column that amounts to these gases because the spectra contain limited 
information on their vertical distribution in the atmosphere. TROPOMI observations 
thus provide a two-dimensional representation of the three-dimensional atmosphere 
[20]. The vertical profiles of each trace gas vary and significantly depend on the emis-
sions’ height and the trace gases’ atmospheric lifetime (see Table 1). For example, 
NOx emissions at the surface result in NO2 vertical profiles that peak in the near-
surface layer (lowest 1–2 km of the troposphere) due to the short lifetime of NO2. 
Similarly, SO2 has a vertical profile that generally peaks in the lower troposphere.

On the other hand, CO has a lifetime period typically of weeks - to months and 
can be transported over great distances, both horizontally and vertically. Therefore, 
even though CO is often co-emitted with NO2, it has a significantly higher back-
ground concentration throughout the troposphere than NO2. HCHO and CHOCHO 
have lifetimes of a few hours. Still, they are generally formed in the atmosphere via 
secondary production processes, leading to an intermediate profile shape compared 
to NO2 and CO [21].

In addition to vertical profiles that vary per trace gas type, the vertical sensitivity 
of the TROPOMI measurements also varies across the variety and nature of trace 
gases. The sensitivity decreases towards the surface for the trace gases favorable and 
sensitive to the UV and VIS ranges. The accuracy of the retrieved column depends 
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on a well-characterized a priori knowledge of the vertical distribution lead across it. 
Due to scattering, the near-surface sensitivity is lower in the UV (SO2, HCHO) than in 
the VIS (NO2 and CHOCHO) [22]. In the SWIR range, the vertical sensitivity is more 
constant and reaches well into the saturation stage. As part of the retrieval process, a 
priori vertical profiles of each trace gas are scaled to match the measured tropospheric 
column. Uncertainty in the retrieved column amount or sheer column density (VCD) 
is associated with inherent differences between the true and the available vertical 
profiles. However, the averaging kernels reported in the data products can be used 
to replace the a priori profiles with existing custom profiles [6], reducing the cor-
responding uncertainty. This study mainly focuses on changes in VCDs and uses stan-
dard a priori profiles for each data product. Therefore, the uncertainty related to the 
vertical profile is relatively small [13]. Another contribution to this error is partially 
cloudy scenes for each retrieval which raises the amount of unusable data and changes 
the vertical sensitivity. The cloud fraction threshold for each trace gas is described. In 
future studies, the averaging kernels could be used for inversion modeling existing 
emissions, thus, eliminating the limitations [23].

TROPOMI observes concentration changes of the emissions of the trace gases 
taken from the median or averaged out over a vertical column, which is not similar to 
the direct measurement of the near-surface emission. The column-averaged amount 
of a given trace gas measured at a specific location depends on emission, deposi-
tion, atmospheric changes, and photochemical reactions. Note that the background 
concentration is higher for trace gases with a longer atmospheric lifetime. In turn, 
enhanced background concentrations will increase the relative importance of atmo-
spheric transport compared to local emissions. Local NO2 emissions significantly 
impact At the same time, for CO, the contribution of remote sources can, in some 
cases, be superimposed on local emissions, thus making the interpretation more 
difficult. The effects of atmospheric climatic changes and chemical impact must also 
be encountered to attribute a change in concentration to a corresponding shift in local 
emissions [16].

3. The objective of the research and methodology

The major components of our research are collated into the following objectives, 
which are as listed below:

• To estimate the concentration changes in (CO, SO2, NO2, and Aerosol (PM2.5, 
PM10) from the Sentinel-5 Precursor mission assessing the air quality. The 
TROPOMI instrument is a multispectral sensor with a spatial resolution of 0.01 
arc degrees.

• To compare the pollutant concentration changes from pre to post-lockdown 
conditions prevailing across the state.

• To visualize the trace gas concentration changes as part of geospatial air quality 
theme maps and do a trend analysis where gas concentration changes are mapped 
as a time duration function.

• To analyze the periodical changes in the absorbing aerosol index (AAI) across the 
one cycle period for the study area.
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3.1 Methodology

During the 1st phase of COVID-19, India carried out intensive and strict national 
lockdown measures limiting activities across the country, which had started on 24 
March 2020, for 21 days to tackle the spread of the SARS-CoV-2 virus and protect its 
1.3 billion inhabitants [24]. Careful region-based relaxations followed the stringent 
initial phase 1 restriction in three subsequent steps carried out through the end of 
May, as shown in Table 2:

Figure 2 gives an extent of TROPOMI observations of NO2, SO2, CO, HCHO, and 
CHOCHO, over India for April 2020, thus covering most phases 1 and 2 of the Indian 
lockdown compared to the same month in 2019. For NO2 and SO2, the concentrations 
are lower across the country in 2020 compared to 2019. Although less prominent, CO, 
HCHO, and CHOCHO appear to be lower in April 2020 over the Indo-Gangetic Plain 
(IGP) domain, which is one of the most densely populated areas of the world with 
roughly 900 million people [15].

NO2 trace gas production sources are mainly from the traffic transport and 
energy-power sectors, roughly contributing about 30% of total anthropogenic emis-
sions in India [4]. During phase 1 of the lockdown, the traffic had dropped by 80% 
[22], and energy consumption dropped by 25% compared to 2019 [3]. We expect a 
substantial reduction in NO2, particularly in urban areas, due to significant decreases 

Phase Dates Measures Reference

Phase 1 24 March – 14 
April

Nearly all services and factories were suspended. [24]

Phase 2 15th April – 3 May Extension of lockdown with relaxations, reopening 
of agricultural businesses and small shops at half 
capacity.

[5]

Phase 3 4th May – 17th 
May

The country is split into 3 zones: (i) lockdown zone, 
(ii) zone with movement with private and hired 
vehicles, and (iii) normal movement zone.

India today

Phase 4 17th May – 31st 
May

Additional relaxations, more authority are given to 
local bodies.

The 
Economic 
Times

Table 2. 
Lockdown phases in India.
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in transport sector activities. We also expect a weaker reduction near power plant 
corporations due to a smaller decrease in the energy demand. Indeed, as indicated by 
the maps of NO2 column concentrations in Figure 2, a notable reduction in NO2 can 
be seen in April 2020 compared to April 2019 [10]. An apparent reduction is observed 
in significant cities and the eastern part of India, where the most influential power 
plants are located. When both city centers and power plants are located within a 45 
x 45 km2 box, this box is excluded from the averages to avoid the potential outflow 
of one source to the other. A sharp reduction of 42% can be seen in the amount of 
NO2 over cities during the first phase of the lockdown period starting at the end of 
March, compared to the same period in 2019. This initial drop in NO2 concentration is 
followed by a gradual increase in concentration back to pre-lockdown levels with the 
successive relaxation phase implementations [25].

A sharp reduction of roughly ~45% in the amounts of NO2 can be noticed for 
significant cities during the 1st phase of the lockdown period starting at the end of 
March, as compared to the same period in 2019. A slow but gradual increase follows 
this initial drop in NO2 in line with the successive relaxation phase. Power creation is a 
significant source of NO2 in India, mainly observed in coal-fired power plants. When 
examining the average amount of NO2 over the few largest coal-fired power plants, the 
observation was the significant decrease in NO2 during phase 1 of the lockdown period 
[26]. The fall in the observed coal-fired power plant sector is 23% compared to 2019 
data, far less than the observed fall in NO2 over large cities. Sentinel- 5P also observed 
an overall reduction in NO2 with the shutting down of coal-power plants which were in 
line with the initial 25% decrease in the overload of electricity demand as reported by 
the National Load Dispatch Centre (NLDC) during phase 1 and lowering it to an 8% 
decrease during final steps of the lockdown (Fig. D1, [3]) (Figure 3).

According to the latest information from the emission inventory of 2019, the 
significant sources of SO2 emissions in India are power generation (65%) and industry 
(25%) [4]. Since India largely depends on coal to fulfill its energy production, it is 
now the world’s top emitter of anthropogenic SO2 [19]. So, most of the SO2 signal we 
observe in Sentinel- 5P data for this region is from coal-fired power plants, where 

Figure 2. 
The atmospheric trace gas variations between April 2019 and April 2020 for pan India. Image source: https://acp.
copernicus.org/preprints/acp-2021-534/.
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contributions from conventional fossil fuels in India comprise a minor part of the 
response [3]. A reduction in SO2 is visible over most areas. It is especially noticeable 
for the central-eastern portion of India, India’s largest SO2-emitting region, with 
much more than the coal-fired power plants available at other locations [28].

4. Results and discussion

The previous section dealt with changes in trace gas concentrations at the pan 
India scale. Still, this section will analyze the trace gas concentrations at the local 
and regional rankings for the study area region for the state of Himachal Pradesh. 
The work was carried out for the mentioned study area in the pre-lockdown and the 

Figure 3. 
Average tropospheric NO2 concentrations for may 2018 (green), 2019 (black) until June 2020 (red) over the few 
largest Indian cities (top); and the few largest power plants in India (middle); and average SO2 concentrations 
over the largest SO2-emitting power plants in India. The different gray shading denotes the four different phases of 
the lockdown period. For each step, the reductions in NO2 (or SO2) concentrations are given relative to the definite 
periods in 2019. The dots are the daily means, and the solid lines represent the 7-day mean values [27]. Image 
source: https://acp.copernicus.org/preprints/acp-2021-534/.
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Figure 4. 
The trace gas variability of CO (Mol/m2), NO2 (Mol/m2), and absorbing aerosol index (AAI) (μg/m3) is 
depicted for both 2019 and 2020.
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post-lockdown steps, divided into 4 phases. The trace gas variability of CO (mol/m2), 
NO2 (mol/m2), and Absorbing Aerosol Index (AAI) (μg/m3) is depicted for both 
2019 and 2020 (Figures 4 and 5) [29].

The UV Aerosol Index concentration measured as an index value in (−2.0 to 0.5) 
is given in the below chart diagram for 2018–2022. Between March and April 2020, 
it’s visible in the graph with the plummeting of UV Aerosol Index concentration 
values near the duration of 100 days and rising again with the lifting of lockdown that 
occurred phase-wise (Figure 6).

The CO concentration measured in (mol/m2) is given in the chart diagram below for 
2018–2022. Between March and April 2020, it’s visible in the graph with the plummet-
ing of CO concentration values near the duration of 100 days and rising again with the 
lifting of lockdown that occurred phase-wise. The TROPOMI Explorer App provides a 
lucid visualization of different trace gas combinations; in this case, it’s for CO concen-
tration which is depicted as a 9-day mean vertically integrated column (Figure 7).

The HCHO concentration measured in (μmol/m2) is given in the below chart 
diagram for 2018–2022. Between March and April 2020, it’s visible in the graph with 

Figure 5. 
The NO2 concentration measured in (μmol/m2) is given in the above chart diagram for 2018–2022. Between 
march and April 2020, it’s visible in the graph with the plummeting of NO2 concentration values near the duration 
of 100 days and rising again with the lifting of lockdown that occurred phase-wise.

Figure 6. 
The measured UV aerosol index concentration is given in the above chart diagram for 2018–2022.
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the plummeting of HCHO concentration values near the duration of 100 days and 
rising again with the lifting of lockdown that occurred phase-wise (Figure 8).

The CH4 concentration measured in (ppmV) is given in the below chart diagram 
for 2018–2022. Between March and April 2020, it’s visible in the graph with the 

Figure 8. 
The HCHO concentration measured in the above chart diagram for 2018–2022.

Figure 9. 
The CH4 concentration measured in (ppmV) is given in the above chart diagram for 2018–2022.

Figure 7. 
The CO concentration measured in the above chart diagram for 2018–2022.
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plummeting of CH4 concentration values near the duration of 100 days and rising 
again with the lifting of lockdown that occurred phase-wise (Figures 9 and 10).

5. Conclusion

This paper discusses the results and discussions we showcase as a part of our study. 
In this paper, we have analyzed the impact of COVID-19 lockdown measures on air 
quality around the region of pan India, explicitly focusing on the state of Himachal 
Pradesh. These were based on the understanding and the observations of several trace 
gases from the Sentinel-5P. Sentinel-5P provides daily, global observations of multiple 
trace gases. The measured vertical column amounts are driven by emissions, includ-
ing atmospheric, chemical source, and destination processes with multi-dimensional 
changes. We analyzed the time series of trace gas measurements from pan India to the 
regional level (state of Himachal Pradesh) and made a calculative comparison. We 
looked into the regional impacts of COVID-19 lockdown measures on the ambient air 
quality and anthropogenic emissions.

Furthermore, for the first time, we used a combination of five trace gases observed 
by Sentinel-5P, specifically NO2, SO2, CO, HCHO, and CH4, to assess the impact 
of COVID-19-related lockdown measures on the trace gas concentrations levels. 
TROPOMI data have been used to analyze the implications of COVID-19 lockdown 
measures on the ambient air quality and air pollution levels. These studies have been 
based on NO2 observations more than the other trace gases. We contemplate that the 
combined use of available trace gases from TROPOMI and the high spatial resolution 
of the sensor platform has massive potential for a significantly improved sector-
specific analysis of the impact of the COVID-19 lockdown measures than previously 
encountered.
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The figure depicts the TROPOMI explorer (an application to visualize air pollutant time series data).
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Chapter 9

CA-Markov Approach in Dynamic
Modelling of LULCC Using ESA
CCI Products over Zambia
Charles Bwalya Chisanga, Chizumba C. Shepande
and Edson Nkonde

Abstract

The Markov, Cell Atom and CA-Markov modules in TerrSet v19.0 have been
applied to predict LULC maps for 2030 over Zambia. The European Space
Agency Climate Change Initiative (ESA CCI) classified LULC maps for 2000,
2010 and 2020 were used in this study. The ESA-CCI LULC maps were reclassified
using QGIS 3.20 into 10 classes. The 2000 and 2010 LULC maps were used to
predict the 2020 LULC maps. The Kappa statistics between the 2020 reference and
predicted LULC maps was kappa (0.9918). The probability and transition matrix
between the 2010 and 2020 LULC maps were used as inputs into the CA-Markov
module to generate the 2030 LULC map. The LULCC from 2020-2030 shows an
expansion and contraction of different classes. However, Built-up (42.38% [481.82
km2]) constitutes major changes among the LULC classes. However, Cropland,
Dense forest, Grassland, Wetland and Bare land will reduce by 376.00, 1087.65, 70.60,
26.67 and 0.36 km2, respectively. Other LULC changes from 2020-2030 are in
seasonally flooded grassland (94.66 km2), Sparse forest (497.05 km2), Shrub land
(410.11 km2) and Water body (77.63 km2). The prediction of future LULC from
historical LULC using CA-Markov model plays a significant role in policy making and
land use planning.

Keywords: CA-Markov, cellular automata, ESA CCI, LULC, Markov

1. Introduction

Land use/land cover (LULC) has been defined as the physical composition and
characteristics of land elements on the earth’s surface [1]. The changes in LULC are
caused by both natural and anthropogenic factors such as deforestation, and the
intensification of agriculture [1–3]. Leta et al. [2] noted that the changes in LULC
involve multifaceted processes that are dynamic, non-linear human-nature interac-
tions that cause substantial land surface changes. The world-wide changes in LULC
trajectory in the recent past have been characterised by gains and losses in agriculture
and forests, respectively [2–4]. Researchers like Leta et al. [2], Pérez-Vega et al. [4],

187



and Kolb et al. [5] argue that LULC changes are associated with major changes in
forest land to agriculture, built-up and deforestation.

The dynamics of LULC change may be monitored using remotely sensed data
(satellite imagery). The satellite imagery data is provided at different spatial, temporal
and spectral resolutions and this is used to detect changes on the earth’s surface [6]. The
prediction of LULC change is vital in strategic developmental plans and in the manage-
ment of LULC [7, 8]. There are myriads of Land Use Land Cover Change (LUCC)
models that have been developed and these includes; Markov model, Cellular Automata
(CA) models, statistical models, GeoMod, evolutionary models, CLUE-S model, hybrid
models and multi-agent models [9–13]. Markov models can quantitatively predict the
dynamic changes in landscape patterns [13]. Unfortunately, these models cannot
resolve the spatial patterns of landscape change [10, 14]. Conversely, the CAmodels can
predict the spatial distribution of landscape patterns but fail to predict temporal changes
[13]. Because of the above reasons, researchers use a combination of CA and Markov to
model LULCC dynamically [10, 13]. The most convenient tool used in simulating the
spatio-temporal LULCC and processes in the landscape is the CA-Markov model [11, 15,
16]. Researchers have used the CA-Markov model to model dynamically the spatio-
temporal LULCC and predict future scenarios [15, 17–26].

Using a Markov process, the future state of a system can be simulated using the
immediately preceding state [8]. The Markov model describes LULC change from one
time period to another and this is the basis used to project future changes [8, 27]. The
Markov outputs are the transition probability, area matrices and probability images of
LULC change from the initial time to time two which displays the nature of change as
the basis for projecting a future time period. The LULCC has been analysed in Europe,
USA, South America, Asia and Africa [2, 28]. The expansion of agricultural fields in
Africa has been influenced by population growth [2]. Agriculture has been recognised
as the main driver of land use change (LUC). The dynamics of urban growth are
linked to factors associated with demography especially in developing countries.

The future LULC condition can be determined using modelling such as CA-Markov
models. The CA-Markov is a combination of cellular automata andMarkov. It is a LULC
prediction procedure that adds an element of spatial contiguity and the likely spatial
distribution of transitions to Markov change analysis [10]. The CA-Markov models can
be used to model and monitor LULC change at spatial and temporal scale [8]. It has
been used by [27, 29–31] to successfully model future LULCC.

Researchers involved in LULCC agree that the intellectual foundation of validation
for land use change models is insufficient [2]. The literature reviewed suggest insuffi-
cient research on rigorous validation of LUCC models has been conducted [32, 33]. The
objectives of this study were to investigate and analyse the spatio-temporal ESA CCI
LULCC for 2000, 2010 and 2020 and to predict LULCC for 2030. The study attempts to
analyse the spatio-temporal LULC change based on 2000, 2010, 2020 and 2030 using
Zambia as a case study. The study also simulated the spatial variation in LULC change in
2000, 2010 and 2020 and used CA-Markov model to predict 2030 LULCC.

2. Materials and methods

2.1 Study area

The study covers the whole country, Zambia is used in this as shown in Figure 1.
It is located in southern Africa and its spatial extent is between �8.27o to �18.075o
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latitude South and 22.00o to 33.7o longitude East. Zambia is divided into three
Agro-ecological Regions (AERI, AERII and AERIII) and ten provinces as shown in the
figure below.

2.2 Sources of classified satellite imagery data

The global land cover maps utilised in this study were the European Space Agency
Climate Change Initiative (ESA CCI) datasets [34, 35]. The LULC maps for 2000, 2010
and 2020 were downloaded from the ESA web site (https://cds.climate.copernicus.eu/
cdsapp#!/dataset/satellite-land-cover?tab=form). The LULC maps for Zambia were
clipped using the shapefiles for the administrative boundary. The annual ESA CCI
LULC maps v2.1.1 (2000, 2010) and v2.0.7 (2020) have better quality in the classifica-
tion and representation of change compared to v1.6.1 epoch-based datasets. The spatial
resolutions of the LULCmaps are at 300m. These maps are reliable and cover the whole
globe [34, 35]. The individual pixel value matches the labels of the land cover classes as
defined by the United Nations (UN) Land Cover Classification System LCCS [35]. The
UN LCCS classifiers having 22 classes makes provisions for further conversion into the
Plant Functional Types distribution required by the Earth System Models. The global
land cover datasets are produced in Coordinate Reference System (CRS).

2.3 Reclassification of land use types

The ESA CCI LULC datasets have 22 classes [34, 35] which were reclassified into
10 classes (Table 1). The reference for integration into 10 classes is the Food and

Figure 1.
Location of Zambia in southern Africa.
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Agriculture (FAO) Openforis EarthMap and Vito Landcover viewer tools located at
http://www.openforis.org/newwebsite/tools/earth-map.html and https://lcviewer.
vito.be. The ESA 22+ classes were reclassified into 10 classes using r.reclass module in
QGIS software.

2.4 Land use and land cover change using CA-Markov model

Researchers have used CA-Markov to monitor LULCC and predictions [12, 15,
17, 19–22, 25, 26]. The CA-Markov model in TerrSet v19.0 has been adopted in this
study to obtain reliable results for Zambia. The 2030 LULC map was predicted based
on the state of 2020 LULC. The CA-Markov model in TerrSet v19.0 uses a Markov,
CellAtom (Cellular Automata) and CA-Markov modules [10, 11]. The CA-Markov
model was used to calculate the amounts of change that may occur to some selected
locations in the future [10, 11]. It analyses two qualitative LULC maps from different
dates and produces a transition matrix, a transition areas matrix, and a set of condi-
tional probability images [10]. The CA-Markov model is a stochastic process model
that describes the probability of change from one date to another [2]. The transition
probability would be the probability that a land cover type (pixels) at the initial time
(t0) changes to another land cover type at the second time (t1). The changes in LULC
between 2000 and 2010 were used to develop a transition probability, area matrices
and probability images.

The Markov modules were used to generate the suitability transition images and
change matrix. The cellular automata transition rule was implemented in TerrSet
v19.0 using a combination of FILTER and RECLASS modules [10]. The CellAtom
module was used to generate transition suitability images. The FILTER and RECLASS
modules were used to create filters and reclassifying the LULC maps before
implementing the cellular automata transition rules [10]. On the other hand, the CA-
Markov module output was the 2020 predicted LULC map. The VALIDATE module
was used to produce the kappa statistics using the 2020 reference LULC map and the

Class name 2000 2010 2020

Area in km2

1 Cropland 45733.401 46380.686 46055.166

2 Seasonally, flooded grassland 16348.384 16284.212 16369.564

3 Sparse forest 66244.035 65002.903 65425.752

4 Dense forest 444321.515 450001.335 449153.425

5 Shrub land 129878.716 123798.324 123985.97

6 Grassland 8333.316 8286.197 8216.149

7 Wetlands 27777.511 28531.536 28540.857

8 Built-up 401.316 642.154 1102.362

9 Bare land 41.93 45.207 44.571

10 Waterbody 13947.966 14055.535 14134.276

Total 753028.09 753028.09 753028.09

Table 1.
Classified LULC map of 2000, 2010 and 2020 in square kilometres.
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2020 predicted LULC map. More details on how the process was implemented are
provided by Eastman [11].

2.5 Validation of the simulated map

An important stage in the development of any predictive change model is valida-
tion [10]. Validation is a procedure used to assess the quality of the predicted LULC
map against a reference map [2]. The 2020 predicted LULC map was validated using
the 2020 reference LULCmap. The VALIDATE module in TerrSet v19.0 [11] was used
as it provides a comparative analysis based on the Kappa Index of Agreement (KIA).
KIA is essentially a statement of proportional accuracy, adjusted for chance agreement
[36]. The kappa for stratum level location (KlocationStrata) is a quantification of the
spatial accuracy within pre-identified strata, and it indicates how well the grid cells
are situated within the strata [11]. The blend of Kstandard, Kno, Klocation, and
Klocation strata scores is considered for a comprehensive evaluation of the overall
accuracy both in terms of location and quantity. The statistics; AgreementQuantity,
AgreementChance, AgreementGridCell, DisagreementGridCell, and Disagreement-
Quantity are used to ascertain the strength of the agreement. The Kstandard, Kno,
Klocation, KlocationStrata, AgreeGridcell and AgreeQuantity were used in validating
the accuracy of the prediction LULC map. The possible ranges of map comparison and
level of kappa agreement values are shown in Table 2.

3. Results and discussion

3.1 Gains and losses in LULC

The gains and losses by category are shown in Table 3. All LULC classes experi-
enced gains and losses except Bare land and Built-up. Built-up and Bare land catego-
ries had gains and losses from 2000 to 2010, 2010–2020 and 2000–2020, respectively.
The Built-up class from 2000 to 2020 increased by 697.62 km2. From 2000 to 2020,
the net gains in cropland, dense forest, wetland and water body were relatively large.
Sparse forest, shrub land and grassland LULC were converted to other LULC classes.
The sparse forest, shrub land and grassland LULC classes experienced net losses to
other classes.

The LULCC from 2000 to 2020 in km2 is shown in Table 4. Cropland, dense
forest, wetlands, built-up, bare land and water body had an overall increase of 1.40%,
1.26%, 2.64%, 37.5, 7.25% and 0.77% from 2000 to 2010, respectively. However, there

Number Values Strength of agreement

1 <0 Poor

2 0.01–0.40 Slight

3 0.41–0.60 Moderate

4 0.61–0.80 Substantial

5 0.81–1.00 Almost Perfect

Table 2.
Comparison and level of kappa agreement values [2, 37].
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was an overall reduction of 0.39%, 1.91%, 4.91% and 0.57% in seasonally flooded
grassland, sparse forest, shrub land, and grassland from 2000 to 2010, respectively.
During 2010 and 2020, cropland, dense forest, grassland and bare land experienced a
reduction of 0.71%, 0.19%, 0.85% and 1.43%, respectively. There was an overall
increase in seasonally flooded grassland, sparse forest, shrub land, wetland, built-up
and water body as shown in Table 4. Leta et al. [2] observed that the expansion of
agricultural land for both domestic and commercial production are drivers of LULC
change. Furthermore, cropland is on an increase while shrub land, forest and grass-
land are decreasing in the world.

From 2000 to 2020, cropland, dense forest, wetlands, built-up, bare land and
water body had an overall increase of 3.28%, 1.92%, 8.27%, 56.98, 28.03% and 2.01%,

Class name Actual Actual Actual Predictions

2000–2010 2010–2020 2000–2020 2020–2030

Gains losses Gains losses Gains losses Gains losses

Cropland 1001.85 351.11 409.61 733.82 1388.32 1061.81 424.08 798.78

Seasonally, flooded
grassland

197.81 262.67 272.80 188.04 464.71 444.81 282.57 188.50

Sparse forest 1257.64 2481.92 1497.22 1076.09 2710.59 3514.15 1599.30 1104.65

Dense forest 9205.64 3492.13 2377.90 3218.78 11426.64 6554.02 2453.63 3533.13

Shrub land 1597.37 7723.25 1763.11 1578.30 3234.90 9175.97 2016.56 1609.81

Grassland 84.58 131.75 37.41 107.61 120.78 238.16 38.51 109.27

Wetlands 995.02 247.65 140.41 131.10 1117.37 360.69 143.91 170.44

Built-up 239.82 0.00 457.80 0.00 697.62 0.00 479.36 0.00

Bare land 7.83 4.61 5.62 6.26 10.32 10.32 5.62 5.99

Waterbody 210.98 103.00 141.61 63.48 329.83 143.72 144.46 67.44

Table 3.
Gains and losses by category.

Class name 2000–2010 % Δ 2010–2020 % Δ 2000–2020 % Δ

Cropland 647.29 1.40 �325.52 �0.71 1550.23 3.28

Seasonally, flooded grassland �64.17 �0.39 85.35 0.52 �72.99 �0.45

Sparse forest �1241.13 �1.91 422.85 0.65 �2104.61 �3.28

Dense forest 5679.82 1.26 �847.91 �0.19 8689.64 1.92

Shrub land �6080.39 �4.91 187.65 0.15 �11318.34 �9.55

Grassland �47.12 �0.57 �70.05 �0.85 �81.00 �0.98

Wetlands 754.03 2.64 9.32 0.03 2503.33 8.27

Built-up 240.84 37.50 460.21 41.75 531.60 56.98

Bare land 3.28 7.25 �0.64 �1.43 16.33 28.03

Waterbody 107.57 0.77 78.74 0.56 285.81 2.01

Table 4.
LULCC from 2000 to 2020 in km2.
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respectively. However, there was an overall reduction in seasonally flooded grassland,
sparse forest, shrub land and grassland by 0.45%, 3.28%, 9.55% and 0.98%, respec-
tively. The LULCC analysis of 2000 to 2010, 2010 to 2020 and 2000 to 2020, results
indicated a positive increase in built-up and water body. Rapid population growth and
migration of people from rural to urban areas have resulted in unprecedented changes
in LULC. From 2000 to 2010, 2010–2020 and 2000–2020, built-up class had the
largest increase at 37.50%, 41.75% and 56.98% followed by bare land at 7.25% (2000–
2010) and 28.03% (2000–2020). Shrub land experienced a loss of 4.91% (2000–2010)
and 9.55% (2000–2020) to other LULC classes. An increase in built-up and cropland
LULC classes is anticipated to meet the demand of the population for residential and
food production. This should be taken into consideration by policy makers and plan-
ners in future land use plans for sustainable management of natural resources such as
soil fertility, water resources and forests (Figure 2).

3.2 Transition matrices for Markov 2020 and 2030 prediction

The transition matrix of Markov 2020 and 2030 predictions is shown in Tables 5
and 6. The CA-Markov model is simple to calibrate and can simulate LULCC dynam-
ically with high efficiency [12]. Furthermore, it can simulate complex and multiple
land cover patterns. The combination of Markov and Cellular Automata (CA-Markov)
allows simulating the evolution of the geographical area represented by pixels. CA-
Markov is a combined cellular automata/Markov change LULC prediction procedure
that adds an element of spatial contiguity as well as knowledge of the likely spatial
distribution of transitions to Markov change analysis [10]. Each pixel can take a value

Figure 2.
Classified LULC for 2000, 2010, 2020 and 2030.
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from a finite set of states. All pixels are affected by a transition function that takes as
arguments of the measured values and values of the neighbouring pixels as a function
of time [8, 10, 38].

3.3 Validation of CA-Markov LULC prediction results

Table 7 shows the statistics of model validation. The Kappa Index of Agreement
(KIA), Kno (kappa for no information), Klocation (kappa for location), Kstandard
(kappa for standard), and KlocationStrata (kappa for stratum-level location) [39]

C 1 C 2 C 3 C 4 C 5 C 6 C 7 C 8 C 9 C 10

C 1 0.9824 0.0000 0.0000 0.0112 0.0060 0.0000 0.0000 0.0004 0.0000 0.0000

C 2 0.0000 0.9741 0.0000 0.0224 0.0034 0.0000 0.0000 0.0000 0.0000 0.0001

C 3 0.0000 0.0000 0.9527 0.0418 0.0051 0.0000 0.0000 0.0003 0.0000 0.0000

C 4 0.0026 0.0008 0.0036 0.9822 0.0056 0.0004 0.0046 0.0000 0.0000 0.0002

C 5 0.0043 0.0003 0.0050 0.0572 0.9311 0.0001 0.0001 0.0017 0.0000 0.0003

C 6 0.0017 0.0002 0.0002 0.0055 0.0113 0.9742 0.0000 0.0031 0.0000 0.0038

C 7 0.0000 0.0000 0.0000 0.0086 0.0010 0.0000 0.9811 0.0000 0.0000 0.0093

C 8 0.0011 0.0011 0.0011 0.0011 0.0011 0.0011 0.0011 0.9900 0.0011 0.0011

C 9 0.0095 0.0000 0.0024 0.0000 0.0000 0.0000 0.0000 0.1071 0.8810 0.0000

C 10 0.0001 0.0000 0.0002 0.0010 0.0018 0.0001 0.0141 0.0000 0.0000 0.9826

C 1 = Cropland; C 2 = Seasonally & flooded grassland; C 3 = Sparse forest; C 4 = Dense forest; C 5 = Shrub land;
C 6 = Grassland; C 7 = Wetland; C 8 = Built-up; C 9 = Bare land; C 10 = Waterbody.

Table 5.
Transition matrix of Markov 2020 prediction based on LULC maps 2000 and 2010.

C 1 C 2 C 3 C 4 C 5 C 6 C 7 C 8 C 9 C 10

C 1 0.9743 0.0000 0.0000 0.0137 0.0102 0.0000 0.0000 0.0017 0.0000 0.0000

C 2 0.0000 0.9786 0.0000 0.0190 0.0023 0.0000 0.0000 0.0001 0.0000 0.0000

C 3 0.0000 0.0000 0.9735 0.0218 0.0038 0.0000 0.0000 0.0009 0.0000 0.0000

C 4 0.0016 0.0012 0.0070 0.9829 0.0064 0.0001 0.0005 0.0001 0.0000 0.0001

C 5 0.0013 0.0006 0.0027 0.0127 0.9774 0.0002 0.0000 0.0047 0.0000 0.0005

C 6 0.0020 0.0001 0.0002 0.0018 0.0148 0.9770 0.0000 0.0039 0.0000 0.0003

C 7 0.0000 0.0000 0.0000 0.0040 0.0013 0.0000 0.9854 0.0000 0.0000 0.0092

C 8 0.0011 0.0011 0.0011 0.0011 0.0011 0.0011 0.0011 0.9900 0.0011 0.0011

C 9 0.0087 0.0000 0.0000 0.0022 0.0130 0.0000 0.0000 0.1238 0.8523 0.0000

C 10 0.0006 0.0000 0.0000 0.0004 0.0021 0.0004 0.0109 0.0000 0.0000 0.9855

C 1 = Cropland; C 2 = Seasonally & flooded grassland; C 3 = Sparse forest; C 4 = Dense forest; C 5 = Shrub land;
C 6 = Grassland; C 7 = Wetland; C 8 = Built-up; C 9 = Bare land; C 10 = Waterbody.

Table 6.
Transition matrix of Markov 2030 prediction based on LULC maps 2010 and 2020.
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shown in Table 7 indicate the accuracy of the prediction. The Kstandard, Kno,
Klocation, KlocationStrata, AgreeGridcell, AgreeStrata, AgreeQuantity, AgreeChange,
DisagreeQuantity, DisagreeStrata and DisagreeGridcell using user-defined filters of
3x3, 5x5 and 7.7 shown in Table 7 indicate the performance of the prediction. The Kno
indicates the agreement between the 2020 reference and 2020 predicted LULC map.
The Klocation was almost perfect and indicated the spatial accuracy in the overall
LULC in each category between the predicted and reference map [40]. Table 8 shows
the comparison between the predicted and reference LULC map. The overall Kappa

Filter 3 x 3 Filter 5 x 5 Filter 7 x 7

Kstandard 0.9918 0.9918 0.9917

Kno 0.9939 0.9939 0.9938

Klocation 0.9932 0.9932 0.9932

KlocationStrata 0.9932 0.9932 0.9932

kappa 0.9918 0.9918 0.9917

AgreeGridcell 0.6707 0.6706 0.6706

AgreeStrata 0.000 0.000 0.0000

AgreeQuantity 0.2329 0.2329 0.2329

AgreeChance 0.0909 0.0909 0.0909

DisagreeQuantity 0.0010 0.0010 0.0010

DisagreeStrata 0.0000 0.0000 0.0000

DisagreeGridcell 0.0046 0.0046 0.0046

Table 7.
Kappa statistics for 2020 reference versus 2020 predicted LULC map.

Class name 2020 reference 2020 predicted Difference between reference
and predicted

Filter5x5 Area km2 %

1 Cropland 46055.166 47283.635 �1228.5 �0.16

2 Seasonally, flooded grassland 16369.564 16275.393 94.171 0.01

3 Sparse forest 65425.752 64139.428 1286.32 0.17

4 Dense forest 449153.425 453011.151 �3857.7 �0.51

5 Shrub land 123985.97 118560.381 5425.59 0.72

6 Grassland 8216.149 8252.317 �36.168 0.00

7 Wetlands 28540.857 30280.842 �1740 �0.23

8 Built-up 1102.362 932.914 169.448 0.02

9 Bare land 44.571 58.258 �13.687 0.00

10 Waterbody 14134.276 14233.771 �99.495 �0.01

Total 753028.092 753028.092

Table 8.
Comparison of 2020 reference and 2020 predicted LULC map.
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between the 2020 reference and 2020 predicted map was 0.9918. The results indicate
that reference and predicted LULC maps have many similarities. The difference
between the maps is due to changes that will take place in the future LULC maps.

3.4 Predicted LULCC in 2030

Figure 2 shows the 2000, 2010, 2020 and 2030 LULCC maps over Zambia. The
Built-up constitutes major changes among the LULC classes with an increasing trend
at 42.38% (481.82 km2) from 2020 to 2030 (Table 8, Figure 3). Researchers such as
Jain et al. [41] have observed that built-up areas have increased while forests have
decreased. The growth in built-up consequently causes a reduction in cropland or
agricultural land. The 2020 to 2030 LULC prediction maps indicate that Cropland,
Dense forest, Grassland, Wetland and Bare land will reduce by 0.82% (376.00 km2),
0.24% (1087.65 km2), 0.86% (70.60 km2), 0.09% (26.67 km2) and 0.80% (0.36 km2),
respectively. However, LULC classes of seasonally flooded grassland (0.58%,
94.66 km2), Sparse forest (0.76%, 497.05 km2), Shrub land (0.33%, 410.11 km2),
Built-up (42.38%, 481.82 km2) and Water body (0.55%, 77.63 km2) will increase from
2020 to 2030. Analysing historical LULCC from future LULCC using CA-Markov
plays a significant role in forest management and land use planning [29, 31]. The
CA-Markov model can be applied in modelling and quantifying transition rates and
different states of diverse land uses [24]. The CA-Markov model can simulate larger
areas efficiently [13] such has been undertaken in this study. However, CA-Markov is
very sensitive in simulating smaller regions as noted by [13, 42].

The gains and losses by category indicate that Built-up will have gains of
479.36 km2 between 2020 and 2030. The Cropland, Dense forest, Grassland, Wetland
and Bare land LULC categories will experience greater losses compared to gains as
shown in Table 9. On the other hand, seasonally flooded grassland, Sparse forest,
Shrub land and Water body LULC categories will experience greater gains than losses.
Therefore, LULC prediction is important as it contributes to national, and regional
planning and management of natural resources [3].

Figure 3.
Gains and losses by categories of LULC from 2020 to 2030 over Zambia.
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4. Conclusions

The prediction of future LULC from historical LULC using CA-Markov model
plays a significant role in policy making, land use planning and in natural resource
management. There are major changes in built-up areas during the historical
(2000 and 2020) and future (2030). An increase in built-up and cropland LULC
classes is anticipated to meet the demand of the population for residential and food
production. This should be taken into consideration by policy makers and planners
in future land use plans for sustainable management of natural resources. This
study has shown that the ESA CCI products can be used in LULC analysis and in
predicting future LULCC.
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Chapter 10

Strategically Planning of
Hydroelectric Projects for Reduce
the Physical Vulnerability of
Landscape in Upper Sutlej Valley,
Western Himalayas, India
Amit Kumar Jamwal and Vikram Sharma

Abstract

Hydropower’s development in the Himalayas region is major concern because area is
prone to the geo hazards. The high vulnerability of physical landscape pays attention on
the planning of hydropower’s projects. This qualitative empirical research in western
Himalayas, present the vulnerability of region and impacts of hydroelectric projects on
physical landscape. The IPCC frame work of vulnerability assessment was used to assess
the vulnerability in upper Sutlej valley. The indicator based methodology and
Geographic information System (GIS) & Remote Sensing (RS) applications were
adopted to highlight the impacts and vulnerability. The strategic buffering equal
distance analysis was done and this indicates the ignorance of hydropower planning
processes. The GIS mapping indicated the excessive development of hydroelectric
projects in single river valley and strategic planning emphasizes to follow aerial
equidistance between two projects while introducing hydropower projects in the Sutlej
valley or any other valleys of the Himalayas region. The suggested strategy shall control
the physical, social and economic losses in study region. In addition, this strategy will
work as guidelines to develop hydropower projects in other valleys of the Himalaya.

Keywords: Himalayas, hydropower’s, hazards, vulnerability

1. Introduction

Hydropower project not leads to environmental air, soil, water pollution and
believed as the source of green energy. But in recent time hydropower’s development
become the major concern in Himalayas region because of hazards vulnerability and
its impacts [1] Upper Valley of Sutlej River is known for its major hydroelectric pro-
jects (25) of different phases and categories which included the 4 projects were
commissioned, 4 projects were under construction, 9 were of under commissioned
and 6 were of under investigation [2] (Figure 1). The upper valley of River Satluj was
highly affected because of landslides incidences. These incidences were common in
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Himalaya’s region but here frequency of these incidences were very high, It was
evident from the previous study that maximum landslides incidences were occurred
because of its fragile topography and haphazard development of hydroelectric pro-
jects [3]. The active landslides (Sudha Rang Dakhu, Shongtong, Urni, Tapari) were
noticed in the region because of the slope failure incidences [4].

The social issues were related to the livelihood, properties, horticulture and agri-
culture losses were also observed in the study region [5]. The main objectives of the
research were to observe the physical vulnerability and develop strategic planning of
hydroelectric projects development. Vulnerability assessment is basically interaction
of exposure, susceptibility and resilience of system. The system exposure indicates the
threatening from the environmental and manmade hazards. The susceptibility of
system raises its weakness through environment exposure. The resilience of the sys-
tem is the strategic, technical part of planning where procedures are adopted and
suggested to make resilient the system. The indicator ranking based methodology is
one of important method to assess the vulnerability of selected region [6]. The cumu-
lative environmental impact assessment methodology was adopted in river valley of
western Himalayas region. This includes the study of two important river valley
Yamuna, Alaknanda and Satluj river valley. It was evident from the cumulative impact
assessments reports that all river valleys have same environment issues (Degradation
of physical landscapes and loss of livelihood options) which were results of haphazard
hydropower’s development [7]. The identified problems related to the high number of
hydropower’s project were found in one river valley without following the any
equidistance and buffering of hydro projects. Secondary research also revealed that if
we follow the strategy of equidistance and buffers of hydroelectric projects then we
can control the physical degradation of landscape [6].

Figure 1.
Location of hydroelectric projects in Kinnaur district, upper Satluj Valley.
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2. Study area

The study region of the upper Satluj valley in Himachal Pradesh was extend from
310 300 12”N to 320 22016”N and 770 40016″E to790 13016″E and also covered the area of
6450km2. The study region has high altitude which extended from 1200 m to 6705 m.
The valley area was divided into two broad categories on the basis of climatic condi-
tion. The upper part of the Satluj valley had the climate types of semi-arid to arid
temperate. Lower part of valley has high rainfall (816 mm) and the maximum pre-
cipitations (1278 mm) were occurred as a snowfall in upper part of valley. The study
region is known for its complexities such as high dissection, low green cover (8%),
high degree of slope (80% slope area > 30), high incidences of flash floods and
landslides. The temperature of the upper part of valley is very low throughout the year
but in winter season (December to February) is 8 degree C and can dip as low as �7
degree C. The highest temperature recorded in tapari was 300c in month of June and
average high temperature was 15-200c. March to august. The region is known for its
dry fruits (pine nuts; Pinus gerardiana) and apples (Alphonso, Kinnauri apple)
orchards based livelihood.

3. Material and methods

Strategically planning of hydroelectric projects for avoiding the physical vulnera-
bility of landscape in Sutlej valley was done on the basis of sensitivity (impacts) and
selective indicators. The indicators were selected on the basis of their degree of
sensitivity. Slope, aspect, lithology, soil texture, slope profile, relative relief, landslide,
flood, earthquakes, social aspect indicators were taken. The indicators were classified
into its subclasses and then the adverse impacts were observe, perceived and analyzed
on these subclasses. The studied were conducted with in the buffer of 10 km form the
main river [8]. The impacts of anthropogenic activities were studied within the buffer
of 10 km from the main river. All indicators were studied with in the buffer of 10 km
form the main river. The vulnerability index was generated for study area. The
vulnerability indexes were analyzed on the basis of impacts and vulnerability rela-
tionship. The negative (1) and positive (2) relationship were analyzed on the basis of
vulnerability formula (Figure 2) [9].

Xij Nð Þ ¼ Max Xijð Þ–Xij
Max Xijð Þ �Min Xijð Þ (1)

Xij pð Þ ¼ Xij�Min Xijð Þ
Max Xijð Þ �Min Xijð Þ (2)

The geographic information system was used to analyze the sub classes. The GIS
data based was generated from the Raster and vector data set. The qualitative and
quantities values were normalized from 0 to 1. The software of ARC GIS, ERDAS were
used to geo processed the raster and vector data set. Slope, slope aspect, slope profile,
channel gradient, relative relief were analyzed on the basis of DEM (30 m). Soil
texture, geological structure, Lithology map were prepared from the secondary map at
the scale of 1:50,000. These parameters were also crossed verified in field with the
help of GPS (Global Poisoning System).The different classes of land use land cover
were studied on the basis of satellites images (ETM+2019; 30 m). Earthquake
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occurrence maps were prepared on the basis of secondary data (Earthquakes point
data from 1901 to 2020) of incorporated research institution for seismology (IRIS)
and SJVNL (2020).Rock fall, debris fall, debris slide, rock slide, rock creep and soil
creep landslides were identified on the satellite images and ground observation were
done with the help of GPS., the numbers of landslide incidences pixels were counted
for different parameters such as slope, slope aspect, soil texture and land use to know
the landslides status on subclasses of indicators. The comprehensive vulnerability
index was used to analyze by using the IPCC, guidelines [10]. The flood incidences
and their impact were analyzed through primary survey. The adaptability of the
region was analyzed on the basis of adaptive indicators. The indictors were analyzed
and quantified on the basis of people perceptions.

During the research period 2015–2020 the five consultative meetings, workshops
were conducted in affected project area. The brainstorming, interactions, observa-
tions, perceptions were taken to analyzed the adaptive matrix of the region. During
these meeting 67 respondents of specialized groups such as civil engineers, environ-
mental engineers, lecturers, environmentalists research scholars and administrative
were participated.

All possible layers of raster and vector were overplayed and sensitivity of the region
was analyzed. The lithology map was extracted from the geological map of Himalayas
at the scale of 1:100000 of geological survey of India (Government of India, 1989).

Figure 2.
Study area upper Satluj Valley district Kinnaur, Himachal Pradesh.
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Soil texture was studied on the basis of field surveys and secondary data. The
information was collected from the National Bureau of Soil Sciences (NBSS), and soil
texture map was prepared at 1:50,000.

4. Result and discussion

VI ¼
P

Xijð ÞpþP
Xijð Þn

K
Vulnerability in lower zone VIð Þ ¼ 7:5

4.1 Slope

The slope is one of the important indicators which indicated the sensitivity of
physical loss. Higher slope degree results in rapid runoff and increased erosion rate
(potential soil loss) with less ground water recharge potential [11]. The slope of the
study area was classified into gentle, moderate, moderate steep, steep, very steep and
vertical. The highest affected area was found under the steep, very steep and vertical.
The vulnerability and physical landscape have positive relationship on the steep
(0.51), very steep (0.51) and vertical slope (1). The negative relationship was found
on the gentle (0) and moderate slope (0.34) which indicated the low sensitivity with
low vulnerability (Table 1).

4.2 Slope aspect

The study region serve high portion of rocky land surface (98.7%) and sandy loam
soil serve only 0.93%. The lowest portion was found under the sandy loam types of
soil (0.2%). The southern aspect of slope had received high sensitivity (14.2) with
positive vulnerability (1). The other aspect of the region such as east (0.75), South east
(0.84), west (0.53) have high vulnerability. The northeast (0.31), east (0.75), south
and west (0.53) have low vulnerability which evident the negative relationship. Pooh
village, there were a large number of landslides occurred during summer-monsoon
season due to snow melting. Soil creep, rock slide and rock fall were the common
features [12].

4.3 Lithology

The rates of change of erosion, landslides are very much controlled by the lithol-
ogy. The limestone topography is more vulnerable for construction with humid cli-
matic condition. But it becomes more resist in the climate of arid to semi-arid [13].
The lithology consists the ortho quartzite, basic volcanic & limestone /dolomite was
very sensitive (4.39) and highly affected which has high vulnerability (1) with
positive vulnerability relationship (1). The high vulnerability was found under the
topography namely (Pg3o) Boulder conglomerate sandstone, shale, clay (0.67), (Pt23)
Slate Phyllite, quartzite, gray shale (0.38), (Y) Granite & granitoid (0.91). The low
vulnerability was recorded under the lithology types of (OC) Limestone, Siltstone
(3.1) and (Pt3e) Greenish gray sandstone (1.79).
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Indicators Classification Sensitivity
(AV)

Relationship Vulnerability
(NV)

Rank
relationship

1. Slope Gentle (0°-5°) 0.24 (�) 0 1(�)

Moderate (5°-10°) 0.58 (�) 0.34 2(�)

Moderate Steep (10°-

18°)

3.71 (+) 0.24 4(+)

Steep (18°-30°) 7.44 (+) 0.51 3(+)

Very steep (30°-45°) 7.53 (+) 0.51 2(+)

Vertical (45°-90°) 14.3 (+) 1 1(+)

2. Slope aspect Flat 0 (�) 0 5(�)

North 2.28 (�) 0.88 3(�)

North East 6.05 (�) 0.31 4(�)

East 10.9 (+) 0.75 2(+)

South East 12.1 (+) 0.84 3(+)

South 14.2 (+) 1 1(+)

South West 2.31 (�) 0.86 2(�)

West 7.95 (+) 0.53 4(+)

North West 0.69 (�) 0.95 1(�)

3. Lithology (Pt1) Regionally
metamorphosed

5.61 (+) 1 2

(Pt3e) Greenish gray
sandstone

1.79 (�) 0.18 2(�)

(Y) Granite
&granitoid

0.91 (+) 0 4(+)

(Pg3o) Boulder
conglomerate

sandstone, shale, clay

4.1 (+) 0.67 2(+)

(OC) Limestone,
Siltstone, shale

3.1 (�) 0.53 1(�)

(Pt23) Slate, Phyllite,
quartzite, gray shale

2.7 (+) 0.38 3(+)

(Pt2) Ortho quartzite,
basic volcanic &

limestone /dolomite

4.39 (+) 0.74 1(+)

4. Soil texture Coarse Texture 3.6 (�) 0.16 2(�)

Fine Texture 6.71 (+) 0.39 2(+)

Medium Texture 1.31 (�) 0 1(�)

Rocky / bad land 13.41 (+) 1 1(+)

5. LULC Settlements 0.21 (+) 0.0075 7(+)

Agricultural land 10.8 (+) 0.73 4(+)

Forest cover 10.2 (+) 0.69 5(+)

Barren / Wasteland 14.1 (+) 0.96 2(+)

Grass / grazing 14.6 (+) 1 1(+)
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4.4 Soil texture

The soil texture of the region was classified in to coarse; fine, medium, rocky/bad
land on the basis of secondary map and direct field observations. The soil of region
was dry and consisting very fine particles and considered as the fine texture of soil.
Such types of soil were found in the area like Tapri, Shongtong, Recongpeo, Powari,
Kyari, Khwani, Pangi, Poh, Dakhu and Khab. The soil erosion is very common during
the summer season (March to June). The rocky surface of the region was highly
affected by the anthropogenic activities (blasting & tunneling) [14]. The Fine texture

Indicators Classification Sensitivity
(AV)

Relationship Vulnerability
(NV)

Rank
relationship

Scrubland 1.46 (�) 0.093 3(�)

Water bodies 2.23 (�) 0.14 6(�)

Snow and glacier 0.1 (�) 0 8(�)

6. Slope profile Summital convexity 3.1 (+) 0.26 4(+)

Rectilinear section 2.5 (+) 0.42 3(+)

Free face 1.7 (�) 1 2(�)

Basal concavity 3.6 (+) 1 1(+)

7. Relative relief RR 4011 10.8 (+) 0.74 2(+)

RR 6014 3.2 (�) 0.24 1(�)

8. River
morphological

Channel Slope
gradients

11.5 (+) 0 2(+)

Channel Slope
gradients

15.7 (+) 1 1(+)

9. Landslides Large (21) 21 (�) 1 2

Landslides(90) 90 (+) 1 1

10. Flood 1 Order streams 2 (�) 0 4(�)

2rd Order streams 8 (�) 0.5 3(�)

3rd Order streams 11 (+) 0.75 2(+)

4rd Order streams 14 (+) 1 1(+)

11. Earthquakes Faults 12.7 (+) 1 1(+)

MCT/Thrusts 11.4 (+) 8.3 2(+)

M � 6.1 6.4 (+) 0.58 3(+)

M � 5.5 4.2 (�) 0 4(+)

12. Social issues Livelihood losses 88 (+) 1 1(�)

Agriculture losses 71 (+) 0.6 3(+)

Horticulture losses 81 (+) 0.83 2(+)

Property losses 45 (+) 0 4(+)

AV = actual Value NV = normalized value; MCT = main central Thrust; LULC = Land use land cover.

Table 1.
Vulnerability assessment index for the lower zone.
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of the soil has high sensitivity (6.71) through the soil erosion and landslides. Fine
texture (1.71) and Rocky/bad land (13.41) surface had high sensitivity and positive
vulnerability score. However the medium texture (0.39) and coarse texture had less
impact (3.6) with low vulnerability. Due to road and dam constructions, the rocky
surface was highly influenced under the anthropogenic activities. Road cutting,
tunneling and blasting were the major causes of the loss of physical landscape.

4.5 Land use and land cover (LULC)

Mass movement was largely influenced by land use and land cover change in the
valley. More than 66.79 km2areas was damaged due to landslides and construction
activities, which include 10.8 km2 agriculture, 10.2 km2 forest, 14.1 km2 wasteland,
14.6 km2 grassland, 1.46 km2 scrubland and 2.23 km2 water bodies. The land degrada-
tion was high due to blasting, road widening and construction activities of hydro-
power. Settlements in an area of about 0.21 km2 were damaged. The highest adversely
affected area of 53.63 km2 under LULC was affected in river valley. The highest
adversely impacted area was occurred in case of wasteland (14.2 km2). Snow covered
area was found scarcely affected. The highest vulnerability was found under the grass/
grazing land 14.6 (1), the waste land of valley was highly affected 2 (0.96) under the
landslides and soil erosion. The scrubland had damaged area (1.46) 0.93 under the
landslides and soil erosion but rarely affected with anthropogenic activities. Forest
cover area of region had positive relationship with soil erosion and landslides [2]. The
vulnerability score of the forest cover was 0.69 and ranked as 5. The agriculture area
of the region was affected due to the landslides and soil erosion. The most of losses
were found because of constructive activities. The water bodies (0.14), snow glacier
areas (8) were also adversely affected.

4.6 Slope profile

Slope profile study was done on the basis of field survey. Free face segment and
summital convexity of hill slopes were very common in the valleys of the Satluj valley,
which cause high degradation of slopes and is also known as waxing slope. The Urni
landslide slope was also affected due to the anthropogenic activities. Tanglling, Powari
and Shongtong HEP area was also affected due to the construction activities.

The field surveys also made clear that most of the debris falls were found on this
segment of slope. These types of slopes were found in the Satluj valley. A concave
element of slope was very commonly found in lower portion of the Satluj valley. The
free face, rectilinear section and summital convexity were affected mainly due to the
construction activities. Summital convexity (3.1), Basal concavity (3.6) had high
sensitivity which indicates the positive relation of impact and vulnerability. The free
face (1.7) and rectilinear (2.5) were less affected by physical loss.

4.7 Relative relief (RR)

GIS analysis indicated the high value of relative relief (RR 5222 m). had the low
vulnerability and indicates the negative value (0.24). Dissection index (DI = RR/AR)
showed high value (0.64–0.93) indicating high vulnerability in terms of soil erosion,
mass movement and flood in the Satluj valley [15]. The relative relief namely RR

4011 m had high sensitivity which indicates the high vulnerability (7.4).
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4.8 River morphological aspect

The river slope gradient was varies from 11.50 to 15.70 and the average channel
slope gradient was 13.50. The high average slope gradient was one of the favorable
conditions for the development of hydroelectric projects in this valley. The high slope
gradient region had the highest number of allocated hydropower projects. High chan-
nel slope gradient is directly proposal to the high potential energy (Pe) and high
kinetic energy (Ke). The high slope gradient region had the high sensitivity and
vulnerability (1). The study region had the low drainage density (Dd = 0.32) and low
texture of river. Higher the drainage density indicated the high surface runoff and
high yield to soil erosion. But here low drainage texture and low value of bifurcation
ratio (Rb 1.84) indicates that river channel had not strongly controlled by the parent
rock. Because of that reason the region more vulnerable during the time of flash flood.
The climate condition, vegetation covered, anthropogenic activities types factors had
adverse impact on the river morphology. The valley was characteristic for a trellised
drainage pattern. Here, stream pattern was turned towards the regional slope and
geological structures like folds and faults.

4.9 Social issues

Livelihood, agriculture, horticulture and properties losses were major elements of
social environment. The social issues were very sensitive in this region. The region has
complex topography with adverse climatic condition. The agriculture and horticulture
are main livelihood option in this region. The total geographic area was 624,000
hectare out of which 7.07 was cultivable land, 124,000 hectare was non agriculture
and barren and uncultivable land was only 131.1200 hectare. The livelihood losses
were commonly observed in the affected area under the constructed hydroelectric
project [16]. The high sensitivity was found under the livelihood losses (1) and
horticulture losses (0.83). The agriculture (0.6) and property losses (45) were ranked
3 and 4 respectively.

4.10 Landslide

The economic as well as loss of life due to landslides were considerably increased in
the last century, and most of the landslides are due to global climate change, such as,
El Niño and human activities [17]. Topographic variance (434–6448 m asml) influ-
ences precipitation pattern in the study region. Annual isohyets varied from 100 to
1400 mm. Rainfall decreased in this valley from the lesser to the Greater Himalaya.
The lower part of valley of the Satluj valley falls under the sub-humid temperate to
humid region. Here, rainfall pattern varied from 300 mm to 1400 mm. Total 111
landslides were identified out of which 21 were large (>0.198 km2) and 90 were small
(<0.198 km2). The maximum numbers of landslides were noticed along the River
Satluj and their validation was done through the GPS survey. Steep slopes, high relief,
number of structural discontinuities and underlying geology were combined with
anthropogenic activities which decrease the stability of slope [18]. Steep and vertical
slopes have high degree of landslides. The highest affected area was found under the
micro landslides, because these landslides were more in number. The constructed area
of region was adversely affected under the anthropogenic activities which were
ranked as 1. The area was affected under the large landslides ranked as 2 (Table 1).
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4.11 Flood

Satluj valley is known for its divesting flood events the flood incidences were
observed in 1993, 1995, 1997, 2000, 2005, 2007 and 2013. During the flash flood the
water level was raise up to 15 � 20 m from the normal water level and its water label
go up to 10–12 time more than the normal water discharge. The main river of region
consist the 4 type’s stream; the first order (0) and second order stream (0.5) had the
negative relation between flood and sensitivity. The 3 orders (0.75) and 4 order
streams (1) had the positive relationship of sensitivity [19]. It was made clear from the
GIS study that affected area 139 km2 due to flood was found and out of which 80 km2

was found under high vulnerability.

4.12 Earthquake occurrences

The earthquakes occurrences were commonly observed in the study region. The
3.2 to 6.5 tremors of earthquakes were recorded in region. These earthquakes were
sufficient to generate the landslides at micro and macro level. The study region have
number of faults and MCT (main central thrust, separates the Greater Himalaya from
the Lesser Himalaya) and faults were found in the lower zone where the Main
Boundary Fault (MBF) passing through the region. However, sediment flux might be
affected largely due to stronger earthquakes with greater magnitudes of MS > 7 [20].
Despite, seismically active mountain belts have shown link between earthquakes,
landslides and fluvial sediment transport. The earthquakes sensitivity was analyzed on
four deciding factors namely faults, MCT/Thrust, Magnitudes 6.1 and 5.5. The highest
degraded areas were found near the tectonically sensitive area (faults & thrust). High
vulnerability relationship were found under the all elements namely faults (1), MCT/
Thrusts (8.3), 6.1(0.58) and 5.5 (0). The geological elements region was highly ranked
under the vulnerability (1).

4.13 The peoples’ perception survey

The peoples’ perception survey was conducted in high altitude villages of valley
like Apka (2454 m, Punag (1930 m) Tapri (2385 m) Agade (1599 m),Punasa (1791 m)
and Surga (1591 m) (Figure 3). 67 households’survey samples were collected from the
field. A structured questionnaire was designed and the direct survey was conducted
by using the random sampling. The impacts of hydroelectric projects in the valley and
the resultant socio-economic benefits of the communities were taken into account.
About 46% of the total interviewees were perceived that the developmental footprints
in terms of infrastructure, road, and colonies were visible in the valley. The local
communities expressed their dissatisfaction in terms of their livelihood generation
and inadequate compensation in lieu of their land loss. In the study area, 76% of the
total interviewed individuals were perceived that agricultural loss, horticulture loss,
drying up of springs and natural water sources, and impact of blasting on the individ-
ual houses were observed high in the valleys. People perceived that the earthquake
incidences also increased in recent times and unscientific constructions, indiscrimi-
nate debris, dumping of muck along with the river banks result in many disorders,
high adverse impacts in downslope regions. People were also believed that hydro-
power’s project has bad impacts on their agriculture, horticulture, livelihood and
social. People suggested that hydropower development should be controlled manner
and should focus on tourism development as a sustainable livelihood option.
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Respondents also told that the tourism business also affected with hazards incidences
if year is free from hazards incidences then tourist’s number was high. But road were
severely affected with the hazards like landslides, flood, anthropogenic activities
(haphazard development of hydropower, blasting & tunneling).

4.14 Consultation meetings with the stakeholders

Regional Centre of Himachal Pradesh, Mohal-Kullu, Himachal Pradesh, India [3].
On the Figure 4.

The three strategic environmental assessment meetings were held in the deputy
commissioner’s office in Kinnaur, Rekong Peo on 26th Novem26th November 2014,
7th December 2015, and 23rd December 2016. The objective of these meetings is to
interact with the local people and to know the environmental impacts on the social
and physical environment. The project proponents, non-governmental organizations
(NGOs), and local representatives were the main participants in these meetings. 83%
of the respondents believed that their agricultural land was highly affected by the
construction activities of hydropower. Local people admitted that the physical loss of
landscape was high in the region. The local communities were against the large
hydroelectric projects (>25 MW) construction in this valley.

The villagers of Sudharang Dakhu village explained that extensive tunneling and
blasting were the major responsible causes for the continuous landslide and other
physical loss. The people of the Satluj valley believed that the mitigation measure is
very poor in and around hydroelectric projects. During the meeting, the participants
replied that there is a need to recheck the inter distance of the hydroelectric project in
the valley. The excessive development of hydroelectric projects in the signal valley

Figure 3.
Survey villages location in upper Satluj Valley, district Kinnaur.
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should follow the inter distance. They suggested that there should be a fixed minimum
radius between the two projects. 87.88% of participants suggested that there should be
a fixed radius of 7 km between the two large projects, 87.88% suggested a 5 km radius
between two small projects, and 81.82% and 3 km radius between two small projects.
During these meetings and workshops, issues pertaining physical and social losses
were discussed to a large extent. The stakeholders suggested that development of
HEPs need to be controlled rationally so as to make them eco-friendly and sustainable
(Figure 5).

The national park and wildlife sanctuary is an Eco-sensitive zone and within a
radius of 10 km, all construction and anthropogenic activities are not permitted.
This guideline was issued on 09.02.2011 regarding ‘bird sanctuary’ as a ‘protected
area’ under Section 18 and 26 (A) of theWildlife (Protection Act, 1972) [21–25]. Many
wildlife sanctuaries and national parks are falls within the buffer of 10 km and this
criterion was exploited by the project developer. Even all hydroelectric projects
were not following any aerial distance criteria from one project to another
(Figures 6 and 7).

In this valley, there are different types of hydroelectric projects such as commis-
sioned, under construction, and proposed projects. The 11 projects overlapped the
area of other projects and not followed any inter-distance method. In the area of a high
density of hydroelectric projects number area, the maximum physical losses and
physical losses were recorded. The equidistance analysis of these hydroelectric pro-
jects was done and the geocentric mean was measured. The spatial analysis indicates
that the maximum concentration of hydroelectric projects was found in the lower
segments of the lower valley (Figure 8). It was evident from the field survey that the

Figure 4.
A. Interaction with local people B. leakage of water from rock cracks C. degraded bank of Satluj River D. wide
cross-section and gentle slope gradient of river channel E. landside of Sudharang Dakhu F. SEA meeting with
government and local stakeholders G. slope cutting near Shongtong H. penstock of small hydroelectric project, near
Tapri I. dry river bed of Satluj River.
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Figure 5.
Word life sanctuary within the buffer of 10 km.

Figure 6.
Unequal distribution of hydroelectric project in Satluj Valley, district Kinnaur, Himachal Pradesh.
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Figure 7.
The geocentric mean validate the high concentration of hydroelectric projects in particular area of valley.

Figure 8.
Overlapping of hydroelectric projects.
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maximum concentration of HEPs in a particular area was caused due to the physical
degradation (Figure 9).

If we reduce the number of hydroelectric projects and develop the minimum
equidistance criteria for the upcoming projects, the loss to physical landscape and
resentment among the public regarding compensation and others would be minimum.
The equidistance strategy can be implement in the River valley to avoid the physical
loss the same model we can apply aerial inter distance between the projects where
7 km radius for large hydroelectric project 25 MW, 5 km for medium (5-25 MW) and
3 km should be suggested for small projects in mountain environment [3, 7]. Reser-
voirs / dams and powerhouse sites can be considered for a midpoint of equidistance
buffer; however this can be depends on the nature of hydropower projects.

5. Conclusion

Strategic planning was done for avoiding the physical losses of valley. The physical
losses were recorded in the valley. The indicators based analysis of the valley revealed
that valley had the high sensitivity and vulnerability (7.5). The hydropower develop-
ment was one of the important activities which responsible for the many environ-
mental problems. It was evident from the GIS and remote sensing analysis that
maximum losses were observed in the main river valley and near to the constructive
activities. The anthropogenic activities were exorbitant the physical condition of the
valley. The maximum numbers of landslides incidences were recorded near the con-
structive activities related to the hydro powers and roads. The incidences of slope

Figure 9.
Suggestive strategy to avoid the physical loss in study area.
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failures, soil erosion, poor soil textures, low green cover (8%), high relative relief,
floods, landslides, high anthropogenic activities indicates high vulnerability (7.5). The
adverse impacts of hydropower projects were high as comparison to the positive
impacts. The vulnerability of 753.41 km2 area was identified under the physical loss
which is very high in the valley and may exacerbate with the day-to-day increasing
anthropogenic pressures. This was evident from the five interaction meeting that
people of the study area were not satisfied with these developmental activities and
they want control on the development activities. The brain storming meeting result
revealed that there is need of equidistance between two hydroelectric projects. The
agriculture losses, drying up of natural water resources, loss of horticulture land,
muck deposition impact on river morphology, blasting impact on the people houses
were noticed under the adverse impacts of hydroelectric projects.

The complex geophysical condition of the region is also responsible for the land-
slide incidences but the haphazardous developments of the hydroelectric projects
aggravated the physical loss of the region. However, the maximum losses were found
in and surrounding large hydroelectric projects and small hydroelectric projects region
had the fewer incidences of physical degradation. To reduce the incidences of land-
slides there is a need to implement the fixed aerial equidistance from one project to the
next project. However, there is a need to control hydropower development in the river
valley in a sustainable way. If we succeed to implement the equidistance buffer
between two projects then we succeed to control the environmental loss in and
surrounding hydroelectric projects. This strategy would be beneficial in the mountain
region to control the incidences of soil erosion, mass movement, and landslides.
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Chapter 11

Groundwater Potential Zone 
Identification Using GIS: Mettur, 
Salem District, Tamil Nadu
C. Prakasam and R. Saravanan

Abstract

Salem region is one of the drought inclined areas of Tamil Nadu. Being a rural 
zone, the area is finding a mitigation measure to keep the agribusiness on run. As a 
mitigation measure mapping the potential groundwater zones in the examination 
area will be a great alternate wellspring of water for the rural reason. The objective 
is to delineate the potential locations of groundwater zones using GIS software for 
the Metturtown panchayat, Salem district. The study area is inclined to drought. The 
different parameters that control the groundwater fluctuations, for example, geomor-
phology, contour, topography, LULC, soil; rainfall is broken down together as the-
matic maps. The slope map will be set up from DEM. These maps have been overlaid 
and the spatial analysis method, weighted overlay analysis using the GIS has been 
carried out. The ranking/weightage will be specified for every distinct bound of each 
thematic map. The weightages/rankings were relegated according to each thematic 
layer influence with respect to the Soil, LULC, and density of drainage, rainfall, and 
slope. The resultant maps display the groundwater potential zones ranging from very 
good to very poor zones.

Keywords: GIS, Salem, groundwater potential zones, drought

1. Introduction

The Salem locale of Tamil Nadu is an agro-economic area is pronounced as a 
drought inclined zone among 20 other regions in Tamil Nadu. Despite what might be 
expected these locales additionally had seemingly contradictory weather conditions: 
Tamil Nadu and Karnataka got ordinary rainfall, about 46%, recorded insufficient 
rainfall. Each of the three states additionally experienced far-reaching surges in 
August 2018 six locales in Tamil Nadu. Other than having wellsprings of water, the 
locale is inclined to dry season henceforth the mitigation measure ought to be in a way 
that utilizes these wellsprings of water in the examination area. On that note finding 
the zones where there is a potential wellspring of groundwater will be an imperative 
mitigation measure for drought zone or to a greater degree an adapt up strategy. The 
objective of this research work is to identify the groundwater potential location using 
the GIS approach in the project area.
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Finding the groundwater zones in the field will be a dreary process; GIS 
applications make it simple in delineating the zones remotely and additionally 
give spatial and transient information about the groundwater zones in the locale. 
Magesh et al. [1] utilized the GIS strategies to delineate the groundwater potential 
location in Theni. The MIF procedures helped in delineating the potential zones 
in terms of scales from (very poor to very good). Waikar et al. [2] stated that the 
multi-criteria analysis using the GIS applications for hydro-geomorphological 
mapping and resource evaluation for water resource management is an effective 
analysis. The study was carried out to evaluate the geomorphic features and drainage 
patterns in the Parbhani District recommend the GIS application has appropriate 
methods for groundwater potential zone. Mwega et al. [3] stated Groundwater is 
a naturally available resource that sustains basic needs, farming, and industrial 
purposes. The generated groundwater potential zone is arranged into scales from 
high to low. Ramu et al. [4]. Some of the features that control groundwater zone 
mapping are soil, drainage density, LULC, topography, rainfall, geomorphol-
ogy, incline, and contour. Rajendran [5]. Drought mitigation measures ought to 
be propelled on a war footing and in a sustainable way. Groundwater recharging 
ought to get top need and any dry season mitigation plans should incorporate this 
key part. Owolabi et al. [6]. Validation of the potential location of groundwater has 
been carried out using the borehole yield for the Buffalo catchment, South Africa. 
The study area is prone to water supply deficiency; hence the mapping technique 
came in handy. Doke et al. [7]. GIS-based methods result with precise accuracy 
and computation time is less than the traditional field methods. Jhariya et al. [8]. 
Low slope pays the way for low runoff and high infiltration. It also results in good 
groundwater recharge. Melese et al. [9]. Drainage density is inversely proportional 
to the groundwater probability. Saranya et al. [10]. The groundwater mapping help 
in future planning of the artificial recharge zones in the Kanchipuram district. The 
resultant shows that moderate potential is available for the study area.

The present study incorporates the GIS applications in delineating the groundwa-
ter potential zone in the Mettur panchayat town panchayat, Salem district.

2. Study area

For the study purpose, Mettur town (11°45′ N and 77°45′ E) of Salem district has 
been chosen. It has a spread area of 410 sq. km at an elevation of 292 m (958 feet), 
situated at 52 km north-west of Salem. The Mettur town has a population of 52,813. 
Mettur is known for its huge dam built-in 1934, which is still one of the best dams in 
the country. It also attracts tourists from all over India. The dam opens in June every 
year for irrigation in the Kaveri Delta. The River Cauvery divides the town into two 
parts as it traverses in between the Mettur (Figure 1).

Among 16 rainfall stations, the most extreme of 1073.32 mm records at Tholuthur 
(edges of the basin) and 1016.31 mm records at Mettur station inside the basin. 
The demand for water has increased in the study area. Paddy, Sugarcane, Maize, 
Turmeric, and Cotton are the main agricultural crops. It has 27 income towns and 14 
panchayats. The soil type is red in situ soil is commonly occurring type. The wood-
land soil in timberland areas, dark cotton soil occurs in the north-eastern part and 
sandy-loamy blended soil in south-western area. The aquifer system ranges between 
2.5 and 28 m with yields ranging from 10 to 840 lpm. The bore wells recorded trans-
missivity esteems ranging from 1 to 250 m2/day.
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3. Methods and materials

There are six imperative indicators to be specific, (i) geology, (ii) slope, (iii) 
geomorphology, (iv) land use/cover, (v) drainage and (vi) lineament for groundwater 
prospects. These parameters are most commonly used parameters in identifying the 
potential location. These parameters have a direct relation to the groundwater level. 
Preparation of maps for these themes (with the exception of slope) in view of picture 
attributes, for example, tone, surface, shape, shading and association are standard-
ized. Slope is gotten from ASTER DEM 30 m resolution. Thematic maps of the exami-
nation area were readied. To get a wholistic perspective of the previously mentioned 
indicators, overlay analysis is required. Task of rank to an individual class depended 
on the influence of these themes as announced in literature. Rank and weight-based 
thematic layers have been unified through GIS in order to find out the resultant 
groundwater potential zones. Overlay analysis was done from the determined multi-
thematic layers in a GIS domain.

3.1 Slope

Higher level of slope leads to fast runoff. The slope map was developed from 
the ASTERDEM and classified into five categories (Figure 2). Slope values ranged 
from 0 to 90 degrees, as the study area contained hilly terrain. Gentle slopes (0–18) 
were spread over the area in a maximum range. Slopes greater than 54.1 degrees to 
90 degrees represent the hilly slope in the region. 36% of the study area is having a 
hilly slope of 54.1–90 degrees and 64% of the study area is having a gentle slope. The 
degree of slope is inversely proportional to the groundwater potential. The weightage 
was according from 1 to 5 based on the degree of slope in the region.

Figure 1. 
Index map of the study area.
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3.2 Drainage

Drainage density is termed as the spacing distance of drainage (Figure 3). The 
ratio between the total length of the stream for each stream order. The drainage 
density (km/sq km) is categorized into five from 0 to 9100 sq/km. About 28% of 
the study area is having a drainage density of less than 840 km/sq km. The drainage 
density is inversely proportional to the porousness. The surface runoff will be more 
where the rainfall infiltration is less which happens in less porous soil. The weightage 
was decided accordingly with respect to the density/sq km ranging from 1 to 5.

3.3 Soil

The type of soil in the region reveals the groundwater recharge potential in the 
zone based on the soil properties such as permeability, conductivity etc., Based on 
these the weightage for the soil were given for sandy clay loam and loamy sand as 4, 
rock land as 1, sandy clay as 3, clay loam as 2 is shown in Figure 4. About 52% of the 
study area is of sandy loam followed by rocky land. The sandy loam soils have a high 
infiltration rate. More the infiltration rate, the more the groundwater potential.

Figure 2. 
Map showing slope in degrees of the study area.
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Figure 3. 
Map showing drainage density in km/km2 of the study area.

Figure 4. 
Map showing soil type in the study area.
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3.4 Lineament

Lineaments are the surface manifestation of subsurface shortcoming or auxiliary 
relocation and deformations (Figure 5). The lineament density (km/sq km) varies from 
0 to 1.4 km/sq km. It speaks to profound seated blames, breaks and joint sets, drainage 
lines and distinctive litho-contacts. It is a linear and curvilinear feature that is notewor-
thy for groundwater, mineral and metal explorations and exploitations. Lineaments 
were digitized after calculating the hill shade slope in the ASTERDEM data. Same as 
drainage density, lineament density’s weightage was given based on their densities.

3.5 Geology

The geology type (Figure 6) in the study area has a more spread of crystalline 
rocks whose weightage was given as 1 based on its properties in conducting the 
groundwater recharge, followed by intrusive rocks having weightage same as prior. 
The semi consolidated sediments were given a weightage of 3 as it has moderate 
groundwater conducting properties.

Figure 5. 
Map showing lineament density in the study area.
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3.6 Geomorphology

The characteristics such as texture, tone, shape, color etc., are used for delineating 
the Geomorphologic units (Figure 7). Structural hills are observed in the study area, 
which mostly acts as runoff zones due to their sloping topography. The pediplain was 
given a weightage of 3, followed by, structured hills (2), denudational hills (2), flood 
plain (2), waterbody mask (5).

3.7 Landuse land cover

Baseline information about occurrences of surface and groundwater can be 
directly or indirectly obtained using land-use/ landcover information of that particu-
lar area. The LULC effect (Figure 8) can be calibrated by means of reducing runoff 
and facilitating, or by trapping water on their leaf. The study area is categorized into 
six land-use patterns as water bodies (5), dense forest (3), degraded forest (3), barren 
land (2), fallow land (4), agricultural land (4) from the Landsat 8 data and corre-
sponding weightage were given during the analysis.

Figure 6. 
Map showing geology type in the study area.
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Figure 7. 
Map showing geomorphology in the study area.

Figure 8. 
Map showing LULC in the study area.
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3.8 Delineating the groundwater potential zone

The delineation of the groundwater potential zones has been created by means 
of integrating the thematic maps namely slope, drainage, soil, lithology, lineament, 
LULC, and rainfall using RS and GIS techniques. The interpreted layers were ana-
lyzed using weighted overlay method and resultant is the different potential zones 
(Figure 9). The south-west side of the study area is having a very good groundwater 
potential location compared to the north-east side. About 74.6% of the study area is 
having a moderate groundwater potential location, which can be utilized for artificial 
recharge of the wells and management plans.

4. Conclusion

The groundwater potential zone map has been generated from the various 
thematic layers based on their significance and corresponding classes. In the 
 present research work six conditioning parameters namely (i) geology, (ii) slope, 

Figure 9. 
Map showing groundwater potential zones in the study area.
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(iii) geomorphology, (iv) land use/cover, (v) drainage and (vi) lineament were 
identified. These parameters were classified based on literature and expert opinion. 
The experts’ knowledge was important to determine the rank of each conditioning 
factor. The parameters like lineament density, geology, elevation, slope etc. determine 
the groundwater potential significantly.

The groundwater potential zone of the study area varies from very good to poor. 
Figure 8 shows the moderate level of potential zones is present in the study area due 
to various factors involved. About 74.6% of the total area falls under the.

“moderate” zone, 12.3% falls under “good” zone, 9.78% falls under “poor” zone, 
and 3.4% of the basin fall under “very good” zone. The results predict that if the 
groundwater potential zones were utilized properly for exploring the water resources, 
the drought can be coped up with potential agricultural practices.

© 2022 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 
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Chapter 12

Optimization of the Road for 
Effective Management Traffic  
and Transport with GIS-GPS, Case 
Study: Pristina Capital
Arbnor Pajaziti and Orlat Tafilaj

Abstract

This chapter describes an integrated telegraphically GIS/GPS for an Urban 
Intelligent System and Traffic and Environmental Operations, where a telecommu-
nications system enables the real-time reception of traffic data. We will focus on the 
improvement of bus services in Pristine capital including the implementation of more 
measures to improve travel time and reliability, providing new locations for “Park 
and Travel” and upgrade points were crossed from one form of transport to another, 
improving vehicle quality, providing better information and ticketing arrangement. 
Based on traffic surveys conducted of the Pristina Sustainable Urban Mobility Plan 
(PSUMP), new public transport bus routes have been designed to improve overall 
access/delivery services throughout the Pristine capital city. A new central infrastruc-
ture system traffic has also been proposed, aimed at improving the reliability and 
regularity of busses operating on these new lines. The new road configuration reflects 
current and future destinations, as well as passenger data obtained from public trans-
port surveys, to help determine service frequencies and routes covered. The new bus 
network scheme is structured as the main and secondary/supplementary networks.

Keywords: GIS, GPS, integrated public transport system, mobility plan, bus routes,  
bus service line

1. Introduction

Geographic Information System is a data framework that has some expertise in the 
presentation, the board, investigation, and announcing of geographic data. GIS has 
changed and extended geology with your capacity to store a lot of information, break 
down them, and particularly present the consequences of customized map making. 
Among the wide scope of potential applications that GIS can utilize, transportation 
issues stand out enough to be noticed, Figure 1. One of the pieces of GIS that we are 
centered around the most is transport issues known as GIS-T.

The four fundamental parts of a GIS, coding, the board, investigation, and 
announcing, have explicit transport considerations [1].
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1.1 Coding

Coding means that a transport system to be used in GIS in the city of Prishtina 
must be coded. As an example of such coding in a road segment, we can take the 
 number of lanes that segment has.

1.2 Management

Once the data is encrypted (e.g. the number of lanes in a road segment in the city 
of Prishtina) in this phase the storage of information in the database depends on the 
criteria of when it happened, where it happened, etc.

1.3 Analysis

Uses all available tools to analyze the situation in transport (e.g. the situation at peak 
hours on a road segment in Prishtina) and how much this situation will change in the 
case of new designs (e.g. the addition of another lane new, change of bus lines, etc.)

1.4 Reporting

GIS is completed with the ability to report the analyzed data. All information 
gathered from before stages are accounted for at this stage in visual structure (showed 
or printed) [2, 3].

Figure 1. 
Geographic information systems and transportation.
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Therefore, the data collected in this case by GIS-T will be understood much more 
simply in visual displayed forms (e.g. presentation of the largest number of accidents 
in an area of the city of Prishtina).

In the figure over, a vehicle framework is addressed as three layers connected 
with land use, releases (spatial cooperations), and organizations. Each has its 
attributes and related information It can be utilized freely or in the mix with differ-
ent layers. Data System (GIS) is being utilized all the more generally in transport 
arranging offices, particularly among metropolitan vehicle associations. A lot 
more specialists are currently ready to involve GIS for thruways and transport the 
executives, because of falling expenses and expanded utilization of GIS. GIS gives 
transport a mechanism for putting away and breaking down information on land 
use, and travel conduct. The main targets for GIS utilization are planning/show and 
information integration.

Organizations need to distinguish potential issues that can be tended to through a 
GIS application all the more proficiently and actually, and more monetarily than with 
winning strategies [4, 5].

2.  Optimization of the road for effective traffic management and 
transportation by GPS-GIS in the municipality of Pristina

Today we are generally seeing tremendous improvement in course and transport, 
both actually and mechanically. The entire advancement of these circles of public 
activity surprisingly is progressively coordinated towards the productive and viable 
utilization of restricted assets, whether material or monetary. To make the most of the 
transport branches so that they are efficient and effective, it is necessary to optimize 
the transport routes. To dig into the transport branches so they are proficient and 
viable, it is important to enhance the transport courses.

We will focus on improving bus services in Pristina including the implementation 
of more measures to improve travel time and reliability, the provision of new “Park 
and Travel” places (see the section on parking), and the improvement of points was 
switching from one form of transport to another, improving the quality of vehicles, 
providing better information and arranging to the ticket.

It is suggested that the degree of the purpose of public transport can be expanded 
through the new “main” organization of transports that will give quicker and more 
regular help. Then again, this will attract a larger number of users, coupled with a 
new design approach to the main locations where modes of transport can be changed 
(“Transfer points” - “Hubs”) to create additional capacity and ease of movement for 
passengers, with minimal delay between services. The so-called “secondary” services 
are recommended, which will operate at a lower frequency than the main services but 
will provide important connections to residential areas, suburbs, and villages [6].

2.1 Summary of problems in Pristina

2.1.1 Fragmented bus service network

In the city, many bus services operate on the same roads as long as there are areas 
where the services do not work. Currently, local bus services are not coordinated in 
terms of fares or timetables, and passengers who need to travel to their destination 
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pay more, spend more time traveling, and/or have to walk part of the way. A more 
cohesive system would bring benefits to both operators if implemented systematically.

2.1.2 Reliability of bus services

The increase in congestion levels in traffic, especially during peak periods of 
morning and evening travel, creates problems for bus services in terms of the ability 
to travel on time according to the planned schedule. This uncertainty makes it dif-
ficult for travelers to plan their trips to school, work, or shopping, and sometimes 
people waiting at bus stops are unsure of when the next bus will arrive.

2.1.3 The need for better information on bus services

For many locals, employees, and visitors to Pristina, it is difficult to understand 
the current network of busses and timetables, with different services and different 
destinations.

Similarly, people waiting in place for bus stops are unsure when the busses 
will arrive. Improving information will increase people’s confidence in using the 
services.

2.1.4 Request for regulation of taxi services

Although several good quality taxi operators are operating in Pristina, there are 
also a large number of illegal taxis, which cause problems in terms of competition 
with other local operators as well as bus operators. It is important to regulate, moni-
tor, and control taxi services effectively to ensure high quality and safe passenger 
service.

Based on the research undertaken to develop the SMUPP (Sustainable Mobility 
Urban Plan of Pristina), several important issues and problems related to public 
transport in the city have been identified, including those listed below:

• Many busses are old and do not meet the specific essentials and guidelines 
expected for present-day traveler transport as far as access and outflow levels 
(motor principles), and standards required for modern passenger transport in 
terms of access and emission levels (engine standards);

• Some areas do not have transport lines (or have a limited level of service), with 
some roads too narrow to accommodate standard busses;

• Uncoordinated timetables and non-integration of bus services and lines through-
out the city, reduce opportunities for connecting services for passengers;

• The ticketing system is unattractive and not well integrated, where for each 
route/service a separate ticket is required;

• Missing data and information regarding bus service/stopping details including 
name, signs, and information (mainly timetables) at bus stops;

• Many public transport documents and data provide different and contradictory 
information;
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• There is no complete overview of routes and bus operators, number of bus lines, 
bus route itineraries, with incomplete public transport data available;

• There is also a lack of data on public transport operators regarding the use of 
busses/services, as well as equipment at the stop, etc.; and,

• Many services operate in similar ways and there is evidence of service duplica-
tion that requires special attention in the context of the overall review and 
restructuring of the city network.

2.2 Proposed strategy: new bus network throughout the city

Based on traffic surveys conducted by the SMUPP, new public transport bus routes 
have been designed to improve access/overall service delivery throughout the city. A 
new central traffic infrastructure system has also been proposed that aims improve the 
reliability and regularity of busses operating on these new routes. The new network 
approach is designed to respond to changing demands for public transport in the city, 
ensuring good coverage, and reducing overlap and duplication of some current lines. 
The new road configuration reflects current and future surface destinations, as well as 
passenger data taken from public transport surveys, to help determine service frequen-
cies and roads covered. The new transport network plot is organized as follows:

Main network: based on the desire to increase the coverage and frequency of bus 
services as an attractive alternative to the use of vehicles for downtown travel. One of 
the principal goals of these administrations is to provide the most reliable speeds and 
operating schedules to assist in attracting new passengers. The main network includes 
the current bus service lines 1–7, Figures 2–6.

Secondary/supplementary network: In support of the main network, several 
secondary or supplementary roads have been designed that would connect the main 
urban center with the peripheral (residential) areas, as well as beyond. These second-
ary services would also connect more rural and suburban areas to the main urban 
center. The supplementary network includes bus service lines number 10–21 and 2A, 
2B, and 2C.

Figure 2. 
Line 1 (Technical Faculty—Fushë Kosovë) [6].
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2.3 Local monitoring with GPS-GIS in the municipality of Pristina

In urban traffic, local monitoring is done, tracking busses through GPS and GIS 
systems where at any time and any moment are given real data on the condition of 
busses.

These centers monitored various data such as:

• Location of busses;

• Speed;

• Fuel level;

Figure 4. 
Line 3C (Sinidoll—Street “B”).

Figure 3. 
Line 3 (Mati District—Bardhosh Village).
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• Condition of busses (stopped - on);

• The trajectory of the last road;

• History of busses (data stored for a longer period, if necessary, date search), etc.

The monitoring center presents the current condition of all busses as shown in 
Figures 7 and 8.

The program also realizes the demand for our needs depending on what and when 
we want to monitor. We can get different settings such as:

• Driver details;

Figure 5. 
Line 15 (Keqekollë Village).

Figure 6. 
Line 7C (Kalabri - economic Center - Bus Station - Kalabri).
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• Data for the bus (make, model, daily distance, speed, GPS number of the GPS 
device; license plates, the fuel level in liters and in percentage, the period when 
the vehicle was turned on or stopped), etc.

The introduction of information should be possible through the different diagrams 
given by the product as displayed in Figure 9.

The following case shows the monitoring of fuel condition and speed where the 
presentation can be made for one bus or all available busses, Figure 10.

In many cases, the company needs to search the history of busses where this data is 
stored with great accuracy. In the following case, the search for the history of a bus is 
explained, as well as the presentation of these data, as well as the possibility of view-
ing the route, traveled for the mentioned date through animation.

Figure 8. 
Cartographic representation of bus location.

Figure 7. 
Management by urban traffic software.
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3. ARCGIS support package and platform

ArcGIS is a framework that empowers the formation of information, guides, and 
models to be utilized by clients in a work area, program, or through gadgets like cell 
phones, GPS, and so forth, contingent upon the requirements of the association.

People use ArcGIS in all types of organizations, to improve their workflow and 
resolve critical situations that arise. ArcGIS helps to:

• Data and value management (including management of the territory, services, 
customers, etc.).

Figure 9. 
Show information through charts.

Figure 10. 
Monitoring the fuel condition of a bus.
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• Planning and analysis (includes forecasts and risk analysis in the organization). 
Business operations (distribution, monitoring, tracking, inspection, mainte-
nance, etc.).

3.1 Decision-making

Below (Figure 11) is the complete scheme of an ArcGIS platform. The presenta-
tion is made according to two levels, the functional one and the application one. 
ArcGIS components and their component applications are presented.

ArcGIS is a set of software products integrated that serve to set up a complete 
ArcGIS system. It consists of 4 basic structures [7]:

ArcGIS Desktop—It is a gathering of GIS applications comprising 3 primary 
items ArcView, ArcEditor, and ArcInfo.

GIS Server—ArcIMS, ArcGIS Server, and ArcGIS Image Server. They are all 
products that support their online functionalities. Used in the distribution of dynamic 
maps and various GIS services through the Internet.

Mobile GIS—Mobile GIS devices, such as GPS, assist staff members who do not 
have extensive experience in using GIS applications.

ESRI Developer(EDN)—This contains integrated software components for GIS 
developers (programmers) that help build GIS applications and provide optimal solu-
tions to various problems. Provides online code resources, reference libraries, object 
diagram models, and technical support.

3.2 GIS web platform logic

To better understand what the platform is based on, we need to follow step by step 
the logic on which it is built.

In the beginning, we will present concisely the general scheme in which the data 
circulate as well as the environment in which it works, Figure 12. As should be visible 
from the figure, the framework executives supply the application interface in two 
equal structures to one another. On the one hand, we have geographical data which 
directly affects the appearance on the map, while on the other hand, we have maps 
dynamics generated through utility packages such as ArcMap, ArcCatalog, etc. which 
generate maps and statistics which are structured according to the respective catego-
ries and are required based on filtering [7, 8].

Figure 11. 
ArcGIS helper platform.
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3.3 Practical case - data processing from GPS device and arc map software

GPS device enables us to obtain data respectively locations, one of them is 
also receiving in Excel and Gpx format. In the following case, we will present 
the processing of GPS data from gpx format via Arc Map. Data storage from GPS 
equipment is done directly in Gpx format where data insertion and processing are 
done automatically by Arc Map software. In case of data entry (location points the 
past route of the vehicle will be displayed). Figures 13–15 show the case of gpx 
data insertion.

4. Conclusion

In this chapter, we described the optimization of transport routes through GPS /  
GIS technology. Today we are increasingly living in a society where most decision-
making is based on geographic information. Maps are turning into a defining element 

Figure 12. 
The logic of the GIS web platform.
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Figure 14. 
Inserting the map [8].

Figure 15. 
GPS data display, attribute table [8].

Figure 13. 
Creating the route from GPS data points in arc map [8].
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by translating numbers and figures into visuals many times easier to interpret and 
analyze. As in many other countries of the world, in Kosovo, web GIS applications are 
slowly finding their space in competitive, educational, informational, environments, 
etc. However, this process requires greater support from state and private entities 
through funding and incentives for economic and formative aspects. Experience 
shows that many countries already have integral and inseparable parts of GIS systems 
in almost all information and communication sectors. Based on the events of recent 
years that have occurred in Kosovo, such as tragic traffic accidents, major traffic jams, 
illegal construction, educational elements and science, poorly managed projects 
and platforms, it is intended to study the possibility and potential of integrating 
this technology as the optimal solution for addressing these issues so delicate to the 
environment.

As a conclusion of the above quotations, it is intended to build a multifunctional 
platform with open access for all people (open-access). In this platform, there will be 
several state and independent institutions and organizations, but which will be open 
to any entity that provides information is checked and verified for their consistency 
and accuracy, allowed to be integrated as part (product) of questions for the GIS 
platform.

The proposed system offers opportunities for cost-effective expansion of traffic 
and environmental data coverage, being a promising tool for the municipality, usually 
characterized by large budget constraints. To improve system analysis skills and 
provide more relevant information to citizens, traffic simulations and environmental 
impact should be included. GPS/GIS combination is perhaps the most conspicuous 
area of examination in its field.

A GIS-based application was selected as the best alternative to improve accuracy 
and timeliness in the priorities of traffic delays, faster roads, accident location, etc. In 
terms of future work, the system can be upgraded to provide more features by follow-
ing these ways:

• Add multimedia capabilities such as the ability to store digital photos.

• Addition of printing function that can print accident information.

• Addition of a function that can capture the accident scheme.

• Changing the database from text format to tabular format.

• Collaboration by the person who is directly or indirectly involved.

• Cooperation from Urban Traffic and Accident Registration Center (Kosovo 
Police).
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