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Preface

International Health Security: COVID-19 and Beyond…

The current coronavirus (COVID-19) pandemic has changed virtually every aspect of our existence for generations to come. It has transformed our healthcare systems and re-defined (and reinforced) our understanding of the exclamation, carpe diem. During these turbulent times, humanity came together to devise novel treatments, vaccines, and other far-reaching scientific and clinical advances. It is the editors' hope that the pandemic is now on its “last legs” and that a “new normal” will continue to be restored over the next several years.

This book reflects this out-of-pandemic transition while ensuring that our focus on overall “health security” remains laser sharp, primarily because numerous international health security threats remain. Among the biggest and most pronounced contemporary challenges is climate change. As these words are being written, forest fires rage across numerous geographic areas of the world, while a combination of unpredictable flooding and droughts (due in large part to climate-dependent redistribution of water resources) threatens to make entire regions of the planet uninhabitable. Along with climate change, we are very likely to see an increase in natural disasters and various other health risks. Among these emerging health risks are malnutrition/food insecurity, the appearance of invasive species, and acceleration in the discovery of novel pathogens. Accordingly, these “continuation and readiness” themes are incorporated into this collection of chapters.

The reader’s journey begins with several important chapters on COVID-19. The editors’ focus was to specifically highlight areas not previously touched upon in this book series. Topics discussed in the first section of the book include the effects of COVID-19 on pregnancy and the perinatal period, the pandemic-related appearance of toxic stress, as well as lessons learned during the pandemic. The reader’s attention is then shifted to the topics of climate change and its effects on human health and wellbeing, as well as the importance of system-wide adaptation in the context of the anticipated increase in natural disaster frequency and severity. An important discussion on occupational accidents then follows. In this manner, we hope to “transition” the focus of any future work away from the COVID-19 pandemic and toward the overarching issue of climate change and its impact on humans.

In conclusion, the editors of this third volume in the International Health Security series hope that the reader will discover a valuable resource that is both comprehensive and easily accessible. When we began this book series, we did not expect that it would evolve into a multi-tome collection. We certainly hope
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Section 1

Introduction
1. Introduction

The current Coronavirus Disease 2019 (COVID-19) pandemic has changed virtually every aspect of our societal matrix and daily existence, considered from both individual and collective perspectives, for generations to come. It has transformed our healthcare systems, how we work and study (e.g., widespread implementation and acceptance of remote presence), existing supply chains, biotechnology and information technology industries, in addition to re-defining (and reinforcing) our understanding of the term, *carpe diem*. For many, work-life balance turned upside down, as home-based work became the norm. At the same time, hands-on education (e.g., nursing and medical training) became the norm for the future generation of doctors and other medical providers [1, 2]. Finally, the pandemic also made us acutely aware that we live in a global community, and how very quickly challenges that start in one area of the world can spread and become substantial global issues. A pictorial representation of keywords and themes related to the current discussion is provided in Figure 1.

During these turbulent times, humanity came together to devise novel treatments, vaccines, and other far-reaching scientific and clinical advances. These considerable developments will endure both as a proof of our collective achievements when working together as a civilization and as a reminder of our ability to overcome the nature’s indifference and, at times, ruthless power. Although the Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) pathogen will undoubtedly keep surprising us with new variants and mutations, the overall “advantage” may have gradually shifted toward human ingenuity and resourcefulness. Consequently, it is the Editors’ hope that the pandemic is now on its “last legs” and that a “new normal” will continue to be restored over the next several years. But, we also recognize that we will continue to see spikes and surges and variants of all flavors may come and go as we all continue to learn and adapt.
2. Re-focusing for the future

The current book reflects the current “out-of-pandemic” transition while ensuring that our focus on the overall “health security” remains laser sharp, primarily because numerous international health security threats remain. The biggest and most pronounced contemporary challenges are now clearly emerging, and the now undisputed climate change dominates the priority list [3]. As these words are being written, forest fires rage across numerous geographic areas of the world, while a combination of unpredictable flooding and droughts (due in large part to climate-dependent redistribution of water resources) threaten to make entire regions of the planet uninhabitable. Along with climate change, we are very likely to see an increase in natural disasters and various other health risks. Among these emerging health risks are malnutrition/food insecurity, the appearance of invasive species, and acceleration in discovery of novel pathogens [4]. Accordingly, these “continuation and readiness” themes warrant more attention and in-depth discussion. Regarding the specifics of climate change, what is also of substantial concern are not just the primary issues (as mentioned), but also some of the unknown and/or intended consequences that will only be fully appreciated as we collectively experience this global megatrend. For example, recent heat waves in England have impacted airport runway and train track usability—and hence the mobility of a work force that resulted in reports of healthcare workers being unable to travel to work in remote areas of the country. Similar concerns are occurring across the world and involve a mixed array of factors, from extreme heat waves, to rapid saltwater intrusion across coastal freshwater reservoirs, to tidal flooding and to extreme wind events such as cyclones, hurricanes, and tornadoes [5, 6].

3. The “forgotten” pandemic

When looking at the COVID-19 pandemic, including some of the more common points of scientific focus, it becomes clear that there are several topics
that have not received as much attention as they arguably deserve. These relatively “neglected” areas include the effects of COVID-19 on pregnancy and the perinatal period, the pandemic-related appearance of toxic stress, as well as some of the corresponding “lessons learned” during the pandemic. Additionally, more emphasis is needed when it comes to new and emerging concerns related to topics of climate change and its effects on human, animal, and environmental health and well-being, as well as the importance of system-wide adaptation in the context of the anticipated increase in natural disaster frequency and severity. An important discussion on occupational accidents provides an excellent segway into non-pandemic topics, followed by a compendium on the impact of climate change on international health security. In this manner, we hope to “transition” the focus of our future work away from the COVID-19 pandemic and toward the overarching issue of climate change and its effects on the well-being of humans. Nevertheless, the impact of COVID-19 cannot be overstated, especially with regard to its global implications on healthcare delivery, mental health consequences, our overall collective response, as well as any other secondary implications—such as increasing reports of opportunistic pathogens, surprising pathologies and disease patterns that have resulted from “letting our guard down.” This includes spikes in cancer and cardiovascular disease rates due to less-than-optimal health maintenance and follow-up availability during the pandemic.

4. Climate change and pandemics: A call to action

Climate change with its forest fires, floods and droughts, as well the colonization of pristine forests by humans is causing the depletion of wild animal reservoir species, transforming zoonotic into anthroponotic pathogens with the emergence of super plagues, a real menace to mankind. Almost all of the most impactful human plagues in history are either zoonotic or originated as zoonoses before adapting to the human host. As mentioned, it is the Editors’ hope to see this COVID-19 pandemic subside; however, this is just one of those plagues that have evolved and managed to adapt to humans. As a matter of fact, there are likely many similar coming plagues, and it is just a matter of time before the next one enters our reality. One potentially impactful action we can undertake to more effectively face this treat can be the creation of an integrated human, animal, and environmental international health surveillance system that can provide early detection of emerging diseases outbreaks, nutritional vulnerabilities, and non-communicable disease patterns. Some might suggest that this falls under the domains of the World Health Organization (WHO) or even the United States (and other similar) Centers for Disease Control (CDC). However, the response should not be limited to the traditionally understood “experts” and should be much more “grassroots” in character. If we have learned anything from the events of the past few years, especially with the political agendas, concerns of “fake news,” conspiracy theories, religious/cultural beliefs, distrust in the scientific methods, and the roles of industry—the one overarching take-home message is that there is clearly a lot of room for improvement in our response as rapidly evolving global concerns emerge [7–9]. Such global monitoring paradigm can help facilitate the reduction of various impacts of climate change, implementing a rational use of water and land, and preserving biodiversity. In turn, the aforementioned initiatives can translate into downstream benefits that could be expected to ameliorate the impacts of climate change on human, animal, and environmental health and well-being.
5. Synthesis and conclusion

In conclusion, the Editors of the current volume of the International Health Security series hope that the reader will discover a valuable resource that is both comprehensive and easily accessible. When we began this book series, we did not expect that it will evolve into a multi-tome collection. We certainly hope that the continued success of the initial installments in this series, along with the addition of the current book, will provide justification for further work in this important area.
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Analysis of the Factors That Influence the Clinical Outcome of Severe Acute Respiratory Syndrome Caused by SARS-CoV-2 in Pregnant Women

Yuri de Sousa Cavalcante, Nicolly Castelo Branco Chaves, Jorge Lucas de Sousa Moreira, Samuel de Sá Barreto Lima, Maryana Martins de Freitas, Jucier Gonçalves Júnior and Estelita Lima Cândido

Abstract

Introduction: The new coronavirus (SARS-CoV-2) pandemic has shown to cause even more severe problems among pregnant women, increasing the incidence of complications before and after childbirth, especially cardiorespiratory problems, such as the Severe Acute Respiratory Syndrome (SARS). Objectives: To describe the clinical outcome of SARS caused by SARS-CoV-2 in Brazilian pregnant women and to compare the rates of morbidity and mortality from other causes in this group, stratified by the following variables: gestational age and age group. Methodology: Observational, analytical study based on documents whose data were collected from the 2020 Epidemiological Report No. 40 in the database of the Brazilian Department of Health, from which morbidity and mortality data were extracted to calculate the lethality rate and compare rates using a binomial test with a significance level of 0.05. Results: Of the total number of pregnant women hospitalized for SARS, 4,467 (46.6%) were confirmed for COVID-19 and, of these, 233 died, corresponding to a lethality rate of 5.2%. Morbidity was higher in the third trimester of pregnancy, but the disease was more severe in the second trimester (7%), being worse in women aged 40 years and older (40–49; 8.7% and 50–59; 15.3%). A significant difference was observed in the rate of cases between the COVID-19 SARS group and the group with other causes in all gestational strata and age groups. As for deaths, a significant difference was found in the rates between the first and third trimesters, and in pregnant women aged 10 to 19 years. Conclusion: Considering the variables under analysis, evidence shows that pregnant women at an advanced age and in the second trimester of pregnancy contribute to the lethal outcome of the disease. Other variables associated with the presence of comorbidities and quality of care for pregnant women should be considered in the model in future studies.

Keywords: SARS, COVID-19, pregnant women, lethality, complications
1. Introduction

Originating in the province of Wuhan (China) in December 2019, the coronavirus known as SARS-CoV-2 became a worldwide public concern, as warned by the World Health Organization, for its ability to cause severe respiratory tract infections. COVID-19, a disease caused by such etiologic agent, presents fever, cough, expectoration, headache, myalgia or fatigue, and diarrhea as the most common symptoms, and may progress to Severe Acute Respiratory Syndrome (SARS) [1]. This respiratory complication signals the potential of the pathogen to cause respiratory failure, the risks of which can be lethal and exacerbated by the presence of comorbidities, such as hypertension, diabetes mellitus, and cardiovascular diseases [2].

COVID-19 has already infected 122,813,796 people and caused the death of 2,709,640, according to weekly epidemiological data provided by the World Health Organization on March 20, 2021 [3]. Also, according to the 55th Epidemiological Report released by the Brazilian Department of Health, Brazil has the second highest number of accumulated cases worldwide (11,950,459), as well as the number of accumulated deaths (292,752) [4].

Pregnant women are part of this worrying scenario. They are commonly in contact with healthcare professionals and attend medical facilities, representing one of the groups most physiologically susceptible to cardiorespiratory complications, such as hypoxia, and changes in lung volume and functional capacity, especially when they show common signs and symptoms of COVID-19 that make diagnosis difficult, such as dyspnea [5].

In Brazil, a review conducted from January 1 to March 20, 2021 (from the Epidemiological Week – EW 01/2021 to 11/2021), shows that of the 353,277 cases hospitalized due to SARS, about 2,746 individuals were pregnant women, and 1,491 pregnant women (54.3%) were affected by COVID-19. The Southeast region corresponds to the Brazilian region with the highest number of pregnant women affected by SARS (1,063 cases or 38.7%), followed by the Northeast region (519 cases or 18.9%). The most representative states in these regions are São Paulo, Ceará, Minas Gerais, and Rio de Janeiro. The most affected age group was 20–29 years (40.9%), followed by pregnant women aged 30–39 years (40.2%), with the third trimester of pregnancy being the period with the highest concentration of cases [4].

Pregnant women with SARS are at risk of death mainly because of progressive respiratory failure and severe sepsis due to the physiological susceptibility to infections during pregnancy [5]. Thus, SARS evolved to death in 3.6% of the 9,500 pregnant women covered by the Special Epidemiological Report of EW 11/2021, of which 90.2% were confirmed to have been infected with COVID-19. Also, the highest number of cases was in the Southeast and North regions (36.4 and 25.8%, respectively), affecting a larger number of pregnant women aged 30–39 years, corresponding to 42.1% [4, 6].

Given the worrisome healthcare scenario described, this study aims to describe the clinical outcomes of SARS due to SARS-CoV-2 in Brazilian pregnant women and to compare the morbidity and mortality rates due to other causes in this group, stratified by the variables: gestational age and age group.

2. Methodology

This is an observational analytical study based on documents, whose data were collected in the database of the Brazilian Department of Health, precisely in the

The study variables were the age group and gestational age of the pregnant women, stratified by cases and deaths in two groups: SARS caused by COVID-19 and SARS caused by other etiologic agents, such as the influenza virus, other viruses of the respiratory system, and unidentified cases. This grouping of cases caused by etiological agents is done by the Brazilian Department of Health itself. The age of the pregnant women was divided into five age groups (10–19 years, 20–29 years, 30–39 years, 40–49 years, and 50–59 years), and gestational age into four categories (first, second, third trimester, and unidentified). Cases under investigation were not included in the specified sample.

Initially, a descriptive analysis was performed to present the absolute and relative frequency of cases and deaths at the age and gestational age strata of pregnant women distributed in the two groups: SARS caused by COVID-19 and SARS caused by other etiologic agents. To learn the severity degree of the disease by the study categories (age group and gestational age), the lethality coefficient was calculated according to the following formula:

\[
L(\%) = \frac{\text{Number of deaths SARS caused by COVID19}}{\text{Number of diagnosed cases of SARS caused COVID19}} \times 100.
\]  

The rates of cases and deaths in the referred categories were compared using the binomial test at the level of 5%, with the aid of BioEstat 5.3 software. Sample 1 size, total number of confirmed SARS cases due to COVID-19, and number of successful cases in each stratum analyzed were considered. The same was employed for sample 2 with cases of SARS caused by other agents. The same procedure was carried out for deaths.

The research respected the ethical aspects of research with human beings, described in the Resolution of the National Health Council 510/16, on the guidelines and regulatory standards for research in human and social sciences. It provides for the waiver of consideration by an Ethics Committee when using data available in the public domain [7]. The ethical criteria of the Declaration of Helsinki and international standards were observed.

3. Results

Table 1 shows the number of cases and deaths of pregnant women with SARS diagnosed with COVID-19 (sample 1), as well as other causes (sample 2). In sample 1, 4,467 cases with 233 deaths were reported and in sample 2, 4,268 cases with 101 deaths. Excluding the number of pregnant women of unknown age, the stratum with the highest prevalence of cases and deaths in sample 1 was the stratum of 20–39 years (3,647 and 183, respectively), corresponding to about 82 and 78.5%, respectively. In sample 2, 3,309 cases (77.7%) and 76 deaths (75.2%) were reported in that age group, a number significantly lower than that in sample 1 (p < 0.05). However, the highest rate of deaths occurred more significantly in the stratum of 10–19 years as a result of causes other than COVID-19 (p = 0.028).
As for gestational age, the third trimester showed the highest prevalence of SARS, and the number of SARS cases due to SARS-CoV-2 was significantly higher (p < 0.0001). However, the prevalence was significantly higher in the sample of pregnant women with SARS due to other causes/etiologic agents in the first and second trimesters (Table 2).

Concerning deaths, Table 2 shows that the lowest rate of deaths occurred in the first trimester, excluding when gestational age was not identified in either sample, being significantly lower in sample 2 (p = 0.0051). However, in the third trimester, it is higher in sample 1, i.e. in pregnant women with SARS due to SARS-CoV-2 (0.0147).

<table>
<thead>
<tr>
<th>Data</th>
<th>Age group</th>
<th>SARS by COVID-19</th>
<th>%</th>
<th>SARS by other etiologic agents</th>
<th>%</th>
<th>Binomial test (0.05)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cases</td>
<td>10–19</td>
<td>434</td>
<td>9.7</td>
<td>687</td>
<td>16.1</td>
<td>p &lt; 0.0001</td>
</tr>
<tr>
<td></td>
<td>20–29</td>
<td>1863</td>
<td>41.7</td>
<td>2003</td>
<td>47.1</td>
<td>p &lt; 0.0001</td>
</tr>
<tr>
<td></td>
<td>30–39</td>
<td>1784</td>
<td>40.0</td>
<td>1306</td>
<td>30.7</td>
<td>p &lt; 0.0001</td>
</tr>
<tr>
<td></td>
<td>40–49</td>
<td>311</td>
<td>7.0</td>
<td>218</td>
<td>5.1</td>
<td>p = 0.0003</td>
</tr>
<tr>
<td></td>
<td>50–59</td>
<td>72</td>
<td>1.6</td>
<td>42</td>
<td>1.0</td>
<td>p = 0.0101</td>
</tr>
<tr>
<td>Deaths</td>
<td>10–19</td>
<td>12</td>
<td>5.2</td>
<td>12</td>
<td>11.9</td>
<td>p = 0.0287</td>
</tr>
<tr>
<td></td>
<td>20–29</td>
<td>77</td>
<td>33.0</td>
<td>39</td>
<td>38.6</td>
<td>p = 0.3264</td>
</tr>
<tr>
<td></td>
<td>30–39</td>
<td>106</td>
<td>45.5</td>
<td>37</td>
<td>36.6</td>
<td>p = 0.1328</td>
</tr>
<tr>
<td></td>
<td>40–49</td>
<td>27</td>
<td>11.6</td>
<td>6</td>
<td>5.9</td>
<td>p = 0.1121</td>
</tr>
<tr>
<td></td>
<td>50–59</td>
<td>11</td>
<td>4.7</td>
<td>7</td>
<td>6.9</td>
<td>p = 0.4114</td>
</tr>
<tr>
<td>Total</td>
<td>—</td>
<td>233</td>
<td>100</td>
<td>101</td>
<td>100</td>
<td>—</td>
</tr>
</tbody>
</table>

*Three cases with unidentified age group were excluded from this analysis.

Table 1. Absolute and relative frequencies of SARS cases and deaths in pregnant women notified in Brazil (2020), according to maternal age.

<table>
<thead>
<tr>
<th>Data</th>
<th>Gestational age (trimesters)</th>
<th>SARS due to COVID-19</th>
<th>%</th>
<th>SARS by other etiologic agents</th>
<th>%</th>
<th>Binomial test (0.05)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cases</td>
<td>1st</td>
<td>384</td>
<td>8.6</td>
<td>553</td>
<td>13.0</td>
<td>p &lt; 0.0001</td>
</tr>
<tr>
<td></td>
<td>2nd</td>
<td>1018</td>
<td>22.8</td>
<td>1208</td>
<td>28.3</td>
<td>p &lt; 0.0001</td>
</tr>
<tr>
<td></td>
<td>3rd</td>
<td>2784</td>
<td>62.3</td>
<td>2284</td>
<td>53.5</td>
<td>p &lt; 0.0001</td>
</tr>
<tr>
<td></td>
<td>Unidentified</td>
<td>281</td>
<td>6.3</td>
<td>223</td>
<td>5.2</td>
<td>p = 0.0328</td>
</tr>
<tr>
<td>Total</td>
<td>—</td>
<td>4467</td>
<td>100</td>
<td>4268</td>
<td>100</td>
<td>—</td>
</tr>
<tr>
<td>Deaths</td>
<td>1st</td>
<td>16</td>
<td>6.9</td>
<td>17</td>
<td>16.8</td>
<td>p = 0.0051</td>
</tr>
<tr>
<td></td>
<td>2nd</td>
<td>71</td>
<td>30.5</td>
<td>32</td>
<td>31.7</td>
<td>p = 0.8258</td>
</tr>
<tr>
<td></td>
<td>3rd</td>
<td>133</td>
<td>57.0</td>
<td>43</td>
<td>42.6</td>
<td>p = 0.0147</td>
</tr>
<tr>
<td></td>
<td>Unidentified</td>
<td>13</td>
<td>5.6</td>
<td>9</td>
<td>8.9</td>
<td>p = 0.2996</td>
</tr>
<tr>
<td>Total</td>
<td>—</td>
<td>233</td>
<td>100</td>
<td>101</td>
<td>100</td>
<td>—</td>
</tr>
</tbody>
</table>


Table 2. Absolute and relative frequencies of SARS cases and deaths in pregnant women notified in Brazil (2020), according to gestational age.
Table 3 shows the lethality rates by gestational age. The group of pregnant women with SARS caused by COVID-19 was observed to have a higher mortality rate than that of the group of pregnant women with SARS due to other causes (5.2 and 2.3%, respectively). Considering the strata, the event was more severe in the second trimester (7%) for the first group, whereas it was more significant in the first trimester (3.1%) for the second one.

Figure 1 shows the relationship between the age of pregnant women and disease lethality. The lowest rates have been observed to occur in the first stratum (10–19 years), increasing with age. In group 1 (deaths from SARS caused by COVID-19), lethality ranged from 2.8% in the 10–19 age group to 15.3% in the 50–59 age group.

<table>
<thead>
<tr>
<th>Gestational age (trimesters)</th>
<th>Cases of SARS by COVID-19</th>
<th>Deaths</th>
<th>Lethality rate (%)</th>
<th>Cases of SARS by other etiologic agents</th>
<th>Deaths</th>
<th>Lethality rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>384</td>
<td>16</td>
<td>4.2</td>
<td>553</td>
<td>17</td>
<td>3.1</td>
</tr>
<tr>
<td>2nd</td>
<td>1018</td>
<td>71</td>
<td>7.0</td>
<td>1208</td>
<td>32</td>
<td>2.6</td>
</tr>
<tr>
<td>3rd</td>
<td>2784</td>
<td>133</td>
<td>4.8</td>
<td>2284</td>
<td>43</td>
<td>1.8</td>
</tr>
<tr>
<td>Unidentified</td>
<td>281</td>
<td>13</td>
<td>4.6</td>
<td>223</td>
<td>9</td>
<td>3.8</td>
</tr>
<tr>
<td>Total</td>
<td>4467</td>
<td>233</td>
<td>5.2</td>
<td>4268</td>
<td>101</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Table 3.
Lethality in pregnant women due to SARS caused by COVID-19 and other causes, according to gestational age in Brazil (2020).

Figure 1.
Distribution of lethality rates by age in the groups of pregnant women with SARS caused by COVID-19 and SARS due to other causes (BRASIL, 2020).
In all age groups from group 2 (deaths from SARS due to other causes), the lethality rate was lower than in group 1, except for the 50–59 age group (16.7%).

4. Discussion

Susceptibility to respiratory pathogens and severe cases of pneumonia during pregnancy occur due to immunological and cardiopulmonary changes that can make pregnant women more vulnerable to hypoxia [8]. Figure 2 summarizes the main changes in pregnancy and its susceptibility to COVID-19.

The pulmonary system of pregnant women also undergoes complex changes due to their pregnancy status. There is a compression of the diaphragm by the uterus, leading to a decrease in thoracic compliance and total lung capacity [8]. In addition, pneumonia caused by COVID-19 rapidly progresses from focal to bilateral pulmonary consolidation, predisposing these patients to hypoxemic respiratory failure [5] (Figure 2). Symptoms started between 5.8 and 29.9 weeks of pregnancy and between 5.7 and 30.7 weeks of hospital stay [9].

In the cardiovascular system (Figure 2), the pregnant woman undergoes profound physiological changes. There is a myocardial hypertrophy with enlarged cardiac chambers, which leads to an increase in cardiac output that reaches a maximum of 30–40% between the 28th and 36th week, when it stabilizes until childbirth; there is a gradual increase in heart rate that reaches its maximum peak between the 28th and 36th weeks [10]; total peripheral resistance is reduced by up to 30% from the 8th–12th week of gestation, remaining at these levels until term [11]; finally, there is an increase in central venous pressure in the lower portions of the body, especially from the second trimester onwards, due to the action of the uterine volume on the pelvic veins and inferior vena cava [12].

This overload of the cardiovascular system becomes dangerous as the pregnant woman faces the potential aggressions of COVID-19 (Figure 2). According to the

![Figure 2](https://example.com/figure2.png)

**Figure 2.** Actions of SARS-CoV-2 to the cardiovascular, respiratory and immune systems and their physiological alterations in pregnancy. Source: Authors (2021).
literature, regardless of being pregnant or not, it is postulated that SARS-CoV-2 causes myocardial damage by at least three mechanisms: (I) Hyperexpression of ACE2 receptors (Angiotensin II receptor) in the cardiovascular system – it would lead to a greater affinity of the virus for the cells of the cardiac system, causing direct damage to the cells by SARS-CoV-2; (II) Myocardial damage caused by the “Cytokine Storm” – with aggression from the immune system directly to the cardiomyocyte cells; and (III) the Severe Acute Respiratory Distress syndrome (ARDS) would cause hypoxemia, leading to myocardial ischemia [13]. Thus, pregnant women, due to the physiological overload of the cardiovascular system, theoretically, would have more severe cases of COVID-19.

Additionally, in the case of pregnant women, another factor should be considered: the immunotolerance changes in the innate and adaptive systems caused by pregnancy (Figure 2). In the gestational immune system [14] there is a complex humoral response in signaling. What happens is an alteration in the signaling pattern, especially in CD4+ T lymphocytes. In this context, there is an important decrease in the immune response by Th1 lymphocytes and an increase in the response mediated by Th2 lymphocytes. In practice, this contributes to increased maternal susceptibility to intracellular pathogens and viral infections, which causes an increase in gestational morbidity in a broad and general way [15]. Thus, Th1 type cytokines are pro-inflammatory agents that contain interleukins (IL-1α, IL-1β, IL-6, IL-12) and interferon-gamma (IFN-γ), while Th2 type cytokines are anti-inflammatory drugs agents that contain interleukins (IL-4, IL-10, IL-13) and transforming growth factor-beta (transforming growth factor β, TGF-β). Patients with SARS-CoV-2 demonstrated preferential activation of Th1 immunity, resulting in a considerable increase in pro-inflammatory cytokines for at least two weeks after the onset of the disease, which would cause severe lung damage [13].

Consistent with literature data, pregnancy with the presence of Acute Respiratory Syndrome is more associated with maternal and neonatal complications such as premature birth, intrauterine growth restriction, spontaneous abortion, orotracheal intubation, ICU admissions, disseminated intravascular coagulation and acute renal failure [16, 17]. A North American cohort that evaluated 8,207 pregnant women with 83,205 women of childbearing age (15–44 years), both groups with laboratory confirmation for SARS-CoV-2 showed a mortality rate lower than 1% (0.2% - being 16 pregnant and 208 not pregnant). The authors further report that pregnant women had higher admission rates than their controls (31.5% vs. 5.8%, respectively). In addition, pregnant women had a higher incidence of ICU admissions compared to non-pregnant women (1.5% vs. 0.9%, respectively) and also had greater need to use invasive mechanical ventilation (0.5% vs. 0.3%) [18]. A prospective cohort conducted in Mexico through the “COVID-19 National Data Registry of Mexico” compared 5,183 pregnant women with 175,905 non-pregnant women with COVID-19 confirmed by RT-PCR. According to the authors, pregnant women had higher odds ratios (OR) for deaths (1.84; 95%CI, 1.26–2.69), pneumonia (1.86; 95% CI, 1.60–2.16), and ICU admissions (1.86; 95% CI, 1.41–2.45) compared to non-pregnant women [19].

In the context of SARS-COV-2, it seems that the clinical consequences caused by COVID-19 are influenced by the patient’s age and pre-existing comorbidities [20]. Sentilhes et al. observed that women had one or more known maternal characteristics associated with severe maternal morbidity, such as: age over 35 years, overweight, gestational hypertension, diabetes and preexisting asthma, which are warning aspects for monitoring and managing pregnant women infected with COVID-19 [21]. Study by Knight et al. showed that almost half (41% - 175) of pregnant women with SARS-CoV-2 admitted to UK hospitals and evaluated in their prospective cohort were at the age of 35 or over [22].
A systematic review carried out in 2021 reported that, in general, patients with non-communicable chronic diseases such as obesity, diabetes mellitus and systemic arterial hypertension have higher morbidity and mortality rates when they acquire COVID-19 compared to the general population [23]. In our study, approximately 80 and 50% of the pregnant patients were overweight or obese, respectively, before pregnancy and had associated conditions, such as systemic arterial hypertension (SAH). Obesity is considered an aggravating factor because it weakens lung function through mechanical and inflammatory pathways. In synergy with COVID-19, obesity, asthma, and mechanical stress caused by high uterine volume can increase the risk of premature birth [24]. Another study pointed out that 18.5% of pregnant women had at least one comorbidity before pregnancy: asthma, SAH, or obesity [21]. A cohort carried out in the United Kingdom based on the “UK Obstetric Surveillance System” showed that of the 427 pregnant women admitted to hospital units with SARS-CoV-2 infection, 69% (281) were overweight or obese and 34% (145) had other pre-existing comorbidities. Around 10% of the admitted pregnant women needed O2 support and 1% died [22]. However, it is not always possible to determine the relationship between COVID-19 complications and the comorbidities of pregnant women. In a study of 116 cases, of which nine patients (7.8%) had gestational diabetes and five (4.3%) presented hypertensive disorders, including pre-eclampsia, the authors indicated that there is not necessarily a direct relationship between comorbidities and pregnancy complications associated with COVID-19 [25].

The symptomatology of pregnant women with COVID-19 is not different from that observed in the general population. A review study summarizes in Figure 3 the main clinical manifestations of COVID-19 in pregnant women in epidemiological studies:

<table>
<thead>
<tr>
<th>Cases</th>
<th>Fever</th>
<th>Cough</th>
<th>Sore throat</th>
<th>Diarrhea</th>
<th>Dyspnea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen et al</td>
<td>9</td>
<td>78%</td>
<td>44%</td>
<td>22%</td>
<td>11%</td>
</tr>
<tr>
<td>Zhu et al</td>
<td>7</td>
<td>100%</td>
<td>42%</td>
<td>14%</td>
<td>14%</td>
</tr>
<tr>
<td>Liu et al</td>
<td>11</td>
<td>86%</td>
<td>59%</td>
<td>6%</td>
<td>6%</td>
</tr>
<tr>
<td>Yu et al</td>
<td>7</td>
<td>85%</td>
<td>14%</td>
<td>NA</td>
<td>14%</td>
</tr>
<tr>
<td>Chen et al</td>
<td>5</td>
<td>0%</td>
<td>0%</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Lee et al</td>
<td>1</td>
<td>Present</td>
<td>Present</td>
<td>Present</td>
<td>NA</td>
</tr>
<tr>
<td>Liu et al</td>
<td>13</td>
<td>77%</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

*Abbreviations: NA, Not available.*

* data including three puerperal patients.

Figure 3.
Main clinical manifestations of pregnant women with COVID-19 [adapted]. Source: Castro et al. [26].
The data in Figure 3 are compatible with subsequent studies. A meta-analysis carried out by an Italian group showed that the most common symptoms of pregnant women with SARS-CoV-2, MERS and SARS were fever (82.6%), cough (57.1%) and dyspnea (27.0%) [27]. Rasmussen et al. reported that the most common symptoms of COVID-19 are fever, cough, myalgia, headache, and diarrhea [28].

After analyzing 46 pregnant women with COVID-19 in a retrospective study, most cases were treated in outpatient settings (78.3%, 36/46) or were asymptomatic (6.5%, 3/46), with dyspnea being the main symptom. However, seven pregnant patients (15.2%) were hospitalized due to COVID-19, one of whom was admitted to the intensive care unit (ICU). The authors believe that pregnant women should be considered a high-risk population for the severe form of COVID-19, particularly in the second and third trimesters of pregnancy, especially if they are obese [24]. A cross-sectional, descriptive and quantitative study carried out in the city of Wuhan, China and published in the New England Journal of Medicine in April 2020, reports that of the pregnant women who acquired COVID-19, 55 out of 106 (52%) were nulliparous and 75 out of 118 (64%) had been infected with SARS-CoV-2 in the third trimester. The most common symptoms in 112 women were fever (75%) and cough (73%). Most (92%) had the disease in its mild form and 8% had hypoxemia and severe forms, and of these patients one required intensive care support with mechanical ventilation. Interestingly, COVID-19 was more severe among patients in the immediate postpartum period [29].

The findings by Pierce-Williams et al. pointed out that, within the sample universe analyzed, 73% of the pregnant women with severe manifestations of COVID-19 required O₂ supplementation, and 95% were intubated. Among women with the severe form of the disease, 70% developed acute respiratory distress syndrome (ARDS), 20% were placed in a prone position (in gestational ages at 26 to 31 weeks), and 20% required reintubation [9]. Systematic review conducted by Juan et al. refers to seven maternal deaths, four intrauterine fetal deaths (one with twin pregnancy) and two neonatal deaths (twin pregnancy) reported in a non-consecutive case series of nine cases with severe COVID-19. In the case reports, two maternal deaths, one neonatal death and two cases of neonatal SARS-CoV-2 infection were stated [30].

However, these findings are not unanimous in the literature. A cross-sectional, descriptive and prospective study conducted in Utah, India, which analyzed 65 pregnant women with positive RT-PCR for COVID-19, showed that 88.4% were asymptomatic [31]. An Iranian review study points out that pregnant women with comorbidities are more likely to have more severe clinical pictures of COVID-19, although it is inconclusive for the authors that COVID-19 alone can increase maternal-fetal risk [32]. A second review study published in 2021 comparing outcomes between pregnant and non-pregnant women with SARS-CoV-2, MERS (Middle East respiratory syndrome coronavirus) and SARS (Severe acute respiratory syndrome coronavirus) concluded that there is no evidence that pregnant women are more susceptible to coronavirus infection in general, or that those infected with these viruses are more likely to develop severe pneumonia. Similar to non-pregnant women, pregnant women with MERS had the highest mortality, followed by those with SARS and COVID-19 [33]. These findings are corroborated by a retrospective and multicentric cohort carried out in 2020 [34] in which it was observed that the mortality rate among pregnant women (110 patients) compared to non-pregnant women (224 patients) did not show statistically significant differences. However, pregnant women had lower saturation rates and global lymphocyte counts than their peers in a statistically significant way.
The prospective cohort study by Prabhu et al. analyzed 675 women admitted for delivery, 10.4% tested positive for COVID-19, of whom 21.4% had at least one symptom, demonstrating that there are significant outcome differences between pregnant women who tested positive and negative for SARS-CoV-2 and symptomatic and asymptomatic ones. The rate of cesarean section was 15% higher among women who were infected with the virus, in addition to demonstrating that postpartum complications, including fever and hypoxia, occurred in 12.9% of the women infected versus 4.5% of the women not infected. In that same study, placental perfusion diseases, possibly thrombi in fetal vessels, were frequent in approximately 48% of the infected women [35].

The worsening of the clinical condition of pregnant women with COVID-19 raises great concern with potential outcomes that include spontaneous abortion, premature birth, and fetal morbidity and mortality [24]. The severe consequences for the fetus result from the oxygen supply deficit caused by maternal respiratory disease, leading to hypoxemia due to the reduction of the partial pressure of oxygen [14]. The study by Allotey J et al. showed that among pregnant women and recently pregnant women with COVID-19, the chance of premature births was high compared to pregnant women who did not have the disease [36].

A meta-analysis conducted by Mascio et al., which outlined complications caused by coronavirus diseases, such as SARS, MERS, and COVID-19, in pregnant women, found that those with COVID-19 had the highest incidence of premature birth, achieving 41% against 24% for SARS. However, this group had the lowest mortality rate (7%) [27, 35]. This low fetal mortality rate was corroborated by studies such as that by Wong et al., in which SARS had a mortality rate of 25% and induced abortions in up to 57% of the whole sample [17].

Furthermore, literature shows that advanced maternal age can be considered a risk factor for the severe form of the disease during pregnancy [36]. In this scenario, pregnant women over 35 years of age affected by COVID-19 require special attention [7, 37]. According to our data, the lethality rate among pregnant women with SARS caused by COVID-19 in the 30–39 age group is 5.8%, increasing to 8.7% in the 40–49 age group, and exceeding 15% in the 50–59 age group.

### 4.1 Limitations

As biases in this study, those inherent in the secondary nature of the data should be highlighted. First, the underreporting of cases - only people who sought health services were notified. Consequently, mild or asymptomatic cases were not counted; secondly, the dependence on correctly filling out the notification forms; and, finally, the limited availability of information in the Brazilian Government's databases.

### 5. Conclusion

Comparing the lethality rate observed in pregnant women with SARS caused by COVID-19 with that caused by other etiologic agents shows the severity of SARS-CoV-2 in this group and that its potential for lethality is greater in the second trimester of pregnancy. Likewise, it indicates that the older the age group, the greater the lethality of the virus. In addition to the variables analyzed, other variables related to the presence of comorbidities and quality of care for pregnant women should be considered in the model in future studies to determine the risk level for these women and the required specialized conduct.
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Chapter 3

Perinatal COVID-19 Pandemic: Short- and Long-Term Impacts on the Health of Offspring

Ana Nery Melo Cavalcante, Ana Raquel Jucá Parente, Rosa Lívia Freitas de Almeida, Denise Nunes Oliveira, Candice Torres de Melo Bezerra Cavalcante and Marcelo Borges Cavalcante

Abstract

Currently, the consequences of coronavirus disease 2019 (COVID-19) in children of mothers affected by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) infection during pregnancy are unknown. In addition to pregnancy risks, the impact of COVID-19 on the health of these children can occur in the short, medium, and long term. Initial data reveal a low risk of vertical transmission during the third trimester of pregnancy and through breastfeeding. However, despite this low risk, cases of neonatal COVID-19 have already been reported in the literature. Historically, other viral infections during pregnancy have been associated with an increased risk of neuropsychiatric diseases in the offspring of affected pregnant women, even in the absence of fetal infection. This study aimed to review the impact of viral infections on the offspring of mothers affected in the perinatal period and discuss and determine measures for the possible consequences of COVID-19 in the offspring of pregnant women infected with SARS-CoV-2.

Keywords: COVID-19, SARS-CoV-2, vertical transmission, perinatal infection, offspring

1. Introduction


Pregnant and puerperal women have been considered groups at risk of morbidity and mortality since the beginning of the COVID-19 pandemic because of the physiological and immunological changes that can increase the risk of complications in respiratory infections and the knowledge of unfavorable outcomes in pregnant women and their newborns in infections caused by other coronaviruses, SARS, Middle East respiratory syndrome, and influenza [3–6].
Some adverse outcomes of SARS-CoV-2 infection observed during pregnancy include admission to the intensive care unit (ICU) or death. However, the clinical evolution of COVID-19 in most women is not serious, resembling the general population [7, 8].

Initially, there was no evidence of vertical transmission due to COVID-19 during pregnancy [3, 5, 6]. During the pandemic, several studies concluded that there was this possibility [9, 10], with one confirmed case of vertical transmission occurrence [11]. However, all of them suggested that further studies should be conducted on the subject, as it is a recent disease and the number of participants in the published studies is small.

There is strong evidence that other viral infections cause neurological and behavioral changes in the fetus, such as the influenza virus related to schizophrenia [12]. Other viral infections, such as the Zika virus (ZIKV), can cause malformations, including microcephaly [13].

Therefore, outpatient monitoring of children exposed to the SARS-CoV-2 virus during pregnancy is vital to understand the impacts of the disease on the growth and development of these children.

A narrative review was carried out using the keywords: COVID-19, SARS-CoV-2, vertical transmission, perinatal infection and offspring. In addition to the search for other viral infections: influenza, herpes simplex, rubella, cytomegalovirus and human immunodeficiency virus (HIV). The authors searched the Pubmed, Medline, and Google Scholar databases, reviewed the available articles, and determined which articles were most relevant to the project.

2. Other viral infections during pregnancy and their consequences on the fetus and offspring

2.1 Influenza

Pregnancy is a risk factor for infection by the influenza virus. During the 1918 (Spanish flu) and 1957 (Asian flu) pandemics, mortality in pregnant women was high. During the 1918 pandemic, a 27% mortality rate was recorded, and in 1957, it corresponded to 50% of deaths in women of reproductive age [14]. In seasonal influenza periods, an increased risk of hospitalization was observed in pregnant women at any stage of pregnancy, even without associated comorbidities [15].

There were higher rates of premature births, small for gestational age newborns, and stillbirths in hospitalized pregnant women than those in outpatient treatment [16]. Regarding the occurrence of malformations in the fetuses, the possibility of its teratogenic effect with the occurrence of neural tube defects, cleft lip and palate, and congenital heart disease was evaluated. A direct effect of the virus was unlikely to be the cause of these malformations, since control of fever with antipyretics, and the use of periconceptional folic acid in pregnant women with influenza reduced the risk of these malformations in their offspring (Table 1) [17].

Influenza infection in the first trimester of pregnancy increased the risk of schizophrenia by seven times. There was no increased risk in the other trimesters of pregnancy, according to a nested case–control study of 64 participants who were born from 1959 to 1966 and had psychiatric disorders 30 to 38 years later [12].

A cohort study of 196,929 children conducted in California did not find an increased risk of autism spectrum disorder (ASD) in offspring of pregnant women with influenza. In addition, there was no statistically significant relationship of ASD in children whose mothers received influenza vaccination in the first trimester [18].
2.2 Herpes simplex virus (HSV)

There are two types of herpes viruses: HSV-1 and HSV-2. The latter is predominantly sexual and the etiologic agent of 70–85% of neonatal infections. Although transplacental or upward transmembrane transmission of HSV from the mother to the fetus during pregnancy is uncommon (about 5%), the rate of perinatal transmission during labor and delivery is 80–90%. The risk of neonatal infection is higher in HSV infections that start in late pregnancy (30–50%) than in early pregnancy (1%) [19, 20].

Intrauterine infection is clinically present in the fetus as a characteristic triad of cutaneous (vesicles, erosions, and scars), neurological (intracranial calcifications, microcephaly, and meningoencephalitis), and ophthalmic symptoms (microphthalmia and chorioretinitis). The clinical manifestations of neonatal peripartum and postpartum infection are found in the skin, eyes, and/or mouth (45%) and central nervous system (CNS; 30%) or as disseminated infection (25%). Regarding mortality and neurological prognosis, mortality is higher in disseminated infection cases (approximately 30%), and a worse neurological prognosis occurs in cases with CNS involvement (50%). In the treatment of neonatal HSV, high doses of intravenous acyclovir are indicated, which improves the prognosis and reduces the occurrence of neurological sequelae and delayed child development (Table 1) [19, 21].

2.3 Rubella

It is an acute viral disease caused by the RNA Rubella virus of the Togaviridae family. Its clinical characteristics in healthy adults are often self-limited and include low fever, maculopapular rash, lymphadenomegaly, and oropharyngeal pain. The rates of asymptomatic cases range from 25–50% [22].

In pregnancy, maternal infections can determine a poor prognosis for the conceptus, especially when it occurs in the first trimester of pregnancy, which can result in congenital rubella syndrome (CRS), abortion, stillbirth, congenital malformations, and restricted uterine growth of the conceptus. The chances of malformation are 81% and 25% in the first and second trimesters, respectively. Rubella immunization is considered the best measure to combat this infection in the
world. CRS has already been significantly eliminated in the USA; however, it cannot be said that it has been completely controlled, since outbreaks are still reported around the world [14].

Rubella virus infection findings can be found from prenatal life to later manifestations after the child’s birth and development. Among them, it can cause ocular alterations (cataract, microphthalmia, glaucoma, pigmentary retinopathy, and chorioretinitis), cardiac malformations (peripheral pulmonary artery stenosis, patent duct artery, or ventricular septal defects), and CNS alterations (microcephaly). Children who survive the neonatal period may have severe developmental disabilities (e.g., visual and hearing impairments) and an increased risk of developmental delay, even autism. In the long term, congenital rubella infection may determine an increased risk of endocrinopathies, such as thyroiditis and insulin-dependent diabetes mellitus (Table 1) [23, 24].

2.4 Cytomegalovirus (CMV)

CMV, like other viruses in the Herpesviridae family, causes a primary infection and remains latent in the body. Primary infection is generally harmless, but it can be fatal in immunocompromised patients and cause serious fetal damage due to vertical transmission, which can occur intrauterine during childbirth through cervical and blood secretions and postnatally through breastfeeding. Thus, identifying infection in pregnant women is important [25].

In 1–4% of pregnant women, seroconversion to CMV occurs, with most women being seropositive before pregnancy, which does not prevent the infection in about 60% of babies during pregnancy. In newborns, 0.2%–2.5% are infected in utero, and most are asymptomatic (90–80%). About 10–20% of neonates have symptoms at birth, such as intrauterine growth restriction (IUGR), hepatosplenomegaly, microcephaly, chorioretinitis, petechiae, jaundice, thrombocytopenia, and anemia. Of them, 20–30% progress to death, mainly from disseminated intravascular coagulation, liver dysfunction, or bacterial infection. Even asymptomatic children at birth can present sequelae of neurological development, such as mental retardation, motor impairment, sensorineural hearing loss, or visual impairment (Table 1) [26, 27].

2.5 Human immunodeficiency viruses (HIV)

Vertical transmission by HIV can occur during pregnancy, childbirth, and during breastfeeding. Test implementation for HIV detection in prenatal care, antiretroviral therapy (ART) use during pregnancy and by the newborn after birth, elective cesarean delivery indication, and breastfeeding contraindication reduce the risk of HIV transmission to the baby from 40% to less than 1% in the USA [28].

Children exposed but not infected to HIV during pregnancy have a worse prognosis than those who are not since their mothers are more likely to have low CD4+ cell counts, detectable viremia, and higher morbidity. In addition, the effects on fetal development due to maternal immune dysfunction and the potential dysfunction of hereditary mitochondria in the fetus due to the exposure of women with HIV in early childhood to ART are unknown [29]. Adverse results in pregnancy associated with HIV infection can result in miscarriages, stillbirths, increased perinatal mortality, IUGR, low birth weight, and chorioamnionitis [30]. In symptomatic pregnant women, an increase in premature births has been observed (Table 1) [28].
2.6 Zika virus (ZIKV)

ZIKV is a flavivirus transmitted by mosquitoes, mainly by *Aedes aegypti*, and became a major human pathogen during the 2015 pandemic. Although 80% of infected cases are asymptomatic, it can cause adverse results in pregnancy, such as congenital Zika syndrome [31], which presents as microcephaly associated with other brain malformations that can result in severe mental retardation, motor impairments, and eye and hearing abnormalities. In addition, other malformations were observed, such as hypospadias, cryptorchidism, and micropenis [13]. ZIKV infection in mothers during the first trimester is more likely to affect the CNS since this period is vital for neurological development [32].

One cohort study evaluated 244 pregnant women with confirmed ZIKV infection during pregnancy and reported that 223 (91.4%) babies were born alive. Of these, 216 babies had clinical follow-up after birth, of which 130 (60%) children had blood and/or urine samples obtained for ZIKV detection using the real-time polymerase chain reaction (RT-PCR) technique. Results revealed that 13% of the children who underwent brain imaging exams had structural brain abnormalities such as microcephaly, 5.5% who underwent ophthalmological evaluation had ocular changes, and 12.1% who underwent additive evaluation had an abnormal result. In addition, 7.7% were born small for gestational age, which may be associated with IUGR. Meanwhile, 19% who underwent neurological exams had an abnormality in the first 6 months of life. Neurodevelopment assessments carried out after 1 year of age showed that 13.2% had severe developmental delay (Table 1) [33].

3. What we know about COVID-19 during pregnancy and the prognosis of the fetus and offspring

At the beginning of the pandemic, the clinical manifestations of COVID-19 in pregnant women and babies were unknown. Some studies concluded that the evolution of SARS-CoV-2 infection in pregnant and nonpregnant women was similar [6, 34]. A case–control study compared the clinical evolution of COVID-19 between pregnant women with and without COVID-19 and observed that pregnant women with mild symptoms of COVID-19 have a similar evolution to those without the disease. However, pregnant patients with severe or critical illness have worse results. The risk factors for a worse maternal and neonatal outcome include black and Hispanic race, advanced maternal age, obesity, comorbidities (diabetes mellitus and chronic hypertension), and admission to the COVID-19-related antepartum [35].

Immune responses in pregnancy induce that pregnancy is a risk factor for SARS-CoV-2 infection. In both normal and COVID-19-infected pregnancies, maternal immune responses occur as a result of decreased lymphocytes, inhibitory natural killer cell receptor activation such as NKG2A, and increased inflammatory cytokines (interferon-γ, interleukin (IL)-2, IL-6, IL-7, IL-10, and tumor necrosis factor-α) [36, 37]. In addition, the angiotensin-converting enzyme 2 is the receptor for SARS-CoV-2 and is widely expressed in the female reproductive system (ovary, uterus, vagina, and placenta) and fetal tissues; therefore, vertical transmission of COVID-19 is possible [38, 39].

The fetuses of mothers infected with SARS-CoV-2 may be exposed to an intense inflammatory response, which can induce placental or fetal damage. Nonspecific anatomopathological changes were observed in SARS-CoV-2 infected placentas, and the most common finding was poor placental perfusion on the maternal side due to maternal hypoxia secondary to severe pulmonary infection by COVID-19.
Both maternal immune response and poor placental perfusion can result in abortions, pre-eclampsia, prematurity, and IUGR [37, 40]. A study that evaluated the fetal inflammatory response in newborns of mothers infected with COVID-19 in the third trimester observed an increase in IL-6 in the fetuses, which may determine adverse sequelae of neurological development, including autism, psychosis, and long-term sensorineural deficits. However, longitudinal studies are needed to validate these associations (Table 1) [37, 41].

Only one study confirmed the vertical intrauterine transmission. In the case report described by Vivanti et al., the pregnant woman was in her last trimester of pregnancy (35 weeks) when she developed symptoms and was diagnosed with COVID-19. Cesarean delivery was indicated because of fetal distress. The conceptus was resuscitated at birth and transferred in invasive mechanical ventilation to the ICU. The virus was investigated and detected by RT-PCR from the amniotic fluid, placental tissue, bronchoalveolar lavage fluid, blood, and nasopharyngeal and anal swabs. The conceptus evolved with neurological manifestations similar to those described in adult patients with COVID-19 [11].

A review study evaluated 108 pregnant women confirmed with COVID-19 and found that 86 had pregnancy resolution. Of the newborns, 75 were tested for SARS-CoV-2 using RT-PCR, and only one was positive (1.3%). The test was collected at 36 h of life. The patient presented a good clinical evolution with reports of lymphopenia and increased liver enzymes in laboratory tests. The average gestational age of the 86 pregnancies evaluated was 36 weeks and 1 day. One baby died at birth (1.1%), and one pregnancy resulted in intrauterine death (1.1%). In both cases, the mothers had severe COVID-19. Seven babies (8.1%) required admission to the neonatal ICU [42].

A study of nine case series and two case reports evaluated 65 mothers confirmed for COVID-19 and 57 newborns. The report revealed that 31% of cases had fetal distress, and 38% of pregnant women had a premature birth. Neonatal complications were breathing difficulties or pneumonia (18%), low birth weight (13%), skin rash (3%), disseminated intravascular coagulation (3%), asphyxia (2%), and perinatal death (3%). Twenty-seven newborns underwent RT-PCR for SARS-CoV-2 by nasopharyngeal swab. Of them, four were positive: one newborn was healthy, and three had pneumonia and positive results on nasopharynx and anal swabs on days 2 and 4 of life. The question remains whether some of the maternal and neonatal complications reported are due to the virus and not iatrogenic, for example, the indication for cesarean delivery determining premature birth [43].

The infection by the SARS-CoV-2 virus presents neurological manifestations, which can be a consequence of cardiorespiratory failure and metabolic abnormalities triggered by the infection, direct invasion of the virus, or an autoimmune response to the virus. Among the neurological symptoms observed were headache, ageusia, anosmia, dizziness, myalgia/myositis, and stroke [44, 45]. The effects of this neurotropism of the virus should be investigated in children, especially in newborns whose mothers were infected during pregnancy, since its consequences on children’s neurological development are unknown. In addition, the effects of infection according to the trimester of pregnancy are unknown, leaving doubt about the prognosis of children of mothers infected in the first trimester, in relation to other periods of pregnancy (Table 2).

International Health Security, also called “global health security” or “public health security”, has as its main objective to maintain humanity’s well-being through prevention. Its focus is not only on diseases (infectious, chronic), it also encompasses social determinants of health, bioterrorism, climate change, cybersecurity in health and other situations.
COVID-19 is a threat to international health security, as it has repercussions in all aspects of human health, physical, social and mental well-being, as the disease causes death, sequelae, compromised mental health and social of individuals.

In children, in addition to the impact of the absence of face-to-face classes in schools and social interaction, the impact of intrauterine SARS-CoV-2 infection on their neurological and body development is still uncertain. Being an item of extreme importance to International Health Security.

4. Conclusion

It is vital to monitor the growth and proper development of children exposed to COVID-19 during pregnancy since whether or not vertical transmission occurs is still uncertain, and if confirmed, fetal prognosis should be improved through diagnosis to determine early consequences. Several viral infections during pregnancy can compromise the health of the fetuses in the short, medium, and long term.
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Chapter 4

Toxic Stress Affecting Families and Children during the COVID-19 Pandemic: A Global Mental Health Crisis and an Emerging International Health Security Threat

Laura Czulada, Kevin M. Kover, Gabrielle Gracias, Kushee-Nidhi Kumar, Shanaya Desai, Stanislaw P. Stawicki, Kimberly Costello and Laurel Erickson-Parsons

Abstract

The coronavirus disease 2019 (COVID-19) pandemic has created numerous risk factors for families and children to experience toxic stress (TS). The widespread implementation of lockdowns and quarantines contributed to the increased incidence of domestic abuse and mental health issues while reducing opportunities for effective action, including social and educational interventions. Exposure to TS negatively affects a child's development which may result in a lasting impact on the child's life, as measured by tools, such as Adverse Childhood Experiences (ACE) score. When TS becomes highly prevalent within a society, it may develop into a health security threat, both from short- and long-term perspectives. Specific resources to combat the pandemic have been put in place, such as COVID-19 vaccines, novel therapeutics, and the use of telemedicine. However, the overall implementation has been challenging due to a multitude of factors, and more effort must be devoted to addressing issues that directly or indirectly lead to the emergence of TS. Only then can we begin to reduce the incidence and intensity of pandemic-associated toxic stress.

Keywords: coronavirus disease 2019, COVID-19, pandemic, Pediatrics, toxic stress

1. Introduction

Since its emergence more than 2 years ago, the coronavirus disease 2019 (COVID-19) pandemic has resulted in unprecedented stress for families around the world [1], and perhaps even more so for children [2]. Designed to help curtail the spread of the causative coronavirus, various “curve-flattening” measures have disrupted and/or distorted traditional social networks [3]. In this context, the stress in the absence of protective relationships can quickly become toxic, harming one's mental and physical health [4]. Interpersonal connections enable the conveyance of
compassion and empathy. Without the presence of the above, individual development and well-being are likely to be negatively affected. This chapter discusses the topic of toxic stress (TS) among families and children during the current pandemic, focusing on identifying risk factors and deriving pragmatic solutions. These considerations are further superimposed on the relevance of TS to the general area of international health security, both in the short- and long-term timescales.

2. The coronavirus disease 2019 (COVID-19) pandemic

In Wuhan, Hubei Province, China in December 2019, pneumonia of an unknown origin started affecting index cases linked to a local wholesale food market [5]. Respiratory samples collected from these patients were subjected to genomic analysis, and the virus responsible was discovered to be a novel coronavirus related to Severe Acute Respiratory Syndrome Coronavirus (SARS-CoV). It was therefore named SARS-CoV-2, and the disease it causes was named coronavirus disease 2019 (COVID-19) [3, 5]. Due to its high infectivity, the novel coronavirus began spreading rapidly around the globe, leading the World Health Organization (WHO) to declare COVID-19 as a pandemic disease in March 2020 [6]. As of July 3, 2021, the total number of cases of COVID-19 in the United States was 33,530,880, including 15,555 new cases [7]. To date, more than 1,000,000 patients have died from COVID-19 in the United States alone [7].

In comparison, the 1918 Spanish influenza pandemic was caused by the H1N1 influenza A virus and lasted from 1918 to 1920 [8]. It disproportionately affected healthy, 25-40 years old individuals, who accounted for 40% of mortalities. By the end, the H1N1 pandemic was responsible for 50 million deaths worldwide [8]. In contrast, COVID-19 primarily affects people over the age of 65, especially those with comorbidities [8]. Although the overall mortality rate is very similar between the two pandemics - 2.5% for H1N1 and 2.4% for SARS-CoV2 - the mechanisms for mortality differ [8]. Whereas H1N1 tended to cause secondary bacterial pneumonia, SARS-CoV-2 resulted in an overactive immune response resulting in multiple organ failures [8]. The mean time to death for the H1N1 influenza was 2 weeks whereas it is 25 days for SARS-CoV2 [9, 10]. The latter finding is also responsible for the significant resource utilization (including intensive care utilization) related to COVID-19 cases.

Similar to the 1918 H1N1 pandemic, governments across the world implemented lockdown and quarantine strategies to contain the spread of COVID-19 [11]. In early 2020, many countries started implementing stay-at-home orders and sometimes more extensive shutdowns that mandated the closure of all non-essential businesses with concurrent stay-at-home orders to help minimize the spread of COVID-19 and to prevent hospitals from being overrun with COVID-19 patients [6, 12]. Additionally, universal masking mandates were put in place and there were physical distancing rules to maintain interpersonal distance of at least 6 feet between individuals when in public [5]. While these measures helped to contain the spread of COVID-19, they also had negative public health effects related to adverse childhood experiences (ACE, see later section) as well as TS [6].

3. Toxic stress risk factors and downstream sequelae: assessing the impact on health security

The SARS-CoV-2 pandemic has sent unprecedented shockwaves of stress through the global society. Severe stress in the absence of protective relationships may quickly escalate to become toxic, impairing both physical and mental health [13, 14].
Toxic stress is especially harmful to children, whose developing bodies and brains are highly susceptible to its negative effects, with potential long-term consequences [4]. Curve-flattening measures, including widespread school closures and social distancing, have disrupted the relational networks of billions of children around the globe [15]. Such disruptions, in conjunction with the severe economic stress caused by the pandemic, represent a once-in-a-century social crisis in the making [3]. Health security impacts will likely be felt for years if not decades to come, and will likely involve multiple domains that were previously defined in the ACAIM International Health Security Consensus [16].

Pandemics, armed conflict, and various forms of displacement pose a threat to the health and well-being of vulnerable populations and especially children [17]. As the global community begins to recognize the cumulative effects of various social and economic stressors related to the pandemic, the attention of researchers has shifted to TS and its short- and long-term health effects. Toxic stress, regarded as the result of prolonged activation of the stress response, can occur before birth and during childhood and is known to contribute to epigenetic changes, with potential health and neurodevelopmental consequences [18, 19]. Domestic abuse and child witnessed violence, both of which have increased during the pandemic, can further exacerbate the problem [3, 20–22]. However, various social factors and early and appropriate intervention can help mitigate many of the negative effects. We will now shift our focus to ACEs and their downstream consequences.

4. Adverse childhood experiences: focus on long-term sequelae

There exists a broad, fairly heterogeneous, and increasingly more recognized group of negative modulators of child well-being. Collectively, these events can be grouped under the umbrella of ACEs [23]. ACEs can stem from traumatic occurrences, and not infrequently may result in adverse downstream effects, both in physical and psychological/mental health domains. These traumatic experiences, among many, include poverty, physical/mental abuse, mental illness, and community violence [23–25]. When multiple ACEs occur together there is a much greater probability of the child experiencing long-term health effects [26]. To investigate the relationship between ACEs and negative health outcomes, a study was conducted, surveying adults in San Diego, California, about their childhood history to determine if there was a correlation between ACEs and future health conditions [27, 28]. The study indicated that early emotional trauma may indeed be associated with future adverse health consequences [27]. This, in turn, suggests that traumatic experiences in childhood may pose a long-term threat to our health systems and therefore broadly understood health security. More specifically, ACEs, especially if repeated/recurring, may be associated with a higher prevalence of cancer, depression, and other chronic diseases [26, 29–31]. However, a child experiencing ACEs may not necessarily equate to future long-term adverse health effects [26]. This in part, is due to the resiliency of the child, their ability to cope with traumatic experiences, and their overall support structure [26]. In the context of the COVID-19 pandemic, the latter may also be significantly affected, resulting in loss of critical social support for the child experiencing ACEs.

Another 2021 study published in BMC Public Health showed a correlation between ACEs and self-rated health (SRH) in young adults [32]. In this prospective cohort study of ACE exposure, ACEs were tracked at varying age groups and SRH values were also recorded for comparison. There was a proportional increase in ACE and SRH scores [32], suggesting a substantial degree of correlation. A better understanding of ACEs may lead to more accurate approaches for predicting future health effects of ACEs and,
therefore, may help in the development of earlier and more effective interventions. As such, this general strategy may be one of the key components of addressing health security concerns related to downstream sequelae of ACEs.

Based on existing evidence, early intervention is critical when approaching ACEs to minimize their long-term, negative effects. The Centers for Disease Control and Prevention (CDC) suggest six strategies to reduce ACEs: strengthening economic support for families; promoting social norms that protect against violence and adversity; ensuring strong starts for children; enhancing skills to help parents and youth handle stress; managing emotions; as well as tackling everyday challenges, connecting youth to caring adults and activities, and intervening to lessen immediate and long-term harms [33]. However, with the COVID-19 pandemic, there has been an increase in occurrences of ACEs due to the lockdowns and quarantines implemented to help stop the spread of SARS-CoV-2 [34]. The lockdowns are forcing some children to stay in homes that are emotionally unhealthy and traumatic [34]. Additionally, the lockdowns have also made it more difficult to implement many of the strategies that the CDC suggests are needed to prevent ACEs [15].

5. Mental health trends in the pandemic: exploring long term impacts on health security

The COVID-19 pandemic has had many negative effects on the mental health of both adults and children [35, 36]. The stress associated with the fear of the unknown, along with the abrupt closure of schools in March 2020, spiraled many children into emotional upheavals they had not experienced previously. The sudden switch from “going to work” every day to “working from home” or being furloughed or laid off led to enormous financial stress for many families. Not feeling financially secure may lead to significant emotional pressure for adults, which is often projected onto children, in various and often unpredictable ways. The closure of schools and businesses resulted in a significant reduction in direct human contact. Casual daily social interactions constitute an important outlet for mental health stress for many people [37, 38].

Prior to the pandemic, approximately 1 in 10 adults reported anxiety or depressive disorder. This increased during the pandemic, with about 4 in 10 adults reporting corresponding symptoms [10]. A survey in June 2020 showed that 13% of adults admitted to increased or new substance use, attributing such response to the stress related to the COVID-19 pandemic [10]. It is well established that mental health stress in adults directly impacts toxic stress in children [39, 40]. When adults are under stress, they have less emotional “reserve” or “bandwidth” to effectively care for their children, which may, in turn, result in physical child abuse, emotional child abuse, neglect, or unhealthy interactions that although not necessarily outright abusive, may still have deleterious effects on our children [41, 42].

Irritability, inattention, and clinginess were seen among children in early pandemic studies along with sleep issues, decreased appetite, and separation anxiety [43]. Adolescents may be prone to hoarding behavior due to the panic-buying seen in the early pandemic. Obsessive–compulsive behavior may be increased because of hoarding, general feelings of fear and uncertainty, a heightened awareness of how viruses are spread, as well as the need for cleanliness to prevent viral spread [43]. Increased reliance on electronic devices for online schooling or as a means for human interaction while in the quarantine may lead to worsening social media/electronic addiction as well as cyberbullying [43, 44].
The mental health needs of our society related to the COVID-19 pandemic, will continue to be apparent for years to come. Many downstream effects will be unpredictable, individualized, and likely highly variable in terms of temporal patterns. Toxic stress from the poor mental health of our adults and children will lead to deleterious emotional and health effects that are yet to be seen. Focusing on the mental health of our entire population is essential to help decrease these effects. Increased mental health support with both inpatient and outpatient resources is needed now, and will certainly be needed for the foreseeable future.

6. Toxic stress as an international health security threat

No one is immune to the effects of COVID-19. In addition to millions of confirmed cases worldwide, COVID-19’s effects on individuals and communities extend far beyond hospitalizations, morbidity, and mortality. Pandemics have deleterious consequences on the well-being of individuals and communities through direct effects of the illness and emotional isolation, economic loss, work and school closures, and maldistribution of resources [45]. Published data describe how various consequences of pandemic mitigation efforts (such as quarantine) affect stress, depression, fear, anger, boredom, stigma, and other negative states. Adults readily report worse psychological well-being now as compared to before the pandemic [46]. Because data suggest that children might less frequently transmit or become severely ill from the virus, the more unique consequences that COVID-19 has on children may easily be overlooked. Although data on child and family well-being during COVID-19 are not as robust, increasing reports of intimate partner and family violence around the globe continue to be of great concern [47–49]. Long-term impacts on broadly defined health security will likely be both significant and difficult to predict.

Within the international context, conflict-affected populations are particularly vulnerable to COVID-19. Overcrowding and inadequate water and sanitation systems in refugee camps and informal settlements, coupled with previously existing illnesses, may increase the spread of COVID-19 and further exacerbate the emotional trauma upon the most vulnerable segments of the population. Moreover, resource and health system constraints may restrict access to adequate and appropriate care. Control measures such as physical distancing may be difficult and may also increase economic precarity, intimate partner violence, and food insecurity in populations already vulnerable [3]. The incidence of post-traumatic stress will likely increase following the pandemic – another “invisible” aspect of this global event, reported following previous emerging infectious disease outbreaks [50].

Downstream, long-term consequences of toxic stress are more poorly understood, but the associated increase in behavioral health issues, combined with secondary implications inherent to these considerations, are bound to create a truly global urgency and crisis [4, 51]. This is especially true when looking at geographic areas with limited resources and a lack of robust mental health infrastructure. In terms of addressing some of the challenges related to halting any downstream escalations secondary to toxic stress, several truly international strategies can be considered. Among those, the most prominent is telehealth/telemedicine, as discussed in a subsequent section of this chapter [52, 53]. Other important components here include the provision of safe environments, education, as well as ongoing close support and reassurance.
7. Vaccination availability: a gateway to normalcy

On December 14, 2020, the U.S. COVID-19 Vaccination Program began, with vaccines from Pfizer (New York, NY); Moderna (Cambridge, MA); and Johnson & Johnson (New Brunswick, NJ) being deployed [54], first for domestic then for global use. To date, Pfizer and Moderna each require two shots to achieve fully immunized status, whereas Johnson & Johnson requires a single shot [55]. Pfizer vaccines must be given to patients ages 12 and older, while Moderna and Johnson & Johnson vaccines must be given to patients ages 18 and up [55]. An additional booster dose has been recommended by all companies for patients ages 12 and up [55]. Other countries also deployed their own vaccines to meet local needs [56]. As of April 1, 2022, as many as 561,173,692 COVID-19 vaccines have been administered (255,582,575 have received at least one dose and 217,703,007 are fully vaccinated); thus, 77% of the U.S. population has received one dose, and 65.6% are fully vaccinated [54]. Studies have shown that Pfizer and Moderna vaccines are approximately 94–95% effective for patients who have received the second dose and 64% for those who have received just one dose [57]. The Johnson & Johnson vaccine has shown 66.3% effectiveness in clinical trials for patients with no prior COVID-19 infection [58]. Compared to fully vaccinated patients, unvaccinated children are 1.6 to 2 times more likely to be hospitalized, and adults are 5 times more likely to be hospitalized [55]. According to the CDC, the number of new COVID-19 hospital admissions has been generally decreasing from April 19 to June 22, 2021 [55]. Therefore, the global distribution of COVID-19 vaccinations appears to be providing immunity against the virus, shown by the decline in hospitalization and a slower increase in new cases of COVID-19.

Increased vaccination rates in eligible candidates significantly help to curb virus transmission rates within a population. This, in turn, may be able help neighborhoods to lift quarantine and lockdown measures, aid in a quicker return to “normal”, which therefore may help reduce the toxic stressful environment and its harmful consequences on children. Consequently, well-implemented vaccination programs are critical to international health security, the well-being of the global population inclusive of children, as well as our current best attempt at the return to normalcy [59].

8. Role of telemedicine: an important part of a comprehensive mitigation framework

Telemedicine plays an important role in our collective efforts to prevent and mitigate toxic childhood stress in the COVID-19 era [52, 60]. By leveraging technology to deliver patient care remotely, telemedicine enables interpersonal connectivity while overcoming many of the limitations related to either social distancing or lack of resources (e.g., transportation). Health care providers, through virtual visits and other telehealth platforms, may be able to provide effective emotional support and psychosocial buffering for families experiencing acute stress [61].

Through the provision of frequent interpersonal touchpoints, telemedicine can furnish an important platform to support the well-being of children [62]. One of telemedicine’s main strengths resides in the ability to reduce costs associated with access to care, primarily by reducing the time and expense of travel, waiting, and paid time off [63, 64]. Moreover, health systems can leverage the lower associated cost(s) to perform more frequent virtual check-ins (and thus provide more support). More face-to-face time, in turn, helps build trust and creates opportunities for providers to affirm families’ strengths and resiliencies, as well as reinforce strategies that are effective in combating acute stress, including balanced nutrition,
physical activity, quality sleep, mindfulness practices, supportive relationships, and mental health care [65–67].

In the wake of widespread parental fears regarding the potential for exposure of children to COVID-19, telemedicine can help make all stakeholders feel safer, especially in terms of public immunization programs. This is a very important aspect of the overall care provision since visit volume in many outpatient pediatric offices decreased by >50% and vaccine orders have fallen by 2.5 million since March 2020 [68]. The American Academy of Pediatrics has urged the continued provision of routine immunizations for children. In response, some practices have begun offering curbside and drive-through immunization clinics [68]. Utilizing telemedicine for interpersonal connection and relationship building alongside socially distanced medical procedures such as immunizations and biometrics could help optimize the balance between putting patients at ease and bringing them up to date with care.

Telemedicine has its limitations in evaluating the well-being of children and parents. Establishing and maintaining a personal connection with a family is more easily done with an in-person visit. Signs of child abuse may be missed as physical exams are limited during a telemedicine visit. Bruising and intentional skin trauma may not be appreciated through a camera. Intraoral trauma would be difficult to identify [69]. It is more difficult to speak with children alone through a virtual visit and they may be less willing to identify stressors with parents present [69]. Mental health evaluation may be challenging if children do not feel comfortable divulging information while at home or in front of their parents. In contrast with in-person visits, where those present are seen and accounted for, situational awareness during virtual visits is more limited. For example, a violent partner or parent could be present during a virtual visit but out of audio or video range. Traditional social screening questions such as “do you feel safe at home?” may not only have lower utility in a virtual visit, but they could also risk exacerbating household tensions [61].

In light of the above considerations, approaches aimed at specific educational initiatives have been proposed by domestic violence and toxic stress experts during the COVID-19 pandemic. Beyond virtual visits, advances in telemedicine could empower patients through easily (and confidentially) accessible information and resources [61]. Other helpful tools could include confidential two-way messaging platforms and clinical message pools for providers to streamline referrals. Provider education models, such as Safe Environment for Every Kid (i.e., seekwellbeing.org), which incorporate social work collaboration, have been shown to effectively prevent child maltreatment. Trauma-informed screening tools, such as the Pediatric Adverse Childhood Experiences and Related Life-event Screener, have demonstrated strong face validity in pediatric primary care [28]. Adopting such approaches to the telemedicine space could be highly promising. Various sets of specific considerations applicable to health security may also be applicable ‘by proxy’ due to the benefits gained via telemedicine-based behavioral health interventions.

9. Conclusion

The COVID-19 pandemic has ushered dramatic social and economic upheavals, leading to a highly stressful period in our history, especially challenging for families and children. The identification and prevention of toxic childhood stress in the COVID-19 era may be especially difficult during this time. Much remains to be learned about risk factors and ways to remediate this serious health security threat, especially when considering its potential long-term consequences. The initial steps to begin healing our children from a hopefully once-in-a-lifetime pandemic include: 1) widespread recognition and identification of the effects of toxic stress on children, as measured by validated tools, such as Adverse Childhood Event (ACE) scores, and
its possible impact on the development of chronic diseases and mental health issues later in life; 2) increase in vaccination rates across all eligible candidate groups; and 3) implementation of telemedicine to support access to health needs, and to build and maintain relationships between healthcare workers and the community. Although the implementation of the above steps may be challenging, continued support and necessary resources must be put forth toward one of our most vulnerable populations to help remediate the long-lasting impact of TS for years to come.
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Chapter 5

A Journey through and beyond the COVID-19 Pandemic in Indian Setup-Lessons Learnt So Far

Divyesh Kumar

Abstract

World over life was going at its normal pace when an outbreak occurred in Hubei province of China in the later part of the year 2019. This outbreak was soon found to be caused by a virus named coronavirus (COVID-19). Rapidly the virus spread globally leading to a pandemic. The mortality rate was increasing day by day and helplessly everyone was wondering what actually could be done to prevent the spread. Lessons from the past epidemic made it possible to think that maintaining social distancing and adequate hygiene might help to combat the ailment. In India, majorly affected were the people from poor strata and the businessmen who were earning their daily bread by selling things of daily need. The health sector too witnessed an alarming ratio of patients suffering from COVID-19. The second wave, which soon followed the first wave, caused much more havoc. Overall, the COVID-19 pandemic, exposed and challenged the health security system of every country. As the danger of pandemic still prevails, steps to curtail the spread of disease and future management strategies should be formulated from the lessons learnt through the COVID-19 phase.

Keywords: COVID-19, Lessons, India

1. Introduction

The year 2019 started with a bang and happiness, with colourful crackers exploding in the sky. Everything throughout the year went at its normal rhythm with the later part of the year bringing some bad news from the Hubei region in China. There was news of a spread of a deadly virus, which was found to be caused by the coronavirus. It was sooner found to affect people from other parts of the world, suggesting human-to-human transmission [1]. WHO declared it a public health emergency on March 11, 2020 [2].

The coronavirus disease (COVID-19) was found to affect the respiratory tract and also was found to affect the gastrointestinal tract and other parts of the body. Although symptoms vary from person to person, the major symptoms were found to be cough, fever, headache, sore throat, and diarrhoea [3]. Besides symptomatic patients majority of the spread was due to the asymptomatic carriers, which without any symptoms harboured the disease and were the major culprit in the spread of the disease.
Ever since there has been an outbreak of the COVID-19 from China, besides a lot many casualties, the economic front has also been shattered due to lockdown, worldwide. The COVID-19 disease not only affected the healthcare sector but also has had a deep impact on the tourism and trade sector worldwide [4], which has made the economy take a backseat.

Hence, urgent steps need to be taken to bring back life to new normal; also, the lessons learned from the COVID-19 pandemic propels us to formulate guidelines to tackle future untoward events.

2. Journey through the COVID-19 pandemic phases in India and its impact on various sectors

2.1 The initial impact

Although the initial impact of the virus was seen majorly in the developed countries, India got affected during January when the first case of it was reported from the Kerala province in southern India [5].

Further, lockdown and curfew were imposed in different countries, which eventually dwindled the economy globally affecting the poor and middle-class earners, maximally. In India, the daily wagers were forced to flee from their working place to go back to their native places. Since transportation was at standstill due to lockdown these workers along with their family members had to cover their long distances on foot only. Sooner or later, many social activists took the initiative to help these sufferers. At this point, the blame game of the politicians towards each other started pouring in.

Over time, the COVID-19 pandemic has affected many sectors which majorly include health, education, hospitality, and entertainment sectors. Diagramatic representation as documented in Figure 1.

2.2 Impact on the health sector

The situation on the other hand, in the hospital sector, was far more frightening as more and more casualties were happening due to limited beds and a greater number of patients requiring hospitalisation. Urgent steps were thought of and many

Figure 1.
Various sectors affected by the COVID-19 pandemic.
places like hotels, train bogies, etc. were soon made as alternatives to hospital beds. Health care workers despite all the stress of contracting the disease themselves took the front seat to take care of the sufferers, but to their very surprise many people, by this time, had become prey to different myths and false beliefs and had to face the resistance from these society members. The situation was grave in certain parts of the country and police had to take some harsh steps to control the nuisance.

Amongst the patients, the effect was seen majorly in elderlies and in patients suffering from cancer and with comorbidities. In their article published by Wang et al., concluded that patients above 70 years of age had a faster progression of disease in the elderlies [6]. Similarly, a study was done by Liang et al. documented that case-fatality rates were higher in elderlies and also the pulmonary complication requiring resuscitation were higher in those suffering from cancer [7]. Besides its impact on these patients treatment delays due to the lockdown became a major issue. Various modifications in the treatment guidelines were framed by this time by various eminent treating societies to make the treatment continued and minimise the delays. Also, working protocols of different departments were modified and policies to screen the COVID-19 patients were formulated.

Though modified protocols were important from the clinical point of view, the psychological effect of the suffering had a deep impact on society. Effective health-related communication has thus remained a need of the hour. An article published by A. Finset et al. concluded that effective health communication is important in fighting the COVID-19 pandemic [8]. Similar importance of health communication has been documented by Reddy et al. in their article [9]. Amongst the various modes of communication, telecommunication with patients has also proved to a boom during the pandemic. As the majority of the patients who had queries related to the disease and treatment-related queries were also taken care of. Also, scheduling of all appointments further made things organised both for the patients as well as the treating physicians.

From a treatment point of view the rat race to treat and cure the ailment was soon catching the pace by this time. Many different permutation and combinations of drugs were thought of during this phase, with not much success to it. Alternative medicines like homoeopathy and ayurvedic soon joined the race and tried their best to come up with a possible solution. Since the disease was due to the virus, the only hope for it was thought of by generating an appropriate vaccine. Research on making the vaccine soon began. Different countries to the very best of their capabilities are trying till date, to make an effective vaccine. In India, Bharat Biotech took the initiative and completed the initial phases of the trials.

Covaxin and Covishield are the two vaccines that were developed and brought forward for mass vaccination. The Government decided to carry out the vaccination in a phased manner with age group 45 and above along with health care workers and patients with comorbidities receiving the initial jab. Although a majority of people have got vaccinated, a lot many still doubt the efficacy of the vaccine and remain concerned with its side effects. The false rumours regarding the vaccine have further added to it and have prevented a lot of many to refrain from getting vaccinated. While people were being told about the advantages and necessity of getting the vaccination done, the second wave of the pandemic came into existence.

2.3 Impact of the COVID-19 on the education sector

The very initial phase of the COVID-19 pandemic deeply impacted the education front, as the lockdown and curfew forced all the schools, colleges, and universities to shut down. The digital model was soon implemented and the majority of the teaching soon began through online mode. An article published by Pravat Kumar Jena,
has highlighted the various initiatives taken by the Govt. Of India on the education sector. Also various positive and negative effects have been emphasised [10].

Although the effect of this form of education can only be assessed with time as of now, the digital mode has surely taken care of the education front.

2.4 Impact of the COVID-19 on the tourism and hospitality sector

Besides the health and the education sector, the hospitality industry has also been affected badly by the pandemic. The hospitality industry accounts for 10% of the global GDP. The travel restrictions have not only led to revenue losses also the jobs of various workers have come to stake. As per United Nations World Tourism Organisation that international tourists will be down by 20–30%

In India, the hospitality industry is likely to be hit hard. Experts suggest that domestic hotel companies faced a weak FY20 and a much weaker FY21. The challenges and learnings from the COVID-19 pandemic in the Indian setting have been elaborated in the article published by V. Kaushal et al. [11].

Other than India, the major impact of the COVID-19 pandemic can also be seen in countries whose economy depends largely on the tourism and hospitality sector.

2.5 Impact of the COVID-19 on the entertainment sector

Music and film plays a very important role in one’s life and is not only a source of entertainment but is also a major revenue generator for the country. The lockdown and curfew have led to the downfall in film production and indirectly to revenue collection. G. Nhamo et al. in their study found that the pandemic has led to the cancellation of productions, films, and music festivals leading to multibillionaire losses which furthermore has led to a devastating impact on the livelihood of artists [12].

2.6 COVID-19 and international health security

United Nations brought the concept of health security during the year 1994 [13]. Some of the alternative terms include global public health security, public health security, and global health security [14–18]. Global Health Security is defined as the activities required, both proactive and reactive, to minimise the danger and impact of acute public health events that endanger people’s health across geographical regions and international boundaries [19]. Four well-known international organisations that takes care of the health security issues are- World Health Organisation (WHO), the United Nations (UN), the European Union (EU), and the Asia-Pacific Economic Cooperation (APEC).

A well-developed Health security system is the backbone of a strong infrastructure of every country. The ongoing COVID-19 pandemic has shown how segregated and poorly funded health systems are worldwide. In a simplified form, it could be said that it has exposed the ground realities of the health security systems of all countries, revealing that no country is safe. Even countries like the USA, UK which receives top ratings for pandemic preparedness in the Global Health Security Index, have reported a significant number of COVID-19 cases and deaths [20]. India on the other hand, ranks at 57th position, with a cumulative score of 46.5, and fairs poor in the Global Health security index [21]. Compared to other countries, though the COVID-19 outbreak occurred late in India, the impact of it was much more severe. Further, the effect was seen in a wavy fashion with the first wave soon followed by the second wave. The impact of the second wave was much more severe than the first wave and majorly affected the younger population. Although India shares with
the United Nations the Global Health Security Agenda (GHSA), still a lot many steps are needed to be taken to improvise the Health security status.

Furthermore, not always security concerns are overlapped with health issues. Recently, both bioterrorism and emerging infectious diseases have raised alarming bells on health security issues [22–24]. An international cooperation is thus highly solicited in containing the spread of infectious diseases and enforcing a strong health security system. Also, establishing a global centralised Disaster Management Society and developing a comprehensive Global Disaster Rescue Plan could be possible measures for curtailing future pandemics.

3. The second wave of COVID-19 pandemic

Although unlocking in phases was being attempted to resume the work situation as before, the casual attitude of people of not wearing a mask and maintaining proper hygiene once more has brought the second wave of the pandemic into the picture. The second wave although started gradually but sooner has spread at a great speed throughout the country, with the majority of the cases being reported from Maharashtra, Uttar Pradesh, and New Delhi.

A decline of the active cases was noticed until Feb-March 2021 when a sudden rise of cases began to be noticed. So, who actually can be blamed for this sudden sprout of the diseases for the second time? Crowded election rallies, religious and other social gatherings, and early opening of public places are being considered as the causative factors for the spread of the disease. India is a country of diversity and is highly populated with a variation of people ranging from very poor to very rich. The most affected group is the lower strata of people.

Hence complete lockdown probably was never an answer. The casual attitude of the countrymen towards the disease is the only factor that probably has led to this second wave. The situation has worsened this time as the rate of casualties has taken a steep rise, hospital facilities are full, and demand for oxygen and medications has increased from before.

A new double mutant variant of the coronavirus has been detected from the collected samples from different states of the country. B.1.617 lineage is known as the ‘double mutant’ virus. An increase in the fraction of samples with the E484Q and L452R mutations he been found by the Indian SARS-CoV-2 Consortium on Genomics (INSACOG) group. Besides.

India some other countries like the US, UK, Denmark, and Switzerland have also come across similar mutant strains. A new lineage of the SARS-CoV-2 virus, called B.1.618, has been identified in West Bengal, India.

Since the vaccine has remained the only hope of tackling the virus, scientists world over are trying their level best to develop an effective vaccine. Sputnik V vaccine is the latest one and has shown effective results in the trials done, so far. In their interim analysis report, Denis Logunov and colleagues reported a consistent strong protective effect across all participant age groups [25]. Sputnik V vaccine is also known as Gam-COVID-Vac. It utilises adenovirus 26 (Ad26) and adenovirus 5 (Ad5) as vectors. The other two vaccines utilising the adenovirus vector approach are the Oxford–AstraZeneca vaccine, which uses a chimpanzee adenovirus (ChAdOx) [26], and the Johnson & Johnson vaccine that uses the only Ad26 [27].

Although vaccines are being evolved and clinical trials are being performed at a rapid speed, the sad part of the picture is that a lot many people who are already vaccinated have got affected by the coronavirus. Probably the mutation has caused a change in the spike of the protein which is the target area of the vaccine. Although
it’s a hypothetical note only as of now, if it’s true, then the antibodies may not be able to recognise and neutralise the virus effectively.

Although the journey till now has remained a roller coaster ride for many, it is important to be patient and calm till the time the scientific reasons for the mutations and further effective vaccines and medicine become available. Further, people should strictly maintain hand hygiene and social distancing norms besides swearing masks all the time.

4. Lessons learnt so far

The COVID-19 pandemic has made us learn certain lessons.

1. The pandemic has reminded us of the theory proposed by Charles Darwin, which emphasised the concept of the survival of the fittest. The same concept could be applied to the COVID-19 pandemic also, as people with decreased immunity are more prone to getting COVID infection and vice versa. Hence, every possible attempt to maintain and enhance our immunity should be emphasised upon. Although there is no scientific data to suggest that a boosted immunity prevents getting COVID-19 infection, every possible effort to keep healthy and fit should be sought.

Besides, taking a healthy diet every possible attempt should be made to do physical activities like jogging, exercise, yoga, etc. Smoking and drinking should be avoided as much as possible. Junk foods should refrain.

2. No country in this world is powerful. This pandemic has made even the superpowers standstill and has shattered their economy too. Hence, it can be inferred that no country in this country is powerful. Even the smallest of the smallest nonvisible virus can be dangerous.

3. More and more trees are being cut and every effort is being made by mankind to infiltrate the wildlife sector leading to various calamities and environmental imbalance. We should thus try to maintain a balance by planting more and more trees and try to restore the imbalance being created. Thus it can be said that whatever we do we are still not beyond nature and any disturbances made within nature give reciprocating results.

4. Work can be managed from home. The exclusive usage of the digital platform during this pandemic has taught us that work can still be managed from a distant place. The development of various software are applications have made things handy. The usage of these latest technologies should further be explored and its applications should further be studied.

Furthermore, we can manage with a smaller number of vehicles. Means of travel such as subway and metros should further be developed. Emphases on cycling for small distance travel can also be propagated.

5. The pandemic has also made us realised the importance of a healthy relationship with each other and helping the persons in need. Earlier all the family members used to live together, eat, drink and leisure together. But with time with the growing social and its ever-changing rules, more and more families started moving towards nuclear family-based approach. This has led to weaker
relationships with each other. The lockdown and imposition of curfew have led family members to interact. Also, people have started helping each other in this time of need of each other.

6. The second wave seems to be the result of the casual and ignorant behaviour of the people towards the given instructions of maintaining social distancing and wearing masks. People should understand the need to maintain social distancing and hand hygiene practices. The brunt of this form of casual approach falls on people of every section of society. The second wave of the pandemic has been more devastating. Hence healthy practices like social distancing and hand wash must be regularly and strictly followed.

5. Future recommendations

1. The health care system should be revolutionised. Every effort to upgrade the health sector and strategies to tackle the pandemics should be redefined.

2. A separate front should be formulated that will take necessary urgent steps at the time of need

3. Proper allocation of places for managing affected patients should be ready beforehand.

4. Strategies for entry and exit of patients should be redefined to make minimal contact with each other

5. Guidelines for lockdown should be formulated to be crystal clear regarding the strategies to be adopted in case of any pandemic

6. Also, guidelines for the elderly and patients with immunocompromised states should be made

7. Red flag signals should be generated to timely communicate and curtail the spread of disease

8. Steps to expedite more and more speedy clinical trials should also be designed

9. As lockdown like situation affects the business domain and poor strata people majorly, upfront crucial steps should also be taken to keep the economy front balanced during the pandemic phase.

6. Conclusion

The journey through the COVID-19 pandemic has been full of major ups and downs so far.

Furthermore, though efforts are being put into the development of an effective vaccine, a big question regarding its effectiveness and side effects still prevails. Till the time effective treatment comes in the market every possible effort to maintain social distancing and hand hygiene should be practiced and followed sincerely.
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Chapter 6

Time Series Forecasting on COVID-19 Data and Its Relevance to International Health Security

Steven Kraamwinkel

Abstract

The Corona virus pandemic is the most tragic virus outbreak in more than a century. Corona has globally already taken the lives of four million people, across all continents. The virus has the potential to become very catastrophic, if a significant part of the world population does not have any form of immunity against it. In this project, the aim is to make forecasts on the number of daily infections in the Netherlands. Seven different models were implemented to forecast the number of infected people in a three-month time period. The sequential CNN model outperformed all other models substantially. The capabilities of CNN models in time series forecasting can be very encouraging in conducting more research on time series data with convolutional neural networks.

Keywords: time series forecasting, data wrangling, convolutional neural network, machine learning, ARIMA, time series analysis, time series modeling, computational intelligence

1. Introduction

COVID-19 is currently a pandemic that has very serious impacts in today society. It does not only affect the health of individuals, but has also economical, social, cultural, and political consequences. Therefore is it of great importance to have Covid-19 data visible for as much possible, and to train models that are able to forecast the number of new infections on Covid-19, and to learn from them before new Covid mutations, or newer diseases occur.

The objective of this research was to make COVID-19 data more visible and interpretable, and having at least two statistical models that are able to forecasts on COVID-19 cases using machine or deep learning techniques. It can be beneficial for future pandemics, to have models that are able to forecast and predict the possible impact a new virus can have not only on the health care sector, but on society as a whole.

Different artificial intelligence (AI) techniques can be used to aid scientists in medical and biological fields that are doing research in virology and pandemic control. And for society, more predictive analysis and data visualization that is understandable for the average person, means more awareness about past, current, and possibly future development of a virus pandemic.
1.1 The Corona virus in detail

The Corona virus, also named Covid-19, is a disease that is caused by the novel severe acute respiratory syndrome, and an infected patient shows well known symptoms such as fever, cough, and fatigue. Since the virus is able to spread via human-to-human contact from any person who is infected, the virus turned into a very catastrophic pandemic [1, 2].

The corona virus spread across the globe in less than six months from the first cases originating from the city of Wuhan in China. The World Health Organization has officially declared the corona virus as a global pandemic, and specific countries have regulated measures to reduce and overcome the severe effects of the virus.

1.2 Problem identification

The aim of this research is to implement multiple machine learning and computational intelligence (CI) models that are able to predict the number of corona infections over a certain specified time interval. In basic ML, there are two main types of learning, supervised learning and unsupervised learning. Considering the prediction of the number of corona infections in the time interval February 2021–April 2021, after observing input data from the number of infections of time interval April 2020–January 2021, the problem can be framed as a supervised learning problem. In supervised learning, an algorithm learns to make associations, also called mappings, between certain input that in many cases originates from a dataset, and certain output. Each sample originating from a dataset has an input component (x), with a corresponding output component (y). Supervised learning also aims at approximating the real underlying mapping between those inputs and outputs [3, 4].

Since the goal is to predict future values on the number of corona virus infections, the problem can also be identified as a regression type problem. This is the case, because numerical values are predicted, and given a specific input, an output in the form of a function \( f : \mathbb{R}^n \rightarrow \{1, \ldots, k\} \) is produced. Regression type problems, can be both linear and nonlinear.

1.3 Introduction to time series data and time series forecasting

Data that registers the spread and development of the corona pandemic, always takes a specific time point into account [5]. Also, all databases recording corona infections, hospitalization, and deaths always have counts of individuals taken at specific points in time. Therefore the underlying data can be considered as time series data.

Time series data can be defined as a one-dimensional time ordered sequence of values of a variable that has an attached time dependent component. It are considered measurements of any type that are observed sequentially over time or at regular time intervals [4, 6–9].

In many cases, a time series can be identified as a vector of type: \( \{x^{(1)}, x^{(2)}, \ldots, x^{(n)}\} \), where each element \( x^{(i)} \in \mathbb{R}^m \) is an array of m values [5]. Time series data is always temporal data. This means that data is organized over time, with a time attribute being an index of the observations in the dataset [9]. Time series can be modeled in various domains, ranging from financial and stock market data, to weather and earthquake forecasting, as well as pandemics modeling and medicine intake [10].
Time series forecasting is an area of research, that is aimed at the analysis of past observations of a random variable, to develop a model that best captures underlying relationships and patterns. It contains also the prediction of future values of a random variable [1], as accurate as possible, with data that has a time component attached. All information to make any forecast is available, including historical data and knowledge of any future events that might impact the forecasts.

A typical time series forecasting model can be formulated as: $X_{t+1} = f(x_t, x_{t-1}, ..., x_{t-n+1})$, where $x_t$ is the time series data. In time series data, every point $x_t$ can be formulated by: $x_t = f_t + s_t + c_t + e_t$, which is the sum of the trend, seasonal, cyclical, and irregular components [11].

Time series forecasting can be divided into one-step forecasting, and multi-step forecasting. In one-step forecasting, the next time step is computed using the historical inputs. In multi-step forecasting, the forecast of the previous time-step is used as an input, and combined with the historical data produces the output of the next multiple time steps [4].

Forecasting is different than prediction, since forecasting considers a temporal dimension, which is always contained in any time series data. In such temporal dimension, future forecasts are always dependent on the current situation. This makes forecasting and modeling forecasts more difficult than predictive analysis [12].

Many people wrongfully assume that forecasting future values is not possible. In fact, there are computational intelligence models that can capture data patterns, and are able to make better forecasts than random guessing, and also show better performance than simple models that make average or naive forecasts. In such models, not the exact future is predicted, but it can be estimated from available real world data [13].

Time series forecasts can aid many professional in their area of work in guiding their future actions and decision making processes. For example, it can advice medical practitioners to determine the course of a treatment with a patient.

In academics, time series forecasting is considered to be one of the most profitable data mining methods, and a core skill in the data analytics field, but also a relative difficult one, and a relative unknown field of research [14–18].

The key challenge in time series datasets is the presence of time-dependent confounding variables. It is still a tremendous challenge and even an obstacle to adjust a time series model for these time-dependent confounding variables, and many forecasts made today still contain certain biases in their results [19].

2. Models for time series forecasting

Despite its relative neglect compared to other research area’s in artificial intelligence, there have been numerous and also different types of models developed for time series forecasting. Two groups of models that have recently and in the past been refined for time series data are the classical machine learning models and deep learning neural networks.

2.1 Baseline models

Over the twentieth century simple and sometimes effective baseline models have been developed, that are able to make forecasts, somewhat better than random guessing. Two models that can efficiently and effectively be implemented as a baseline model in any time series modeling problem are:
• The naive model, also called a persistence model. A model that uses the last seen observation as the forecast [20], and assumes that all future values are equal to the last observed point [21].

• The simple average model, which uses as the forecasting value, the average value over all previously observed input values [4].

2.2 Classical machine learning models

Classical machine learning models also named statistical models, were originally developed from the 1960’s and later decades for predictive analysis. These models use the variables historical past to predict future observations [9], and are still linear. Some of these methods, like ARIMA and Exponential Smoothing, are widely used. This is mainly because of their high accuracy, robustness, efficiency, and the fact that they can be used by non-experts in machine learning [22]. Most of these methods make use of a concept called lagged prediction. This means that for a prediction of time \( t \), it relies on \( t-1 \) and so on, all the way until \( t-n \). In other words, it relies on data points that are in the previous period of time [23].

2.2.1 Autoregressive model

A statistical model where the value of interest is forecasted using a linear combination of past values of the variable, is called an autoregressive model [24]. Autoregression is a term that indicates that the predicted values are a regression of the current value of that variable against one or more prior values. The autoregressive (AR(\( p \)) model is a stochastic model, that assumes some form of randomness in data. This means that future forecasts can be made with high accuracy, but not very close to being 100% accurate [9].

These models were developed from the concept that models are developed by regressing on previous values, also called lag terms [19]. An autoregressive model (AR(\( p \))) can be formulated by:

\[
y_t = c + \phi_1 y_{t-1} - 1 + \phi_2 y_{t-2} - 2 + \ldots + \phi_p y_{t-p} + \epsilon_t
\]

where \( \epsilon_t \) is white noise or error term, and \( \phi_1, \ldots, \phi_p \) are parameters [6, 7].

2.2.2 Moving average model

A moving average model is a model based on error lag regression. It is a stochastic process whose output values are linearly dependent on the weighted sum of a white noise error and the error term from previous time values [19, 20, 24].

A moving average model (MA(\( q \)), builds a function of error terms of the past [11], and is basically the weighted sum of the current and past random errors [9]. A first order MA(\( q \)) model can be expressed by:

\[
y_t = c + \epsilon_t + \theta_1 \epsilon_{t-1}
\]

A higher-order MA(\( q \)) model can be expressed by the following formula:

\[
y_t = c + \epsilon_t + \theta_1 \epsilon_{t-1} + \theta_2 \epsilon_{t-2} + \ldots + \theta_q \epsilon_{t-q}
\]
2.2.3 ARIMA

A very popular and in many situations also an effective model in time series forecasting, is the ARIMA model, which is the acronym for AutoRegressive Integrated MovingAverage model. ARIMA models combine the AR and MA models, with an integrated (I-part) to an ARIMA model, that can make any data stationary by means of differencing [11, 24]. The model was originally developed by the famous statisticians Box and Jenkins in 1968.

The purpose of an ARIMA model is to describe autocorrelations in time series data [6, 21].

An ARIMA model is a typical linear model, that assumes a linear correlation between the time-series values. It makes use of these linear dependencies to extract local patterns, and removes high-frequency noise from the underlying data [1, 16, 25].

ARIMA models have proven to be very accurate forecasting models for short-term forecasting, when there is a scarcity of trainable data [26]. It is arguably one of the most popular and widely used linear models in time series forecasting, due to its great flexibility and performance [16].

Any ARIMA model has three main hyperparameters; p, d, and q. The p parameter stands for the number of lag observations, the d parameter defines the degree of differencing, and the q parameter describes the previous error terms used to predict the future value [8, 9, 20, 26, 27].

The values for the p, d, and q values can be determined after plotting the ACF and PACF plot. ARIMA models are relatively simple to construct, and often show better performance that more complex, structural models [28].

Eq. (4) below shows the mathematical ARIMA model, in the following formula:

\[ X_t = \alpha + \beta_1 X_{t-1} + \beta_2 X_{t-2} + \ldots + \beta_p X_{t-p} + \theta_1 \epsilon_{t-1} + \theta_2 \epsilon_{t-2} + \ldots + \theta_q \epsilon_{t-q} \] (4)

where \( \alpha \) is the intercept term, \( \beta_1 \ldots \beta_p \) are lag coefficients, \( \theta_1 \ldots \theta_q \) are the moving average coefficients, and \( \epsilon_{t-1} \ldots \epsilon_{t-q} \) are errors.

2.2.4 Exponential smoothing

Exponential smoothing (ES) models are based on a description of trend and seasonality in the data, and the prediction is a weighted linear sum of recent past observations or lags [24]. In single exponential smoothing, there is a parameter \( \alpha \), the smoothing factor, which is an exponentially decreasing weight decay factor of past observations [1, 4, 6, 7]. Exponential smoothing can be formulated and computed as follows:

\[ s_t = \alpha x_t + (1 - \alpha)s_{t-1} = s_{t-1} + \alpha(x_t - s_{t-1}) \] (5)

where \( t > 0 \), and where \( t > 0 \), and \( \alpha \) is the smoothing factor, which can be set at any number ranging between 0 and 1 [23].

This means that for predictive purposes, the more recent observations have more weight in the computed predicted values, than the observations further away in the past [29]. Especially when the smoothing factor, \( \alpha \) has a higher value close to 1. Any smoothing method on time series data will oftentimes yield sufficient performance with univariate data that contains low trend or seasonality [24]. It also requires only a low amount of computation power [23].
2.2.5 Holt-winters exponential smoothing

Holt-Winters exponential smoothing is also called triple exponential smoothing. It is a smoothing method that is similar to exponential smoothing models, where the next time step is an exponentially weighted linear function of observations at prior time steps. It is a more advanced smoothing method, since it also takes trend and seasonality into account when making forecasts. Therefore, HWES is suitable for univariate time series with trend and also seasonal components [24], and often performs well.

2.3 Time series forecasting with neural networks

A neural network can be thought of as a network of neurons which are organized in layers, weights that are added to some of the networks parameters, and an activation function that causes the network to converge towards minimizing or maximizing an objective [30].

An artificial neural network (ANN) has a data-driven approach, where training depends on the available data. Furthermore, ANN models do not make any assumptions about the statistical distribution of the underlying time series, and are able to perform consistently non-linear modeling [20].

The goal of any ANN is to optimize an algorithm towards an objective function. This optimization is the process of finding optimal values for parameters or function arguments that minimizes or maximizes that function [3].

ANN’s are flexible and non-parametric methods, which can perform nonlinear mappings from data. They are able, similar to other machine learning methods, to generalize over data. This is a process called generalization, and is the ability of a machine learning algorithm to perform well on new and previously unseen inputs. The generalization error, also mentioned as the test error, is the expected value of the error on a new input. It can be estimated by measuring its performance on a test set of examples that were collected separately from the training set, by performance metrics. In the research the two performance metrics are the root mean squared error (RMSE), and the mean average error (MAE) [3].

Neural networks are stochastic by nature. This means that given the same model configuration and the same training set, a different internal set of weights will result each time the model is trained to a different performance [4].

Today, deep learning is centered around artificial neural networks, than can be defined as a non linear function from a set of input variables x to a set of output variables y, controlled by a vector w of adjustable parameters. These networks allow nonlinear relationships between the response variable and its predictors, and are able to overcome the challenges faced by linear statistical models [6, 20].

A typical neural network always contains an activation function, an optimization procedure, and a set of hyperparameters. Many different functions can serve as an activation function, because a neural network is able to approximate any continuous function that maps input values to output values [30]. Most commonly used activation functions are the Sigmoid, ReLu, LeakyReLu, Tanh, and Softmax functions. In the network during the optimization procedure, an optimization algorithm makes the network converge towards the best optimal solution, which is minimizing or maximizing the objective. This can be considered as finding the appropriate values of parameters $\theta_1...\theta_n$ [6, 31].

Parameters are in any ANN the weights for each variable or feature in the ANN model. In many cases they are determined by the backpropagation algorithm and iterations made by the optimizing function [32]. Hyperparameters in a neural
network are settings whose values can be determined and manually modified from outside the algorithm itself, and that controls the capacity of a model [3, 32].

2.3.1 ANN learning process

The learning process of an ANN consists of modeling past observations with the objective of estimating the underlying temporal relationships [25]. Any artificial neural network learns by a procedure called the backpropagation procedure. In an artificial neural network the backpropagation procedure make the network learn and update its parameters after each training epoch. In detail, it evaluates the gradient of an error function by backpropagating the errors backwards through the network. The resulting derivatives are then used to compute new values for the neural networks weights. These adjustments can lead to significant improvements in optimization of the objective error function, and aim to minimize the error function [5, 30, 33].

In deep learning solutions, when a model converges to a local minimum, that result is accepted, since the loss function is approximately minimized [3]. This characteristic makes any artificial neural network as an approximator to any objective.

Most deep learning optimization algorithms are based on the stochastic gradient descent algorithm. SGD is an optimization algorithm that aims to maximize or minimize an objective function, in this research an error function, also called a loss function [3].

When the algorithm operates on a training set of examples, it usually follows the estimated gradient downhill towards a local or global minimum, that optimizes any objective function [3, 30].

In the predictions produced by a neural network there is always an element of randomness. Therefore the network is trained multiple times where each training cycle is called an epoch. An epoch can be defined as a pass through the training set, where a pass includes both a forward and a backward pass through the neural network. The number of epochs denotes how many passes, forward and backward, were required for the best training of the model. During one epoch the neural network with all the training data is trained for one cycle [22, 34]. After a fixed number of epochs, training of the network stops, and the average or best result of all epochs becomes the resulting output of the neural network [6].

In the time series forecasting domain different deep learning models can be applied. The most commonly used deep learning models in time series forecasting are: the multi-layer perceptron (MLP), the recurrent neural network (RNN), and the convolutional neural network (CNN) [31]. For this regression type problem, RNN and CNN networks are promising solutions [10].

2.3.2 MultiLayer perceptron

A multilayer perceptron is a relatively simple artificial neural network that is used to approximate a mapping function from input variables to output variables. The network is more commonly known as a “feedforward neural network”. It can be applied as a deep learning model to any time series forecasting, since the network is robust to noise from the input data. It does not make strong assumptions about the mapping function, and is capable to learn complex and high-dimensional mappings, and both linear and nonlinear relationships [35]. MLP’s are memory-less, are unidirectional where neurons are grouped in two or more layers [36], and use the feed forward neural network architecture with backpropagation [20]. The neural network aims to generalize over data samples, such that newer samples are produced beyond by what is known by the model itself. It can therefore make accurate and valuable forecasts.
One key limitation is that a MLP has to specify the temporal dependence upfront during the design of the model [4].

2.3.3 Recurrent neural networks

Recurrent neural networks are a type of ANN with the following characteristics:

- RNN’s have typically been used in the modeling of sequences, and were developed for modeling data with a time dimension [17, 19], and are capable of modeling seasonal patterns [22].

- RNN’s can automatically learn the temporal dependence and correlations from data [2]. Considering this temporal dependence for past observations have been proven to a successful methodology for time series forecasting [26].

- One observation at a time can be shown from a sequence, and the model can learn what observations it has seen previously that are relevant and how they are relevant to the forecasting [4].

In the RNN model architecture, both a mapping from inputs to outputs, and the context from the input sequence useful for the mapping are learned [4]. Each RNN cell contains an internal memory state that serves as a summary of past information, and it is repeatedly updated with new observations for every time step [19].

Besides its overall better performance, flexibility, and improved memory capabilities compared to the MLP, RNN’s are computationally more expensive. The overall process takes significant computation time [10, 17]. Also, standard RNN’s have difficulty in learning long-term dependencies [26], and could make poor forecasts because of the vanishing gradient problem in larger sequences. This means that RNN’s are not capable of carrying long-term dependencies [5, 22].

There are two specific variants of the recurrent neural network, namely the long short term memory (LSTM), and the gated recurrent unit (GRU) networks [22].

A LSTM network model has special LSTM units that are composed of cells, where each has an input gate, output gate, and a forget gate [31]. The input gate and forget gate determine how much of the past information is retained in the current cell state for each LSTM cell, and also how much of the current information to propagate forward [22].

The model learns a function that maps a sequence of past observations as input to an output observation. It reads one time step of the sequence at a time and builds up an internal state representation that can be used as a learned context for making predictions [4]. It is a special RNN variant, since the model is able to learn long term dependencies [8, 22], by replacing the hidden layers of a RNN with memory cells. Each cell in the LSTM network remembers the desired values over arbitrary time intervals [31]. Furthermore, it is able to overcome to most common limitation of standard RNN’s, the vanishing gradient problem [2, 10, 19, 26].

Another RNN variant is the Gated Recurrent Unit (GRU), which is recently developed, first in 2014. It is an artificial neural network that uses an input gate, forget gate, update gate, and reset gate. Each gate is a vector, that decides what information should be passed to the output gate. The update gate decides how much of the last memory to keep. The reset gate defines how to combine the new input with the previous memory [8]. The GRU on average is not the most successful model in forecasting, but is less complicated to build and computations made by a GRU are faster than the LSTM. Also, it often shows competitive performances compared to ARIMA and RNN models.
2.3.4 Convolutional neural network

A convolutional neural network (CNN) is a specialized kind of neural network for processing data that has a known grid-like topology. It is different from other known neural networks since it uses convolutions instead of matrix multiplications in at least one layer. The input of a convolutional matrix can be a matrix, or a sequence. Also typical CNN's do not need medium of large sized datasets to perform excellent, only require a small set of parameters, and are able to make connection when data is sparse. Time series data can be considered as a type of 1-D grid taking samples at regular time intervals [3].

A convolutional neural network combines three architectural ideas; local receptive fields, shared weights, and spatial or temporal subsampling [35]. In a CNN, a sequence of observations can be treated like a one-dimensional (1-D) image, what a CNN can read and distill the most pertinent elements. In a 1-D CNN, the network uses inputs within its local receptive field to make forecasts [19]. CNN’s support both univariate and multivariate input data and supports efficient feature learning [4].

Layers in a typical CNN model are the convolutional layer, the hidden layer, a pooling layer, a flatten layer, and a dense layer [4]. The convolutional layer has to ability to extract useful knowledge. The pooling layer distills and sub samples the output of the convolutional layer to the most salient elements [10], it thereby reduces the size of the convolved feature, in this research the input sequence. A flatten layer is implemented as a layer between the convolutional and dense layer to reduce the feature maps to a single one-dimensional vector. And the dense layer is a fully connected layer, similar to an MLP, which at a final stage of the CNN network, interprets the features extracted by the convolutional part of the model [3, 37].

**Figure 1** illustrates the one dimensional sequential CNN architecture, and how any input data is transformed by the convolutional operations into certain output.

A convolutional neural network has a kernel, that can be considered as a tiny window. The kernel slides over the input sequence or matrix, and applies the convolution operation on each subregion, called a patch, that the kernel meets across the input data. It functions as a filter that extracts the features from any 1-D sequence or higher dimensional image. This results in a convolved matrix, which is more useful than the original features of the input data, and often improves modeling performance [10].

In training a convolutional network, a forward pass executes training on the entire network, from the initial layer to the final dense layer. Loss is calculated and during the backward pass, in a the backpropagation procedure. This procedure takes place by computing local gradients for each CNN gate: \( \frac{\delta \text{output}}{\delta \text{input}} \) for each input/output.
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*Figure 1. 1-D sequential CNN model architecture.*
combination, also with use of convolutions. Similar as in the forward phase, one matrix slides over the other, what results in the computation of a local gradient. These local gradients are found and then taken together with the use of the chain rule that completely propagates all the gradients back through the convolutional network [38]. Afterwards, the networks parameters in each layer are updated [37].

A CNN can be very effective at automatically extracting and learning features from one-dimensional sequence data, such as univariate time series data, and can directly output a in multi-step vector [4]. Also, pooling operations in the neural network can significantly reduce the number of required network parameters, and makes the model more robust [10]. This can result in faster training and less overfitting on training data [37].

2.4 Automatic machine learning

Automatic machine learning (AutoML) is a research area in the AI field that focuses on the automatic optimization of ML and CI hyperparameters, stages and pipelines [39]. This results in the further development of function methods that allows complex data preparation, feature extraction, and CI modeling in fewer lines of code without the need of building whole machine learning and data science frameworks from scratch [32].

It therefore becomes easier for novices in machine learning to build competitive models, and for machine learning experts in building complex models faster [29]. This is because two main barriers, structured programming and higher mathematics, are bypassed with the progressions made by AutoML. Examples of application of AutoML that are used in this research are hyperparameter tuning in the ARIMA model, and feature engineering in the pre modeling phase.

3. Methodology

The objective of time series forecasting is the development of one or more mathematical or advanced deep learning models, that can explain the observed behavior of a time series, and possibly forecast future states of the series.

The actual time series research was subdivided into the following tasks:

- Exploratory data analysis.
- Data wrangling.
- Analysis of the time series.
- Model construction and implementation.

3.1 Exploratory data analysis

Exploratory data analysis can be considered as the set of techniques that try to maximize insight into the data, uncover the underlying structure of the data, and the extraction of important variables and features [7]. For time series analysis, to understand the underlying data and its characteristics, plotting the data is very useful. When plotting time series data, there are always two variables; the time scale on the x-axis, and the numerical variable on the y-axis. Most commonly used plots in time series data analysis are; run sequence plots, lag plots, autocorrelation plots, partial autocorrelation plots, histograms, and box plots. These
time series plots can determine what models would be appropriate to model the time series.

### 3.1.1 Run sequence plot

The run sequence plot is in time series analysis another name for the line plot. It shows the development of the corona virus infections over time in line graph format. In this particular plot, the 7-day moving average per day is also included. Figure 2 shows the development of the number of COVID-19 cases over a time period April 2020 - April 2021.

### 3.1.2 Lag plot

A lag plot can check for randomness in data. If data is random than the data should not show any identifiable structure in the lag plot, such as linearity \[7\]. Plotting a lag plot can be very efficient, since it quickly concludes if time series data is random or not. If such data is not random, than a random walk model for forecasting would not be appropriate.

### 3.1.3 Auto correlation and partial auto correlation plot

From every collection of time series data samples, its auto correlation is its most important internal structure to analyze, besides trend and seasonality.

The auto correlation function (ACF) shows how similar the previous term and the current term are. In fact, autocorrelation shows the correlation coefficients between current and previous values \[9\].

Autocorrelation can be defined as the second order moment \(E(x_t, x_{t+h}) = g(h)\), that is a function of only the time lag \(h\), and independent of the actual time index \(t\).

It measures the degree of linear dependency between the time series at index \(t\), and the time series at indices \(t-h\) or \(t+h\). A positive auto correlation indicates that the present and future values of the time series move in the same direction. A negative auto correlation illustrates present and future values moving in the opposite direction \[40\]. If a ACF is close to 1, there is an upward trend, and an increasing value in the time series is often followed by another increase. Also, when the ACF is negative and close to \(-1\), a decrease will probably be followed by another decrease \[9\].
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**Figure 2.** Run sequence plot of the number of corona infections per day.
The auto correlation function is used to determine if the time series data is stationary or non-stationary. The function can be plotted into a graph, a correlogram, called the ACF plot, which is a plot of the autocorrelation of a time series by its lag. It is used in the model identification stage for various Box-Jenkins (ARIMA) models. If the data is truly stationary, the ACF plot will drop to zero very quickly after a few lags, while a the line graph in the ACF plot of any non-stationary data will converge to zero very slowly.

A partial autocorrelation function (PACF) in time series analysis defines the correlation between $x_t$ and $x_{t+h}$, that is not accounted for by lags $t+1$ and $t+h-1$. It actually measures the correlation between the time series with a lagged version of itself, but after eliminating the variations already explained by the intervening comparisons [18].

The ACF and PACF plots can tell if an autoregressive (AR) or moving average (MA) model, or both, can be appropriate. If the ACF plot shows a few serious spikes in the beginning, but not in later lags, than its recommended to model the time series data with an AR model, and use the AR component ($p > 0$) in the ARIMA model. If the PACF plot shows serious data spikes in the beginning, and in later lags, but only very few spikes in the ACF plot, than it is recommended to use the MA model, and make use of the MA component ($q > 0$) in the ARIMA model. If cases when both charts show many significances, it is recommended to model the data with an autoregressive moving average (ARMA) or autoregressive integrated moving average (ARIMA) model [40].

ACF and PACF plots are also useful for hyperparameter tuning ARIMA models, and both plot can indicate upper and lower bound values in the grid search for the $p$ and $q$ parameters [40].

3.1.4 Other plots

Other visualization plots that can be used to understand the time series data, are commonly used dataplots in statistics such as the QQ-plot, histogram and boxplot.

A QQ-plot helps to determine whether or not datapoints are normally distributed [9, 11]. A histogram represents the distribution of numerical data, and shows the shape of the variables distribution. The boxplot will display how data is distributed, based on minimum value, first quartile, median, third quartile, and maximum value. The smaller the boxplot, the less variability in data values [41]. These plots can be easily plotted in with Pythons matplotlib and seaborn libraries.

3.2 Data wrangling

The data wrangling process applied in this research contains data pre-processing techniques such as data preparation, feature selection, feature engineering, and data aggregation.

Data pre-processing is an important, but also time consuming process in the field of data science, which has gained importance over the past decade. This is because most CI algorithms have not been made for time series data [42].

Also, most CI models rely on high quality data in order to improve modeling performance from models that operate in real-world environments [43]. Thus, to effectively run a model and yield results, pre-processing of real-time and time series data is necessary.

In any large dataset only the most relevant features are selected, and irrelevant information, what does not have any influence on the desired output, is removed in a data pre-processing process called feature subset selection. This leads
consequently to dimensionality reduction in data, and having a learning algorithms that operates faster and more effective on more simple input data [41].

Also feature engineering and data aggregation are applied, since the cumulative values from the original dataset are transformed into its single original date values, by means of differencing, groupby mechanisms, and resampling data to daily sums. This creates new features to day scale, which make the Covid-19 data more suitable for analytical and modeling purposes [32, 39, 44].

Also these data transformation techniques are able to reduce noise in the time series data, and produce smoothing of the original time series [11].

For example, in the run sequence plots, a 7-day moving average calculated over the daily sum is plotted, which has a smoothing effect on the data, in the same plot as the daily sums. This is a statistic that is computed by sliding a window, in this research seven days, over the daily series, that aggregates the data for every window [11].

In the later modeling stage, data from the used dataset will be divided in a smaller data subset, by a process called instance reduction [43]. For modeling simplicity, only months that contains data from every day of the month are considered. Since the used dataset starts recording the Corona virus infections from 13 March 2020, March 2020 is not included in the used data. The input data for every models contains the number of corona virus infections, from April 2020 until and including April 2021.

3.3 Time series analysis

Time series data can be considered as a series of measurements, or a sequence of observations that are indexed in time order [45]. An important aspect in time series is fitting models on historical data, and using these model to predict future observations.

Not every chunk of data can be considered and treated in similar ways. Data is only considered as time series data when it has a datetime measurement, also called a time component. This makes the time series data different from other types of data, but also more difficult to interpret. Time series data adds specifically a time dimension, which means an explicit order dependence between observations. In these instances, each data point in a time series depends on previous data points from that same time series [13].

Time series analysis is about the use of statistical methods and machine learning algorithms to extract certain information and characteristics of data, in order to predict future values based on stored past time series data [23]. Time series analysis is different than other analysis in supervised machine learning. Time series cannot be considered as a standard linear regression problem, since the assumption that observations are independent does not hold [6]. In the case of time series data, each data value depends on the previous data value, and is so called lag dependent. Therefore time series analysis cannot be solved with simple linear regression.

Time series analysis is the phase in the whole time series process that follows right after the exploratory data analysis. In any time series analysis data plot, the x-axis has in many cases the time variable, showing the amount of a numerical variable plotted on the y-axis at specific datetime points and time interval [46].

Time series data can be univariate or multivariate. Univariate time series data are datasets containing a single series of observations with a temporal ordering and a model is required to learn a function from the series of past observations to predict one or more new output values. In multivariate time series data there is more than one variable observed at each time step [4, 15].
3.3.1 Stationarity

One very important characteristic for time series data, is that the data needs to be stationary before doing any forecasts in many classical ML models. Time series data that are “stationary” have values that fluctuate around a constant mean or have a constant variance, that does not change over time \[11, 28\]. This means that a change it time, for example taking the time series of a newer year or month, does not change the shape of the distribution when all data is stationary \[9\]. Also, stationary time series have no predictable pattern in the long-term \[23\].

Non-stationarity is in many cases caused by fluctuations in trend or seasonality \[6, 7\]. When the data is non-stationary, it can be set stationary with differencing, or with a method called time series decomposition \[11, 15\].

3.3.2 Differencing

Any time series can be made stationary with first-order or higher-order differencing \[20\]. It transforms the data in a way that a previous observation is subtracted from the current observation, and thereby removes any trend and seasonality structure of the time series data \[18, 23\].

The differencing approach is used as one of the main parameters in the Box-Jenkins ARIMA model \[45\]. First order differencing is mathematically formulated by: \(d = 1, x_t = x_t - x_{t-1}\), and second order differencing by: \(d = 2, x_t = x_t - 2x_{t-1} - x_{t-2}\) \[11\].

In this research, first order differencing is applied, and can be easily computed with the python. diff() build-in function.

3.3.3 Time series decomposition

Data can often consist of multiple patterns, and can show linear or cyclic behavior. Therefore data splitting into multiple components can be very beneficial to improve understanding, and to discover any irregularities or white noise. The process of splitting or dividing time series data into multiple components is called time series decomposition \[18\].

Any time series model can be decomposed in trend, seasonality, and irregular components. The trend component is the pattern and behavior of the data in the long term. It is a certain pattern of growth of the data, and a description of the variable over a certain period of time. The seasonal component is a particular pattern in the time series data, that is repeated at specific time periods. Irregular components can be considered as data that is far off-trend. It contains abnormal values, sometimes called residual or outliers. It is also referred to as “white noise”. Time series data can also contain cyclical components. These can be considered as movements observed after every few units of time, but they occur less frequently than seasonal fluctuations \[11\].

The objective of time series decomposition is to model the long-term trend and seasonality, and to estimate the overall time series as a combination of them \[11\]. A time series decomposition model can be additive or multiplicative. When the time series data appears to have any sort of changing seasonality pattern, the multiplicative decomposition model is recommended, in other cases the additive model is endorsed \[7\].

3.3.4 Augmented dickey fuller test

The augmented dickey fuller (ADF) test is a statistical unit root test that is used to determine stationarity of a time series, and the magnitude of the trend component
It is a hypothesis test, and any time series can be considered as stationary (where $H_0$ is false), with 95% confidentiality, when the ADF's p-value is less than 0.05 [18].

The ADF unit root test should at first be applied on the original time series that has not been differenced, to check if the data is already stationary. If not, than data should be stationarized with first order or higher order differencing [11, 15, 20].

### 3.3.5 Smoothing with moving averaging

Smoothing can be defined as the removal of noise from data, and can be applied in both regression and clustering problems [44]. In time series data, smoothing can be applied as a rolling moving average over a number time steps [18]. In this cases a one week (7-day) or one month (30-day) moving average can be computed. For each day, the moving average changes, since the method makes use of the sliding window, taking the average over different days [21].

Smoothing is also applied as a modeling technique that assigns weights to observations, whereas the most recent observations have more weight, than observation further away in the past. Examples of these techniques are single exponential smoothing, and triple (Holt-Winters) exponential smoothing.

### 3.4 Model construction and implementation

The final objective of time series analysis is the development of one or more mathematical or advanced deep learning models, that can explain the observed behavior of a time series, and possibly forecast future states of the series.

The construction and implementation of multiple time series forecasting models can be divided into the following parts:

- Data preprocessing.
- Data plotting.
- Model building.
- Model evaluation.
- Model improvement.

One of the first steps in performing time series research is to determine what data will be used for training a computational intelligence model, and what data will be used to test the performance of that model. The input sequence is divided into a training set and a test set. The sequence contains thirteen months of data, measured and aggregated to a total of 395 observations, where each observation is one day. Of those 395 days, 306 days are taken as the training set, the remaining 89 days are the test set. For the total time series data, around 77.5% is used as training data, and approximately 22.5% as testing data.

### 3.4.1 Data pre-processing and data plotting

Before data is used as input for a CI model, is it pre-processed first. For the dataset, only the most relevant features are selected in a process called feature selection. Secondly, all relevant data is transformed into its shape that is useful for modeling with data aggregation, which contains rescaling and resampling the time series data.
Before data gets fed to a CI model, the data is plotted to recognize its underlying structure, to determine what models can be suitable to model the time series data. In the classical time series models, the run sequence plot is plotted with a seven day moving average applied as a method for smoothing the data. The ARIMA model contains multiple data plots in its pre modeling phase, including the run sequence plot, lag plot, QQ plot, ACF plot, and PACF plot. Before constructing the CNN, it is very beneficial to have sufficient understanding in the underlying data patterns. Therefore, before building the CNN model, the data was plotted and interpreted with run sequence, ACF, and first-order differences plots.

3.4.2 Model building

Since the input time series data is univariate, and contains one column, it is best practice to extract the whole time series and store it in a variable [9].

The baseline model that is constructed in this research, simply calculates the average of all the training examples, and takes that average as its forecast.

Any AR model can be defined by an ARIMA(x, 0, 0), where x is the autoregressive parameter, a positive integer ranging between 1 and 5. The MA model is defined by an ARIMA(0, 0, x), where x is the moving average parameter, what is also a positive integer, that in many cases ranges between 1 and 5. In the ARIMA model, all three parameters from the ARIMA(p, d, q) model needs to be defined, including the differencing parameter d, because the data is non-stationary. In both exponential smoothing models, the smoothing factor needs to be determined by manual input. An optimal search would be to run a smoothing model twice, on a smoothing factor of 0.1 and 0.9, and check the performance metrics. Than can be determined if the smoothing factor needs have a high value close to 1, or a low value close to 0.

In the CNN model, the training and testing data can be split with the split_sequence function. After reshaping the input data, all CNN operations transform the sequence into a 1-D output vector. The model is fitting and best predictions are made after performing two thousand epoch training cycles.

When running and testing any model, it is run against the testing set to predict data it has not seen before.

3.4.3 Model evaluation

To evaluate a models performance, first some intuition from its characteristics is required, before making any judgments. This can be done with summarizing or describing its outcomes.

The baseline model is summarized with the .describe() function. It is a function that gives the count, mean, standard deviation, and all the boxplot values [11].

All other model are summarized with the .summarize() function.

The essential aspect in model evaluation is determining how well its forecasting results are. Performance measures such as the (root) mean squared error are a way of measuring the performance of a model [1, 3]. The following two performance measures determine the effectiveness of each model:

- Root mean squared error (RMSE). Measures the square root of the average of the squared errors of each data value [9]. It has the effect that large forecasting errors significantly increase the RMSE performance metric.

- Mean absolute error (MAE). Is the average of the forecast error values, and forces all error values to be positive [47].
3.4.4 Model improvement

When a model is performing less accurate than expected, the model can be improved. The modeling improvement step is however not a mandatory step, and is only needed when a model performs poorly than was originally intended.

In any AR, MA, ARMA, and ARIMA model, the modeling performances can be improved with hyperparameter tuning. It is considered as important in CI, since it evaluates the model to be implemented on different configurations, in order to find the best set of hyperparameters that yields in the best predictive performance [39].

Grid search is a search method that can do any hyperparameter tuning. It is a brute-force and semi-automatic based search method that explores all possible model configurations within a user specified parameter range, and is considered as an exhaustive search that often takes relatively long runtime [22, 39].

One important metric that is used in tuning hyperparameters, is the Akaike Information Criterion (AIC). It measures the relative quality of the model being considered for the description of the phenomenon, and is proven to be fast and efficient. Its value shows an estimate of the information lost, when a specific order of the model is being considered. The smaller the value of the AIC, the less information is lost, and the more accurate the model is considered to be [9].

4. Used models

4.1 Baseline model

The research started with the setup of a simple and consistent baseline model. The purpose of a baseline model is out of simplicity and for setting the boundaries for all the other models. It also helps understanding the data better, and could determine whether or not more data preparation or feature engineering is necessary [48]. If a more complex model performs worse than the baseline model, it can be considered as a poor model for forecasting the specific dataset.

The simple average model discussed in the previous section, serves in this research as the baseline model. A simple average can be implemented with formula [21]:

\[ \hat{y}_{t+1} = \frac{1}{T} \sum_{i=1}^{T} y_i \]  

Most baseline models serve as a benchmark in forecasting research for comparing new methods to this simple method [6].

Since pandemic infections have the tendency to suddenly increase, but also to decrease very quickly in some cases, a naive or persistence model, that predicts the last seen value, would not be a model to consider as a baseline model.

4.2 Classical machine learning models

The classical machine learning, or statistical models that are implemented assume that observations are continuous, time is discrete and equally spaced, and that there are no missing observations [28].

The classical machine learning methods that are implemented are the moving average and autoregressive models, the simple exponential smoothing model, and the triple (Holt-Winters) exponential smoothing model. Special focus in the
research in spend on modeling the ARIMA model, since ARIMA is a very popular and quite accurate model in time series forecasting.

4.3 CNN model

In this research one promising neural network will be implemented and tested on the COVID-19 data, the convolutional neural network (CNN) model. The CNN network that is implemented in this research, treats the input data as a sequence over which convolutional read operations can be performed, in a similar fashion as in one dimensional images [49].

The CNN model is a univariate multi-step one-dimensional vector output forecasting model. Univariate, means that one feature will be forecasted, and multi step defines the output of a sequence with multiple output values.

The CNN architecture includes an activation function, and an optimization algorithm. The activation function used in the convolutional neural network, is the ReLu activation function. It is a function that is able to overcome the problem of exploding and vanishing gradients, which occur in typical ANN’s like the MLP and RNN [4]. It can be defined as $\text{ReLU} = R(z) = \max(0, z)$ [31, 32]. When activating, negative and zero inputs will have zero output, and positive inputs will be exactly the same. The ReLU activation function, therefore consistently filters out negative numbers [50].

The optimization function that is used in the CNN model, is the ADAM algorithm, which is a modified version of the SGD algorithm, and an adaptive learning rate optimization algorithm. It uses running averages and both the gradients and second moments of the gradients [31]. It has a built-in tensorflow implementation, and requires the learning rate parameter to operate [22]. The learning rate, in many cases denoted as $\alpha$, indicates at which pace the weights in the neural network get updated [32]. It is currently the most commonly used optimization algorithm in artificial neural networks [3, 51].

4.4 Python packages

The research conducted in the classical statistical models rely on a few well known and frequently applied Python-packages, such as Pandas, Numpy, and Matplotlib. The Seaborn library is used for some data visualizations. For specific time series analysis the python library Statsmodels is often used. It is a Python package that includes basic tools and models for time series analysis and modeling, and is specifically build for time series data [43]. It also provides all functionality required to model an ARIMA and exponential smoothing model [26].

Another package that is applied is pmdarima, which is used in the hyperparameter tuning of the ARIMA model [14, 52].

Sklearn, a famous python library in machine learning, is used for evaluating performance metrics of all trained CI models [43].

In the modeling phase of the 1-D sequential CNN model, the Keras library performs all CNN operations. Keras is a python library that is extensively used in many deep learning modeling situations.

5. Research results

In the time series analysis results, the lag plot as displayed in Figure 3 indicates that the data containing the daily COVID-19 cases is non-random. Since the plot
clearly shows a linear structure between $y(t)$ and its lag $y(t + 1)$, the data can be considered as non-random and suitable for time series forecasting.

First order differences as displayed in Figure 4 show the daily changes, and clearly indicates upward and downward trends in the data starting from October 2020, up and until April 2021. Figure 5 shows the autocorrelation function of the data of the first 400 lags. The ACF graph slowly moves to the zero value, indicating that the data is non-stationary. Therefore, differencing and applying an ARIMA model with the differencing parameter set at a value of at least 1, is strongly advised.
In the modeling phase, all models have been constructed, implemented, and have produced forecasts in the Jupyter notebook environment, in python 3 code. Each forecast made by each of the seven models was measured against the test set, and resulted into a root mean-squared error (RMSE) and mean average error (MAE) score. Table 1 below shows all RMSE and MAE performances of the implemented models.

The results as displayed in Table 1 show that five out of six models were able to make better forecasts than the forecasts made by the baseline model. The AR, ES, HWES, ARIMA and CNN model made forecasts that were all slightly or significantly better than the forecast made by the simple average model. Only the moving average (MA) model made forecasts that resulted in almost identical RMSE and MAE error scores, compared to the performances of the baseline model.

The research results show that the 1-D sequential CNN with vector output is the best performing model on the test data. In Figure 6 the forecasts made by the CNN model are displayed, and clearly show significant alignment with the test data. The models relative good results could indicate that convolutional operations perform well on 1-D sequence data, and are able to make better forecasts than traditional machine learning models. The 1-D sequential CNN made approximately five times more accurate forecasts than the ARIMA model. The CNN model has a RMSE error of 409.86 and a MAE error of 315.99, compared to an RMSE error of 2172.88 and MAE error of 1721.42 from the ARIMA model. The initial set goal of having a CNN model that is able to outperform the prominent and accurate ARIMA model, has been clearly achieved.

<table>
<thead>
<tr>
<th>Model name</th>
<th>RMSE score</th>
<th>MAE score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Average (SA) – Baseline model</td>
<td>3222.91</td>
<td>2733.16</td>
</tr>
<tr>
<td>Autoregressive (AR)</td>
<td>2913.90</td>
<td>2369.61</td>
</tr>
<tr>
<td>Moving average (MA)</td>
<td>3224.08</td>
<td>2736.03</td>
</tr>
<tr>
<td>Exponential smoothing (ES)</td>
<td>1817.11</td>
<td>1567.40</td>
</tr>
<tr>
<td>Holt-Winters ES (HWES)</td>
<td>1611.34</td>
<td>1379.34</td>
</tr>
<tr>
<td>ARIMA</td>
<td>2172.88</td>
<td>1721.42</td>
</tr>
<tr>
<td>1-D sequential CNN</td>
<td><strong>409.86</strong></td>
<td><strong>315.99</strong></td>
</tr>
</tbody>
</table>

Table 1. Performance of all seven implemented models.

Figure 6. CNN forecasting performance (green) and actual infections (blue and orange) on the number of corona infections per day, in time interval February – April 2021.
Another favorable model is the Holt-Winters exponential smoothing (HWES) model. With a RMSE error of 1611.34 and MAE error of 1379.34. It performed approximately 25 percent better on the RMSE metric, and made around 20 percent better forecasts according to the MAE metric, than the forecasts made by the ARIMA model. Also the single exponential smoothing (ES) model slightly outperformed the ARIMA model, by about 10 percent.

6. Conclusion

Many sources claim that classical statistical methods, like ARIMA and exponential smoothing, achieve better performance than standard deep learning models, like MLP’s and RNN’s on smaller datasets.

However, the one-dimensional CNN model with vector output made forecasts that were five time more accurate than the forecasts made by the ARIMA model, on a smaller dataset containing less than one thousand observations. These findings support the fact that neural networks are resistant to errors and some outliers in the underlying dataset, which make them useful in the analysis and prediction of larger and sometimes even smaller time series datasets. Also, classical machine learning methods like ARIMA and exponential smoothing fail to identify and capture nonlinear and complex behavior of time series. Thus, in the case of pandemics, where the data does not show a clear trend and data patterns are relatively hard to extract, neural networks can be a solution for this complexity.

Nevertheless, predicting the future with accurate forecasts is still a very difficult to an even impossible task. This is because of the presence of confounding variables, for example human decision making processes, that cannot be modeled upfront in any of the models. However, the CNN model have proven its potential in predicting and forecasting new corona virus infections. When dealing with viruses that act like COVID-19 in a similar way, artificial neural can, in some cases, simulate future values surprisingly well and close to actual future values.

Abbreviation

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACF</td>
<td>Auto Correlation function</td>
</tr>
<tr>
<td>ADF</td>
<td>Augmented Dickey Fuller</td>
</tr>
<tr>
<td>AI</td>
<td>artificial intelligence</td>
</tr>
<tr>
<td>AIC</td>
<td>Akaike Information Criterion</td>
</tr>
<tr>
<td>ANN</td>
<td>artificial neural network</td>
</tr>
<tr>
<td>AR</td>
<td>AutoRegressive</td>
</tr>
<tr>
<td>ARIMA</td>
<td>AutoRegressive Integrated Moving Average</td>
</tr>
<tr>
<td>ARMA</td>
<td>AutoRegressive Moving Average</td>
</tr>
<tr>
<td>AutoML</td>
<td>Automatic Machine Learning</td>
</tr>
<tr>
<td>CI</td>
<td>computational intelligence</td>
</tr>
<tr>
<td>CNN</td>
<td>Convolutional Neural Network</td>
</tr>
<tr>
<td>DBN</td>
<td>deep belief network</td>
</tr>
<tr>
<td>DRL</td>
<td>deep reinforcement learning</td>
</tr>
<tr>
<td>EDA</td>
<td>exploratory data analysis</td>
</tr>
<tr>
<td>ES</td>
<td>Exponential smoothing</td>
</tr>
<tr>
<td>GRU</td>
<td>Gated Recurrent Unit</td>
</tr>
<tr>
<td>HWES</td>
<td>Holt-Winters exponential smoothing</td>
</tr>
<tr>
<td>LSTM</td>
<td>Long Short Term Memory</td>
</tr>
<tr>
<td>MA</td>
<td>Moving Average</td>
</tr>
</tbody>
</table>
MAE  Mean average error
ML   machine learning
MLP  Multi-Layer Perceptron
PACF Partial Autocorrelation function
RL   Reinforcement learning
RMSE Root mean squared error
RNN  Recurrent Neural Network
SGA  Stochastic Gradient Ascent
SGD  Stochastic Gradient Descent
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Chapter 7

Biological Determinants of Emergence of SARS-CoV-2 Variants

*Ricardo Izurieta, Tatiana Gardellini, Adriana Campos and Jeegan Parikh*

Abstract

In epidemic and pandemic circumstances, mutant RNA viruses go into a Darwinian selection of species with the predominance of the most transmissible, pathogenic, and virulent variants. Nevertheless, our current knowledge about the determinants of emergence of the new mutants is limited. The perspective chapter presents theoretical concepts related to biological determinants responsible for viral mutations or potential variant emergence. A scoping literature review was done in biomedical databases (PubMed, Medline) and google search engine with papers selected based about the book chapter. Public health and governmental agency websites were utilized for most recent information. Molecular determinants, the heterogenic herd immunity achieved by world populations, partial induced natural immunity by the disease, partial artificial immunity caused by incomplete immunization schedules, animal reservoirs, immunosuppression and chemical and biological antiviral therapies can result in genomic mutations combined with immunological selective pressure resulting in emergence of variants of concern. These variants could be resistant to current vaccines and monoclonal antibodies and can influence the future directions of the COVID-19 pandemic. This can be a threat to international health security and thus it is important to increase the genomic surveillance for mutations and research into modified vaccines and monoclonal antibodies against newer antigens to prevent the prolongation of the pandemic.

Keywords: SARS-CoV-2, COVID-19, variants, determinants

1. Introduction

At the time this chapter is being written, the world is still experiencing the Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2)/COVID-19 pandemic. The dominant circulating strain of the virus has gone under multiple changes during the pandemic. The initial ancestral strain gave way to the alpha strain which gave way to the delta and omicron strain, which are currently the dominating circulating strains [1]. In addition, there have been emergence of other variants of interests (VOIs) or variants of concern (VOC) such as beta, gamma, P1, P2, lambda, and mu which could be a threat to international health security [1].
The emergence of these variants suggests virus adaptations to various determinants, responsible for the selection of these mutated variants.

This perspective chapter considers different biological determinants capable to contribute to viral mutations and thereby, emergence of new variants and the potential impact of this on the tools (vaccines and antibody therapy) against the SARS-CoV-2. However, it is important to note the determinants mentioned here may not be an exhaustive list of potential mechanisms to induce mutations. This chapter is based on theoretical and fundamental scientific concepts known to be involved from past outbreaks or current case reports from the ongoing pandemic. It is known that biological and environmental, among other determinants may drive viral mutations by different processes or mechanisms. Furthermore, by considering the roles these potential determinants may or already contribute to future SARS-CoV-2 variants we can improve global pandemic responses, saves lives, and contribute to the international health security.

2. Methods

A scoping literature review in search for current topics associated with SARS-CoV-2 or COVID-19 viral replication, adaptations, and biological determinants known to cause variant emergence (e.g., molecular factors, animal reservoirs, immunological factors, etc.) was conducted in biomedical databases such as PubMed, MEDLINE, and Google search engine. Additionally, World Health Organization (WHO), Centers for Disease Control and Prevention (CDC), and Food and Drug Administration (FDA) websites were relied upon to get the most recent information related to content of the chapter. Papers related to the biological determinants commonly associated with viral replication, recombination, adaptation, and immunological selection were chosen based on the scope of the chapter. Biological determinants of variant emergence and their possible or current implications on the COVID-19 pandemic are presented below.

3. Biological determinants of SARS-CoV-2 variants emergence

3.1 Molecular determinants

3.1.1 Viral replication/recombination

SARS-CoV-2, a beta coronavirus, is a RNA virus using an error-prone RNA-dependent RNA polymerase for replication [2]. The virus encodes a proofreading 3' exonuclease (nsp140) but despite this activity, it accumulates genomic changes having a potential to create heterogenous mixture of antigenic proteins resulting in emergence of new variants [2]. The genomic mutation rate of SARS-CoV-2 in humans is estimated at 0.8–2.38 x 10^{-3} nucleotide substitutions per site per year with experimental data suggesting the virus capable of mutating and accumulating changes when it encounters new cell types [3, 4]. Thus, high viral load means high viral replication and thus higher potential for genomic errors due to replication. Along with the replication associated changes, dramatic changes in the virus phenotype can be observed due to genomic recombination in a cell infected with more than one coronavirus [2, 5]. Till now eight recombination events have been observed in SARS-CoV-2 but the frequency of such events is not known [6]. Random errors accumulated during replication/recombination along with population level natural and vaccine induced immunity, play an important role in Darwinian selection of these variants [2].
3.2 Zoonotic determinants

Although the exact precursor of SARS-CoV-2 is unknown, it is established it is of wild origin. The initial December 2019 outbreak in Wuhan, China was linked to the seafood and live animal city market [7]. This market was reported to trade poultry, snakes, hedgehogs, and other wild animals [8].

The different SARS-CoV-2 variants detected in animals including dogs, cats, tigers, lions, minks, and gorillas all had genomes related to the human variant yet had additional mutations. The presence and infection of these animal reservoirs with SARS-CoV-2 virus also increases the possibility of viral mutations/recombinations and emergence of variants. Zoonotic reservoirs capable of carrying and providing an environment for viral multiplication are listed below.

3.2.1 Bats and pangolins

At the beginning of the pandemic bats were declared as the possible SARS-CoV-2 reservoir because of the genomic similarities with other coronaviruses infecting bats [9]. During the initial molecular epidemiological investigations, it was found the SARS-CoV-2 genome had similarities with coronaviruses isolated in Rhinolophus bats [10]. In Cambodia, a coronavirus with 93% genomic similarities was detected in horseshoe bats Rhinolophus shameli, but this specific bat species does not reside at the location of original SARS-CoV-2 outbreak [11, 12]. Similarly, 200 novel coronaviruses have been identified among bats worldwide [13]. Furthermore, bats are reservoirs for other emerging pathogens like Ebola, Nipah, rabies, Hendra, and rotaviruses [14]. Nevertheless, there are three events contradicting the hypothesis that bats were the initial reservoir from which SARS-CoV-2 jumped into other species: 1) during the beginning of the pandemic bats were hibernating; 2) bats were not sold at the animal market during the initial outbreak; and 3) although other bat coronaviruses have up to 96% genomic similarities, SARS-CoV-2 has not been detected among bat species [15].

The fist isolated variant of SARS-CoV-2 was identified as pangolin-CoV because of similarities with coronaviruses isolated in the carcasses of Malayan pangolins Manis javanica [16]. SARS-CoV-2 has 89% nucleotide and 98% amino acid similarities with the pangolin coronavirus genome [17]. Moreover, recent investigations done in other pangolin species conclude the pangolin coronavirus can be the precursor of SARS-CoV-2 because of their high genetic variation and given no coronaviruses were found in pre-COVID-19 pangolin samples [18].

3.2.2 SARS-CoV-2 variants in domestic and wild animals

The virus has been detected in domestic cats and dogs [14]. Therefore, the transmission from humans to domestic animals is plausible. Specifically, the B.1.1.7 (Alpha) variant has been identified in domestic cats as well as in domestic dogs [19]. In contrast it appears that cattle, goats, and sheep are not infected by the virus [20].

Among animals kept in zoos the virus has been detected in gorillas, tigers, pumas, cougars, Asian small-clawed otters, and snow leopards. The genetic variability of SARS-CoV-2 is evident from the 9 genomes identified in tigers, lions, and their keepers [21]. The B.1.1.7 (Alpha) variant has been detected in gorillas, lions, leopards, and tigers [20, 22]. In another study the B.1.617.2 (Delta) variant was reported in Asiatic lions from India [23]. Farmed wild animals have been diagnosed with SARS-CoV-2. Specifically, SARS-CoV-2 has been identified in American minks (Neovison vison) and in ferrets (Mustel furo) [20].
Therefore, this possibility of emergence of new variants is ever present due to SARS-CoV-2 spread to different ecological environments and newer animal reservoirs resulting in a subsequent risk for spillover into humans and other species.

3.3 Immunological determinants

3.3.1 Herd immunity

Lately, the phrase “Herd Immunity” is constantly brought up in news outlets, in commentaries, opinion pieces, and peer-reviewed articles. First introduced almost 100 years ago, it only recently gained popularity [24]. Although Herd Immunity is now a widely accepted concept, it may take on multiple meanings, each slightly different than the next. Some researchers consider Herd Immunity a threshold of the proportion of immune individuals that leads to a decline in infections or outbreaks [25, 26]. While others may use it to describe the proportion immune to a specific infection among a population or refer to it as a protective immunity pattern [25]. Herd Immunity is most referred to as the reduction of risk, of an infection, to susceptible individuals by the proximity and presence of immune individuals [25]. Herd Immunity may be used interchangeably as “indirect protection” or “herd effect”. Regardless of the definition variations, Herd Immunity leads to one outcome—the reduction of infection incidence. This concept, in conjunction with vaccines, has contributed to some of the most important public health achievements in the 20th and 21st century such as the smallpox eradication, polio elimination, and other vaccine-preventable diseases. This section explores the concepts behind Herd Immunity and current and future implications during the COVID-19 pandemic.

3.3.1.1 Theories which constructed herd immunity

Topley and Wilson (1923) were the first to coin the term “Herd Immunity” and specifically look at host resistance in comparison with mass infection. After first mention of Herd Immunity, the term and overall concept started appearing and developing soon after [27–29]. Dudley [27] explored the idea of a “herd” or community and how it could be defined. He defined the idea of “infection pressure” (i.e., fundamental parasite factor) which may be determined by the infectious agent distribution frequency rates which is in the members of the herd [27]. He claimed, infectious pressure reacts with Herd Immunity, the increase of one increases the other and then decreases it to zero. This introduced the idea of needing a minimum amount of Herd Immunity, a threshold, in order to keep the infectious pressure at zero. Furthermore, he mentioned those two factors contributed to the type, quantity, infection speed (i.e., now known as $R_0$) and the frequency and distribution of cases and their severity [27].

Yet Herd Immunity had one large limitation—to provide protection, a high proportion of the population must be immune to the pathogen. Before immunizations individuals had to survive and pass the pathogen to become immune; depending on the pathogen, likelihood of survival and being left with life-altering morbidities varied. However, as concepts behind Herd Immunity were evolving, vaccinations were becoming a staple of public health practice, allowing a large proportion of the population to be safely immunized against specific pathogens. Vaccination allowed for the fulfillment of Herd Immunity at a much faster rate and safer manner. This allowed for the concepts to be turned into mathematical possibilities.

Before vaccination and Herd Immunity there were two main hypotheses as to why outbreaks would end even though not all susceptible were affected: (1) the agent naturally loses virulence (2) the dynamics between susceptible, infected,
and immune [26]. The later hypothesis, prevailed with its mathematical idea of “mass action principle” (MAP) [26]. This principle was based on a simple logical argument in favor of indirect protection given by Herd Immunity and became an epidemiological theoretical cornerstone. Eventually three theories converged into one general theory driving Herd Immunity: MAP, case reproduction rates (later called base reproductive rates [BRR]), and the Reed-Frost heterogenous population simulation approach [26]. The current formula used for Herd Immunity is $H = 1 - 1/R_0$, where $R_0$ is the BRR. $H$ is the Herd Immunity threshold, the proportion of immunes needed in order to reduce incidence and $R_0$ is derived from the duration of contagiousness of an infected individual, the likelihood of infection per contact between a susceptible person and an infectious person or vector, and the contact rate [30]. The BRR serves as an indicator of the contagiousness of an infectious agent—the higher the $R_0$, the more transmissible. An $R_0 > 1$ indicates an outbreak will continue, while a $R_0 < 1$ indicates the end of an outbreak, if $R_0 = 1$ then the outbreak is stable [30]. In novel outbreaks, where everyone is susceptible the $R_0$ defines the infectiousness of a pathogen. However, as individuals pass the infection or become immunized, the number of susceptible decreases and immune increases, and although this does not technically reduce the BRR, because the definition of $R_0$ assumes a completely susceptible population, one can use the effective reproduction number ($R$) in lieu, which is similar to $R_0$ but does not assume complete population susceptibility and, thus, can be estimated with populations with immune members [30]. Efforts aimed at reducing the number of susceptible persons through vaccination would result in a reduction of the $R$ value, rather than $R_0$ value.

### 3.3.1.2 Herd immunity in the context of COVID-19

Currently there are multiple vaccines approved internationally for human use and immunization campaigns are urging communities to get vaccinated, therefore reducing the number of susceptible in hopes to achieve herd immunity. However, there are multiple factors to consider in achieving herd immunity from the SARS-CoV-2 virus.

Originally, with an estimated BRR of 2–3, researchers estimated the proportion of the population needed to be immunized to induce Herd Immunity around 50–67% [31–33]. Since then, the emergence of new SARS-CoV-2 variants, most famously the Delta variant, studies suggest a higher BRR (>5) [34, 35] than the alpha variant (2–3) [31–33, 36–39] increasing the vaccination/immune threshold needed in order to achieve a protective effect. An increase in the necessary number of individuals vaccinated propose additional hurdles in reaching Herd Immunity, with the ever-increasing anti-vax movement or individuals acting as “freeloaders” (i.e., individuals who are not vaccinated, yet expect to be protected by the rest of the community being vaccinated).

Secondly, future SARS-CoV-2 variants may mutate enough where the protection offered by the currently available vaccines or natural immunity may no longer suffice. The emergence of the Delta variant showed a reduced vaccine effectiveness compared to the previous variants, which the vaccines were developed from [40, 41]. While currently approved vaccines still provide significant protection from the Delta variant for reduced risk of infection and disease severity, the reduction in vaccine effectiveness is alarming. If emerging variants significantly or completely evade the protection offered by current vaccines or natural immunity, individuals may no longer fall under the immune proportion of the population. An example of this possible situation was reported in Manaus, Brazil, where by December 2020 the population was estimated to have naturally achieved the herd immunity threshold (i.e., before vaccinations were approved and available), estimated at 67%, yet experienced a wave of hospitalizations
in January 2021 [42]. This case study further highlighted the limitations with calculating Herd Immunity. Possible reasons for the Manaus outbreak were an overestimation of the immune population, a possible waning immune response, mutants capable of evading responses from previous natural infection, and mutants may have higher transmissibility than previously circulating lineages [42]. Future scenarios where Herd Immunity may not be achievable or severely reduced would be staggering in relation to vaccination campaigns and reaching herd immunity—a grave threat to international health security.

3.3.2 Artificial immunization/natural infection

All COVID-19 vaccines authorized or have received emergency use authorization (EUA) by FDA, EU/EEA, or WHO require a two-dose schedule except for the Janssen vaccines. All these vaccines require a period of 21 days to 12 weeks spacing between the primary and secondary dose [43]. In the early phase of the pandemic to reduce widespread community transmission, logistical issues, and shortages, many countries (e.g., UK, Canada) elected to delay the second dose in the population, thereby increasing the number of individuals with at least one dose. Policies such as the aforementioned in conjunction with waning of immunity after SARS-CoV-2 natural infection may result in large groups of people with only partial immunity against SARS-CoV-2 [43].

The Darwinian selection of variants with mutations for immune escape and its transmission in the community will depend on substantial selection pressure [44]. The greatest potential for the emergence of these immune escape mutations will be in those hosts with highest viral loads (increased mutations) while the greatest selection pressure will be in those with strongest immunological response [2, 44]. The level of immunological protection conferred after first dosage is dependent on the type of vaccine product in addition to the individual characteristics and variant [43]. In individuals with poor immunological response after first dose, there is potential for greater infection burden [44]. These individuals will have higher assumed rates of evolutionary adaptation because of higher viral load and replication. In those individuals with strong but partial immunological response, the infection rates would be lower but evolutionary selection pressure would be large, resulting in high rates of viral adaptations. Previous phylogenetic research done on influenza viruses suggested the viral evolution and emergence of immune escape variants is maximum in those individuals with partial immunity (i.e., intermediate levels of selection and viral replication) [45]. Thus, having partially immunized individuals could lead to short-term benefits such as reduced peak of disease but in long term can result in higher infection burden and substantially higher risk of viral evolution to immune escape variants [44].

3.3.2.1 Chemical and biological therapy

Several monoclonal antibodies were developed against the spike protein of SARS-CoV-2 to block the transmission of the virus inside the cells [46]. A single (Bamlanivimab) or combination monoclonal antibodies (Bamlanivimab/Etevirimab or Casirivimab/Imdevimab) received EUA for therapeutic management of SARS-CoV-2 and post-exposure prophylaxis [47, 48]. In theory, administration of monoclonal antibody therapy can alter the immunological selective pressure resulting in viral adaptation for the emergence of variants resistant to one or more monoclonal antibodies [49, 50]. This potential for the emergence of monoclonal antibody resistance has been observed in immunocompromised patients [51–53]. In trials for monoclonal antibodies, mutations resistant to antibodies were detected by
next generation sequencing (NGS) assay in 10% of the patients receiving therapy with its transmissibility not determined [54]. Recently, a Wisconsin (WI) study using Bamlanivimab described the emergence of new resistant mutation E484K with further transmission to nearby contacts [55]. The emergence of variants with reduced susceptibility to neutralizing antibodies after polyclonal convalescent plasma therapy provides further proof of the effect of immunological selective pressure on emergence of new variants [49, 56]. It is conceivable, the widespread use of monoclonal or polyclonal antibody therapy may reduce barriers for the emergence of resistant variants to these antibodies which can further transmit to wider communities, potentially becoming a variant of concern. A widespread genomic surveillance is warranted to identify and control the spread of these antibody resistant variants [55].

3.3.3 Immunosuppressed individuals

During evaluation of the efficacy of vaccines, subjects with inhered or acquired immunodeficiencies are excluded from clinical trials. Therefore, there are limited information about the immunogenicity of SARS-CoV-2 vaccines among these patients. Field studies evaluating the effectiveness of COVID-19 vaccines demonstrate that immunocompromised subjects mount a lower antibody response when compared with immunocompetent subjects [57].

Viruses are highly sophisticated molecular machines that can go into an adaptive evolution in the human host establishing a latent reservoir, integrating into the human genome, or causing a chronic infection. Viruses such as hepatitis B virus, hepatitis C virus, and human immunodeficiency virus go into latent stage evading the host immune response while other viruses like Ebola can persist in immune sanctuaries [58]. Considering COVID-19 is an infection of pandemic proportions, it is plausible to think human host immune pressure can contribute to SARS-CoV-2 genetic diversity and selection with phenotypic changes [59]. Consequently, it is necessary to address the relationship between viral persistence in the immunosuppressed host. As a matter of fact, one of the hallmarks of SARS-CoV-2 is its capacity to co-opt various cellular factors and machineries damping the immune response [60]. Although not yet demonstrated, it is plausible to suggest SARS-CoV-2 may establish a latent infection or remain in immune sanctuary. However, SARS-CoV-2 persistence in the immunocompromised patient is well documented [61, 62], with viral persistence reported among cancer patients and transplant recipients [61, 63–67]. Viral coronavirus RNA has been detected up to ~60 days in cancer patients that developed respiratory symptoms. Moreover, the longest persistence of coronavirus RNA is recorded at 151 days in a patient with anti-phospholipid syndrome, which suggest these pathogens are of the opportunistic characteristic [68–70]. In the aforementioned patient, there were 31 substitutions and 3 deletions identified in the genome sequencies from the isolated agent. There were 12 mutations in the spike protein including 7 in the receptor-binding domain segment. Due to severe pulmonary complication the patient died [71]. Increased viral changes were also detected in another immunocompromised patient, whose disease prolonged for 101 days, where viral changes were limited during the first 60 days but increased after receiving plasma form a convalescent patient at days 63 and 65. Moreover, rapid shifts were observed in the spike area during the last days of the monitoring [71]. In another case-series, three patients receiving chimeric antigen receptor (CAR) T cells because of B-cell acute lymphocytic leukemia, showed multiple escape SARS-CoV-2 variants [71]. Consequently, like SARS-CoV-2 longer persistence in immunosuppressed patients, immunosusceptible elderly patients may also harbor the virus for prolonged periods compared to immunocompetent
patients. Gaspar-Rodriguez et al. enunciated in 2021 that SARS-CoV-2 and other coronaviruses potentially establish a long-term, non-productive persistent infection in epithelial, myeloid, and neural host cells until viral clearance is achieved [62]. Prolonged COVID-19 in the immunosuppressed patient can be a determinant of the development of SARS-CoV-2 variants which can be spread among the general population [71]. This persistence of the virus in different types of immunosuppression are listed below.

3.3.3.1 SARS-CoV-2 in Cancer patients

Cancer patients are in immunodepression conditions because of the malignancy and oncological treatments like chemotherapy, radiotherapy, transplants, and immunotherapy. Patients with lung, blood, and bone marrow carcinomas are at a higher risk of harboring the virus for prolonged periods when compared with other cancer patients [72]. Patients with chronic lymphocytic leukemia (CLL) have shown inadequate levels of antibodies as well as cellular immune response [73]. These inadequate immune responses in CLL patients correlates with severe and prolonged forms of COVID-19 and has been supported by late conversion to negative PCR monitoring tests and longer hospitalizations [74]. The impaired humoral and cellular immune response in the CLL patients make these patients long term shedders of SARS-CoV-2 until infection is passed. One case study showed a COVID-19 positive CLL patient having persistent positive PCR test for 105 days after diagnosis [63]. Moreover, during this period a continuous variability in predominant viral variants was observed [63]. This delay in viral clearance in COVID-19 patients has been observed in patients receiving intravenous immunoglobulins as well as in those with hypertension [75].

3.3.3.2 SARS-CoV-2 in organ transplant patients

Organ transplant recipients are patients with long-lasting immunosuppression; therefore, organ transplant recipients have been declared subjects with high risk for severe COVID-19. When COVID-19 positive liver transplant patients were compared with COVID-19 immunocompetent patients, the transplant recipients showed lower prevalence of antibodies against SARS-CoV-2, as well as a faster antibody decline [57]. Regarding viral shedding, immunocompetent asymptomatic COVID-19 infection subjects experience a faster viral clearance when compared with symptomatic individuals [76]. Kidney transplant patients with immunosuppression showed a longer shedding of the virus, of more than 28 days, which was correlated with a prolongation of symptoms [77].

3.3.3.3 SARS-CoV-2 in elderly patients

It is demonstrated SARS-CoV-2 causes highest mortality among elderly populations. Also, viral shedding is increased, enhancing the spread of the virus as it was observed in the increased transmission in nursing homes. An explanation for these complications may be due to the elderly immune system being less competent than in young populations. In the elderly, it appears the production of cytokine and T-cells production worsen the inflammation process especially among those with comorbidities [78]. The increased shedding of SARS-CoV-2 is associated with a more severe clinical presentation and higher viral load peaks [79–81]. The delayed viral clearance in elderly patients’ airways can be explained by a decreased respiratory muscle function and diminished mucociliary function [79, 82].
3.3.3.4 SARS-CoV-2 in patients with corticosteroid treatment

Although corticosteroid therapy is being used to ameliorate the inflammation process, the use of corticosteroids at an early stage can suppress the immune cells which can prolong the clearance of the virus as well as its shedding. In a randomized study in patients without respiratory failure, the methylprednisolone group showed a median viral shedding of 10 days vs. 6 days in the control group [83].

4. Discussion

The molecular mechanisms of viral replication, multiple animal reservoirs, and immunological selection methods have the possibility for viral evolution to immune escape variants (Figure 1). Such epidemiological and evolutionary mechanisms are already seen in the emergence of different VOC worldwide [44].

---

**Figure 1.** Biological determinants of emergence of SARS-CoV-2 variants. An infection of SARS-CoV-2 in humans results in viral replication. Inborn errors of viral replication or genomic recombination can result in viral mutations. People with natural/artificial immunity will neutralize the non-mutated virus but has non-neutralizing immune response against mutated variant. Mutated SARS-CoV-2 thus undergoes this immunological selection for emergence of SARS-CoV-2 variant. Infection in animals with different host cell machinery led to mutated SARS-CoV-2 with potential for species jump and spillover into humans and emergence of SARS-CoV-2 variant.
4.1 Impact of emergence of new variants on vaccine

Since the beginning of the pandemic, VOC having selective advantage of more transmissibility and resistance to natural or vaccine induced immunity have been evolving and supplanting previously circulating strains [43, 84]. The emergence of these VOC affects the effectiveness of vaccines in both partially and fully immunized individuals [43]. In vitro studies demonstrated lower neutralization capacity against all VOC compared to ancestral strains [41, 85, 86]. Based on evidence available for all vaccine types, partially immunized individuals have a lower degree of protection against symptomatic infection, moderate disease, and probable transmission with Delta VOC than Alpha VOC. In general, the vaccine effectiveness for all variants against symptomatic disease was much lower than those reported against severe diseases. The fully immunized individuals confer nearly equivalent protection for all outcomes against Alpha to that of Delta variants [43]. **Table 1** summarizes the results of vaccine effectiveness by type of vaccine, outcome, and VOC.

The emergence of new vaccine-resistant variants may necessitate the development of modified vaccines based on new sequences to prevent the prolonged circulation of vaccine-resistant variants [84]. It is important to conduct studies of these modified vaccines to determine its efficacy in developing a neutralizing immunological response against vaccine-resistant variants. This research is important despite the deployment of these newer vaccines not required until there is evidence of failure of current vaccines. Once the modified vaccines are introduced the molecular and immunological determinants of viral adaptation will necessitate to repeat the cycle of monitoring for even newer variants that might require further modifications in the antigenic sequence in vaccines.

4.2 Impact of emergence of new variants antibody therapy

Like vaccines, the viral adaptations seen against the monoclonal antibody therapy can complicate the deployment of these treatments at large scale in the general

<table>
<thead>
<tr>
<th>Variant</th>
<th>Vaccine Type</th>
<th>Original SI</th>
<th>Original SD</th>
<th>Alpha SI</th>
<th>Beta SI</th>
<th>Gamma SI</th>
<th>Delta SI</th>
<th>Delta SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comirnaty (Pfizer/BioNTech)</td>
<td>95%</td>
<td>100%</td>
<td>89.5%</td>
<td>75%</td>
<td>61%</td>
<td>87.9%</td>
<td>96%</td>
<td></td>
</tr>
<tr>
<td>SpikeVax (Moderna)</td>
<td>94.1%</td>
<td>100%</td>
<td>75%</td>
<td>61%</td>
<td>87.9%</td>
<td>96%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vaxzeria (AstraZeneca)</td>
<td>70.4%</td>
<td>81.3%</td>
<td>66.1%</td>
<td>10.4%</td>
<td>59.8%</td>
<td>92%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Johnson &amp; Johnson</td>
<td>74.2%</td>
<td>85.4%</td>
<td>64%</td>
<td>59.8%</td>
<td>92%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cansino</td>
<td>90-95%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sputnik V</td>
<td>91.6%</td>
<td>100%</td>
<td>No difference</td>
<td>10.4%</td>
<td>59.8%</td>
<td>92%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sinovac</td>
<td>78.1%</td>
<td>100%</td>
<td>64%</td>
<td>59.8%</td>
<td>92%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soberana (Cuba)</td>
<td>62%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**SI, symptomatic disease; SD, Severe disease.**

**Table 1.** Vaccine effectiveness of two dose of vaccines against symptomatic infection and severe disease caused by non-VOCs, alpha, and Delta VOCs.
The initial widespread use of Bamlanivimab as a single therapy and later removal due to epidemiologic trend further provides evidence for judicious use of monoclonal antibody therapy. The usage of cocktail of antibodies should in theory reduce the probability of random selection of resistant variants however it does not totally remove this possibility. This combined with monoclonal antibodies not preventing transmission, not providing immediate cure, lacking durable immunity, and potentially leading to antibody strains with some cross-resistance against vaccine or natural-acquired immunity suggests the need for caution before widespread usage of monoclonal antibody therapy. Increasing the scale of surveillance for mutations along with research into monoclonal antibodies against newer antigens should be adopted if the scale of use of monoclonal antibody has to be expanded.

Thus, the determinants of emergence of SARS-CoV-2 variants necessitates the inclusion of epidemiological, evolutionary, clinical, animal, and in vitro data related to changing antigenic sequences, vaccine and monoclonal antibody efficacy in the decision making of which antigens to be included in vaccines or targeted for therapy. Lastly, it is important to recognize the limitations of the concepts presented in this chapter. This is a prospective chapter piece using concepts and theoretical ideologies commonly attributed to variant emergence. The inclusion of the determinants presented are a combination of expert knowledge on behalf of the authors and a scoping literature review conducted on SARS-CoV-2 and its current variants, therefore, this chapter is not meant to replace a systematic review.

5. Conclusion

This chapter presents theoretical and current determinants for variant emergence, specifically for SAR-CoV-2. The emergence of different VOC through the evolutionary cycle of the SARS-CoV-2 virus during the current pandemic (2019-ongoing) makes it important to understand the biological determinants of new emerging variants. The inherent errors in viral replication in humans and animal reservoirs combined with immunological selective pressure result in the Darwinian selection of variants of SARS-CoV-2 with potential for higher transmissibility and resistance to vaccine-based immunity or monoclonal antibodies. The different types of vaccines and associated immune response, partial immunization, waning of immunity, and heterogeneity in worldwide immunity results in wide differences in immunological selective pressure based on regions and virus evolutions. The global inequality in vaccine distribution further complicates this immunological selection pressure. The epidemiological and evolutionary cycle can result in viral adaptations with potential for selection of variants with higher transmissibility and immune escape properties. The emergence of these dangerous new variants can influence vaccine and antibody therapy effectiveness necessitating modifications in antigenic sequences used in production. This emergence of novel variants thus is a concern for international health security with a potential for furthering the COVID-19 pandemic and its associated negative health, economic, and social effects.
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Miscellaneous Topics
Chapter 8

Resilient Health System and Hospital Disaster Planning

Stephen C. Morris

Abstract

Disaster planning is integral component of hospital operations and management, and hospital resiliency is critical to society and health systems following a disaster. Additionally, hospitals, like all public institutions have significant risk of security incidents including terrorism, isolated and mass violence, social unrest, theft and vandalism, natural and human made disasters. Security and disaster planning are cumbersome, expensive and easy to deprioritize. When a hospital disaster is defined as anything that exceeds the limits of the facility to function at baseline, disasters and security incidents are intertwined: disasters create security problems and vice-versa. Hospital resiliency to disasters and security incidents stems from a systems-based approach, departmental and administrative participation, financial investment and flexibility. Significant best practices and lessons learned exist regarding disaster and security planning and ignorance or lack of adoption is tantamount to dereliction of duty on the part of responsible entities. This chapter consists of a review of the concepts of hospital disaster and security planning, response and recovery, as well as hospital specific disaster and security threats (risk) and their associated mitigations strategies. Risks will be presented follow a hazard vulnerability analysis (HVA), a common framework in emergency management, disaster planning and disaster medicine. As such, each element of risk is defined in terms of likelihood and impact of an event. Concepts of disaster medicine that are also addressed, as are administrative concerns, these elements are designed to be applicable to non-experts with an emphasis on cross disciplinary understanding. Additionally, elements are presented using incident and hospital incident command terminology and those not familiar should learn these concepts though free online training on the incident command system provided by several sources including The United States Federal Emergency Management Agency (FEMA), prior to reading.

Keywords: hospital security, disaster management, disaster medicine, disaster preparedness

1. Introduction

Disaster defined. A serious disruption of the functioning of a community or a society at any scale due to hazardous events interacting with conditions of exposure, vulnerability and capacity, leading to one or more of the following: human, material, economic and environmental losses and impacts. -United Nations international strategy for disaster reduction (UNISDR).
Security events involving healthcare are timeless. Examples of security threats include families seeking retribution for perceived substandard care and healthcare facilities seen as military targets during times of conflict, despite universal agreement on medical neutrality [1]. Terrorism and acts of violence against healthcare workers and healthcare institutions are common enough to have become a field of study. There is also some evidence that the trend is growing, and there are many efforts, globally and locally to address the problem [2]. With violence all too common, it is no coincidence that government, policy and security institutions focus much attention on healthcare.

Disasters, from natural and human created events, are defined by the disruption of normal functioning. When the disaster affects multiple social institutions, healthcare’s role in society often expands. In such events, for example, hospitals function beyond the provision of healthcare: a refuge for those in need, a gateway to social services, a bellwether for societal wellbeing, a bastion of hope and communal security in the face of disruption. As such the effect of disasters and security incidents on hospitals has an additive physical and psychological effect on the population. From a practical standpoint, the population’s access to health services are interrupted or they may choose to avoid care. Additionally, they may have an inherent sense of insecurity as a major and essential public entity has been attacked or disturbed. The resiliency of hospitals, in the face of major disaster and security events, is paramount to social functioning at many levels and as such is a major concern for public officials and citizens through society.

Hospital security has many elements consistent with security of other institutions and organizations as well as many unique areas of vulnerability. Common security elements include basic building security, employment security, asset and material security, crowd and social unrest security, basic disaster specific security and basic IT security. These elements are addressed largely commiserate with standard practices for public institutions and will not be addressed here. Unique security vulnerabilities of hospitals are too many to name and addressing them all is beyond the scope of this text. Additionally, very specific hospital vulnerabilities such as medical waste, unaccompanied minors, and radiation security among others will not be addressed. Major unique vulnerabilities of hospitals largely stem from their reliance on other public institutions, such as governance and businesses, and the central role they play in society.

2. Emergency management, the disaster cycle and a healthcare perspective on security

2.1 Emergency management and disaster medicine

Disaster medicine and emergency management are two separate fields with overlapping areas of influence, like Venn diagrams with a large portion of common space. Therefore, it is critical that one understand the basic principles of emergency management as it relates to healthcare and hospital preparedness and response. The field of emergency management is premised on several paradigms: disasters are predictable, the disaster cycle, command and control and an all hazards approach.

2.2 Disasters are predictable

The idea of disasters being predictable is confounding to the lay public. Taking time to understand that most disasters are predictable with regards to their occurrence, impact and recovery is paramount to appropriate planning, response and
recovery. Furthermore, identifying what element of disaster are not predictable also allows for appropriate planning and should be acknowledged.

<table>
<thead>
<tr>
<th>Examples of disaster Predictability</th>
<th>Examples of disaster elements that are unpredictable:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hurricanes will affect the Caribbean between July and October</td>
<td>Timing of events.</td>
</tr>
<tr>
<td>Structurally unsound buildings will be damaged in an earthquake</td>
<td>Terrorist activities.</td>
</tr>
<tr>
<td>Social unrest will increase healthcare usage and burden of disease.</td>
<td>Storm trajectory, intensity and impact</td>
</tr>
<tr>
<td>Post disaster communal living conditions result in increased risk of communicable disease.</td>
<td>Earthquake timing, intensity and effect.</td>
</tr>
</tbody>
</table>

2.3 The disaster cycle

Together with the disasters themselves, institutions and societal response to disasters is predictable. This predictability has two patterns: the disaster cycle, and the social perception of disasters.

The disaster cycle refers to a pattern of institutional behavior surrounding disasters [3]. Since this is a cycle, one must appreciate the continuum and the interconnectedness of the elements. While the terms used change, the basic concepts of event, movement back to normal function, analysis of the event, mitigation, and preparedness remain the same through the fields of disaster medicine and disaster management.

2.3.1 Disaster response

The most publicly visible part of the cycle, the response phase, attempts to control the chaos of the acute period immediately following a disaster event. An event that overwhelms the health system, the definition of a disaster, necessitates adaption of the health system. From a hospital and health systems standpoint, this usually entails attempts to maintain the standard of care, provide for disaster victims and chronic illnesses, and support the greater community. The response period is undefined- from hours in the case of a mass casualty incident to years in the setting of armed conflict or humanitarian crisis.
2.3.2 Recovery

This phase of the disaster cycle is the period taken from the end of the disaster response phase, as defined by stabilizing of the situation, to the return of normal function. From a health systems standpoint, restoration of all services, provision of normal care including elective care, financial and administrative normalization are all goals of the recover period.

2.3.3 Process evaluation

Often left out of the disaster cycle is the appreciation of the interpretation of actions during the disaster response and recovery periods. It is from this analysis, that the lessons learned from the response and recovery are adapted into the foundations of mitigation and preparedness. Without establishing an understanding of systemic successes and failure, mistakes will be repeated.

2.3.4 Mitigation

Mitigation is the implementation of changes in systemic function based on analysis of lessons learned. Structural, strategic, and operational changes to the system seek to ensure more robust response and faster recovery in future events.
2.3.5 Preparedness

Preparedness represents the greatest period of the cycle longitudinally. Developing institutional plans, hazard vulnerability analysis with associated changes to plans, training, and licensing requirements all play key roles in the preparedness phase of the cycle. Additionally, given staff turnover, loss of institutional knowledge necessitates constant need for education.

3. Disaster medicine overview

3.1 Disaster medicine as a field

‘a discipline resulting from the marriage of emergency medicine and disaster management’


Disaster medicine as a field represents all the components of possible disasters. It is a clinical subspecialty encompassing a combination of medical aspects of care in disasters and elements of other non-medical fields [5]. Main topics of import are the crossover of emergency medical care and emergency management, health systems response to disasters, response structure from local to international, the concept of surge, and the pathology and treatment of individuals and populations during general and specific disasters. From a hospital and healthcare perspective, disaster medicine is most critical in the response, recovery and preparedness phases of the disaster cycle. Adjusting the system and provision of care during the surge of an event, continuing patient care, adapting to changes in the complex systems required in the provision of care, as well as working with the response organizations, are all concepts and practices within disaster medicine. In addition, the recovery of normal operations requires thoughtful and dedicated processes also within the fundamentals of disaster medicine. Lastly, the field of disaster medicine is fluid, requiring adaption to new threats as well as adoption of new understandings and best practices [6].

3.2 Anticipated pathology

The pathology of disaster events ranges from worsening of chronic disease, to trauma, to infectious diseases to event specific disease such as radiation sickness. Examples of disaster related clinical pathology, its cause and its effect on hospital care.

- Trauma- any physical disruption, such as an act of violence, accidents, storms, earthquake all will increase trauma needs, often overwhelming hospitals.
• Infectious disease - a disaster itself, such as in an epidemic, or more commonly this is a result of the social disruption associated with the disaster. Increased rates of infections with displaced populations, loss of access to clean water or immunocompromise are all expected events. Community spread infection can overwhelm health systems.

• Disruption in chronic care - inability to access or provide care at the level of the community is an expectation in any major disaster. Interruptions in chronic care lead to complications and resultant accommodation by acute care hospitals.

• Psychological disease - sub-acute, acute, and chronic physiological consequences are all expected following a disaster event, as is worsening of baseline psychiatric disease. These patients can become high utilizers of health care services both primarily for the psychological needs and secondarily, its associated social, behavioral and somatic consequences.

3.3 Specialized needs

Some disaster events require specific training and specialist clinical care. Examples of these and associated specialized care needs are:

- Radiologic emergencies
- Toxic exposures
- Bioterrorism

4. Elements of hospital function affected by disasters and security incidents

4.1 Reliance on the public and private sector

Healthcare delivery is contingent on many elements of normal social functioning. When a disaster disrupts government services, the private sector and the environment, hospital systems will have to adapt to continue with their mission.

Examples of healthcare's reliance on other parts of society:

- Material resources from the private sector. From pharmaceuticals to gloves, hospitals need inputs from the private sector. This can be mitigated somewhat through stockpiling of supplies, however the practice of stockpiling is no longer a feasible model for many if not most healthcare institutions [7]. Some government programs may provide safety nets for supplies such as the strategic national stockpile in the United States.

- Government services: Healthcare workers take the bus to work, they need their children to be in school in order to go to work, hospitals require police protection, waste services and utilities; some or all of which may be disrupted in a disaster.

4.2 Facilities

Any disaster event that causes physical damage to the hospital or healthcare facility will likely affect its ability to provide care. Examples include the obvious such as earthquakes and storms but also acts of violence and vandalism.
5. Healthcare workforce considerations

A major consideration with regards to health system functioning in a disaster, is that the healthcare workforce is affected by the disaster as much as the rest of society. The difference is that those in healthcare must still work when others are able to recover, and they share the emotional burden of others, bearing witness to their suffering. This can have a profound effect on wellbeing and efficacy in providing care. Worrying about loved ones while responding to a disaster event may have considerable consequences [8]. It is reasonable also to assume that despite their commitment and sense of duty to society, healthcare workers in a disaster who find themselves in the difficult situation of responding to their work or ensuring the safety and well being of their families are going to chose the latter.

5.1 Introduction

Functionality of the healthcare workforce in a disaster is a major consideration during all phases of the disaster cycle.

Few, if any, parts of society are going bear the burden of disasters more than healthcare workers and their families. Already dedicated to the wellbeing of the population, altruistic and hardworking, healthcare workers will be subject to conflicting responsibilities and seemingly insurmountable pressure. This untenable situation comes from three distinct consequences of the disaster. Increased workload, in the form of volume and acuity, emotional burden of being face to face with the tragedy of the disaster, familial responsibilities with less support than the rest of society, as they are still required to come to work. Additionally, as their work environment is also disrupted- for example supply shortages. Thus, their job is inherently more difficult. Hospital workers face even greater responsibilities with disruption of outpatient healthcare as these patients normally seen in clinics must now get their care in the hospital.
5.2 Healthcare workers disaster concerns

1. Healthcare workers are personally affected by the disaster the same as other members of society. Emotional distress, loss of housing, material resources, and health concerns. Death, injury, and illness of family without the ability to respond can be devastating.

2. Hospital function - despite the effects of structural destruction, materials shortage and increased patient volume, to name few pressures, healthcare workers at hospitals are expected to be present and preform.

3. Greater affects of social disruption - Healthcare workers rely on social services to support their work. Public transportation, elder and pet care, and childcare in the form of schools and after school activities. When these are disrupted the abilities healthcare workers on a practical and logistical are diminished.

4. Healthcare workers have to perform major clinical problems in disasters: increased patient burden and acuity form the disaster itself, including those suffering from psychological affects and needing access to social services. Need to accommodate those who are unable to access care for acute and chronic health needs from disruption of outpatient healthcare, no changes in (non-disaster), healthcare needs of the their community.

5. Bearing witness to the worst of the suffering can have short and long term consequences on healthcare workers mental health [9].

5.3 Healthcare workforce resiliency

Maximizing healthcare worker performance in a disaster represents one of the greatest opportunities for disaster response and recovery. Some practical measures supporting healthcare workers include:

5.3.1 Healthcare worker family and household planning

Workers at all levels must have household planning that allows them to respond to work knowing that their family is safe and cared for. Any question family safety may result in failure to be present at work and/or suboptimal work performance. Healthcare workers household safety plans should include:

• Household evacuation plans
• Agreements with family and friends to provide pet, child and elderly care.
• Two weeks of stocked material resources (food, medicine, comfort items)
• Backup utilities, communications and shelter plans.

5.3.2 Mutual aid agreements and health system collaboration for increased workforce resiliency

Establishing relationships with other healthcare institutions, with prearranged commitments of support can be crucial to an overwhelmed system.

Licensure planning allows for outside healthcare workers to provide care and support in a rapid manner. This involves rapid licensure and credentialing of out of system and/or out of the state or country healthcare workers.
5.4 Workforce wellbeing

Supporting workers wellbeing will increase efficacy and longevity. Examples of minimum support that should be planned for include:

- Private personal areas
- Food and hygiene
- Personal medicines,
- Scheduling to support rest and recovery
- Means for outside communication
- Structured and unstructured support of teambuilding and health before during and after a disaster

5.5 Labor unrest

A special disaster exists regarding healthcare workers and healthcare related labor disputes. These events can represent healthcare disasters in themselves and must be planned for accordingly. Hospital resiliency during these challenging situation can occur only with extensive management, collaboration and placing patient wellbeing before other priorities. Given the ethical challenges these situations represent all levels of the workforce maybe greatly affected [10].

6. Specific disaster and security considerations

6.1 Hazard vulnerability analysis

The all hazards approach means that planning can be adapted to any situation, but understanding the likelihood of occurrence and impact of specific disasters is paramount to good preparedness. Disaster planners use a hazard vulnerability analysis to quantify potential disaster events to their institution. This matrix uses a combination of the likelihood of an event will occur and severity of impact of the event to create a visual risk of disasters to the institution.

Example of a Hospital Hazard Vulnerability Matrix.

<table>
<thead>
<tr>
<th>Low Likelihood of occurrence</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Wind Storm</td>
<td></td>
</tr>
<tr>
<td>Impact to institutional function</td>
<td>Supply chain disruption</td>
</tr>
<tr>
<td></td>
<td>Plane crash</td>
</tr>
<tr>
<td></td>
<td>Power Outage</td>
</tr>
<tr>
<td>High Earthquake</td>
<td>Snow Strom</td>
</tr>
</tbody>
</table>
6.2 Isolated violence

Acts of violence against healthcare workers, in or around healthcare institutions are common enough to have resulted in public outcry and public indifference. These events can have devastating effects on the individuals and institutions involved [11]. Promoting a culture of security including safety training (example active shooter training), freedom to disclose security concerns, engagement of all staff members in security planning and a weapons free environment all represent resiliency techniques [12].

6.3 Social unrest

This is an underestimated disaster with regards to its affect on healthcare. Social unrest from collective violence to political discord affect the mental and physical well being of the population and thus effect healthcare. General disaster planning should be sufficient, but messaging and communication to healthcare workers and the general population take on greater importance. The establishment and communication of the healthcare institutions as non-partisan and objective regarding the social unrest itself is paramount to continued function. Rumors increase anxiety and effect patients and clinicians alike and mis-information will fill any void in understanding. Communication of ability to provide care and overall function of healthcare delivery maybe a reassuring element in a time of crisis. Communication re-enforcing the positive public perception of healthcare as a benevolent social institution may also help healthcare delivery.

6.4 Inclement weather

With some notable exceptions (major storms), a major disruption in standards of care secondary to inclement weather represents a failure of planning and preparation. Preparing for events or seasons with enhanced materials stockpiling, health worker accommodations and transportation planning, fiscal considerations and planning for changes in burden of disease are all important issues enhancing event response.

6.5 Natural disasters

Severe natural disasters may poise the greatest disaster threat to peaceful societies. Events like earthquakes, major storms, and flooding can result in near or total societal disfunction. The affect on healthcare can be devastating. Mitigation of risks such as structural enhancement and pre-disaster evacuation, when possible, offer great promise with regard to resiliency. Acceptance of outside recourses, such as search and rescue, medical assistance teams, use of out of system healthcare and public health providers and evacuation teams all represent important response mechanisms.

Examples of support services:

- International search, rescue, and medical services teams
- Humanitarian aid organizations: such as the red cross and red crescent
**6.6 War and violent conflict**

With its inherent effects on individuals and populations, including trauma, malnutrition, loss of chronic care and increased infectious disease potential, organized violent conflict has the greatest potential impact on population health. Health effects can last long after the conflict is resolved [13]. Mitigation and resilient response are challenging at the level of a hospital or even the broader health system. Reliance on outside resources, evacuation and the greater resources of military institutions may all provide support.

**6.7 Pandemic**

The COVID-19 pandemic has changed the nature of hospital and healthcare planning and response. While the all-hazards approach is still the dominant paradigm, increased emphasis has been placed on surge capacity, isolation and critical care. Additionally, planning at the regional and or country level has eclipsed planning on the health system and hospital level, apropos of the nature of the event. Another major change is regarding the manufacture and stockpiling of supplies [14]. Those essential for staff and patient safety and barriers to disease spread are no longer subject to just-in-time delivery model shortages.

**7. Hospital and healthcare specific security concerns**

**7.1 Hospitals**

Hospitals as soft targets of terrorism and in war is an old phenomenon and one that is a guaranteed to continue [15]. This is in part because of the added emotional and psychological importance of healthcare on society as well as the role healthcare facilities play in the broader aspects of social function. Additionally, the nature of healthcare delivery and its increased emotional implications, make it a more potent target for those interested in instilling fear and anger in the population.

**7.2 Hospital**

Hospital based security. Most hospitals have and should have significant baseline security. Bolstering this in the event of a disaster is key to avoiding violence affecting hospital care and patient’s wellbeing.

**7.3 Law**

Law enforcement. Collaborations with law enforcement to increase supporting during and after a disaster event is also vital. It should be acknowledged that law enforcement priorities during a disaster are many and dynamic. While law
enforcement support for healthcare should be encouraged and planned for, it should be accepted that it is not a guarantee. Additionally, in some circumstances of civil unrest the presence of law enforcement can be divisive.

7.4 Structural

Structural security. ‘Lockdown,’ a term used to prohibit unauthorized entry and exit from the hospital should be part of disaster planning and drills. Badges should be part and parcel of daily security measures and rigorously enforced during and after a disaster event or in times of high threat. Use of blocked entrances, unauthorizing of vehicles close to buildings, controlling of gatherings, screening for weapons and staff drilling for violent events should all be regular security principles employed in healthcare institutions.

8. The role of emergency medicine in disasters

Emergency medicine plays a critical role in disaster response and planning [16]. Understanding and appreciating its role and the importance of emergency medicine leadership in hospital planning are critical to hospital resiliency.

Issues affecting and mechanisms of resiliency regarding emergency medicine include:

8.1 Surge

Very few parts of healthcare ever need to undergo clinical surge, whereas in emergency medicine this is common and inevitable. The concept and practice of surge involves a paradigm of, and mechanisms for, flexibility. This impacts all areas of healthcare delivery, such as, the workforce, materials and environmental management and workflow [17].

8.2 Triage

Disaster triage relates not only to the need for choosing where and in what order to care for patients but also the limiting of resources when necessary. With regard to the order and location of care, emergency medicine with its understanding of diverse pathology, familiarity and relationship to other areas of the hospital, and focus on public health, trauma and infectious disease is ideally suited to triage. What is more is that during a disaster triage will become of greater importance as volumes of patients, some with no medical needs overwhelm the system. Limiting of care or Utilitarian theory referred to as ‘maximize collective welfare’ or to ‘do the greatest good for the greatest numbers of people,’ is another major component of disaster triage. The principle and practice of Utilitarian theory is part of emergency medicine training [18].

8.3 Access

Access to the health system. The emergency department is the most common way of accessing care in many health systems and it is likely to remain so during a disaster event. Utilizing this tried and established framework, with appropriate augmentation has many practical advantages.
9. Conclusion

Resilient hospital and health system disaster response is dependent on understanding the role hospitals play in disasters, their vulnerabilities and ways to support them. The importance of realizing hospital and health systems changing roles during a disaster, its dependence on other parts of society and perhaps most importantly the challenges faced by its workforce drives disaster planning. Additionally, the threats to hospitals targeted or not, guides planning and response framework. Emergency medicine with its function as the entry way into the health system, understanding of diverse and all encompassing clinical pathology, practice involving surge and triage and its training in disaster medicine gives it a key role in disaster resilience for hospitals and health systems.
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Chapter 9

Impact of Climate Change on International Health Security: An Intersection of Complexity, Interdependence, and Urgency

Vikas Yellapu, Samuel Malan, Brandon Merkert, Hetal Kharecha, Ambreen Alam and Stanislaw P. Stawicki

Abstract

Climate change (CC) can be defined as a long-term shift in global, continental, and/or local climate patterns. Although many equate CC to the rise in global temperatures, the issue is much more complicated and involves a large number of interconnected factors. Among some of the less discussed considerations of CC are its effects on a broad range of public health issues, including the emergence of novel infectious diseases, the encroachment of infectious disease vectors into previously unaffected geographic distributions, and crop failures resulting in threats of malnutrition and mass migration. This chapter will be devoted to key issues related to CC in the context of international health security (IHS).

Keywords: climate change, emerging infectious diseases, global warming, hunger, human migrations, invasive species

1. Introduction

Planet Earth is a highly complex and truly unique celestial body, fine-tuned to sustain life within a very narrow range of tolerances [1, 2]. Within this narrow band of environmental parameters, our civilization emerged over the past several thousand years. As we discovered ways in which to harness the energy stored within our planet, from burning wood, to coal, to petroleum products, we began to increasingly change the environment we live in [3, 4]. The resultant slow but persistent climate change (CC) is beginning to manifest itself across multiple domains of human existence, from rising sea levels, to wind disasters and forest fires, to the emergence of new invasive species [5–8]. This chapter will discuss the impact of CC on various domains of human health and well-being, with specific focus on their relationship to international health security (IHS). Given the vastness of this important topic area, our goal will be to provide an overview of the most pressing issues and most relevant subdomains (Figure 1). However, it is simply not feasible to cover this entire subject within a single book chapter, thus limiting the current manuscript to a bullet-point synopsis.
2. Methodology

The current study constitutes a systematic review of the literature regarding the impact of climate change on human health and well-being. Relevant sources were identified using an exhaustive search strategy utilizing Google™ Scholar, PubMed, EBSCO, Bioline International, as well as any relevant cross-referenced articles and websites. Specific search terms included “climate change,” “global warming,” “invasive species,” “emerging infectious diseases,” “public health,” “food security,” “sea level change,” “quality of life,” and “vector-borne diseases.” A total of 17,194,311 search results were subsequently narrowed down to 1,247 interdisciplinary full-text, English language articles directly relevant to our discussion. Further screening demonstrated 479 articles that directly address questions related to the interaction between climate change and human health and wellness. Of those, a final list of 266 definitive sources was derived.

3. Environmental pollution: air and water

The effects of air pollution on public health have become increasingly acute, heterogeneous, complex, and unpredictable [9–12]. In recent years, natural disasters such as wildfires and non-natural disasters such as human-made pollution have caused fundamental changes in air quality, leading to special measures and precautions deemed necessary to protect populations from air pollutants [13, 14]. Various effects of air pollution, both in the indoor and outdoor setting, on health include but are not limited to: asthma, chronic obstructive pulmonary disease (COPD), cardiovascular diseases, and an array of pulmonary malignancies [15–18]. Although naturally evolving changes in climate and temperature have some effect on air quality, direct human contribution to air pollution may play and even greater role [19, 20]. For example, humans are thought to be responsible for approximately 95% of all wildfires in California and in Mediterranean Europe [21, 22]. Wildfires diminish air quality by scorching thousands of acres
of land – creating arid, dry, desert like soil, and a deterring vegetative and agricultural growth. Wildfires are only one example of many human activities that contribute to poor air quality [7, 23].

The continued growth of industrial activity, both in the United States and globally, has contributed to a sharp increase in air pollution, especially among the urban areas [24, 25]. This was accompanied by the general decline in measured air quality around the globe [26, 27]. Nowadays, air quality indexes are common in daily weather reporting, in addition to weather alerts for air quality standards [28, 29]. Despite the successful deployment of these largely descriptive and informative measures, much remains to be accomplished. For example, asthma amongst newborns and young children has increased sharply in the recent past [30].

Neville Island, PA is an inland island near Pittsburgh, PA where three major rivers meet, with at the apex of the city’s heaviest population density [31]. The island houses more than 50 corporate industrial sites, coal processing facilities, and oil company foundries. The pollutants from these companies are ingested and breathed by the nearby population of the Allegheny County. During awareness campaigns in 2003, Neville Island was said to pollute river water with as many as 13 toxic chemicals hazardous to human health, reportedly released each night after the closing of the factories. Notably, the island is located just upstream to the County’s major water treatment plant. Consequently, a broad range of pollutants (both airborne and non-airborne) find their way directly into the city water systems. Statistically, the County is among the highest in the nation for still births, childhood asthma, COPD, and pulmonary malignancy [31–33].

Historically, governmental regulations pertaining to air pollution tended to represent a more reactive (versus proactive) approach [34–36]. This is not universal, however. For example, the State of California has instituted aggressive standards for vehicle emission regulations. As a result, over a 20-year period there was a 65% decrease in reactive organic gases, and a 54% decrease in oxides of nitrogen [37]. Of importance, these positive changes occurred despite a 22% growth in population and a 38% increase in overall motor vehicle usage throughout the state [23]. There was an associated sharp and well-defined decrease in air pollution related breathing disorders among children. This included favorable changes in terms of asthma and bronchitis, with significant (21%-39%) reductions. With strict and appropriately enforced regulatory standards, a significant decline in adverse consequences of air pollution can clearly be achieved [23].

Still, environmental regulations are still poorly defined and/or neglected in many areas globally. Under such circumstances, countries like China experience a significant number of adverse health effects of air pollution, to the point of the issue becoming one of the most serious national public health threats [38]. Coal-burning power generation is among the leading culprits of air pollution in China [39]. The magnitude of coal-related pollution in China can be appreciated from recent data showing that in 2010, there were more than 10 million tons of fine particles (e.g., diameter under 2.5 μm) released in the Beijing-Tianjin-Hebei region alone [40]. The impact of such massive air pollution on human health and health security (locally, regionally, nationally, and internationally) is truly difficult to grasp. Even more importantly, it has been estimated that the pollution from the approximately 200 coal-fired power plants in the capital region of Beijing-Tianjin-Hebei may be associated with nearly 10,000 premature deaths and approximately 70,000 outpatient visits or hospitalizations during a single calendar year [40–42]. Despite the need for urgent reform at the global level, governments have been slow to act, including the recent unilateral (and hopefully temporary) withdrawal of the United States from the Paris Climate Pact [43].
4. Climate change: increase in allergens

One effect of global warming is an increase in allergens. Allergens can be associated with various respiratory diseases such as Asthma or allergic reactions such as hay fever. An increase in hay fever can be attributable to global temperature increases due to synergistic effects of atmospheric warming on the pollination season of plants [44]. The observed rise in the number of airborne allergens is directly proportional to the increase in pollen content of the air [45]. From human health perspective, it can be expected that allergic reactions, as well as their severity, may worsen over time. This may be further exacerbated by the declining air quality, both indoors and outdoors [46, 47].

The decrease in air quality is compounded by other factors such as smoking, diesel fuel utilization, and the generation of nitrogen dioxide [48–50]. Temperature fluctuations also lead to mold formation and propagation [51]. This can further decrease air quality and can cause intense allergic response in some people [52, 53]. Some other common allergies include ragweed allergy causing hay fever and poison ivy causing contact dermatitis. Table 1 lists a set of common allergens. When an allergen enters the body, its presence leads to an immune response featuring the sensitization of mast cells [54, 55]. When the allergen enters the body repeatedly, it attaches to the specific antibodies on mast cells resulting in mast cell degranulation, which leads to the release of histamine and other inflammatory mediators [56, 57]. Associated symptoms may include commonly encountered reactions such as watery eyes, itching, sneezing, and nasal/sinus congestion. Pertinent to CC and global warming, it has been noted that patterns and distribution of common allergens typically present in different parts of the globe are changing [58]. The awareness and the ability to identify these patterns, coupled with modern mobile technology advances and point-of-care testing, will allow health-care providers to adequately prepare for the evolution and changing incidence of allergic reactions, especially in the context of preventive health measures and effective clinical management approaches [59–61].

5. Vector borne diseases and climate change

Another important aspect of the ongoing CC, and a source of indirect evidence for global warming, is the gradual evolution in disease vector distribution [8, 62]. An ‘infectious vector’ can be defined as any agent which carries and transmits an infectious pathogen into another living organism [63]. Many vector-borne diseases are characterized by a significant component of seasonality, and changing geographic distributions of vectors may significantly alter such seasonality [64, 65]. For example, higher rates of tick-borne diseases are seen during the spring to fall seasons in

<table>
<thead>
<tr>
<th>Type of Allergen</th>
<th>Common Reaction to Allergen</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pollen</td>
<td>Seasonal allergies</td>
</tr>
<tr>
<td>Spores</td>
<td>Seasonal allergies, fungal infections</td>
</tr>
<tr>
<td>Dust mites</td>
<td>Asthma</td>
</tr>
<tr>
<td>Animal dander</td>
<td>Allergies</td>
</tr>
<tr>
<td>Drugs and insect venoms</td>
<td>Anaphylactic reaction</td>
</tr>
</tbody>
</table>

Table 1. List of allergens and common reactions to those allergens.
eastern North America [66, 67]. With gradual temperature changes throughout the globe, we are more likely to see a change in the patterns of incidence of tick-borne illnesses [66, 67]. Moreover, novel tick-borne diseases have been on the rise, such as those carried by the Asian long-horned tick which has been found in the western hemisphere only in the past decade [66, 68]. Increased globalization and changes in environment due to global warming have been thought to increase the amount of tick-borne infections.

Some of the most common disease vectors are ticks and mosquitoes. A summary of areas of prevalence and seasonality of tick- and mosquito-borne diseases are listed in Tables 2 and 3. When they reach sufficient magnitude, changes in environmental conditions are likely to disrupt the life cycle of various disease vectors and potentially alter the transmission of the diseases in question, including their geographic and seasonal distribution [66, 113].

<table>
<thead>
<tr>
<th>Tick-Borne Illness</th>
<th>Areas of Prevalence</th>
<th>Predominant Months</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anaplasmosis [69]</td>
<td>USA: NY, MN, CT, RI, MD</td>
<td>May-October</td>
</tr>
<tr>
<td>Babesiosis [70]</td>
<td>USA: NY, NJ, MN, CT, MA, RI, WI</td>
<td>June-August</td>
</tr>
<tr>
<td>Colorado Tick Fever [71]</td>
<td>USA: WY, MT, UT, OR, CO, ID</td>
<td>May-July</td>
</tr>
<tr>
<td>Crimean-Congo [72, 73]</td>
<td>52 countries throughout Africa, Asia, Eastern Europe, and the Middle East</td>
<td>Spring-Summer</td>
</tr>
<tr>
<td>Ehrlichiosis [69]</td>
<td>USA: MO, OK, TN, AR, MD</td>
<td>May-September</td>
</tr>
<tr>
<td>Heartland Virus [74, 75]</td>
<td>USA: KS, OK, AR, MO, TN, KY, IN, GA, SC</td>
<td>May-September</td>
</tr>
<tr>
<td>Omsk Hemorrhagic Fever [76]</td>
<td>Western Siberia</td>
<td>May-June, August-September</td>
</tr>
<tr>
<td>Powassan Disease [77]</td>
<td>USA: MA, MN, NY, WI, NH, NJ, ME, ND, PA, TN, VT, VA, CT</td>
<td>May-November</td>
</tr>
<tr>
<td></td>
<td>Canada: NB, QC, ON, NS, PE, AB, BC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Russia: Primorsky Krai</td>
<td></td>
</tr>
<tr>
<td>Kyasanur Forest Disease [78]</td>
<td>India: Karnataka state and surrounding areas in the Western Ghats</td>
<td>January-May</td>
</tr>
<tr>
<td>Rocky Mountain Spotted Fever [79, 80]</td>
<td>USA: Contiguous states, &gt;60% cases from NC, OK, AR, TN, and MO</td>
<td>April-September</td>
</tr>
<tr>
<td></td>
<td>Canada, Mexico, Brazil, Columbia, Costa Rica, and Panama</td>
<td></td>
</tr>
<tr>
<td>Other Spotted Fevers [81–84]:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>African Tick-bite fever [81]</td>
<td>Sub-Saharan Africa and West Indies</td>
<td>November-April</td>
</tr>
<tr>
<td>Mediterranean spotted fever [82]</td>
<td>Africa, India, southern Europe, Middle East, Mediterranean</td>
<td>July-September</td>
</tr>
<tr>
<td>North Asian tick-borne rickettsiosis [83]</td>
<td>Armenia, central Asia, Siberia, Mongolia, China</td>
<td>April-May</td>
</tr>
<tr>
<td>Queensland tick Typhus [84]</td>
<td>Australia</td>
<td>June-November</td>
</tr>
<tr>
<td>Tularemia [85, 86]</td>
<td>North America, central Asia, Russia, the Nordic countries, the Balkans, and Japan</td>
<td>April-October</td>
</tr>
<tr>
<td></td>
<td>USA: All states except HI, 50% of cases from AR, OK, and MO</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Tick-Borne illnesses categorized by geographic distribution and yearly time range, focusing on the correlates of the highest prevalence of disease. United States and Canada jurisdictions are denoted using accepted two letter postal abbreviations.
Countries around the globe are actively working on prevention measures intended to curb incidence levels of various vector borne diseases [114, 115]. Examples of preventative methods include application of insecticide spray, installing insecticide screens, improving sanitation methods, genetic modification

<table>
<thead>
<tr>
<th>Mosquito-Borne Illness</th>
<th>Areas of Prevalence</th>
<th>Predominant Months</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plasmodium Malariae [87, 88]</td>
<td>Africa and South Asia, Central and South America, the Caribbean, Southeast Asia, the Middle East, and Oceania</td>
<td>September-December</td>
</tr>
<tr>
<td>Dengue Virus [89, 90]</td>
<td>Americas, Eastern Mediterranean, South East Asia, and Western Pacific</td>
<td>March-August</td>
</tr>
<tr>
<td>Yellow Fever [91, 92]</td>
<td>47 countries throughout Africa (34) and Central and South America (13)</td>
<td>Africa: July-October South America: January-May</td>
</tr>
<tr>
<td>West Nile Virus [93–95]</td>
<td>Canada, USA-48 contiguous states, Europe, Africa, Middle East, Asia, India, Australia, Central America, Caribbean, South America</td>
<td>Northern Areas: July-October Southern Areas: Early months of the year</td>
</tr>
<tr>
<td>Bancroftian Filariasis [98]</td>
<td>72 countries throughout South East Asia, Sub-Saharan Africa, islands of Pacific, and selected areas in Latin America</td>
<td>Spring-Summer</td>
</tr>
<tr>
<td>Jamestown Canyon Virus [99, 100]</td>
<td>Canada: NL, QC, ON, MB, SK, NT USA: CT(1), LA(1), ME(2), MA(7), MI(1), MS(1), MT(1), NH(3), NJ(1), NY(4), NC(1), OH(2), OR(1), RI(1), TN(2), &gt;50% MN(26) and WI(66)</td>
<td>April-September</td>
</tr>
<tr>
<td>Rift Valley Fever [101, 102]</td>
<td>Continental Africa, Yemen, Saudi Arabia, Madagascar, Comoros Islands, Mayotte</td>
<td>Outbreaks occur after heavy, prolonged rainfall</td>
</tr>
<tr>
<td>Eastern Equine Encephalitis Virus [105, 106]</td>
<td>USA: AL (1), AR (1), CT (1), FL (13), GA (6), LA (2), ME (2), MD (1), MA (10), MI (7), MO (1), MT (1), NH (3), NJ (1), NY (8), NC (7), PA (1), RI (1), VT (2), VA (1), and WI (2)</td>
<td>April-October</td>
</tr>
<tr>
<td>Japanese Encephalitis Virus [107–109]</td>
<td>China, Japan, North Korea, South Korea, Australia, India, Pakistan, Russia, Singapore, Cambodia, Indonesia, Laos, Myanmar, India, Nepal, Malaysia, Philippines, Sri Lanka, Thailand, and Vietnam.</td>
<td>May-October</td>
</tr>
<tr>
<td>La Crosse Encephalitis Virus [110–112]</td>
<td>Upper Midwestern, mid-Atlantic, and Southeastern states</td>
<td>April-October</td>
</tr>
</tbody>
</table>

Table 3. Mosquito-Borne illnesses organized by geographic area and seasonal time range characterized by the highest prevalence of disease. United States and Canada jurisdictions are denoted using accepted two letter postal abbreviations.
of vectors, as well as vector control through prophylactic treatment for travelers. Many countries are also intensifying awareness and education campaigns focusing on vector borne illness to help maintain prevention methods [114–117].

### 6. Food and water borne diseases

Global CC exerts impact on rainfall, humidity, length of growing season, and other environmental factors that are vital to the development of certain crops [118, 119]. Shifting environmental factors, along with the emergence of biofuels, are pushing food producers to implement various techniques that increase the yield of the crops [120]. One such method involves treating crops with antibiotics. However, unintended consequences of longer growing seasons and higher crop yields have resulted in greater frequency and intensity of food- and water-borne illness (Table 4) [121, 122]. Another way of coping with CC in terms of international food security is the introduction of insect-based, microbial/fungal-based, and laboratory-based food substitutes [123–129].

Of note, salmonella and campylobacter infections tend to be more common when the climate is warmer [130]. Relevant to human consumption, these bacteria have been shown to have higher growth rates at warmer temperatures during food preparation and storage [131], which in turn corroborates one possible relationship between CC and emerging human disease patterns.

The effect of CC on water borne diseases is equally important, yet it appears to be disproportionately neglected [132]. It is well known that precipitation can influence the transport and dissemination of infections, especially as it relates to existing water and sanitation systems [133]. More direct impact of the above can be seen during the increasingly more frequent coastal flooding as it relates to sea-level rise. Due to various factors, including human activity, water contamination exposes local populations to a variety of potential fecal-oral pathogens [134]. Indirect factors affecting the overall risk of water-borne infection propagation include changes in temperature and humidity, leading to alterations in pathogen lifecycle and survival, up to and including the creation of environments where new patterns of geographic disease spread emerge [135]. The effects of CC on water borne diseases, both indirect and direct, can be profound and unpredictable, mandating that dedicated scientific research efforts in this critically important area are increased.

<table>
<thead>
<tr>
<th>Infection</th>
<th>Source of contaminant</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Escherichia coli</em> 0157:H7</td>
<td>Undercooked beef</td>
</tr>
<tr>
<td><em>Giardiasis</em></td>
<td>Contaminated water</td>
</tr>
<tr>
<td><em>Cryptosporidiosis</em></td>
<td>Contaminated water</td>
</tr>
<tr>
<td><em>Campylobacteriosis</em></td>
<td>Undercooked poultry</td>
</tr>
<tr>
<td><em>Cyclosporiasis</em></td>
<td>Contaminated water or food</td>
</tr>
<tr>
<td><em>Listeriosis</em></td>
<td>Unpasteurized dairy products and deli meat</td>
</tr>
<tr>
<td><em>Salmonellosis</em></td>
<td>Undercooked poultry</td>
</tr>
<tr>
<td><em>Shigellosis</em></td>
<td>Contaminated water</td>
</tr>
<tr>
<td><em>Campylobacter</em></td>
<td>Undercooked poultry &amp; other meats, contaminated water.</td>
</tr>
<tr>
<td><em>Toxoplasmosis</em></td>
<td>Undercooked pork, lamb, shellfish, and venison.</td>
</tr>
<tr>
<td><em>Vibrio cholerae</em></td>
<td>Brackish and marine waters, or undercooked shellfish.</td>
</tr>
</tbody>
</table>

Table 4. Common food and water borne illnesses and their source of contamination.
7. Food security

Because agriculture relies heavily on the presence of favorable environmental parameters, any uncertainty related to agricultural conditions places food security into a state of flux and thus creates a potential threat to food sustainability and security for humans [136, 137]. Threats to food security are vast, diverse, and have increased sharply during the past three decades. Issues affecting food security involve agricultural, industrial, and climate-related components (e.g., from natural disasters to heavy pollution) [138, 139]. Protein-based food products from animal derived sources may contain significant antibiotic residue because antibiotics are increasingly utilized to maintain product viability and longevity during transport and distribution [140, 141]. Downstream effects of using antimicrobials in animal feed include various patterns of antibiotic resistance seen in both animals and humans who ingest animal-based food products [121, 142, 143]. Consequently, we are increasingly seeing emerging antibiotic resistance patterns that render many of our available therapeutics ineffective, leading to excess mortality [144–146]. Moreover, antibiotics have also leaked into water and food chains, creating complex and challenging matrices for the detection of their source of origin, which is vital to effective disease control [147, 148]. The importance of this complex phenomenon, in addition to introducing excess risk into the food chain and endangering the overall food security, is the potential for synergistic interactions between CC, emerging novel pathogens, and often unpredictable patterns of antimicrobial resistance [149–151]. As such, the confluence of the above factors is projected to result in significant food shortages, on per capita basis, by the year 2050. The attributable mortality may exceed 500,000 deaths around the globe [152]. Increased focus on ensuring food availability will be a crucial component of IHS in the future, and will be inextricably tied with the ongoing CC [7, 14]. Among promising sustainable growth strategies in this important area is the introduction and increasing implementation of the vertical farm concept [153]. Last, but not least, the gradual acidification of the oceans is beginning to affect the overall aquaculture and food chain sustainability, especially across the densely populated coastal areas that heavily rely on fish and other forms of seafood for ongoing food security [154–156]. Associated phenomena include harmful algal blooms which further damage aquatic ecosystems [157].

8. Flooding and flood-related events

Over the past several decades, floods have become a growing problem throughout the world [158, 159]. This has been especially problematic among low-lying areas of the planet, including large river deltas [160–164], and thought to be associated with rising sea levels [165–167]. It has been estimated that roughly 40-50% of environmental disasters are due to floods, and there is also a significant correlation between flooding and wind disasters [165–168]. From IHS perspective, floods may lead to drinking water contamination and associated increases in water borne and diarrheal diseases [169, 170]. It is therefore vital that we understand how to address and prevent deleterious public health consequences associated with flooding, inclusive of additional focus on a plethora of downstream effects of flooding on human populations [171–174].

In addition to immediate loss of life and property, there is a noticeable increase in diarrheal diseases, and studies suggest that there may also be an increased risk of all-cause mortality during the year following a flooding event [175, 176].
This troubling trend can be further exacerbated when flooding occurs in the presence of human overcrowding [176]. Of importance in this particular context, when planning and preparing for natural disasters it is important to understand the ecosystem of communicable diseases within the region and understand the vectors that may come into play. Effective management of flooding and subsequent post-event recovery requires proper sanitation, clean water supply at shelters/temporary housing for displaced individuals, as well as adequate control of disease vectors (e.g., rodents, mosquitoes) [177, 178]. Consequently, preventing contamination of standing water with mosquitoes should be priority during a flooding event [179, 180]. Governments planning for natural calamities, including floods and wind disasters, should ensure that appropriate supplies of clean water and food are readily available to large number of individuals. At the same time, it is also important to educate individuals on the importance of proper food and water preparation, through boiling, during any natural disaster that may potentially affect water supply [181–184].

9. Wildfires

Rising global temperature affects public health in urban and rural communities across the world [185]. In recent years urban heat waves have become more severe, which has corresponded with an increase in heat-attributable deaths during times of extreme summer temperatures [186]. In rural communities, phenomena such as dust storms and crop failures, along with invasive insect infestations and invasions, have increasingly appeared [187–193]. To make things worse, CC also creates an environment more prone to wildfires, which are affecting rural communities with increased frequency, and are progressively more common near more densely populated areas [7, 14, 194]. Human consequences of all of the above factors, especially when acting synergistically, will be both profound and difficult to calculate [7, 14]. As average global temperatures continue to rise it is imperative to quantify the burden that the health systems will face due to more severe heatwaves and wildfires [195].

Heatwaves are often defined as 2 or more consecutive days with temperatures above the 95th percentile for the summer [196, 197]. Relative risk of mortality increases during heatwaves in urban centers, particularly among elderly patients and patients with pre-existing cardiorespiratory conditions [198, 199]. This was demonstrated during an August 2003 heatwave in Europe, when heatwave-attributable mortality reached 14,800, the risk of out-of-hospital cardiac arrests increased by 14%, and hospitalizations significantly increased among asthma patients [200, 201]. Patients with pre-existing cardiorespiratory conditions were most at-risk for heat-related mortality [200, 201]. It is important to consider cardiovascular and respiratory conditions because they are among the most common pre-existing conditions within a progressively aging general population [202–205]. The specific physiologic processes causing increased mortality in patients with existing cardiovascular conditions during heatwaves are still poorly understood. However, it can be postulated that longer and more severe heatwaves place more strain on the cardiovascular system to maintain physiologic body temperatures via thermoregulation. Additionally, high temperatures are associated with elevated heart rate, increased blood viscosity from dehydration, and higher blood cholesterol levels. These factors together with sub-optimal electrolyte balance and reduced cerebral perfusion place higher demands on the cardiovascular system, which could exacerbate symptoms in vulnerable patients [206, 207].
Respiratory conditions on the other hand could be worsened because of lengthening frost-free periods and increasing levels of dusts and other pollutants in the urban atmosphere [208, 209]. This can be further exacerbated by the simultaneous presence of wildfires (e.g., California or Colorado, Summer 2020) [7, 14, 210, 211]. Evidence suggests that as carbon dioxide levels increase, ragweed (which is ubiquitous in urban communities) flowers earlier and produces 30-90% more pollen [212, 213]. By association, allergic sensitivity may lead to exacerbations of respiratory illness like asthma, but the phenomenon may have other synergistic components that are also directly or indirectly tied to CC [214].

Traditionally, rural communities have offered a relative escape from the smog and heat trapping environment of the city [215]. However, rising global temperatures are diminishing the air quality of rural communities by creating a dry landscape that is prone to wildfires and dust storms [216–218]. More specifically, particulate matter smaller than 2.5 um (PM2.5), carbon monoxide, nitrogen oxide, ozone precursors, and other harmful substances are released from wildfires, with various other components present within the cloud of a typical dust storm [154, 219, 220]. Of note, PM2.5 exposure during wildfires has been associated with increases in emergency department and hospital visits related to respiratory illnesses [221], with asthma exacerbations and wheezing in patients 65 and older having the greatest morbidity impact [222]. Evidence of cardiovascular and non-cardiopulmonary morbidity from particulate matter exposure is less consistent, with clear need for further research to better characterize any potential underlying associations [7].

10. Wind disasters

The number and severity of wind disasters appears to be increasing over the past two decades [168, 223, 224]. This connection between CC and increasing number and intensity of major hurricanes and other similar weather events is not fully understood [225], but more recent evidence does support a more causative effect [226, 227]. The current 2020 hurricane season in the United States is among the worst on historical record [228]. Its logistical impact is further compounded by the co-presence of the Novel Coronavirus pandemic [228]. Similar to flood disasters (which may also occur simultaneously), wind disasters and their aftermath may also have significant impact on life within the affected regions [229]. The impact of wind disasters on humans goes far beyond direct physical damage and bodily injuries [230]. Forced human migrations and post-traumatic stress add a massive component of complexity to the overall post-disaster recovery process [231–233]. Moreover, there seems to be an association between post-traumatic stress following wind disasters and the emergence of cardiovascular and other comorbid disease manifestations (or exacerbations) [231, 234]. Such longer-term manifestation appear to be more pronounced among members of underrepresented minorities, further highlighting issues of social and health-care inequity [231, 235, 236].

11. Climate change: effects on mental health and societal crises

Public health is influenced by a diverse collection of factors, many discussed in earlier sections of this chapter. One of the most under-appreciated factors is the effect of CC on mental health, both directly and indirectly, at both personal and societal levels [237, 238]. One of many subtle manifestations of societal distress is the proposed link between global warming, crop failures, and armed conflict [239, 240].
As a result, we begin to see greater incidence of mass migrations and refugee crises [241, 242]. An associated surge in mental disorders and stress related diseases is inextricably tied to such occurrences [243, 244]. Given the intersectionality of stress related disorders and their effect on the mental health of populations, it is not surprising that many are being pushed to their coping limits when faced with food insecurity, environmental pollution, increasing frequency of natural disasters, crops failures, and economic and political instability [245]. Moreover, long-term effects of such new global status quo are equally difficult to predict [246].

Large scale human migrations due to natural disasters, conflict, famine, or political and economic instability, have been associated with mental health and stress related illnesses across the globe [247–249]. All population segments are affected, from rich to poor, from urban to rural, from young to old, without exception [250–252]. Exposures to potentially traumatic events, regardless of the exact nature of the event, are known to cause an increased risk for mental disorders including post-traumatic stress disorder (PTSD) [253–255]. Associated downstream consequences may include increased incidence of depression and increased suicide rates [256].

Significant proportion of the world’s population does not have sufficient access to mental health support, including both high income regions (HIRs) and low- and-middle-income regions (LMIRs) [257–260]. Individuals from regions affected by CC (and secondary phenomena related to CC) may find themselves experiencing a myriad of stressors affecting mental health and resulting in various stress related diseases (including substance abuse) [245]. At the personal level, a number of different approaches can be used to effectively manage behavioral health symptoms, including cognitive behavioral therapies, medical-based treatments, as well as short- and long-term coping management therapies, with generally positive outcomes [261, 262]. At the societal level, public health education regarding mental health and wellness is of great importance [263–265]. Of course, governments and societies must continue to curb and address situations that contribute to ongoing stress and mental health related disorders. This focus in particular is critical to stabilizing populations affected most by CC and related crises [266].

12. Conclusion

Global climate change creates a multifactorial, highly complex matrix of direct and indirect effects that have the potential to threaten international health security. The many domains that synergistically affect human health in the context of CC include environmental pollution, the emergence of invasive species and novel pathogens, food security, wildfires, and a broad range of destructive weather events. Of course, the complete list is much more extensive, and beyond the scope of the current chapter. In summary, the global community must come together to more effectively and more systematically address issues associated with the ongoing CC and its many direct and indirect effects. To pretend that CC “does not exist” will be, simply said, too costly.
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Chapter 10

The Social and Health Impact of Accidents at Work: The Analysis of the Italian Case

Romano Benini

Abstract

The months of a gradual exit from the pandemic show some significant data and phenomena regarding the phenomenon of accidents at work and occupational diseases. The Italian figure highlights a recovery in injuries and illnesses, but also in the impact of new risk factors deriving from the digitalization of work, which grew with smart working during the pandemic. At the same time, the new organizational models highlight the increased risk of work-related stress diseases. The Italian situation makes clear the need to intervene on the issue of organizational well-being and welfare, to limit the negative impact of risk factors associated with this economic system on society and the health system through a new work culture.

Keywords: accidents at work, inclusion, welfare, risk prevention, work-related stress

1. Introduction

Italy is the second country in Europe for manufacturing production and the nation week in the world from the point of view of industrialization, albeit with a limited territory and population. For many decades, this process of industrialization has had to face various problems relating to situations of risk of accidents at work. Each economic phase involves the definition of different risk conditions. The passage from the industrial model to a tertiary economy and to the “Fourth capitalism” has led many countries to the overcoming of the central function of manufacturing production, for the promotion of a system based on services. This has also happened to countries with a great industrial tradition, such as Italy and Germany. However, this situation has not entirely limited the conditions of exposure to the risk of accidents at work: the maintenance of a significant presence in industrial production has been accompanied by the new risk conditions that characterize the new economic models and which extend to the sector of tertiary and services. For this reason, in the last 20 years, Italian legislation and the system of employment contracts have placed a strong focus on the prevention of risks at work, introducing important obligations for each company and specific figures, such as the Safety Manager. Italy has a very significant law regarding the prevention and protection of health and safety in the workplace, the “Consolidated text for health and safety in the workplace” [1] (Legislative Decree no. 81 of 2008), a national body called Inail which carries out insurance activities, but also for the prevention of occupational risks, information, training, and assistance in the field of safety and health at work and a national inspection agency for checks in companies. However, the issue of
exposure to the risk of accidents at work remains a very present phenomenon, which must be considered due to the following in-depth elements, which constitute important aspects of the evolution of the economic and production system, destined to produce effects also in the coming years:

- The presence of conditions of exposure to the risk of accidents in small industrial enterprises, in subcontracting and in less structured production contexts;
- The evolution of risk characteristics due to technological innovation and digitalization and in the tertiary and service sectors;
- The presence, in addition to the risk of accidents and injuries, of increasing exposure to pathologies connected to the phenomenon of “work-related stress”.

This situation must be seen as a whole and determines significant impacts on society and on the health of citizens, which is useful to examine and evaluate.

2. The methodology used for the analysis of the reference data

The primary source of the analysis contained in this essay is the Information System of accidents reported to Inail, the Italian public institution that has insurance and preventive functions to combat the phenomenon of accidents at work. This database is extremely detailed and updated every 3 months and in particular evaluates the trends in the different types of accidents and for the different territories. However, the hypothetical assessment of unreported accidents, especially present in some economic areas and territories, was also taken into consideration. The focus on work-related stress takes into account the compensation claims submitted by workers to Inail, but also in this case the trend phenomenon is taken into account, as many situations may not have been reported. The methodology, therefore, considers the empirical and factual datum, but completes this datum through a phenomenological evaluation of the current trends, in the face of the possibility of having a complaint that does not correspond to all situations of injury or risk. In particular, with respect to the impact of digitization and the role of smart work, a survey carried out by the Foundation for Labor Consultants was considered on a statistically significant sample.

This essay, therefore, proposes, as an innovation of the methodology for the analysis of the evolution of the risk of accidents at work and the worsening of safety conditions, the evaluation, and consideration of factual data deriving from official reports of accidents, including reports of work-related stress, to the public institution Inail, in connection with the phenomenological analysis of trends, supported by correct surveys on an evaluation level. In this way, a more complete assessment of the reality and extent of the phenomena and the evolution of risk factors can be connected to the analysis of what has actually been reported.

Among the various initiatives of Istat, the Italian national research body for statistics, aimed at gathering the information necessary for the analysis of the effects of the health crisis on the economy and society, in May and November 2020, two specific surveys aimed at understanding how Italian companies have experienced such a dramatic phase, with particular reference to the economic, financial and employment impact. These researches constitute an important component in defining the proposed methodological framework.
3. The current situation and 2020 data

The phenomenon of accidents at work in Italy is read through the data of the complaints to Inail and shows how the first months of economic recovery in 2021 led to an increase in risk situations and accidents. Among other things, it must be taken into account how reporting to Inail represents a legal and correct method of verifying the accident phenomenon, but how in Italy there is the problem of accidents not reported to the national insurance institution, especially in situations concerning the conditions of irregular work, present all over in some sectors. In any case, the latest Inail report of 2021 [2] shows an increase in the accident phenomenon of particular significance. In the period January–August of this year, compared to the same period of 2020, there was an increase in overall accident reports, a decrease in fatal ones, and a rise in occupational diseases. The reports of accidents at work submitted to Inail by last August [3] were 349,449, over 27,000 more (+ 8.5%) compared to 322,132 in the first 8 months of 2020, a summary of a decrease in complaints observed in the quarter. January–March (−11%) and an increase in the April–August period (+ 26%) in the comparison between the 2 years. The data collected on 31 August of each year show in the first 8 months of 2021 a national increase in accidents while commuting, that is, those occurring on the return journey between the home and the workplace (+ 20.6%, from 38,001 to 45,821 cases), which decreased by 32% in the first 2 months of this year and increased by 59% in the period March–August (thanks to the massive use of smart working last year, starting from March), and an increase of 6.9% (from 284,131 to 303,628) in those occurred on the occasion of work, which fell by 10% in the first quarter of this year and increased by 22% in the April–August period. The number of reported work accidents increased by 6.9% in the Industry and Services insurance management, by 3.6% in Agriculture, and by 29.2% in the state sector. The territorial analysis shows a decrease in complaints only in the North-West (−3.6%), as opposed to the Islands (+ 16.5%), the South (+ 14.9%), the Center (+14, 5%), and the North-East (+ 13.6%).

The increase that emerges from the comparison of the first 8 months of 2020 and 2021 [4] is linked only to the male component, which records a + 14.7% (from 195,612 to 224,400 complaints), while the female one is down by 1.2% (from 126,520 to 125,049). The increase affected both Italian workers (+ 7.8%) and non-EU (+ 14.5%) and EU workers (+ 2.5%). The analysis by age group shows a decline only among the 15–19 year olds (−0.7%), with increases for the 20–49 year-old group (+ 9.9%) and among the over 50s (+3, 5%).

The reports of accidents at work with a fatal outcome submitted to the Institute by August were 772, 51 less than the 823 recorded in the first 8 months of 2020 (−6.2%). The comparison between 2020 and 2021 requires caution as the data of the fatal reports of the monthly open data, more than those of the reports as a whole, are provisional and strongly influenced by the covid-19 pandemic, with the result of not counting a significant number of “late” fatal reports of contagion, in particular relating to the month of March 2020. At the national level, the data collected on 31 August of each year show an increase only in cases occurring in progress for the first 8 months of this year, went from 138 to 152 (+ 10.1%), while those at work were 65 less (from 685 to 620, −9.5%). The decrease observed in the comparison between the first 8 months of 2020 and 2021 is linked both to the female component, whose fatal cases reported went from 83 to 78 (−6.0%) and to the male component, which went from 740 to 694 cases (−6.2%). The decrease concerns the complaints of Italian workers (from 700 to 663) and EU workers (from 41 to 25), while those of non-EU workers went from 82 to 84.
As of August 31, 2021, 12 multiple accidents occurred in the first 8 months for a total of 29 deaths, 17 of which were road accidents. Last year, however, there were six multiple accidents recorded between January and August, with 12 fatal cases reported, half of which were road accidents. The complaints of occupational disease registered by Inail in the first 8 months of 2021 were 36,496, 8735 more than in the same period of 2020 (+31.5%), a summary of a decrease of 26% in the January–February period and of an increase of 66% in that of March–August, in the comparison between the 2 years.

The pathologies reported, therefore, start to increase again, after 2020 strongly conditioned by the pandemic with reports in a constant decrease in comparison with previous years [5–7]. In fact, last year, arrests and restarts of production activities reduced exposure to the risk of contracting occupational diseases. Pathologies of the osteo-muscular system and connective tissue, of the nervous system, and of the ear continue to represent, even in the first months of 2021, the first three occupational diseases reported, followed by tumors, which exceed those of the respiratory system in August.

This situation, which exposes the data of the national information system of Inail, provides for interventions on the system of rules, which the Italian government has announced and which also concern the strengthening of inspection and control activities. However, it seems important to point out the impact that the accident phenomenon continues to have on the social and health system and how the evolution of the economic system has introduced some risk factors that can be addressed not only through increased controls but also through different ways of carrying out the work performance, greater attention to organizational well-being and a widespread introduction of corporate welfare tools. The accident data does not derive only from the introduction of dangerous work tools and the lack of controls in some sectors, but is often a consequence of excessive workloads, the acceleration of work times, and a “culture of performance” and productivity which increases risk margins and which, when it does not cause an injury, in any case, causes an increase in the condition of “work-related stress” [8–10].

4. The phenomenon of accidents for working women

In this context, it becomes useful to analyze the impact of the phenomenon of accidents on the female component of Italian work. Also in this case it becomes useful to analyze the trends shown by the Inail database on the evolution of accident reports reported is more present. This makes this assessment partly underestimated. However, the data show us that in some situations it is women who appear to be more exposed to greater conditions of risk. If we analyze the most consolidated annual Inail data in the period between 2015 and 2019, accident reports [11–13] presented to Inail increased overall by 1.3% (from 636,674 in 2015 to 644,970 in 2019).

Faced with an increase in female employment equal to +1.1% 1, the complaints and accidents of female workers went from 227,068 in 2015 to 231,128 in 2019, equal to a percentage increase of 1.8%, higher than that recorded among male workers (+1.0%), for which Istat recorded an increase in employment equal to +0.3%. In the same 5 year period, the incidence of women in total accidents was almost constant and on average equal to 35.8%. On the other hand, reports of accidents with fatal outcomes among female workers decreased, from 117 cases in 2015 to 97 in 2019, equal to −17.1%, more markedly than the 8.9% reduction recorded over the same period of time among workers. It is important to point out that the incidence of accidents for female workers is particularly high in the domestic and family services sector (domestic workers and carers), with 89.9%
of the total complaints in the sector, followed by health and social assistance (74.2%) and from the packaging of clothing items (70.9%), while in the riskiest sectors of the industry it drops to 2.8% recorded in construction. The complaints related to the insurance policy against domestic accidents (mandatory for all people aged between 18 and 67 who take care of the home in a habitual, exclusive, and free-way), in 2019 were a total of 760 and registered an exceptional increase of 58.3% compared to 2018, when 480 were registered. Almost all (742) concerned women and no cases with a fatal outcome were recorded in 2019, compared to 20 cases in 2015–2018. A truly significant figure is that which concerns the overall complaints of accidents at work “in progress”, that is, occurring on the return journey between home and work, which continue to be for female workers, even in 2019, more than men: 54,299 cases against 51,524. In relative terms, ongoing cases represent 23.5% (practically one in four) of female complaints (231.128) and 12.5% (just over one in ten) of male ones (413.779). For complaints with a fatal outcome, the incidence of this type of accident among female workers is even higher: in 2019, almost one in two female deaths (44 out of 97, 45.4%) occurred in progress, a ratio that for men dropped to about one in four (281 out of 1087, 25.9%). A gender difference that is confirmed by looking at the broader category of accidents “outside the company” (sum of all accidents while traveling and those during work occurring with the means of transport involved) generally attributable to the risk of road traffic: 25.3% (58,396) of female complaints against 16.1% (66,485) of male ones.

5. Data analysis

For a correct analysis of the phenomenon of accidents, it is necessary to consider how, in addition to issues of a cultural nature, one of the major problems concerning the scourge of deaths and accidents at work—in Italy and beyond—is that relating to the measurement of the phenomenon as when comparing the data between countries, the incidence rates are difficult to interpret. In fact, the probability of going into an injury is, among other factors, related to the work activity that the worker carries out and the weight of the different economic activities varies from one country to another depending on the structure of each economy. Furthermore, a higher number of accidents ascertained at work does not necessarily indicate worse safety conditions; on the contrary, it may indicate a greater propensity to report and therefore paradoxically better protection of the worker. It should also be considered that among the various injured, sick, and dead at work, there is a part of workers in irregular conditions that are difficult to estimate. It should also be considered how in Europe those accidents on the way from home to work or vice versa are not considered in the data, i.e., accidents “in itinere”, which the Italian system instead evaluates and considers from an insurance point of view. In any case, if we consider the pre-Covid data, Italy ranks above the EU28 average (1.8) for the number of deaths at work out of the total number of employees, with 2.3 deaths per 100,000 employed. Among the states most similar to Italy, France recorded a higher figure (2.7); the United Kingdom (0.8), Germany (0.8), and Spain (2) a lower figure. The phenomenon of unreported accidents should also be considered: the “Independent Observatory of Bologna on the fallen from work” believes that a high number of deaths at work escapes the statistics on the phenomenon [14]. This observatory includes in its data irregular workers, unreported deaths, and a portion of fatal injuries not ascertained by Inail. According to the independent Bolognese Observatory, 2019 would even have ended with 1437 workers who died at work: 701 in the workplace, 736 in transit; a figure double that of Inail.
Figure 1. Variation in accidents.

Figure 2. Variation in fatal cases.

Figure 3. Variation in occupational diseases.
In any case, the accident phenomenon represents a very present reality for Italy and with the increase in accidents coinciding with the resumption of post-Covid economic activities, it appears important to initiate careful preventive action, which also concerns the culture of health at work itself. In this effort, it is also important to point out how risk factors are often linked to the rhythms imposed on the job and not only to a lack of attention to prevention. The data on the evolution of work-related stress and related pathologies constitutes an interesting aspect in this sense (Figures 1–3).

6. The advanced tertiary sector and related work stress

If construction and manufacturing activities are still the most significant components of the accident phenomenon, the issue of occupational diseases, with their relative impact on the health system, increasingly concerns the tertiary sector as well. In this context, the phenomenon of work-related stress has grown in recent years, linked to increasingly widespread pathologies. Work-related stress occurs among workers when the demands made on them exceed the ability to cope with it, with harmful consequences for health and mental balance, which are also reflected in the relational life of those affected. Some examples of working conditions that involve psychosocial risks and which could therefore cause work-related stress are:

- Excessive workloads;
- Conflicting requests or lack of clarity on roles;
- Lack of involvement in decision-making processes affecting workers;
- Inadequate management of organizational changes, job insecurity;
- Ineffective communication, lack of support from colleagues or superiors;
- Physical and psychological violence against the worker, perpetrated by the employer or by third parties.
- From these situations, characterized by a strong dysfunctional protracted over time, symptoms may arise that can cause real occupational diseases:
  - Psycho-emotional such as anxiety, fear, obsession, hypochondria, hysteria, paranoia, depression, aggression, low self-esteem, and sleep disturbances, which amplify the risk factors for neuropsychiatric diseases;
  - Physical, affecting organs and systems such as the cardiovascular system (with consequent arterial hypertension), the gastrointestinal system (with gastritis, gastric ulcer, and ulcerative colitis), the osteoarticular system (with pain in the spine, scapulohumeral periarthritis, and muscle tension), or immune or psychosomatic pathologies (such as dermatitis, psoriasis, hyperhidrosis, skin rashes);
  - Behavioral, which amplify the risks of accidents, alcoholism, smoking, drug addiction and also compromise the relational and family balance of the worker.

Intense and prolonged stress over time can cause psychosomatic, physical, mental, and behavioral disorders, even severe ones, in workers, with more or less stable effects.
By analyzing the relationship between work-related stress and some pathologies, in fact, a directly proportional correlation was identified between the risk of psychological deficit and an increase in work stress. The conditions most often encountered range from mood disorders, to alterations in the sleep-wake rhythm, to interpersonal and family conflicts, up to burnout and depression. A pre-existing psychophysical disorder, such as that of adaptation or post-traumatic stress disorder, can also coexist with one related to work events, sometimes strengthening it. Alongside these psychosomatic and behavioral disorders, the consequences of prolonged work-related stress can also affect the cardiovascular and nervous, endocrine, gastrointestinal, and immune systems. There is also a link between work-related stress and musculoskeletal disorders [15].

In Italy, in the case of pathologies due to work-related stress, in order for Inail to deliver the relative economic services, the worker must demonstrate that the pathology is caused by an adverse working condition, reconstructing (through documentary and possibly testimonial evidence) work environment that contributed to the emergence of occupational stress disease.

Mental disorders can be considered of professional origin, and therefore eligible for compensation by Inail as an occupational disease, only if they are caused, even if only predominantly, by situations of organizational coercion, that is, if they involve clear and relevant consequences on the working position and on the possibilities of carrying out the work. Stress itself is not a disease, but its consequences may be. Continuous exposure to situations and sources of stress can in fact lead to physical and psychological somatization of the problem. In recent years, the evolution of pathologies and the data of occupational diseases in Italy reported by Inail makes evident the presence and growth of the phenomenon of work-related stress.

According to the European Agreement on work-related stress of 2004, stress is “a condition that can be accompanied by disorders or dysfunctions of a physical, psychological or social nature and is a consequence of the fact that some individuals do not feel able to meet the demands or to the expectations placed in them” [16]. Work-related stress can therefore potentially affect every workplace and every worker as it is caused by different aspects closely related to the organization and the work environment.

In Italy, the current regulatory framework, consisting of Legislative Decree 81/2008 and related laws, obliges employers to assess and manage the work-related stress risk on a par with all other risks, in acknowledgment of the contents of the European agreement. In this regard, the Permanent Advisory Commission for Occupational Health and Safety has developed the necessary information for assessing the risk of work-related stress, identifying a methodological path that represents the minimum level of implementation of the obligation. The Department of Medicine, Epidemiology, Occupational Hygiene, and the Environment has developed a Methodology for assessing and managing work-related stress risk and published a specific online platform that can be used by Italian companies to carry out risk assessment pursuant to Legislative Decree 81/2008.

The proposed method offers companies validated tools and specific resources, which can be used by companies following a sustainable and integrated approach, divided into phases, which involve the involvement of prevention figures and workers. The aspect of the risk from work-related stress, also in the assessment of the allowances recognized by Inail, which represent only the most evident and emerged aspect of a much broader phenomenon, show how the evolution of work and its organization, despite the perspective of Fourth Capitalism, it continues to produce conditions of risk to health and safety, whether physical, mental or psychological. In this dimension, the aspects connected to the digitization and its impact on working conditions must also be considered, which the spread of smart working during the months of the pandemic has made it particularly widespread everywhere, even in Italy.
7. The covid risk and the impact of the digitalization of work

The pandemic had a significant impact on every dimension of the world of work, but the one that was most disrupted was health and safety. The explosion of an event with disruptive potential in terms of risks to the health of workers and the entire population has led, in the space of a few days, to drastic choices with the closure of many activities and to stringent measures that have seen a vast adjustment by part of the companies. These have been committed, both from an organizational and economic point of view, not only to guarantee the minimum prevention measures (from sanitization to the distribution of masks, as many as 98% of Italian companies have done so) [17], but also to provide adequate information to employees (94.7%), provide specific training (90.4%), rotate staff or program staggered access and exits (70%), make various types of tests available to collaborators (52%) and exempt the most fragile workers or with specific assistance problems from the obligation to be present (46.2%). Measures that have transversally affected the business world, from large to small which, despite a 1000 difficulties, have nevertheless adapted their organizational and management models to the standards imposed by the pandemic: standards in many cases onerous, both from an organizational point of view than cheap. The efforts were rewarded by the results, with containment of accidents from Covid in the workplace and causes of mortality: as of March 31, 2021, Inail accounted for 165,000 accident reports from Covid, mostly concentrated in the health sector (67.5%), of which 551 with fatal outcome. This is a high figure, considering the overall impact of Covid accidents on the total of those reported (infections caused by the Sars-Cov-2 virus in 2020 accounted for 23.6% of reports and 33.3% of those fatal), but relatively contained when compared to the effects, in terms of infections and mortality, produced by the epidemic.

At the same time, the widespread use of agile work as the main tool for preventing the spread of infections in the workplace, in addition to containing the risk, has had the positive effect of producing a significant drop in accidents while traveling. This dynamic marks an important discontinuity with respect to the trends of recent years which, in the face of stability of accidents in the workplace, had seen the number of those in transit progressively increase, especially among women.

The development of smart working as a new organizational model, if on the one hand has positive effects with reference to accidents and mortality at work, on the other, poses new challenges in terms of health and safety. A growing responsibility of the worker is necessary and required, who are asked to collaborate to better organize their domestic work station, in order to ensure adequate safety and prevent the occurrence of accidents or the onset of diseases. In this context, the risk margins potentially linked to the safety of a work environment that can vary over time widen (27% of agile workers worked from a place other than their home, even for prolonged periods), which is not said it complies with the minimum plant safety regulations (electrical, fire prevention) or that it has adequate and equipped workplaces and environments according to ergonomic criteria.

To these aspects is added the risk of increased stress produced by the expansion of working times, by performance anxiety, by the weakening of company relations, and by the fear of marginalization, already identified by various surveys by almost half of the agile workers such as elements of the discomfort of working remotely. These are the first elements of an experience that is still being evaluated, but whose impact on the health and safety dimension could be disruptive, both in terms of limiting the accident phenomenon and innovating the prevention and safety logic, which must be made more functional to the new organizational models. The emergency, in addition to making “the risk” tangible and real, has brought this dimension to the center of the strategies and of the company organization, paving the way for an unexpected
coincidence of interests between the parties: health protection on the one hand, and safeguarding business activity on the other. An important step which, induced by the emergency of the moment and the need to adopt all the necessary measures to contain risks and infections, also resulted in the launch of a more participatory model of health and safety management in the company, which has become a shared value between all the parties, who have undertaken to implement, in a logic of prevalent collaboration, the most suitable measures to protect the health of workers on the one hand and the business activity on the other. The extraordinary survey carried out by Istat in December 2020 [17] on Italian companies with more than three employees, clearly highlights from this point of view the significant effort made by Italian companies to adapt to health protocols and the new rules and obligations imposed by the pandemic. It should be considered that 58.7% of the companies had to make changes to the work environments to ensure spacing, through the use of barriers, signs to trace different paths: a measure that is strongly conditioned by the size of the structures, affecting especially the large ones with more than 250 employees, where “structural” interventions were made by 85.9% and to a lesser extent, but still important, the small ones, as even among companies with less than 10 employees, are 57% involved in these types of initiatives. In the face of the measures relating to the work environment, the companies had to make important organizational interventions to ensure safety within the premises, in compliance with the health protocols provided. The experience of the last year has led to new leadership of companies and employees in the management of safety at work, which could mark an important step towards a more participatory and shared intervention logic.

The challenge of the Fourth Capitalism, the ongoing digitization, and the characteristics of the new organizational models of work entail in any case new risk factors for the health of citizens, which must be faced with tools, rules, and with a different culture of prevention, of work, and corporate well-being.

8. International health security and coordination of action to combat the accident phenomenon

What is dealt with in Italy by the institutions responsible for preventing and combating the phenomenon of accidents at work finds an international reference at the institutional level, first of all in the role of the International Labor Organisation (ILO), the World Labor Organization.

Worldwide, it is estimated that every 15 sec a worker dies on the job due to an accident at work or an occupational disease. Every 15 sec, 153 workers have an accident at work. It is also estimated that 6300 people die every day from work-related accidents or occupational diseases, causing more than 2.3 million deaths a year. The injuries which are prolonged work on-site annually 317 million, many of which involve sick leave from work. The human cost of these tragedies is enormous and the economic burden of inadequate occupational safety practices is estimated to be 4% of the world’s gross domestic product each year.

The work that the ILO carries out in the field of health and safety at work intends to develop and increase awareness, worldwide, of the consequences of accidents, injuries, and occupational diseases in the workplace, through information and assistance activities for all male and female workers internationally, and supporting practical action at all levels. The ILO has adopted more than 40 conventions and recommendations relating specifically to occupational health and safety and has adopted over 40 codes of conduct. The recommendations and indications of the ILO constitute an important reference for the action of governments and in particular the Italian government, in its law enforcement policies, has carefully
followed the various ILO indications, in particular in recent months on aspects relating to the return to the work safely during the Covid-19 pandemic. In particular, the ILO document of May 2020 [18], which defines the actions necessary for returning to work in safe conditions, should be mentioned. This tool provides guidance to employers, workers, and their representatives on preventive measures for a safe return to work in the context of Covid-19. The tool follows the ILO’s established principles and methods on risk management for occupational safety and health and requires the involvement of workers. The tool must be adapted to national guidelines and does not address higher risk sectors, such as health services, and has been considered in the provisions adopted by the Italian government in recent months.

The European reference institution is the European Agency for Safety and Health at Work Occupational Safety and Health Administration (EU-OSHA). This institution works to make EU workplaces safer, healthier, and more productive, for the benefit of companies, workers, and governments, and to foster a culture of risk prevention aimed at improving working conditions in Europe. In particular, these EU-OSHA benchmark actions need to be considered:

- Healthy and Safe Workplace campaigns: these biennial campaigns raise awareness of occupational health and safety (OSH) issues in Europe;
- The online interactive risk assessment (OiRA) project, which provides online tools for small and medium-sized enterprises to assess and manage risks in the workplace;
- The European Survey Of Entreprises On New And Emerging Risks (ESENER) survey: this comprehensive survey offers an instant description of how to manage health and safety risks in European workplaces;
- Forecasting projects: which highlight new and emerging OSH risks with specific forecasting projects.

The institutions that operate in Italy for prevention and safety at work act using the instrumentation and analysis carried out by the European OSHA Agency. In recent months, EU-OSHA is implementing a series of forecasting projects aimed at assessing the possible effects of new technologies and new ways of working as well as social changes on the health and safety of workers. Projects aim not only to identify new risks as they emerge but also to anticipate changes that could affect health and safety in the workplace. EU-OSHA foresight projects use a variety of methods, including literature reviews, expert consultations, and scenario development.

The purpose of this work program is to inform policymakers and to help define priorities for action and research. Foresight studies can have a major impact on decisions to be made, for example by helping policymakers find innovative solutions and promoting a long-term strategic approach.

The reference European policies and the indications of the European Commission must then be considered, which constitute the priority area of international health security for Italy. In this sense, the provisions of the EU Strategic Framework on health and safety in the workplace 2021–2027 must be considered: “Safety and health at work in a changing world of work” [19]. EU legislation on health and safety at work (OSH) is essential to protect the health and safety of the nearly 170 million workers in the EU. Protecting people from risks to health and safety in the workplace is in fact a key element in guaranteeing decent and lasting working conditions for all workers. This has made it possible to reduce occupational health risks and improve OSH standards within the EU and across all sectors.
However, challenges remain, and the covid-19 pandemic has exacerbated the risks that need to be addressed. The protection of the health and safety of workers, enshrined in the Treaties and the Charter of Fundamental Rights, is one of the basic elements of an EU economy serving citizens. The right to a safe and healthy workplace is reflected in Principle 10 of the European Pillar of Social Rights and is fundamental to achieving the United Nations Sustainable Development Goals, as well as being a constituent element of the European Union of health in progress of development.

The new OSHA 2021–2027 framework, announced in the European Pillar of Social Rights Action Plan, sets out the priorities and key actions needed to improve the health and safety of workers over the next few years in the post-world context pandemic, characterized by green and digital transitions, economic and demographic challenges, and the evolution of the concept of the traditional work environment.

9. Conclusions

Undoubtedly, smart working has had a very positive effect in terms of contraction of the accident phenomenon, allowing an important reduction of accidents during the journey that have always presented greater criticalities both in terms of management and prevention, also because they are not immediately related to the working environment. However, the evolution towards an agile work model, made up of growing hybridization between face-to-face and remote activities, also poses new challenges in terms of managing the health and safety of workers. Beyond the indications of the law, and the employers' provisions, it is evident that some typical elements of smart working, of remote work, as it has taken shape in the experience of the last year, raise many questions about the actual capacity for the protection of the health and safety of workers, where, beyond the training and training obligations of the employer, a large part of the responsibility is entrusted to the worker: think of the necessary electrical and fire safety to be guaranteed inside the elected home workplace, at the workstation, which must be defined and equipped according to ergonomic criteria or the possibility of carrying out work remotely from places and contexts other than the usual, for which it is difficult to imagine that conditions and safety procedures.

Mobility from one workplace to another, outside the company, represents a potential factor in increasing health risks. The alternation of places increases the risk of the inadequacy of domestic workstations, which already appears to be a “critical” factor for the health of workers. A survey carried out by the Labor Consultants Studies Foundation shows that in Italy [20], in May 2021, almost half of the employed working from home (48.3%, estimated at 2.6 million employees) complained of the onset of problems physical resulting from this aspect; an element that is particularly accentuated among men (50.4%) and among young people, where 53.6% report this type of problem. This is a fact attributable to the presumed less attention in compliance with procedures and precautions aimed at protecting health, which grows in contrast with advancing age, but also to the more frequent movement to workplaces other than one's home, which presumably present greater limits in terms of safety and suitability of the workstations.

Another aspect worthy of attention, for the implications in terms of health and well-being of the worker, is the increase in work stress, generated by the dilation of time, by performance anxiety, by the weakening of company relations, all aspects highlighted by the survey cited as a direct consequence of the use of agile work and which together can contribute to causing an increase in work-related stress.
and particular pathologies connected to it. According to this survey, almost half of smart working workers complain of greater stress and performance anxiety. Even the distortion of relationships with colleagues, bosses, customers, based on physical distancing, in the long-run has counterproductive effects for about one worker out of two: 49.7% in fact report the worsening of the climate in the company, the weakening of working relationships; 47% feel marginalized with respect to the dynamics of organizations, while about 40% begin to report real disaffection towards work. Finally, about a third (33%) declare that remote work is penalizing their career and professional growth.

The digitization of the way the work is carried out must therefore be considered for what it really is: it is not the mere introduction of new technical and organizational tools, but the promotion of a real context, a different environment that determines an overall impact on conditions of work and can lead to opportunities and problems at the same time. In general, the analysis of the trend in these months of progressive exit from the pandemic of accidents at work, occupational diseases, and the impact of smart working and work stress confirms that in this historical phase it is very important to avoid changes in the work induced by the economy compromise the conditions of well-being, human relations, and the reconciliation between lifetimes and work times. The challenge of well-being at work is the factor that goes with a decrease in the risk of accidents and illnesses. This is true in Italy as in the rest of Europe.
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The COVID-19 pandemic has transformed healthcare systems worldwide. Even as the world transitions out of the pandemic, numerous health threats remain, the biggest of which is climate change. This book examines both the virus and climate change in the context of international health security. It begins with chapters on the effect of COVID-19 on pregnancy and the perinatal period and its relationship to toxic stress. Subsequent chapters address climate change and its effects on human health and wellbeing, natural disaster frequency and severity, and occupational accidents.