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Preface

Density Functional Theory (DFT) is a powerful technique for calculating and 
comprehending the molecular and electrical structure of atoms, molecules, clusters, 
and solids. Its use is based not only on the capacity to calculate the molecular 
characteristics of the species of interest but also on the provision of interesting 
concepts that aid in a better understanding of the chemical reactivity of the  
systems under study.

The popularity of DFT originates from its capacity to forecast physical and 
chemical properties as well as its ability to handle huge systems accurately and 
effectively. Researchers have access to many DFT software packages, which aids 
in the widespread adoption of DFT methods.

This book presents examples of recent advances, new perspectives, and applications 
of DFT for the understanding of chemical reactivity through descriptors forming 
the basis of Conceptual DFT as well as the application of the theory and its related 
computational procedures in the determination of the molecular properties of 
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Paredes-Sotelo, Gerardo Martínez-Guajardo, José Luis Cabellos, Ramesh Sharma, Jisha 
Annie Abraham, J. C. Mahato, Sajad Ahmed Dar, Vipul Srivastava, Alexis Antoinett, 
Ann Delgado, Alan Humason, Elfi Kraka, Iosif I. Grinvald, Ivan Yu. Kalagaev, Rostislav 
V. Kapustin, Thiti Bovornratanaraks, Prutthipong Tsuppayakorn-aek, Anant D. 
Kulkarni, Numbury Surendra Babu, Venkatesan Srinivasadesikan, Chitra Varadaraju, 
Raghunath Putikam, Shyi-Long Lee, Metin Aydin, Thayalaraj Christopher Jeyakumar, 
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Finally, my warmest thanks to my beloved wife Carmen and to the memories of 
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Investigación en Materiales Avanzados (CIMAV), Chihuahua, Mexico.
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Chapter 1

Fundamentals of Density
Functional Theory: Recent
Developments, Challenges and
Future Horizons
Muhammad Aamir Iqbal, Naila Ashraf, Wajeehah Shahid,
Deeba Afzal, Faryal Idrees and Raice Ahmad

Abstract

Density Functional Theory (DFT) is a powerful and commonly employed quan-
tum mechanical tool for investigating various aspects of matter. The research in this
field ranges from the development of novel analytical approaches focused on the
design of precise exchange-correlation functionals to the use of this technique to
predict the molecular and electronic configuration of atoms, molecules, complexes,
and solids in both gas and solution phases. The history to DFT’s success is the quest
for the exchange-correlation functional, which utilizes density to represent
advanced many-body phenomena inside one element formalism. If a precise
exchange-correlation functional is applied, it may correctly describe the quantum
nature of matter. The estimated character of the exchange-correlation functional is
the basis for DFT implementation success or failure. Hohenberg-Kohn established
that every characteristic of a system in ground state is a unique functional of its
density, laying the foundation for DFT, which is being utilized to explore the
novelty of materials. This chapter is aimed to present an overview of DFT by
explaining the theoretical background, commonly used approximations as well as
their recent developments and challenges faced along-with new horizons.

Keywords: DFT, Kohn-Sham equations, exchange-correlation functionals,
challenges

1. Introduction

Density functional theory (DFT) is a low-cost, time-saving quantum mechanical
(QM) theory, used to compute many physical characteristics of solids with high
precision. The research in this field ranges from the development of novel analytical
approaches focused on the design of precise exchange-correlation functionals to the
use of this technique to predict the molecular and electronic configuration of atoms,
molecules, complexes, and solids in both gas and solution phases. The history to
DFT’s success is the quest for the exchange-correlation functional, which utilizes
density to represent advanced many-body phenomena inside one element
formalism. If a precise exchange-correlation functional is applied, it may correctly
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describe the quantum nature of matter. The estimated character of the exchange-
correlation functional is the basis for DFT implementation success or failure. DFT’s
early breakthroughs concentrated on the most fundamental issues in chemistry,
such as the opportunity to generate functionals that could describe both molecular
geometries as well as dissociation energy. The fact that every feature of a system in
ground state is a unique ground state density functional was demonstrated by
Hohenberg-Kohn, laying the foundation for DFT, which is now used to explore
novelty of materials. This chapter is aimed to present an overview of DFT by
describing the theoretical foundations, widely used approximations, current
advances, and issues addressed, as well as future horizons.

2. Fundamentals of DFT

The Schrodinger Equation [1] for a many body systemmay be simplified to Kohn-
Sham equation, which is a single particle independent Schrodinger equation, and can
be numerically solved with density functional theory. This computational process
produces physical characteristics of solids; however, this hypothesis is based on
electron density rather than wave functions, for which scientist Walter Kohn was
given the Nobel Prize in 1998 [2]. Despite the fact that no exchange-correlation
effects had been documented at the time, Thomas and Fermi claimed in 1927 that
total density is the essential parameter in many body problems [3, 4]. The theorems
of Hohenberg, Kohn, and Sham laid the groundwork for DFT in 1964, stating that the
functional of a many-body problem’s (non-degenerated) ground state electron charge
density may completely characterize all properties in absence of magnetic field [5].

2.1 The Hohenberg - Kohn (HK) theorems

Hohenberg and Kohn [6] stated seemingly two simple theorems in 1964 that
enabled the implementation of DFT.

Theorem I: The external potential, Vextð r!Þ is a unique functional of electron
density ρ( r!), having a unique association among potential and electron density for
a many body system; Vext( r

!) ¼) ρ( r!), whereas this electron density can be used to
describe the entire information of the system.

In order to establish a mathematical relation, let us assume external potentials as
v rð Þ and v r0ð Þ, whereas the change between these potentials is always identical since
the ground state electron density is comparable at entire parts of the crystal, that is,
v(r0) - v(r) = constant. According to theory, electrons move in a field produced by
external potential Vext and interact with one-another in addition to their external
potential, and the corresponding Hamiltonian of energy can be written as;

H ¼ Tþ Vext þU (1)

Where T, U, and Vext represents the K.E of electrons, coulomb interaction, and
external potential respectively. Quantum mechanically the factors T, U, and Vext

can be expressed as;

T ¼ 1
2

ð
∇ψ ∗ rð Þ∇ψ rð Þ½ �dr (2)

V ¼
ð
v rð Þψ ∗ rð Þψ rð Þ½ �dr (3)

4
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U ¼ 1
2

ð
ψ ∗ r0ð Þψ ∗ rð Þψ r0ð Þψ rð Þ 1

r‐r0j j
� �

drdr0 (4)

The solution of Hamiltonian for Eq. (1) can be expressed as;

Hψ r1, r2, :… … … rNð Þ ¼ Eψ r1, r2, :… … … rNð Þ (5)

The ψ r1, r2, :… … … rNð Þ is a ground state N interacting particle’s wave-function.
Suppose an additional potential v0(r) with changed Hamiltonian H0 and wave-
function ψ0 rð Þ where the ground state density ρ(r) must remain the same for both
cases. The Hamiltonian for this many-body system can be written as; H0ψ0 ¼ E0ψ0.

Following a thorough exploration of the situation, established on v rð Þ‐v r0ð Þ ¼
constant, it can be concluded, that ψ(r) and ψ0(r) are different; as a result, they
both fulfill distinct Schrodinger wave equations. According to variational principle,
it is an irrefutable reality that no wave function may produce energy lower than that
of the ground stateψ (r) and this fact can be characterized as ψh jH ψj i< ψ0h jH ψ0j i
where E ¼ ψh jH ψj i.

Employing essential property of ground state:

ψ0h jH ψ0j i ¼ ψ0h jH0 ψ0j i þ
ð

v r!
� �

‐v0 r!
� �h i

ρ r!
� �

dr (6)

Alternatively, by swapping;

ψh jH0 ψj i ¼ ψh jH ψj i þ
ð

v0 r!
� �

‐v r!
� �h i

ρ r!
� �

dr (7)

By adding above equations we get;

Eþ E0 <E0 þ E (8)

The Eq. (8) confirms clear disagreement, and two unlike potentials, v(r) as well
as v0(r) will certainly provide different density ρ(r) and ρ0(r) respectively. As a
result, details relating density and external potential are needed to determine the

Hamiltonian information. Also, T and U are known for N-partials systems so ρ r!
� �

may be employed to find ground state H and E. The functional association of
minimum energy state and corresponding resulting density is;

E ρ rð Þ½ � ¼ T ρ rð Þ þ V ρ rð Þ½ � þ U ρ rð Þ½ �½ (9)

Theorem II: The true ground state density of an electron corresponds to
electron density that minimizes the overall energy of the functional.

Consider, ρ rð Þ is the density which corresponds to ground state while ρ0(r) to any
other state of a many-body system. The functional for total energy in this context is
given as; E ρ0½ �>E ρ½ �. Also, assume that F[ρ(r)] is a general functional that is valid for
fixed electrons at all external potentials. Mathematically this can be written as;

Fρ rð Þ� ¼ T ρ rð Þ½ � þU ρ rð Þ½ � (10)

Also,

E ρ rð Þ½ � ¼
ð
v rð Þρ rð Þ½ �drþ F ρ rð Þ½ (11)
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In order to have minimum energy functional, the corresponding density ρ rð Þ
must be essentially a ground state density.

E ψ0½ � ¼ ψ0, Vψ0ð Þ þ ψ0, Tþ Uð Þψ0 (12)

Assumingψ is ground state function associated to ρ(r) for external potential
v(r), the ρ0 rð Þ will correspond to higher energy in accordance with the variational
principle.

E ψ0½ � ¼
ð
v rð Þρ0 rð Þ½ �drþ F ρ0 rð Þ½ �>E ψ½ � ¼ v rð Þρ rð Þ½ �drþ F ρ rð Þ½ � (13)

As a result, provided the density functional is accurately described, one may
easily compute the ground state density as well as energy in an identified external
potential. Furthermore, it also demonstrates that ρ rð Þ minimize the energy
functional E ρ rð Þ½ �.

2.2 The Kohn-Sham (KH) equations

The theorems given by Hohenberg-Kohn are exact; however not very useful in
real calculations [6]. The equation given by Kohn-Sham [7] turned DFT into an
applied tool. They converted the difficult problem of electrons interacting together
in external effective potential (Vext) into the electrons that are non-interacting in
Vext, and the total energy for a ground state of interacting electrons in fixed
potential, v rð Þ is;

E ρ rð Þ½ � ¼ V ρ½ � þ U ρ½ � þG ρ½ � (14)

Where universal density functional G[ρ] holds exchange-correlation, and is
expressed as;

G ρ rð Þ½ � ¼ Ts ρ½ � þ Exc ρ½ � (15)

E ρ rð Þ½ � ¼ Ts ρ½ � þ V ρ½ � þU ρ½ � þ Exc ρ½ � (16)

The kinetic energy for a many body system having non-interacting electrons is
denoted by Ts ρ½ �, while V ρ½ � is the external potential produced by core having
positive charge, U ρ½ � is coulomb potential as a result of electron–electron
interactions, and Exc ρ½ � is the energy due to exchange-correlation effects.

Ts ρ rð Þ½ � ¼ ‐ ħ
2

2m

XN
i

ð
φ ∗
i rð Þ∇2φi rð Þd3r ¼ T φi

X
ρð Þ

h i
(17)

and

U ρ½ � ¼ q2

2

ð
ρ rð Þρ r0ð Þ

r‐r0j j
� �

drdr0 (18)

V ρ½ � ¼
ð
v rð Þρ rð Þdr (19)

The exchange correlation energy Exc ρ½ � for a many-body system produced by
ρ(r) is given by;

6

Density Functional Theory - Recent Advances, New Perspectives and Applications



Exc ρ½ � ¼
ð
ρ rð Þεxcρ rð Þ½ �dr (20)

and

Exc ρ½ � ¼ Ex ρ½ �exchange þ Ec ρ½ �correlation (21)

The Ex term denotes the reduction in energy as an outcome of anti-
symmetrization, and it may be represented through a single particle orbital as;

Ex ¼
ð
ρ rð Þεxρ rð Þ½ �dr (22)

and

Ec ¼
ð
ρ rð Þεcρ rð Þ½ �dr (23)

and

εx φiρ rð Þ½ � ¼ ‐q2
r

X
j, k

ð
d3r0 rð Þφ ∗

k rð Þφ
∗
j r0ð Þφ ∗

k r0ð Þφk rð Þ
r‐r0j j (24)

Where the single term in the summation refers to the energy of a molecule ‘j’ at
site ‘r’ in relation to a molecule ‘k’ at ‘r0’. The system’s energy is further reduced
owing to mutual avoidance of the interacting particles, such as electrons that are
anti-parallel and lower their energy by evenly arranging their moments. Kohn-
Sham mapping of interacting and non-interacting system is shown in Figure 1.

εc ¼
X
j< k

q2

r‐r0j j ¼
q2

2

ð
d3r
ð

ρ rð Þρ r0ð Þ‐ρ rð Þδ r‐r0ð Þ
r‐r0j j

� �
d3r0 (25)

The energy of ground state may be obtained by differentiating Eq. (14) with
respect to ρ rð Þ

0 ¼ δE ρ½ �
δρ rð Þ ¼

δTs ρ½ �
δρ rð Þ þ

δU ρ½ �
δρ rð Þ þ

δV ρ½ �
δρ rð Þ þ

δExc ρ½ �
δρ rð Þ ¼

δTs ρ½ �
δρ rð Þ þ v rð Þ þ Vc rð Þ þ Exc rð Þ

(26)

By employing density ρs(r), the minimum state for a non-interacting
many-body system is;

Figure 1.
Kohn-Sham mapping of interacting and non-interacting system.
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0 ¼ δEs ρ½ �
δρs rð Þ

¼ δTs ρ½ �
δρs rð Þ

þ δVs ρ½ �
δρs rð Þ

þ δVs ρ½ �
δρs rð Þ

¼ δTs ρ½ �
δρs rð Þ

þ vs rð Þ (27)

Equating Eqs. (26) and (27), the potential Vs can be obtained as;

vs ¼ V rð Þ þ Vc rð Þ þ Vxc rð Þ (28)

The equation for a one-particle system that is non-interacting in potential vs(r)
can be derived from the equation of interacting electrons of the system in the
presence of v(r).

‐ ħ
2

2m
∇2 þ vs rð Þ

" #
φk rð Þ ¼ Ekφk rð Þ (29)

The ρ(r) of an original system is replicated by orbitals, where fk is the k
th orbital

occupation, and can be expressed as;

ρ rð Þ ¼ ρs rð Þ ¼
XN

k

f φk rð Þj j2 (30)

2.3 Exchange-correlation potential

The consequences of KS scheme revealed that the minimum energy state can be
established by limiting energy of the energy functional, and it can be done using an
agreeable solution of a set of single-particle equations. In the KS scheme, just one
critical difficulty is that Exc (exchange-correlation energy) cannot be found exactly. If
Exc is determined accurately, it is a precise solution for a many-body problem. There
is currently no such exact solution exists, hence approximations are employed to
estimate Exc with LDA and GGA being the most commonly used approximations.

3. Commonly used exchange-correlation approximations

In this part, we will go through some of the major advances that lead to contem-
porary DFT in order to lay a foundation that will help us to comprehend both the
theory’s foundations and limits. Bloch (1929) was the first to write about the
exchange contribution, and it has become well-known as a result of quantumMonte-
Carlo simulations of uniform gases [8], which are parameterized in simple formula-
tions [9, 10]. The Local Density Approximation (LDA) [11], proposed by Kohn and
Sham, asserts that the exchange-correlation functional at any point in space is simply
dependent on that location’s spin density. LDA is quite correct for geometries, but it
often over-binds atoms/molecules roughly by 1 eV per bond, rendering it ineffective
for thermo-chemistry [12]. The Generalized Gradient Approximation (GGA) [13, 14]
is an extension to the LDA component that includes terms that are dependent on
density derivatives. Perdew was the first to apply real-space cutoffs to make GGAs,
which led to the development of the PW86 functional model [13]. The PW91 func-
tional [15] was the pinnacle of this comprehensive development, and it produces
useful precision for binding energies, as proven in 1993 of around 6–10 kcal/mol [16].
PBE [17] is the most widely used GGA to investigate materials today, whereas BLYP
[18] and Lee-Yang-Parr correlation [19] is the most generally employed GGA in
chemistry. A hybrid GGA [20] is one that combines a normal GGA plus a Hartree-
Fock component, in which the kinetic energy density is also employed to define the
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GGA component. The GGA, Hartree-Fock, and kinetic energy density components
are all present in a meta-hybrid, while hybrid or meta-hybrid component of a double-
hybrid includes an involvement from second-order Moller-Plesset perturbation the-
ory [21]. The Density Functional (DF) consists of a part of GGA, LDA, Hartree-Fock
exchange or hybrids, and/or a meta-GGA, commonly known as the exchange-and-
correlation (XC) functional (meta-GGA or meta-hybrid). Furthermore, the addition
of an orbital-dependent correlation, it may also be reliant on virtual Kohn-Sham
orbitals (double-hybrids) [22]. A comparison of simplicity versus accuracy of existing
approximations in DFT is shown in Figure 2.

The functionals currently utilized in DFT simulations constitute a natural hier-
archy, and no systematic approach to the precise functional can be claimed. The
available functional form is clearly improving, resulting in a considerably more
accurate representation of ground state properties. The most important recent
advancements are those that include the non-local aspect of the exchange potential
in some way. Table 1, summarizes the present hierarchy.

Figure 2.
A comparison of simplicity versus accuracy of existing approximations in DFT [23].

Table 1.
Commonly used Exc functionals.
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4. Recent developments

This section focuses on the evolution of new functionals in DFT during the last
decades.

4.1 Random phase approximation (RPA-type Functionals)

The exchange correlation energy (Exc) can be calculated using DFT fluctuation
dissipation in the form of coupling constant and frequency [24–26]. The direct
random-phase approximation (RPA) [27, 28] or time dependent TD-Hartree, are
the results of ignoring the exchange kernel of TDFT. A fifth-rung approximation is
generated as a result of this methodology, and this can be expensive to examine,
although the relative burden is always reducing [29, 30]. It only examines bubble
diagrams in the many-body expansion of the energy, so direct RPA over-correlates
systems by ignoring extra contributions at higher levels that diminish correlation. It
also has issues with self-interaction since, even when just one electron is involved,
it yields low correlation energies, and the dissociation energies of molecules are
erroneous [23].

4.2 Meta-GGA’s

The meta-GGA [31] is a novel component that extends beyond density and
gradient, and is commonly used to indicate the KS orbitals’ kinetic energy density.
The objective of a successful meta-GGA is to achieve hybrid accuracy without
incurring the computational expense of the exact exchange contribution. The
incorporation of atom-centered basis functions, the cost of accurate exchange is
reasonable, however, it can be costly while using periodic boundary conditions in
addition of basis sets. Perdew and colleagues, and plenty of others, have worked on
meta-GGAs for decades, with multiple failed attempts [32]. SCAN (strongly
constrained and suitably normed semi-local density functional) [33], the most
current effort has undergone a number of conventional tests and looks to have a
good chance of becoming part of the pantheon of widely employed functionals. The
G3 data-set [34] is a common collection of chemical compounds that LDA over-
binds around 3 eV, while PBE reduces it to approximately 1 eV, and SCAN around
1/4 eV. On the S22 data-set [35] of weakly bonded systems, SCAN has 2–3 times less
errors than PBE does, while SCAN decreases miscalculations of lattice constant and
other parameters on the LC20 data [36] set around 0.05 Å, and to around 0.01 Å in
PBE. The PBE [37], on contrary to SCAN, only improves underestimation of chem-
ical barrier height by 30 percent, while hybrids on the other hand are frequently 2–3
times superior with conventional varieties. Therefore, one can conclude that SCAN
achieves accuracies comparable to hybrid functionals for several characteristics at a
fraction of the computing cost [38].

4.3 Range separated hybrids (RSH)

Andreas Savin was the first to create the range separation hypothesis, which is
quite precise [39, 40], through which coulomb repulsion may be easily expressed by
combining a short-ranged input with a long-ranged involvement that do not have
coulomb singularity at zero separation, and decays quicker than the inverse of the
separating distance. In KS equation generalizations, one contribution is treated as an
interaction, while the other is compensated by a redefined XC contribution. The
HSE06 functional [41] is a hybrid with a range separation that manages long-ranged
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exchanges with an approximation, short-ranged exchanges with accuracy in an
extended insulator [42], and this combination frequently yields exact gaps for
moderate-gap semiconductors and insulators [37].

4.4 Weak interactions

Over the last two decades, tremendous progress has been made in addressing the
challenges associated with weak van der Waals (vdW) interactions. Traditional
functionals do a good job at manipulation of covalent, ionic, and metallic interac-
tions due to their semi-local nature, but they fall short when it comes to longer,
weaker bonds, and cannot offer weak binding that drops off as a function of R6 (R is
the distance among two atoms) [38]. To account these impacts, modifications must
be applied to the conventional functionals and this can be accomplished in one of
three ways. There is a succession of approximations produced by Langreth and
Lundqvist and collaborators [43] for the evolution of explicit non-local functionals
of electron density, while these approximations are generated non-empirically,
notably beginning with contributions of correlation energy. Additionally, these
functionals may be useful for any materials, ranging from solids to molecules, and
have been designed by supposing systems that contain a gap [44]. RPA, which
incorporates approximations to the vdW forces by default, as well as the Becke and
Johnson technique [45], leverages the exchange hole’s dipole moment to approxi-
mate C6, as well as higher coefficients.

4.5 Gaps of solids

The inadequacy of traditional approximations to anticipate band gaps of semi-
conductors and insulators is a critical flaw. The LDA undervalues gap between bulk
Si and Ge by a factor of two, making Germanium a metal, whereas GGAs performs
a bit good but underestimate as well. The ability to give precise and dependable
gaps has always been a strong suit of the GW approach [46]. In the last two decades,
precise gap computation utilizing hybrid functionals such as HSE06 [41] has been a
huge success, and is accomplished through the use of a generalized KS scheme [47].
In this case, rather than using pure Kohn-Sham theory, the orbital reliant element of
the functional is considered as in Hartree-Fork approach to overcome flaws of other
Exc functionals [48].

5. Challenges for DFT

In principle, DFT is exact; however its effectiveness depends on the develop-
ment as well as advancement in exchange-correlation (Exc) functionals which may
be achieved by optimizing against larger data-sets and using improved functional
arrangements that are more flexible and contain more elements. Smoothness has
also been prioritized in recent enhancements, which helps to alleviate problems like
grid-size convergence and self-consistent field iterations. In this section, we will go
through some of DFT’s challenges that may differ from those that appears to be
“solved” to those that are still being explored. There are numerous more that are
less well-known, and yet crucial to DFT’s future growth as well as use.

5.1 Strong correlation

DFT’s inadequacy for strongly correlated systems utilizing typical approxima-
tions has been acknowledged since its inception, and this can be investigated as well
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as linked to standard approximation localization or delocalization inaccuracies
when integer or half-integer electron quantities are found in distinct locations [49].
In quantum computational physics and chemistry, the Kohn-Sham gap among two
states becomes too narrow, and the wave function of a many-body system is very
nearly equal to mixing of two slater determinants, which is referred to as static
correlation. The failure of approximations under these situations cause the chal-
lenges, not the KS scheme itself, as demonstrated by the two-site Hubbard model, in
which the precise KS system is simple to design, even when one deal with strongly
correlated systems [50]. This problem can be addressed by breaking the symmetry
of evenly spaced atomic chains into multiple solutions, and one of which will have
the least amount of energy [51]. This is such a significant issue; hence, a great deal
of research has been done on it, particularly by Weitao Yang’s group [52], but also
by Scuseria [53] and Becke [54].

5.2 Development of uniformly better and simple functionals

One of the biggest problems for DFT is to preserve some aspect of simplicity as
its foundations. When DFT functionals get as complicated as full configuration
interaction, one of the theory’s most significant properties, namely simplicity, is
lost, which is particularly true in terms of computational environment. This sim-
plicity, however, must not be at the expense of accuracy, nor should it become an
exclusively empirical approach. The precise representation of binding energies and
geometries of simple molecules was one of DFT’s first major hurdles in chemistry.
Becke, Perdew, Langreth, and Parr presented the density’s first derivative in the
form of generalized gradient approximation in the 1980s, which was the first step
towards chemists being able to correctly use DFT. In the early 1990s, Becke
described the proportion of Hartree-Fock exact exchange (HF) which is included in
the functionals, and as a result of this effort, B3LYP [55], the utmost extensively
utilized of all the functionals, was developed, and has demonstrated outstanding
performance in variety of systems. Despite the introduction of new concepts into
more current functionals of varying complication, it remains the prevalent, and
DFT will likely benefit from developing functionals that improves on B3LYP [56].

5.3 Dispersion and reaction barriers

To provide a comprehensive chemistry explanation, it is indispensable to go
beyond explaining a molecule in equilibrium geometry to similarly explain weakly
interacting atoms or molecules, and chemical reaction transition states. It’s chal-
lenging to describe reaction barriers with LDA or GGA functional since they con-
sistently underestimate the difficulty of transitioning from one condition to
another. Formerly the functionals may be utilized to represent potential energy
surfaces, and this systematic imperfection must be corrected. Transition states,
covalent bonding, and van der Waals attraction are all challenging to represent
precisely and effectively, though efforts are to be made to address these problems.
This is especially true when DFT becomes more widely applied to biologically
important regions, where all of these interactions might occur at the same time [57].

5.4 Static correlation and delocalization errors

The enactment of DFT, as evidenced by significant errors for one-electron
systems, is another important issue. In DFT, a single electron system has no excep-
tional role; in fact, one electron can interrelate with itself, as the self-interaction
error has long proved. Of course, there is no self-interaction in the accurate
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functional; the exchange energy precisely cancels the coulomb energy of single
electron. In increasingly complicated systems, they can be linked to systematic
flaws like static correlation and delocalization error, and despite most recent
advancements, even the simplest systems can contain mistakes in most recent
functionals [58]. Hence, these basic systems should not be overlooked since they
hold the vital knowledge of functionals that can lead to advancements [57].

6. New horizons

The applications of warm dense matter vary from modeling planetary interiors
to inertial confinement fusion [59], which is a completely new field for DFT, and
has been exploded in the last decade, with considerable temperatures on the elec-
tronic scale of roughly 105 K but not to the point that the Thomas- Fermi hypothesis
or classical performance takes precedence. This domain is so “new” that
temperature-dependent exchange-correlation energy of a uniform gas, which is the
input to thermal LDA, is just now being computed with remarkable precision [60].
Figure 3 summarizes some of the potential application areas of DFT.

7. Concluding remarks

Density Functional Theory is a powerful and commonly employed quantum
mechanical tool for investigating various aspects of matter. This field’s research
ranges from the development of novel analytical approaches focused on the design
of precise exchange-correlation functionals to the use of this technique to predict
the molecular and electronic configuration of atoms, molecules, and solids in both
gas and solution phases. Designing and evolution of more efficient density func-
tionals is a continuous endeavor since there are still challenges to be resolved, and
getting all of the attributes correct at a reasonable computing cost is a quantum
fantasy. The future research will focus on developing even more consistently

Figure 3.
Potential application areas of DFT [61].
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precise density functionals for specific applications, allowing researchers to take use
of DFT’s comparatively high accuracy at cheap processing cost, and the possibility
of even more improvements awaits.
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Chapter 2

Modern State of the Conventional
DFT Method Studies and the
Limits Following from the
Quantum State of the System and
Its Total Spin
Ilya G. Kaplan

Abstract

At present, the density functional theory (DFT) approach became the most widely
usedmethod for studymolecules and solids. In the atmosphere of such great popularity,
it is particularly important to know the limits of the applicability of DFTmethods. In
this chapter, I will discuss the modern state of DFT studies basing on the last publica-
tions and will consider in detail two cases when the conventional DFT approaches, in
which used only electron density and its modifications by gradients, cannot be applied.
First, the case related to the total spin S of the state. As I rigorously proved for an
arbitrary N-electron state by group theoretical methods, the electron density does not
depend on the total spin S of the state. From this follows that the Kohn-Sham equations
have the same form for states with different S. The critical survey of elaborated DFT
procedures, in which the spin is taken into account, shows that theymodified only
exchange functionals, and the correlation functionals do not correspond to the spin of
the state. The point is that the conception of spin in principle cannot be defined in the
framework of the electron density formalism, and this is themain reason of the prob-
lems arising in the study by DFT approaches the magnetic properties of the transition
metals. The possible way of resolving spin problems can be found in the two-particle
reduced densitymatrix formulation of DFT. In the end, it will be considered the case of
the degenerated states, in which, as follows from the adiabatic approximation, the
electron density may not be defined, since electronic and nuclear motions cannot be
separated, since, the vibronic interaction mixed them.

Keywords: DFT, problem of spin in DFT, methods taking into account spin-
multiplet structure, problem of degenerate states in DFT, vibronic interaction

1. Introduction

The DFT method developed by Walter Kohn with his collaborators more than
55 years ago is widely used for study molecular systems and solids. First, Kohn
published with Hohenberg [1] their famous theorem on which the DFT theory is
based. Then Kohn with Sham [2] obtained their well-known Kohn-Sham equation.
The number of citations on these first Kohn and collaborators publications is

19



increased every year [3]. In 2010 papers [1, 2] were cited 11,000 times and in 2012
14,000 times. So, we can expect that at present the number of citations will be larger.

Last years, the number of Congresses on Nanosciences and Nanotechnologies
is considerably increased. In one of the reports made in Las Vegas on October 2016
byMiyazaki, it was claimed that using the modern computational facilities they
were able to apply the DFTmolecular dynamic simulation to systemswith
million atoms, see Ref. [4]. Certainly, it can be done only using the traditional
Kohn-Sham (KS) formalism based on the electron density ρ rð Þ and its modifications
by gradients.

The electron density is the diagonal element of the spinless one-particle reduced
density matrix,

ρ r1ð Þ ¼ N
X

σ1, … , σN

ð
Ψ r1σ1, … , rNσNð Þj j2dV 1ð Þ (1)

In Eq. (1), the spin projections σi span over the whole spin space and the spatial
coordinates are integrated over the N � 1 electrons excepting the first. If Ψ is
defined in 4N-dimensional Gilbert space, ρ rð Þ is defined in a three-dimensional
space. Evidently, the calculations, in which only ρ rð Þ-formalism is used, will be
considerably faster than Ψ-formalism is used, and the ρ rð Þ-formalism can be applied
to larger systems.

Let us consider another point: whatwe lose, if we use ρ-formalismwith themodulus
of Ψj j2 squared, as in Eq. (1), instead of the wave function formalism. It is evident that
in the transition from the wave function formalism to the probability density Ψj j2, we
lose the phase of thewave function. Due to the insensitivity of the probability density to
the symmetry of the state (we will discuss it in the following sections), we also lose the
symmetry characteristic of the wave function and cannot determine the Pauli permit-
ted states, on which molecular spectroscopy is based. The diagonal element of the full
and all reduced density matrices, as it was proved in my studies and discussed in book
[5], does not depend on the symmetry of the state and its dimensionality.

It can be expected that after integration we lose some information. In the case of
electron system, the one-particle reduced density matrix must be used. This leads to
loss of information connected with the two-particle correlations, which are
described by the two-particle reduced density matrix.

What is not evident and deserves a special discussion: as it was proved by the
author for an arbitrary many-electron system, the total spin S of the system in princi-
ple cannot be introduced in the DFT studies. This can be done at the two-particle
reduced density matrix level. In the Section 2, we will discuss this problem in detail.

On the other hand, even at the framework of the two-particle reduced density
matrix formalism, one cannot study the non-additive many-body effects, which
determined by many-body forces, In this connection, I would like to mention that
when I arrived from Moscow to Mexico by invitation of the Director of IF-UNAM
Octavio Novaro and was working in his laboratory, we obtained a closed formula
for the energy of N-body interactions [6].

Later on, in the author book [7], Chapter 4, different general cases for the many-
body forces have been considered, see also paper [8]. In several publications, e.g., in
Refs. [9, 10], it was conclusively demonstrated that the clusters built from closed-
shell atoms (atoms without valence electrons) are stabilized by the three-body
forces. The alkaline-earth clusters: Ben, Mgn, Can, and etc. are the typical example of
such clusters. They are stabilized by the three-body forces, It is also important to
mention that for the stability of rare-gas clusters the three-body dispersion forces,
which are known as the Axilrod-Teller-Muto forces, play a decisive role, see Section
4.3.3 in Ref. [7] and recent review by Johnson and co-authors [11].
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It is instructive to discuss shortly the physical sense of the non-additivity and
many-body forces concepts. As is well known, the interaction of charge particles is
described by the Coulomb law

V ¼
X
a< b

qaqb
rab

, (2)

where charges qi are considered as points. Eq. (2) contains only two-particle
interactions, so, it is additive. However, in quantum mechanics, the charge particles
are not points and they are not rigid. Atoms and molecules obey quantum-
mechanical laws. If we consider the Coulomb interactions between charged atoms
(or charged molecules), the additivity is lost. The interaction will depend on sur-
rounding. In the case of three atoms, the third atom can polarize the electronic
structure of two others, and this leads to three-body forces, since the interaction
depends on three interatomic distances.

It should be noted that the possibility of application of DFT approaches to large
systems, which were not available to be studied before, induced a euphoria in the
DFT community. This euphoria led to wide using DFT methods without an analysis
of the limitations following from quantum mechanics.

In many publications it was revealed that the applications of DFT method in
some cases lead to incorrect results. First, it was recognized in the DFT studies of
intermolecular interactions. The potential curves obtained by the early created DFT
functionals for many stable in experiments dimers were repulsive, since in these
DFT functionals the dispersion energy was not taken into account.

Then it became clear that DFT methods meet serious difficulties in studies of
transition metals with nd electrons. These problems were analyzed by many
authors, e.g., by Cramer and Truhlar [12]. I would like to stress that most of
difficulties discussed in their review [12] are connected with the problem of spin in
DFT approach and in principle cannot be resolved in the framework of the electron
density, ρ(r), which belong to the one-particle reduced density matrix, see Eq. (1).
The spin problem in DFT approaches will be analyzed in detail in Sections 2 and 3.

Last years, many comparative studies of the relative precision of exchange-
correlation (XC) functionals are published. Below I will discuss some important,
from my viewpoint, DFT papers published on this topic in the last years. Certainly,
the list of selected papers is only a little part of thousands DFT papers that are
published each year.

Gillan et al. [13] analyzed different kind of XC functionals for liquid and ice
water and water clusters. The conclusion was that many functionals are not satis-
factory because do not describe correctly the dispersion. Let us stress that this
situation takes place for such widely studied substance as water. The authors
mentioned that after they included in XC functionals the non-local dispersion, the
results still cannot be admitted as completely satisfactory.

In the Taylor et al. [14] paper, the precision of DFT calculations of
intermolecular interactions with respect to highly accurate benchmarks for 10
dimers was analyzed. Their review is comprised 17 authors, among them are the
well-known creators of XC functionals Angyán, Hirao, Scuseria, Truhlar and others.

The perspectives of DFT theory were discussed in the paper by Truhlar and
collaborators [15]. The authors also analyzed recent Minnesota functionals. On the
other hand, Mardirossian and Head-Gordon [16] benchmarked the Minnesota
functionals using a very comprehensive database and came to conclusion that none
of them are state-of-the-art for non-covalent interactions and isomerization energy.

In the article published by Medvedev et al. in collaboration with Perdue [17], 128
XC functionals created in period 1974–2015 were analyzed. The authors [17] made
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the comparison of the normalized error for different functionals for atoms and its
ions, see Figure 1, using the CCSD approximation as a reference level. It is
important to stress that according to their results the normalized error of ρ rð Þ up
to 2000 decreased and then increased due to the introduction of semiempirical
functionals.

Kepp [18] made a comment on the conclusion by the authors [17] that after the
early 2000 the functionals strayed from the path toward exactness. Kepp indicated
that the “straying” is not chemically relevant to the studied systems. In their
response [19], the authors performed a special calculation, from which follows that
their results are valid also for heavier system, including molecules.

In the next paper published by Perdew with Medvedev et al. [20], the authors
discuss the possibilities and pitfalls of statistical error analysis, taking as an example
the ranking of approximate functionals by the accuracy of their self-consistent
electron densities.

As mentioned above in our discussion of last publications, the DFT community
is concerned on the still existing problems in some applications of DFT approaches
and most of these problems are connected with the quality of XC functionals. I like
and completely agree with the witty comment made by Savin [21]:

“The existing great number of different expressions for the XC functionals can be
considered as evidence that we still have not satisfactory correct XC functionals”.

Among new publications, it is important to mention the very recent paper
published by Perdue with collaborates [22], in which the problem of the symmetry
breaking in DFT was discussed. The interesting paper was recently published by
Bartlett [23]. Even the title of the paper “Adventures in DFT by a wavefunction
theorist” looks quite intriguing. I also recommend readers the quite comprehensive
and interesting review by Johnson and co-authors [11] published in 2021.

In my following discussions, I will analyze in detail the two problems:
The first problem is connected with the definition of spin in the KS-DFT frame-

work. It will be shown that the concept of the total spin S of the state, in principle,
cannot be defined in the frame of electron density formalism.

Figure 1.
The precision of calculating ρ using different functionals.
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The second problem is related to the degenerate states in DFT. As follows from
the general conceptions of quantum mechanics, at Born-Oppenheimer approxima-
tion in the case of degenerate states, the electronic and nuclear motions cannot be
separated, they are mixt by so-called vibronic interactions. This problem will be
discussed in Section 3.

In this chapter I will not discuss Ψ-versions of DFT that solves many problems
in DFT but lost the simplicity of KS-DFT formulation. The Ψ-formalism was
successfully combined with DFT approach by Gőrling, Trickey, and some other
investigators. Nevertheless, the existing problems in the applications of DFT
approach are still remaining actual. I will discuss them in the next two
sections. The discussion will be based on two theorems proved by the author
in 2007 [24].

2. Electron density ρ and the total spin S

It was recognized sufficiently long ago that the concept of the total spin of the
many-electron quantum state is quite difficult to base in the frame of DFT
approaches. Studying the two-electron system, McWeeny [25] came to conclusion
the electron density does not allow to identify the spin state. McWeeny formulated
it as the following statement:

“Electron spin is in a certain sense extraneous to the DFT”.

In their analysis of DFT foundation, Weiner and Trickey [26] came to conclu-
sion that

“… the way that the ρ-based XC potential takes account of spin is very obscure
except in the simplest configurations”.

The statements of McWeeny and Weiner-Trickey are quite cautious. I would
like to formulate it more definite:

“The conception of spin in principle cannot be defined in DFT at the level of the first
reduced density matrix”.

To the best of my knowledge, the concept of spin was discussed in DFT com-
munity only for two-electron systems. In my article [24], I proved the theorem that
the electron density does not depend upon the total spin of the state for N-electron
system. This proof was done applying the formalism of the permutation group.

I would like to mention that in the Ψ-formalism used by Slater [27], he presented
the wave function as a linear combination of determinants, corresponding to a
given value of the total spin S. It does not allow to obtain any conclusions about
spin. On the other hand, as I noted above, in my articles, firstly in Ref. [24], I
obtained the proof for N-particle system for the independency of the electron
density from the total spin S of the state. It was achieved applying the permutation
group apparatus. For understanding the following text, I presented in this section
the short description of the formalism of permutation groups. For more detail
description, see Appendix in the end of this chapter or chapter 2 in my book [28].

The permutation group is characterized by Young diagrams λ½ �:

λ½ � ¼ λ1λ2 … λk½ �,
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λ1 ≥ λ2 ≥ … ≥ λk,
Xk
i¼1

λi ¼ N: (3)

The rows in the Young diagram are represented in decreasing order. The pres-
ence of several rows with equal length λi is indicated by a power of λi. For example,
[λ] = [2212] is depicted graphically as

λ½ � ¼ 2212
� �

.

I would like to mention that in Appendix, I describe the unusual biography of
Alfred Young who was not a professional mathematician but was a country
clergyman.
Though the concept of spin has enabled to explain the nature of chemical bond, the
electron spins are not involved directly in the formation of the latter. The interac-
tions responsible for chemical bonding have a purely electrostatic nature. In non-
relativistic approximation, the Hamiltonian does not depend on the spin, that
means that the spin is saved, and we can operate with the value of the total spin S in
the considered state.

According to PEP, the total electron wave function can be constructed as a sum
of product of the spatial and spin wave functions symmetrized in respect to the
irreducible representations Г λ½ � [28].

Ψ 1N½ � ¼ 1ffiffiffiffiffiffi
f λ

p
X
r
Φ λ½ �

r Ω
~λ½ �
~r : (4)

In Eq. (4), λ½ � is the Young diagram and Г
~λ½ � denotes the representation

conjugate to Г λ½ �. Its matrix elements are

Γ
~λ½ �
~r~t Pð Þ ¼ �1ð ÞpΓ λ½ �

rt Pð Þ: (5)

where p is the parity of permutation P. The spin Young diagram ~λ
� �

is dual to λ½ �,
i.e., it is obtained from the latter by replacing rows by columns. For example,

λ½ � ¼ 212
� � ~λ

� � ¼ 31½ �

Let us return to Eq. (4), where the sum is taken over all basis functions of the
representation. The normalization of the total wave function is provided by the
factor 1=

ffiffiffiffiffiffi
f λ

p
. It should be mentioned that the electron spin has only two pro-

jections sz ¼ �½, therefore the spin Young diagram ~λ
� �

must have no more than
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two boxes per columns. In one box, the projection of spin sz ¼ ½ in the other box
sz ¼ �½. It means that the total spin of this column equals 0. It is evident that the
contribution to the total spin of the system of electrons will come only from
uncoupled electron spins, that is, from the length of rows. The value of the total
spin corresponding to spin Young diagram ~λ

� �
is equal to

S ¼ 1
2

~λ
1ð Þ � ~λ

2ð Þ� �
: (6)

Eq. (6) enables one to find easily the values of the spin S for each spin Young
diagram. For example, the spin corresponding to the spin Young diagram ~λ

� � ¼ 3 1½ �,
is equal to S ¼ 1.

Let us mention that in the case of particles with s>½, for a given Young
diagram can correspond several values of S:If spin of the particle s ¼ 1, to λ½ � ¼ 31½ �
can be attributed three values of S ¼ 1, 2, and 3, see Table 2 in Section C4 in
Appendix C of my book on PEP [5].

As follows from experiment, the wave function of elementary particles can be
only completely symmetric or antisymmetric. It allowed to generalize the PEP,
primary formulated by Pauli only for electrons, for all elementary particles:

The only possible states of a system of identical particles possessing spin s are those for
which the total wave function transforms upon interchange of any two particles as

PijΨ 1, … , i, … j, … ,Nð Þ ¼ �1ð Þ2sΨ 1, … , i, … j, … ,Nð Þ: (7)

That is, it is symmetric for integer values of s (the Bose-Einstein statistics) and
antisymmetric for half-integer values of s (the Fermi-Dirac statistics).

According to Ehrenfest andOppenheimer [29], this formulation is valid not only for
elementary particles, but it is valid for different composite particles aswell. As examples
of composite particles, the authors considered atoms,molecules, and nuclei composed
by electrons and protons (at that time the neutron had not been discovered). According
to the presented above the general formulation of PEP for elementary particles, the
wave-functions that described them can have only two types of symmetry: completely
symmetric or antisymmetric, depending on their intrinsic value of spins.

The composite particles considered by Ehrenfest and Oppenheimer [29], were com-
posed by fermions, that is, from particles with spin½. So, the even number of particles
leads to the Bose-Einstein statistics and odd number to the Fermi-Dirac statistics,

To the best of my knowledge, the scientists that had developed methods
allowing to use the conception of spin in DFT calculations considered only two-
particle systems. The general case of the N-electron system was considered firstly
by the author in Ref. [24] where it was proved the theorem named by some authors
as the Kaplan Theorem 2. This theorem was formulated in the following manner:

“The electron density of an arbitrary N-electron system, characterized by the
N-electron wave function corresponding to the total spin S and constructed on some
orthonormal orbital set, does not depend upon the total spin S and always preserves
the same form as it is for a single-determinantal wave function.”

According to this theorem, for any permutation symmetry of the spatial wave
function described by the Young diagram [λ] that correspond to a definite value of
spin S, the electron density is equal
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ρ λ½ �
t rð Þ ¼

XN
n¼1

φnj j2: (8)

It is a well-known expression of the electron density for the state described by
the one-determinantal function with single-occupied orbitals. It can be shown that
in the case of orbital configuration with arbitrary occupation numbers, the final
expression (6) has not changed and will also correspond to the electron density for
the one-determinantal function.

As follows from the discussion in the beginning of this section, at the first
reduced density matrix approximation the concept of spin in principle cannot be
introduced in the frame of traditional KS approach and at the gradient correction
level as well. In more detail see the discussion based on the theory of permutation
group in my paper, Ref. [24] or in some earlier papers.

From the analysis of the discussed above theorem follows that for different
values of the total spin S, the expression for obtained electron density does not
changed and have the same value as for wave function presented as a single Slater
determinant. In this connection, it should be mentioned that about the ambiguity of
the description by the electron density was known many years ago. I will cite two
publications: more than 40 years ago Harriman [30] demonstrated that for each
electron density ρ it can be constructed an arbitrary number of orthonormal
orbitals, while in 2001 Cappelle and Vignale [31] showed that at the LSDA approx-
imation it can be constructed different sets of potentials having the same ground
state density.

Mean-while, different methods allowing taking into account the spin multiplet
structure were developed, see Ref. [24] and references therein. In next section, I
will discuss two groups of these methods.

3. Methods allowing take into account the spin multiplet structure
within the DFT approach

It should be mentioned that the methods, taking into account the spin multiplet
structure, are beyond the KS formalism. In most of these methods the Ψ-formalism
is used. I will consider two widely used approaches:

1.One of the first publications, in which the spin multiplet structure was taken
into account in the frame of DFT, was the paper by Ziegler et al. [32]. For each
value of the total spin S, they built the appropriate combinations of the Slater
determinants. The factor giving the value of spin was obtained by correcting
the exchange energy, EX . In publications [33–35], in which scientists applied
the Ziegler et al. approach, only the exchange energy was considered. Mineva
et al. [36] are stressed that the scientists [33–35] developing after Ziegler et al.
the methods that allows to take into account the conception of spin in the DFT
studies, are considered only the exchange energy, EX, and did not consider the
correlation energy, EC. This led to the incorrect multiplet structure. To the best
of my knowledge, this drawback has not been discussed in the DFT
community.

In some applications, the Ziegler et al. method was named as Multiplet
Structure Method, or shortly MSM. In the following text, I will use this
abbreviation. Usually the exchange-correlation functional, EXC, is presented as
a sum of exchange, EX, and correlation EC, energies:
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Exc ¼ Ex þ Ec: (9)

In the studies based or developing MSM approach [32–35], the value of the
total spin S was found using only the exchange energy EX, and then applied to
the total Exc. It is evident that the contribution of the correlation energy EX, is
not the same as the exchange energy. Therefore, if Ec is multiplied by the same
factor as it was found for Ex then it will give a wrong multiplet structure,
because the exchange and correlations functionals should have a different
dependence on S.

2.In the second group of methods [37–41], designated as restricted open-shell
Kohn-Sham (ROKS) method, the open-shell theory of Roothaan [42] was
used. In the first publication by Russo et al. [37], the Hamiltonian of Roothaan
[42] was used, but the exchange term was replaced by the exchange-
correlation functional. The authors [38–41], combined the ROKS methods
with the MSM approach. As a result, the methods elaborated in publications
[38–41] carried the same mistakes as the first ROKS method created by Russo
et al. [37]. They do not provide the correct spin value for the correlation
functional.

As stated above, both approaches MSM and ROKS, do not provide the correct
total spin S for the correlation functionals.

According to calculations by Illas et al. [43], the ferromagnetic coupling is
exaggerated, if the DFT method approaches are used. This agreed with our precise
Mn2 calculations performed with Mavridis group [44]. In most of calculations, Mn2
had the ferromagnetic ground state with maximum value of the total spin, S ¼ 5. I
would like also to mention that in the following article [45] Illas and collaborators,
using the Filatov-Shaik ROKS method [39, 40], failed to improve the agreement
with experiment. The reason is that, as we noted above, in the ROKS calculation,
the correlation energy was not considered.

The definition of the correlation energy was given by Löwdin [46] many years
ago. According to it:

Ecorr ¼ Eexact þ EHF: (10)

The exact quantum-mechanical calculations can be performed only for small
electron systems, for larger systems, the “exact” energy will depend upon the method
used for its calculation. Thus, the correlation energy is method dependent. It should
be also mentioned that the correlation energy has not an analytical expression, which
leads to some problems in its applications, see Ref. [24].

As it was noted in Introduction, the total spin S of the system can be introduced
only at the two-particle reduced density matrix level. The modern state of the
development of the two-particle reduced density matrix formalism was discussed in
a large number of articles [47–55]. Unfortunately, the spin problem still has not
been considered by the DFT community.

4. Symmetry properties of the density matrix; degenerate states

In an elegant proof, Hohenberg and Kohn [1] laid down the theoretical founda-
tion of the DFT theory. In their fundamental paper, the degeneracy was not treated,
since they considered the ground state, which very rare is degenerated, as it is in the
case of O2 molecule.

27

Modern State of the Conventional DFT Method Studies and the Limits Following…
DOI: http://dx.doi.org/10.5772/intechopen.102670



Very soon, in the DFT community it was accepted that the Levy-Lieb [56, 57]
constraint search procedure allows to study the degenerate states in the DFT
calculations. First, it was shown by Levy [56] in 1969 and then in 1983 by Lieb [57],
who applied more abstract mathematical approach. I would like to mention that
Bersuker [58] was the first who criticized the possibility of application of the DFT
approach to degenerate states. Bersuker considered it on the special case of the
Jahn-Teller effect. Let us mention that according to the following from quantum
mechanics the Born-Oppenheimer approximation (the molecules can be calculated
only at this approximation) the vibronic interaction mixed the electronic and
nuclear motions, and the electron and nuclear densities may not be constructed.
Thus, the Levy-Lieb [56, 57] constraint search procedure contradicts quantum
mechanics.

In Section 2, we already discussed that the author proved, see Ref. [24], the
theorem that the electron density of the arbitrary N-electron system, defined in
Eq. (1), does not depend upon the total spin S and always preserves the same
form as it is for a single-determinantal wave function. From this theorem follows
that the wave function of N-electron system does not depend on the degeneracy of
the state and on its symmetry as well. It was proved using the permutation group
apparatus, described in detail in chapter 2 of my book [28], see also Appendix to
this chapter.

In general, it can be two types of degenerate states, the spatial and the spin degener-
acy. In the case of the spatial degeneracy, the particles are described by spatial wave
functions, althoughwhen they are degenerated in the spin space, they are described by
spin wave functions. For constructing the degenerate in spacewave function, the point
group formalism should be used. Let us consider a point groupGwith g elements. In the
book [28], the author constructed the wave functions belonging to the f α-dimensional
representation Г αð Þ of an arbitrary point groupG as:

Ψ αð Þ
ik ¼

f α
g

X
R

Γ αð Þ
ik Rð Þ ∗RΨ0, (11)

where Γ αð Þ
ik Rð Þ are the matrix elements of the representation Г αð Þ and the sum in

Eq. (11) is taken over all g elements of the group G. The operations R of the group G
are acting on some non-symmetrized product Ψ0 of one-electron orbitals. If in Ψ αð Þ

ik

the second index k is fixed, then f α function form a basis for the representation Г αð Þ,
each different indices k enumerates different bases.

If we have a f α degenerate state, each of its f α functions describe the system with
the same probability and a pure state (the state described by wave function) cannot
be selected. Therefore, the degenerate state must be considered as a mixed state, in
which its basis functions enter the density with the same weight factors. The diagonal
element of the density matrix in the case of degenerate state is written as:

D αð Þ
k ¼

1
f α

Xf α
i¼1

Ψ αð Þ
ik

���
���
2
: (12)

Using expression (12), I proved the theorem [24], according to which, the
diagonal elements of the full density matrix is invariant for all operations of the
group symmetry of the state, that is, it is a group invariant. It was proved that for
every operation R of group G and all its irreducible representations Г αð Þ

RDα
k ¼ Dα

k: (13)
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This means that the diagonal element of the full density matrix (and all reduced
density matrices as well) transforms according to the totally symmetric one-
dimensional representation A1 of G regardless of the dimension of representation
Г αð Þ. It was proved for an arbitrary point group, but it is correct for any finite group.
For the permutation group, this result was used in my publications [24, 59, 60] in
analysis of the foundations of PEP. In these articles, I analyzed the case when PEP is
not fulfilled and except of symmetrical and antisymmetrical states, an arbitrary
permutation symmetry, including degenerate permutation states, are permitted. I
have showed that if PEP is not fulfilled, this leads to contradictions with the con-
cepts of particle independence and their identity. It was rigorously proved that the
particles, described by wave functions with the permutation symmetry not allowed
by PEP, may not exist in our Nature.

The arguments presented in Refs. [24, 59, 60], see also book [5], can be
considered as a theoretical substantiation of PEP. They explained why in our Nature
only completely symmetric or antisymmetric states, corresponding to one-
dimensional representations of the permutation group, are realized. From this
result, the important consequence follows

We may not expect that in future some unknown elementary particles can be
discovered that are not fermions or bosons.

On the other hand, according to the so-called fractional statistics, which is valid
in the 2D-space, a continuum of intermedium cases between boson and fermion
particles can exist, see subsection 5.4 in book [5]. As was showed by Leinaas and
Myrheim [61] in their pioneer paper, in 2D-space can exist a continuum of states
between boson and fermion symmetry. After Leinaas and Myrheim [61], Wilczek
[62] introduced in 2D-space the anyons, which obey any statistics. However, we
should take into account that anyons are quasiparticles defined in 2D-space. The
real particles can exist only in 3D-space, and according to PEP, formulated for all
elementary particles, see Eq. (7), the elementary particles can obey only the boson
or fermion symmetry. It is important to stress that the discovery of the fractional
statistics does not contradict PEP.

All experimental data, see my recent review [63], confirm the Pauli Exclusion
Principle. Different very precise experiments did not show any Pauli-forbidden
transitions.

This is confirmed also by very precise calculations of H2 molecule [7], in which,
certainly, PEP was taken into account. The quantum mechanical calculations of the
H2 dissociation energy and its first ionization potential [64, 65] are in a complete
agreement with very precise experimental values, see Table 1.1 in [7]. From this
follows not only an additional confirmation of PEP, but also a rather general con-
clusion that molecules obey the same quantum-mechanical laws that obey tradi-
tionally physical objects: atoms and solids; at nanoscale we should not distinguish
between chemical and physical systems.

In the end, I would like to note that in some papers the authors claimed that they
developed the non-Born-Oppenheimer DFT in the frame of the electron density
approach. These publications were analyzed in my first paper on DFT limits [24],
where it was shown that in spite of the authors claims, their formalisms must be
attributed to the Born-Oppenheimer approximation.
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Appendix: Short necessary knowledge on the permutation group

The permutation symmetry is classified according to the irreducible representa-
tions of the permutation group πN .1 The latter are labeled by the Young diagrams

λ½ � ¼ λ1λ2 … λk½ �,

λ1 ≥ λ2 ≥ … ≥ λk,
Xk
i¼1

λi ¼ N: (14)

where λi is represented by a row of λi cells. The presence of several rows of equal
length λi is convenient to indicate by a power of λi. For example,

λ½ � ¼ 212
� �

.

At present, the apparatus of permutations groups cannot be described without
using the Young diagrams, I would like to note here some unusual details of the
biography of Alfred Young. He was a country clergyman and has not any mathe-
matical education. Young published studies were extending from 1900 to 1935, and
in total he published 8 papers. The keystone of his studies was the reduction of the
permutation groups to its irreducible representations in an explicit form. It is quite
remarkable the gap of 25 years between his second paper in 1902 and the third in
1927. This gap will not be surprising, if we take into account that Young was a
clergyman with numerous clerical duties.

It is obvious that one can form from two cells only two Young diagrams:

2½ �
12
� �

.

For the permutation group of three elements, π3, one can form from three cells
three Young diagrams:

3½ �

2 1½ �

13
� �

1 For a more detailed treatise see books by Rutherford [66], Chapter 2 in book [28] or Appendix B in

book [5].
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The group π4 has five Young diagrams:

4½ �
3 1½ � 22

� �

2 12
� �

14
� �

As we mentioned in the beginning of this Appendix, the representation of the
permutation group πN are labeled by the Young diagram λ½ �. The rules how to find
from a given Young diagram the matrices of representation of the permutation group
were formulated by Young, but they were very complex. The Japanese mathemati-
cian Yamanouchi considerably simplified these rules. At present, it is called Young-
Yamanouchi representation, which is described in detail in my book [28].
For each irreducible representation Γ λ½ �, the normalized basis functions can be easily
constructed by the Young operator,

ω λ½ �
rt ¼

ffiffiffiffiffiffi
f λ
N!

r X
P

Γ λ½ �
rt Pð ÞP: (15)

In Eq. (15), Γ λ½ �
rt Pð Þ are the matrix elements of the representation Γ λ½ �, f λ is the

dimension of Γ λ½ � and the sum over operations P are taken for all N! permutations of
the group πN. The normalized functions are obtained by acting the operator (15) on
some non-symmetrized product of one-electron orbitals,

Φ0 ¼ φ1 1ð Þφ2 2ð Þ…φN Nð Þ: (16)

The normalized functions

Φ λ½ �
rt ¼ ω λ½ �

rt Φ0 ¼
ffiffiffiffiffiffi
f λ
N!

r X
P

Γ λ½ �
rt Pð ÞPΦ0, (17)

are transformed in accordance with the representation Γ λ½ �. If in Φ λ½ �
rt , Eq. (17),

the second index t is fixed, then f λ function form a basis for the representation Γ λ½ �,
each different index k enumerates different bases. Let us prove this statement
applying an arbitrary permutation Q of the group πN to the function (17):

QΦ λ½ �
rt ¼

ffiffiffiffiffiffi
f λ
N!

r X
P

Γ λ½ �
rt Pð ÞQPΦ0 ¼

ffiffiffiffiffiffi
f λ
N!

r X
P

Γ λ½ �
rt Pð Þ Q�1R� �

RΦ0: (18)

Using the invariance properties of a sum over all group elements and the
property of orthogonal matrices, we obtain the matrix element of the product of
permutations as a product of matrix elements.

Γ λ½ �
rt Pð Þ Q�1R� � ¼

X
u
Γ λ½ �
ru Q�1
� �

Γ λ½ �
ut Rð Þ ¼

X
u
Γ λ½ �
ur Qð ÞΓ λ½ �

ut Rð Þ: (19)

In Eq. (19) we denoted the permutation QP by R. Substituting (19) in (18), we
obtain finally
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QΦ λ½ �
rt ¼

ffiffiffiffiffiffi
f λ
N!

r X
u
Γ λ½ �
ur Qð Þ

X
R

Γ λ½ �
ut Rð ÞRΦ0

 !
¼
X
u
Γ λ½ �
ur Qð ÞΦ λ½ �

ut : (20)

Thus, if the second index t is fixed, then f λ functions form a basis for the
representation Γ λ½ �, and each different index k enumerates different bases. It is also
important to mention that in the function Φ λ½ �

rt , index r characterizes the symmetry
under permutation of the arguments, while index t characterizes the symmetry
under permutation of the one-particle functions φa.
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Chapter 3

The Density Functional Theory
and Beyond: Example and
Applications
Mohamed Barhoumi

Abstract

Density Functional Theory is one of the most widely used methods in quantum
calculations of the electronic structure of matter in both condensed matter physics
and quantum chemistry. Despite the importance of the density functional theory to
find the correlation-exchange energy, but this quantity remains inaccurate. So we
have to go beyond DFT to correct this quantity. In this framework, the random
phase approximation has gained importance far beyond its initial field of applica-
tion, condensed matter physics, materials science, and quantum chemistry. RPA is
an approach to accurately calculate the electron correlation energy.

Keywords: DFT, LDA, GGA, RPA, Schrödinger equation

1. Introduction

The study of the microscopic properties of a physical system in the condensed
matter branch requires the solution of the Schrödinger equation. When the studied
system is composed of a large number of interacting atoms, the analytical solution
of the Schrödinger equation becomes impossible. However, certain numerical cal-
culation methods provide access to a solution to this fundamental equation for
increasingly large systems. The calculation methods, called ab-initio like the density
functional theory (DFT), propose to solve the Schrödinger equation without
adjustable parameters. The density functional theory quickly established itself as a
relatively fast and reliable way to simulate electronic and structural properties for
all of the elements of the periodic table ranging from molecules to crystals. In this
chapter, we recall the principle of this theory which considers electron density as
a fundamental variable and that all physical properties can be expressed as a
function of it.

2. Schrödinger equation

It is a fundamental equation to be solved to describe the electronic structure of a
system with several nuclei and electrons and for a non-relativistic quantum
description of a molecular or crystalline system and which is written:
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(1)

where H is the molecular Hamiltonian and Ψ is the wave function. It is therefore
a question of seeking the solutions of this equation. We can write the Hamiltonian
in the form:

H ¼ Te þ Tn þ Ve�e þ Vn�n þ Vn�e: (2)

We give the definition for each term:

Te ¼ �
Pn

i
ℏ2∇2

i
2m : The kinetic energy of n electrons of mass m.

Tn ¼ �
PN

I
ℏ2∇2

2M : The kinetic energy of N nuclei of mass M.
Ve�e ¼

P
i< j

e2

∣ ri �r j ∣
: The electron–electron repulsive potential energy.

Ve�n ¼ �
P

i,I
ZIe2

∣ ri �RI
 

∣
: The attractive potential energy nucleus-electron.

Vn�n ¼
P

I< J
ZIZJe2

∣RI
 
�RJ
 

∣
: The nucleus-nucleus repulsive potential energy.

For a system of N nuclei and n electrons, Schrödinger equation is too complex to
be able to be solved analytically. The exact solution of this equation is only possible
for the hydrogen atom and hydrogenoid systems. In order to simplify the solution of
this equation, Max Born and Robert Oppenheimer [1] have proposed an approxi-
mation aiming to simplify it.

3. The Born-Oppenheimer approximation

We consider that we can decouple the movement of electrons from that of
nuclei, by considering that their movement of nuclei is much slower than that of
electrons: we consider them as fixed in the study of the movement of the electrons
of the molecule. The inter-nuclear distances are then treated as parameters. It has an
immediate computational consequence, called an adiabatic hypothesis. It is in fact
the same approximation and since the Oppenheimer approximation is still used in
quantum chemistry, during chemical reactions or molecular vibrations, we can
consider according to the classical Born-Oppenheimer approximation that the dis-
tribution of electrons (adapts) almost instantaneously, when from the relative
motions of nuclei to the resulting Hamiltonian variation. This is due to the lower
inertia of the electrons M ¼ 1800me then the electron wave function can therefore
be calculated when we consider that the nuclei are immobile, from where

Tn ¼ 0;Vn�n ¼ constant, (3)

and so the Hamiltonian becomes

H ¼ Te þ Ve�e þ Ve�n þ Vn�n: (4)

H ¼ Hele þ Vn�n, (5)

with Hele: electronic Hamiltonian which is equal to:

Hele ¼ Te þ Ve�e þ Ve�n: (6)
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Therefore the Born Oppenheimer approximation gives us:

H ¼ Te þ Ve�e þ Ve�n: (7)

We use another notation to simplify the calculations

H ¼ T þ Vext þ U: (8)

T ¼ Te;U ¼ Ve�e ¼ VH;Vext ¼ Ve�n: (9)

The Born-Oppenheimer approximation results in the Eq. (7) which keeps a very
complex form: it always involves a wave function with several electrons. This
approximation significantly reduces the degree of complexity but also the new wave
function of the system depends on N bodies while other additional approximations
are required to be able to effectively solve this equation. The remainder of this
chapter will deal with approximations allowing to arrive at a solution of this equa-
tion within the framework of the density functional theory (DFT) and the random
phase approximation (RPA).

4. Density Functional theory (DFT)

Density Functional Theory is one of the most widely used methods for calculat-
ing the electronic structure of matter in both condensed matter physics and quan-
tum chemistry. The DFT has become, over the last decades, a theoretical tool which
has taken a very important place among the methods used for the description and
the analysis of the physical and chemical properties for the complex systems,
particularly for the systems containing a large number electrons. DFT is a
reformulation of the N-body quantum problem and as the name suggests, it is a
theory that only uses electron density as the fundamental function instead of the
wave function as is the case in the method by Hartree and Hartree-Fock. The
principle within the framework of the DFT is to replace the function of the
multielectronic wave with the electronic density as a base quantity for the calcula-
tions. The formalism of the DFT is based on the two theorems of P. Hohenberg and
W. Kohn [2].

4.1 Hohenberg and Kohn theorems

Hohenberg-Kohn (HK) reformulated the Schrödinger equation no longer in
terms of wave functions but employing electron density, which can be defined for
an N-electron system by:

n ¼ 2N
ð
dr1

ð
dr2 …

ð
drn�1Ψ ∗ r1, r2, :… rn�1, rð ÞΨ r1, r2, :… rn�1, rð Þ, (10)

this equation depends only on the three position parameters r = (x, y, z),
position vector of a given point in space. This approach is based on two theorems
demonstrated by Hohenberg and Kohn.

Theorem 1: For any system of interacting particles in an external potential Vext r 
� �

, the potential

Vext r 
� �

is only determined, except for an additive constant, by the electron density n0 r 
� �

in its ground

state.
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The first HK Theorem can be demonstrated very simply by using reasoning by
the absurd. Suppose there can be two different external potentials V 1ð Þ

ext and V 2ð Þ
ext

associated with the ground state density n r 
� �

. These two potentials will lead to two

different Hamiltonians H 1ð Þ and H 2ð Þ whose wave functions ψ 1ð Þ and ψ 2ð Þ describing
the ground state are different. As described by the ground state of H 1ð Þ we can
therefore write that:

E 1ð Þ ¼ ψ 1ð ÞjH 1ð Þjψ 1ð Þ
D E

< ψ 2ð ÞjH 1ð Þjψ 2ð Þ
D E

: (11)

This strict inequality is valid if the ground state is not degenerate which is
supposed in the case of the approach of HK. The last term of the preceding expres-
sion can be written:

ψ 2ð ÞjH 1ð Þjψ 2ð Þ
D E

¼ ψ 2ð ÞjH 2ð Þjψ 2ð Þ
D E

þ ψ 2ð ÞjH 1ð Þ �H 2ð Þjψ 2ð Þ
D E

, (12)

ψ 2ð ÞjH 1ð Þjψ 2ð Þ
D E

¼ E 2ð Þ þ
ð
V 1ð Þ

ext r 
� �

� V 2ð Þ
ext r 
� �h i

n0 r 
� �

d3r, (13)

E 1ð Þ <E 2ð Þ þ
ð
V 1ð Þ

ext r 
� �

� V 2ð Þ
ext r 
� �h i

n0d
3r: (14)

It will also the same reasoning can be achieved by considering E 2ð Þ instead of E 1ð Þ.
We then obtain the same equation as before, the symbols 1ð Þ and 2ð Þ being inverted:

E 2ð Þ ¼ ψ 2ð ÞjH 2ð Þjψ 2ð Þ
D E

< ψ 1ð ÞjH 2ð Þjψ 1ð Þ
D E

, (15)

ψ 1ð ÞjH 2ð Þjψ 1ð Þ
D E

¼ ψ 1ð ÞjH 1ð Þjψ 1ð Þ
D E

þ ψ 1ð ÞjH 2ð Þ �H 1ð Þjψ 1ð Þ
D E

, (16)

ψ 1ð ÞjH 2ð Þjψ 1ð Þ
D E

¼ E 1ð Þ þ
ð

V 2ð Þ
ext r 
� �

� V 1ð Þ
ext r 
� �h i

n0 r 
� �

d3r: (17)

E 2ð Þ <E 1ð Þ þ
ð
V 2ð Þ

ext � V 1ð Þ
ext

h i
n0d

3r, (18)

we obtain the following contradictory equality:

E 1ð Þ þ E 2ð Þ <E 1ð Þ þ E 2ð Þ: (19)

The initial hypothesis is therefore false; there cannot exist two external
potentials differing by more than one constant leading at the same density of a
non-degenerate ground state. This completes the demonstration.
) the external potential of the ground state is a density functional.

Since the fundamental energy of the system is uniquely determined by its
density, then energy can be written as a density functional. By following reasoning

Theorem 2: The previous theorem only exposes the possibility of studying the system via density. It
only allows knowledge of the density associated with the studied system. The Hohenberg-Kohn variational
principle partially answers this problem:

a universal functional for the energy E n½ � can be defined in terms of the density. The exact ground state
is the overall minimum value of this functional.

40

Density Functional Theory - Recent Advances, New Perspectives and Applications



similar to that of the first part we show that the minimum of the functional
corresponds to the energy of the ground state, indeed, the total energy can be
written:

EHK n½ � ¼
ð
n r 
� �

Vext r 
� �

d3rþ FHK n½ �, (20)

F n½ � is a universal functional of n(r):

FHK n½ � ¼ T n½ � þU n½ �: (21)

And the number of particles:

N ¼
ð
n r 
� �

dr: (22)

Thus, we see that by minimizing the energy of the system with respect to the
density we will obtain the energy and the density of the ground state. Despite all the
efforts made to evaluate this functional E[n], it is important to note that no exact
functional is yet known.

4.2 Ansatz of Kohn-Sham

Since the kinetic energy of a gas of interacting electrons being unknown, in this
sense, Walter Kohn and Lu Sham [3] (KS) proposed in 1965 an ansatz which
consists in replacing the system of electrons in interaction, impossible to solve
analytically, by a problem of independent electrons evolving in an external
potential. In the case of a system without interaction, the functional E[n] is reduced
to kinetic energy and the interest of the reformulation introduced by Kohn and
Sham is that we can now define a monoelectronic Hamiltonian and write the
equations monoelectronic Kohn-Sham. According to KS the energy is written in the
following form:

EHK n½ � ¼ Ts n½ � þ
ð
Vext rð Þn rð Þd3rþ Ehartree n½ � þ Exc n½ �, (23)

with the functional:

FHK n½ � ¼ EHK n½ � �
ð
Vext r 

� �
n r 
� �

d3r: (24)

FHK n½ � ¼ Ts n½ � þ Ec n½ � þ Ehartree n½ � þ Ex n½ � ¼ Ts n½ � þ Ehartree n½ � þ Exc n½ �: (25)

Ts n½ � : representing the kinetic energy of a fictitious gas of non-interacting
electrons but of the same density is given by:

Ts n½ � ¼
X
i

ð
drΨ ∗

i r 
� ��∇2

2
Ψi r 
� �

: (26)

Ehartree n½ � ¼ e2

8πε0

ð ð n r 
� �

n r0
 � �

∣ r � r0
 
∣

d3rd3r0: (27)
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Ts n½ � : the kinetic energy without interaction.
Exc n½ � : the exchange-correlation energy.
Ehartree n½ � : the electron–electron potential energy.

Exc n½ � ¼ EHK n½ � �
ð
Vext r 

� �
n r 
� �

d3r� Ts n½ � � Ehartree n½ �: (28)

Exc n½ � ¼ F n½ � � Ts n½ � � Ehartree n½ �: (29)

Based on the second Hohenberg-Kohn theorem, which shows that the electron
density of the ground state corresponds to the minimum of the total energy and on
the condition of conservation of the number of particles

δN n r 
� �h i

¼
ð
δn r 
� �

dr ¼ 0, (30)

So we have:

δ EHK n½ � � μ

ð
n r 
� �

d3r�N
� �� �

¼ 0: (31)

δEHK n½ �
δn r 
� � ¼ μ, (32)

δTs n½ �
δn r 
� �þ veff r 

� �
¼ μ, (33)

veff r 
� �

¼ Vext r 
� �

þ e2

8πε0

ð n r0
 � �

∣ r � r0
 
∣
d3r0 þ δExc n½ �

δn r 
� � , (34)

therefore, the kinetic energy without interaction Ts n½ � is determined by:

δTs n½ �
δn r 
� � ¼ 3π2n

� �5
3
ℏ2

2m
¼ ℏ2

2m
k2F: (35)

Finally, the mono-electronic Hamiltonian of Kohn-sham in atomic unit is put in
the form:

H ¼ �∇
2

2
þ veff : (36)

The Hamiltonian is iteratively computed, the self-consistency of a loop is
reached when the variation of the calculated quantity is lower than the fixed con-
vergence criterion. The wave functions are calculated by a conjugate gradient
method (or equivalent). The density is built from the wave functions, convergence
is reached when the density is sufficiently close to the density of the previous step.
When seeking to optimize the atomic structure of the system, an additional loop is
added. With each iteration of this loop, the atomic positions are changed. It is said
that the system is minimized when the forces are lower than the convergence
criterion on the amplitude of the forces.
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4.3 Expression of the exchange and correlation term

As described above, DFT is at the stage of Kohn-Sham equations, a perfectly
correct theory insofar as the electron density which minimizes the total energy is
exactly the density of the system of N interacting electrons. However, DFT remains
inapplicable because the exchange-correlation potential remains unknown. It is
therefore necessary to approximate this exchange-correlation potential. Two types
of approximations exist the local density approximation or LDA and the generalized
gradient approximation or GGA as well as the derived methods which are based on
a non-local approach.

4.3.1 Local density approximation (LDA)

In only one model case, that of the uniform gas of electrons (corresponding quite
well to the electrons of the conduction band of a metal), we know the exact
expressions or with an excellent approximation of the terms of exchange and
correlation respectively. In this LDA (Local Density Approximation), the electron
density is assumed to be locally uniform and the exchange-correlation functional is
of the form:

ELDA
xc ¼

ð
n r 
� �

εhomo
xc n r 

� �� �
dr: (37)

εhomo
xc n r 

� �� �
¼ εx n½ � þ εc n½ �: (38)

The function of εhomo
xc n r 

� �� �
is determined from a quantum computation

parameterization for a constant electron density n r 
� �

¼ n;
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εhomo
xc n r 

� �� �
¼ 3

4
3n rð Þ
π

� �1
3

: (39)

Ceperley-Alder [4] numerically determined the contribution of the correlations.
The search for analytical functions that come as close as possible to these results
leads to the development of various functionalities with varying degrees of success.
In general, the LDA approximation gives good results in describing the structural
properties, i.e. it allows to determine the energy variations with the crystalline
structure although it overestimates the cohesion energy, also concerning the mesh
parameter for the majority of solids and good values of elastic constants like the
isotropic modulus of compressibility. But this model remains insufficient in in-
homogeneous systems.

4.3.2 Generalized gradient approximation (GGA)

To overcome the shortcomings of the LDA method, the generalized gradient
approximation considers exchange-correlation functions depending not only on the
density at each point, but also on its gradient [5], of the general form.

EGGA
xc nα, nβ

� � ¼
ð
n r 
� �

εxc nα, nβ,∇nα rð Þ∇nβ r ð Þ
h i

dr, (40)

α and β are spins, in this case again, a large number of expressions have been
proposed for this factor εxc leading to so many functionals. In general, the GGA
improves compared to the LDA a certain number of properties such as the total
energy or the energy of cohesion, but does not lead to a precise description of all the
properties of a semiconductor material namely its electronic properties.

4.3.3 Functional hybrid HSE

The functions of DFT have been proved to be quite useful in explaining a wide
range of molecular characteristics. The long-term nature of the exchange interac-
tion, and the resulting huge processing needs, are a key disadvantage for periodic
systems. This is especially true for metallic systems that necessitate BZ sampling. A
new hybrid functionality, recently proposed by Heyd et al. [6], addresses this
problem by separating the description of the exchange and the interaction into a
short and long part. The expression of the exchange-correlation energy in HSE03 is
given by:

EHSE03
xc ¼ 1

4
Esr,μ
x þ

3
4
EPBE,sr,μ
x þ EPBE,lr,μ

x þ EPBE
c : (41)

As can be seen from the Eq. (41) only the exchange component of the electron–
electron interaction is split into a short and long (lr) range (sr) part. The full
electron correlation is represented by the standard correlation portion of the density
of the GGA functional. Note that the term hybrid refers to the combined use of the
exact exchange energy of the Hartree-Fock model and the exchange-correlation
energy at the DFT level. The construction of hybrid functionals has been a good
advancement in the field of exchange-correlation energy processing by allowing an
explicit incorporation of the nonlocal character through the use of the exact term of
exchange energy.
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5. Random phase approximation

Despite the DFT is relevance in determining the exchange-correlation energy, it
is still insufficient to characterize elastic characteristics. To rectify this amount, we
must go beyond DFT. This is due to the random phase approximation as a method
for calculating the electronic correlation energy accurately. RPA appears in the
1950s’ [7–10] as a method of solving the N-body problem and arises from the desire
to describe better (i.e. better than in a mean-field approximation) the physics of
uniform electron gas, where the correlation between the positions of long-range
electrons is important. In fact, collective oscillations (called plasma oscillations) are
observed in an electron gas, which is the direct consequence of the long-range
correlation between the electrons. Bohm and Pines, who introduced RPA, propose to
place these collective oscillations at the center of solving the N-body problem,
hoping that a good description of one will provide a good understanding of the other.
RPA has been used with some success in the literature to describe systems containing
Van der Waals interactions and in particular involving [11] scattering forces, which
are known to be difficult to process. RPA introduced within the framework of DFT
via the fluctuation-dissipation theorem with adiabatic connection (ACFDT).

6 Adiabatic-connection fluctuation-dissipation theory

The adiabatic connection fluctuation-dissipation (AC-FDT) [12] technique will
be explained in order to discover the exact exchange-correlation energy in RPA. It
will serve as the starting point for introducing the random phase approximation
because it provides a general formulation for the exact correlation energy.

6.1 Adiabatic-connection (AC)

The adiabatic connection (AC) is a way to express the exact exchange-
correlation energy function. The central idea in this approach is to build an inter-
polation Hamiltonian, which connects a Hamiltonian of an independent particle
(reference Hamiltonian) Ĥ0 ¼ Ĥ λ ¼ 0ð Þ and the physical Hamiltonians (multi-
body Hamiltonian) Ĥ ¼ Ĥ λ ¼ 1ð Þ, with λ being a connection parameter. The AC
technique can be used to derive the total energy of the ground state of a Hamilto-
nian of multiple interacting bodies, in which a continuous set of Hamiltonians
dependent on the coupling force (λ) is introduced by:

Ĥ λð Þ ¼ Ĥ0 þ λĤ1 λð Þ ¼ T̂ þ Vne þ V̂ λð Þ þ λWee

¼
XN
i¼1

�1
2

∇2
i þ vext ið Þλ

� �
þ
XN
i> j¼1

λ

∣ri � r j∣
: (42)

With N being the number of electrons, vextλ is an external potential with
vextλ¼1 rð Þ ¼ vext rð Þ, being the external physical potential of the fully interactive sys-
tem. Additionally, vextλ can be spatially non-local for λ 6¼ 1. Following that, the
reference Hamiltonian, or the Hamiltonian for an independent particle specified by
the Eq. (42) for λ ¼ 0, is of the mean field type, or is known in English as (Mean-
field (MF)), i.e., a simple synthesis on a single-particle Hamiltonian:

Ĥ0 ¼
XN
i¼1

�1
2

∇2
i þ vextλ¼0 rið Þ

� �
¼
XN
i¼1

�1
2

∇2
i þ vext rið Þ þ vMF rið Þ

� �
: (43)
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With vMF is an average field potential resulting from the electron–electron
interaction. It can be the Hartree-Fock (HF) potential (vHF) or the Hartree-plus
correlation-exchange potential (vHxc) in the DFT. According to the two Eqs. (42)
and (43), the perturbative Hamiltonian becomes:

Ĥ1 λð Þ ¼
XN
i> j¼1

1
∣ri � r j∣

þ 1
λ

XN
i¼1

vextλ rið Þ � vextλ¼0 rið Þ
� �

¼
XN
i> j¼1

1
∣ri � r j∣

þ 1
λ

XN
i¼1

vextλ rið Þ � vext rið Þ � vMF rið Þ
� �

: (44)

In the construction of the total energy, the ground state wave function ∣Ψλi is
introduced for the system λ, such that

H λð Þ∣Ψλi ¼ E λð Þ∣Ψλi: (45)

Adopt the normalization condition, ΨλjΨλh i ¼ 1, the total interacting
energy of the ground state can then be obtained using the theorem of
Hellmann-Feynman [13]

E λ ¼ 1ð Þ ¼ E0 þ
ð1
0
dλ� Ψλj Ĥ1 λð Þ þ λ

dĤ1 λð Þ
dλ

 !
jΨλ

* +
, (46)

The energy of order zero is E0. It should be noted that the adiabatic connecting
path chosen in Eq. (46) is not unique. In DFT, the path is chosen so that the electron
density remains constant throughout the journey. This suggests a λ -dependency
that Ĥ1 λð Þ is not aware of.

6.2 The random phase approximation in the framework of adiabatic-
connection fluctuation-dissipation theory

We will quickly discuss the concept of RPA in the context of DFT, which has
served as the foundation for current RPA computations. The total ground state
energy for an interacting N electron system is a (implicit) function of the electron
density n(r) in the Kohn-Sham approximation (KS-DFT) and can be divided into
four terms:

E n rð Þ½ � ¼ Ts ψ rð Þ½ � þ Eext n rð Þ½ � þ EH n rð Þ½ � þ Exc ψ i rð Þ½ �: (47)

In the KS framework, the electron density is obtained from the single particle
ψ i rð Þ orbitals via n rð Þ ¼Pocc

i ψ i rð Þj j2. Among the four terms of the Eq. (47) only
Eext n rð Þ½ � and EH n rð Þ½ � are explicit functions of n(r). Ts is treated exactly in KS-DFT
in terms of single particle ψ i rð Þ orbitals which are themselves functional of n(r). The
unknown correlation-exchange (XC) energy term, which is approximated as an
explicit functionality of n(r) (and its local gradients) in conventional functional
functions (LDA and GGA) and as a function of ψ i rð Þ in more advanced functions,
contains the complete complexity of many bodies (hybrid density functions, RPA,
etc.). In DFT, several existing approximations of Exc can be categorized using a
hierarchical approach called Jacob’s scale [14]. But what if we wish to improve the
accuracy of Exc in a larger number of systems? To that purpose, starting with the
technically accurate manner of generating Exc using the AC technique mentioned
above is instructive. As previously stated, the AC path is used in KS-DFT in order to
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maintain the correct electron density. Reducing the Eq. (46) for the total energy of
the exact ground state E = E (λ = 1) to:

E ¼ E0 þ
ð1
0
dλ Ψλj12

XN

i6¼j¼1

1
∣ri � r j∣

jΨλ

* +
þ
ð1
0
dλ Ψλj

XN
i¼1

d
dλ

vextλ rið ÞjΨλ

* +

¼ E0 þ 1
2

ð1
0
dλ
ð ð

drdr0 � Ψλjn̂ rð Þ n̂ r0ð Þ � δ r� r0ð Þ
∣r� r0∣

� �
jΨλi þ

ð
drn rð Þ vextλ rð Þ � vextλ¼0 rð Þ� �

:

�

(48)

n̂ rð Þ ¼
XN
i¼1

δ r� rið Þ, (49)

n̂ rð Þ is the electron density operator and n rð Þ ¼ Ψλjn̂ rð ÞjΨλh i, for any 0⩽λ⩽1. For
the reference state ∣Ψ0i of KS (given by the slater determinant of orbitals Ψi rð Þ
occupied by a single particle, we get

E0 ¼ Ψ0j
XN
i¼1
� 1
2
∇2 þ vextλ¼0 rið Þ

� �
jΨ0

* +
¼ Ts Ψi rð Þ½ � þ

ð
drn rð Þvextλ¼0 rð Þ: (50)

E ¼ Ts Ψi rð Þ½ � þ
ð
drn rð Þvextλ¼1 þ

1
2

ð1
0
dλ
ð ð

drdr0hΨλ∣
n̂ rð Þ n̂ r0ð Þ � δ r� r0ð Þ½ �

∣r� r0∣
∣Ψλ: (51)

From the Eqs. (47) and (51), we obtained:

EH n rð Þ½ � ¼ 1
2

ð
drdr0

n rð Þn r0ð Þ
∣r� r0∣

: (52)

Eext n rð Þ½ � ¼
ð
drn rð Þvextλ¼1 rð Þ: (53)

We get the formally exact correlation-exchange energy expression XC;

Exc ¼ 1
2

ð
dλ
ð ð

drdr0
nλxc r, r

0ð Þn rð Þ
∣r� r0∣

, (54)

with nλxc r, r
0ð Þ is defined by

nλxc r, r
0ð Þ ¼ Ψλjδn̂ rð Þδn̂ r0ð ÞjΨλh i

n rð Þ � δ r� r0ð Þ: (55)

The mathematical expression for the so-called XC-hole is 55, with δn̂ ¼
n̂ rð Þ � n rð Þ denoting the fluctuation of the density operator n̂ rð Þ around its expecta-
tion value n(r). The hole (XC) is also related to the density-density correlation
function, as shown by the Eq. (55). It illustrates how the presence of an electron at
point r reduces the density of all other electrons at point r0 in physical terms. The
temperature fluctuation-dissipation (FDT) theorem is used to relate the density-
density correlations (fluctuations) in the Eq. (55) to the response (dissipation)
features of the system in the second step. In statistical physics, FDT is a powerful
approach. It shows that the reaction of a system in thermodynamic equilibrium to a
tiny external disturbance is the same as the response to spontaneous internal fluc-
tuations in the absence of disturbance [15]. FDT is applicable to both thermal and
quantum mechanical fluctuations and shows itself in a variety of physical
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phenomena. A good example of the latter is the dielectric formulation of the many-
body problem by Nozières and Pines [16]. The FDT at zero temperature performed
at [16] is relevant in this situation.

Ψλjδn̂ rð Þδn̂ r0ð ÞjΨλh i ¼ � 1
π

ð∞
0
dωImχλ r, r0,ωð Þ, (56)

with χλ r, r0,ωð Þ, is the linear density-response function of the system. Using the
Eqs. (54) and (55) and v r, r0ð Þ ¼ 1

∣rr0∣, we arrive at the renamed ACFD expression for
XC energy in DFT

Exc ¼ 1
2

ð1
0
dλ
ð ð

drdr0v r, r0ð Þ � � 1
π

ð∞
0
dωImχλ r, r0,ωð Þ � δ r� r0ð Þn rð Þ

� �
¼ 1

2π

ð1
0
dλ
ð ð

drdr0

�v r, r0ð Þ � � 1
π

ð∞
0
dωλ r, r0, iωð Þ � δ r� r0ð Þn rð Þ

� �
:

(57)

The analytical structure of χλ r, r0,ωð Þ and the fact that it becomes real on the
imaginary axis are the reasons why the above frequency integration can be
conducted along the imaginary axis. The problem of computing the energy XC on
one of the response functions of a succession of fictional systems along the path AC
is transformed by the expression ACFD in the Eq. (57), which must also be tackled
in practice. RPA is a particularly basic approximation of the response function in
this context:

χλRPA r, r0, iωð Þ ¼ χ0 r, r0, iωð Þ þ
ð
dr1dr2χ0 r, r1, iωð Þ � λv r1 � r2ð ÞχλRPA r2, r0,ωð Þ,

(58)

χ0 r, r1, iωð Þ, is the response function of independent particles of KS of the
reference system λ ¼ 0 and is known explicitly in terms of orbitals ψ i rð Þ single
particle (KS), orbital energies εi and occupancy factors f i:

χ0 r, r0, iωð Þ ¼
X
ij

f i � f j

� �
ψ ∗
i rð Þψ j rð Þψ ∗

j r0ð Þψ i r0ð Þ
εi � ε j � iω

: (59)

From the Eqs. (57) and (58), the energy XC in RPA can be split into an
exchange-exact (EX) and the correlation term RPA:

ERPA
xc ¼ EEX

x þ Ec
RPA: (60)

EEX
x ¼ �

X
ij

f i f j

ð ð
drdr0ψ ∗

i rð Þψ j rð Þv r, r0ð Þψ ∗
j r0ð Þψ i r

0ð Þ: (61)

ERPA
c ¼ 1

2π

ð∞
0
dωTr ln 1� χ0 iωð Þv� �þ χ0 iωð Þv� �

: (62)

7. Approximation of pseudo-potentials

The goal is to study the ground state of a system made up of nuclei, core
electrons and valence electrons. The heart electrons are often closely linked to
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nuclei, they are considered (frozen). This approximation makes it possible to
develop the valence wave functions on a reduced number of plane waves having a
kinetic energy lower than the energy of the cut-off (E cut Ecut ⩾ ℏ2

2m K þGj j2), which
allows correct treatment of the problem depends on the pseudo-potential used and
the system studied. It consists in replacing the ionic potential Vel,nu by a
pseudopotential Vps (see Figure 1) which acts on a set of wave pseudo-functions
instead and places true wave functions and having the same eigenstates in the
atomic Schrdinger equation. This idea has been developing since the end of the
1950s. This potential is constructed so as to reproduce the scattering properties for
the true valence wave functions, while ensuring that the pseudo-wave function does
not have a node in the core region defined by a cutoff radius rc which is optimized
for each orbital. Beyond the core region, the pseudopotential is reduced to the ionic
potential so that the pseudo-wave function is equal to the true wave function. The
use of a pseudo-potential reduces on the one hand the number of electrons consid-
ered in the problem by taking into account only the valence electrons and on the
other hand makes it possible to restrict the base of plane waves for the electrons of
valence by eliminating most of the oscillations of the wave functions in the heart
region.

8. Projection-augmented plane wave method (PAW)

We are always looking for the precision of the computation and thus to mini-
mize the reasonable computation time as much as possible, we advise to use the
least hard potentials possible, that is to say requiring the fewest plane waves to
ensure convergence. The method of plane waves augmented by projection (PAW)
(Projector Augmented Waves) [17] best meets this requirement, which explains
their use in this thesis. The projection augmented plane wave method is an approach
developed by P. Blochl, which models heart states from wave functions for an
isolated atom; it assumes that these states are not modified when the atom is placed

Figure 1.
Schematic illustration of all-electron potential (solid lines) and pseudo-potential (broken lines) and their
corresponding wave functions.
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in a compound (approximation of frozen hearts). The PAW approach consists of
using two kinds of basic functions: one uses partial atomic wave functions inside
cores and the other uses a set of functions. Wave planes in the interstitial region.
There is then a separation of space into two parts. The cause of this separation is the
behavior of the effective potential seen by the valence shell electrons: in the inter-
stitial zone, the total electron density is low. The wave functions oscillate rapidly
which makes it possible to give strong variations in the amplitude of the total
electron density. Because of these variations, the Fourier decomposition of the
potential created by this charge distribution has components large wave vectors,
which disadvantages the treatment in plane waves. We are therefore led to write in
a different way the wave functions of the valence electrons in these two regions of
space:

• In the interstitial region, plane waves are used.

• Inside the hearts, a partial wave decomposition solutions of the Schrödinger
equation for the isolated atom which are much better adapted to the potential
which prevails there.

9. Application

In spite of the significance of diamond and silicon, there’s still a need for solid
hypothetical and exploratory information on the elastic constants of these materials,
in specific on the versatile constants of the third-order. This lack of experimental
data limits the capacity of researchers to create modern materials with a focus on
mechanical reactions. Besides, this lack triggered interest in other theoretical calcu-
lations. M. Barhoumi et al. [18] have proposed to calculate the elastic properties
with different approximations of DFT and beyond with ACFDT in RPA, since the
RPA has significant advantages, especially for those interested in functional density
theory. It correctly describes the dispersion and van der Waals interactions. In this
direction, they have found that the results obtained with RPA are in good agree-
ment with the previous published [19–33]. Also, it should be noted that from the
calculated elastic constants, other structural properties such as elastic modulus,
shear modulus, Young’s modulus and Poisson’s ratio can be derived.

10. Conclusion

In this chapter, we have introduced the general method of calculating the
ground state energy of a crystalline solid by application of DFT. We have just
described how it is possible to determine the energy of the ground state of a solid by
studying a fictitious system of independent particles giving rise to the same density
as the real electronic system. On the other hand, we have highlighted the approxi-
mations necessary to be able to apply this theory. Despite the importance of the
DFT to find the exchange-correlation energy, but this quantity remains inaccurate
to describe the elastic properties. So we have to go beyond DFT with RPA to correct
this handicap. In this direction, we have shown that RPA is a good description of
electronic correlation energy.
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Chapter 4

Boltzmann Populations of the
Fluxional Be6B11

� and Chiral
Be4B8 Clusters at Finite
Temperatures Computed by DFT
and Statistical Thermodynamics
Carlos Emilano Buelna-Garcia, Cesar Castillo-Quevedo,
Edgar Paredes-Sotelo, Gerardo Martinez-Guajardo
and Jose Luis Cabellos

Abstract

Total energy computations using density functional theory are typically carried
out at a zero temperature; thus, entropic and thermic contributions to the total
energy are neglected, even though functional materials work at finite temperatures.
This book chapter investigates the Boltzmann populations of the fluxional Be6B11

�

and chiral Be4B8 isomers at finite temperature estimated within the framework of
density functional theory, CCSD(T), and statistical thermodynamics. A couple of
steps are taken into account to compute the Boltzmann populations. First, to iden-
tify a list of all possible low-energy chiral and achiral structures, an exhaustive and
efficient exploration of the potential/free energy surfaces is carried out using a
multi-level and multi-step global hybrid genetic algorithm search coupled with
Gaussian code. Second, the thermal or so-called Boltzmann populations were com-
puted in the framework of statistical thermodynamics for temperatures ranging
from 20 to 1500 K at DFT and CCSD(T) theoretical levels. The results show the
effects of temperature on the distribution of isomers define the putative global
minimum at finite temperature due to the minimization of the Gibbs free energy
and maximization of entropy. Additionally, we found that the fluxional Be6B11

�

cluster is strongly dominant at hot temperatures, whereas the chiral Be4B8 cluster is
dominant at room temperature. The methodology and results show the thermal
effects in the relative population hence molecular properties.

Keywords: Global minimum, infrared spectrum, DFT, boron cluster, fluxional,
density functional theory, temperature, Boltzmann, Gibbs free energy, entropy,
CCSDT, statistical thermodynamics

1. Introduction

Boron is the smallest and lightest semi-metal atom [1, 2] and a neighbor of carbon
in the periodic table. Moreover, it has high ionization energy of 344.2 kJ/mol [3], and
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an affinity for oxygen atoms, which is the basis of borates [3, 4]. In recent years, the
pure boron clusters, the metal, and non-metal doped boron clusters, have attracted
considerable attention [1, 5–13] due to their unpredictable chemistry [14, 15] and
high potential to form novel structures [16]. The potential of boron atoms to form
stable molecular networks [17] lies in the fact that they have three valence electrons
and four available orbitals, which implies they are electron-deficient. Boron electron
deficiency gives origin to a vast number of allotropic forms and uncommon geome-
tries [6, 16] such as nanotubes [13, 18], borospherenes [19], borophene [16], cages
[13, 20], planar [21], quasi planar [22], rings [23, 24], chiral [22, 25–28], boron-based
helix clusters [25, 29], and fluxional boron clusters [10, 29–32] that have recently
attracted the interest of experimental and theoretical researchers. Aromaticity,
antiaromaticity, and conflicting aromaticity dominate the chemical bonding in
boron-based clusters [25, 33–35]. The two most-used indices for quantifying aroma-
ticity are the harmonic oscillator model of aromaticity, based on the geometric struc-
ture, and the nucleus-independent chemical shift, based on the magnetic response.
Aromaticity is not observable, cannot be directly measured [36], and correlates with
electronic delocalization [37]. The fluxionality in boron and boron-doped-based
molecular systems is highly relevant in terms of its catalytic activity [38] and is due to
electronic delocalization [25]. Moreover, in boron-based nanoscale rotors, electronic
localization o delocalization contributes significantly to stability, magnetic properties,
and chemical reactivity [36], and it is a function of the atomic structure, size, bond-
ing, charge, and temperature [39]. So far, doping a boron cluster with non-metals
[40] dramatically affects its structure, stability, and reactivity, like shut-down the
fluxionality of the boron-doped anion B19. In contrast, doping a boron cluster with
metals [7, 9, 24, 41–43] like beryllium-doped boron clusters, exhibit remarkable
properties such as fluxionality [16, 29, 32, 44–46], aromaticity [29, 47], and charac-
teristics similar to borophene [1]. Furthermore, previous theoretical studies showed
that the boron fullerenes B60 and B80 can be stabilized by surrounding the boron
clusters with beryllium atoms [48, 49], which effectively compensates for boron
electronic deficiency [49]. These effects make beryllium-doped boron clusters inter-
esting, joined with the fact, nowadays, dynamic structural fluxionality in boron
nanoclusters is a topic of interest in nanotechnology [19, 50]. Particularly attractive
are the chiral helices Be6B11

�, reported by Guo [29], and Buelna-Garcia et al. [39] as
one of the low-lying and fluxional isomers. Later, a chemical bonding and mechanism
of formation study of the beryllium-doped boron chiral cluster Be6B10

�2 and coaxial
triple-layered anionic Be6B11 sandwich structures were reported [25, 46]. In these
structures, the chirality arises due to the formation of a boron helix. Particularly, the
chirality of nanoclusters has attracted attention due to their chiroptical properties,
potential application in efficient chiral discrimination [51, 52], nonlinear optics [53]
and chiral materials with interesting properties [22, 54], and of course, not to men-
tion that chiral structures play a decisive role in biological activity [55]. Previous
theoretical studies joint with experimental photoelectron spectroscopy reported the
first pure boron chiral B30 structure as the putative global minimum [22] at T = 0. In
these pair of planar enantiomers, the chirality arises due to the hexagonal hole and its
position. In the past years, the lowest energy structures of the B39 borospherene were
reported as chiral due to their hexagonal and pentagonal holes [26]. Similarly, the B44

cluster was reported as a chiral structure due to its nonagonal holes [28]. That is, in
these clusters, holes in the structure cause chirality. So far, the chirality depends on
the geometry; In contrast, fluxionality strongly depends on temperature. A boron
molecular Wankel motor [56–58] and sub nanoscale tank treads have been reported
[59, 60]; however, the temperature have not been considered. Nevertheless, most
theoretical density functional studies assume that the temperature is zero and neglect
temperature-dependent and entropic contributions; consequently, their finite
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temperature properties remain unexplored [61, 62]. Experimental studies are carried
out in non-zero temperatures, then it is necessary to understand the effect of the
temperature on the cluster properties and the lowest energy structure’s determination
[61–63]. Herein, we investigate the effect of temperature-entropy term on the
Boltzmann population, which needs the elucidation of the putative global minimum
and its low-energy isomers [39, 64–68]. The properties observed in a molecule are
statistical averages over the ensemble of geometrical conformations that are ruled by
the Boltzmann distributions of isomers. So we need an efficiently sampling of the free
energy surface to know the distribution of isomers at different temperatures [39, 68–
71]. A considerable change in the isomer distribution and the energetic separation
among them is the first notable effect of temperature [39]. Useful materials work at
finite temperatures; in that conditions, Gibbs free energy is minimized whereas, the
entropy of the atomic cluster is maximized [39, 72]. and determines the putative
global minimum at a finite temperature [39]. Although in the mid 1960’s, Mermin
et al. [73] studied the thermal properties of the inhomogeneous electron gas, most
DFT calculations are typically performed at zero temperature. Recently, over again,
DFT was extended to finite temperature [74–76], but nowadays, as far as we know, it
is not implemented in any public software and practical calculations are not possible.
Taking temperature into account requires dealing with small systems’ thermody-
namics; The Gibbs free energy of classical thermodynamics also applies for small
systems, known as thermodynamics of small systems [77–79]. The thermodynamics
of clusters have been studied by various theoretical and simulation tools [61, 68,
77, 80–86] like molecular-dynamics simulations. Previous reports investigated the
behavior of Al12C cluster at finite temperature employing Car-Pirinello molecular
dynamics [61], and dynamical behavior of Borospherene in the framework of Born-
Oppenheimer Molecular Dynamics [5, 10]. Under the harmonic superposition
approximation, the temperature-entropy term can be computed with the vibrational
frequencies on hand. The entropy and thermal effects have been considered for gold,
copper, water, and sodium clusters [71, 87–95]. Franco-Perez et al. [96] reported the
thermal corrections to the chemical reactivity at finite temperature, their piece of
work validates the usage of reactivity indexes calculated at zero temperature to infer
chemical behavior at room temperature. Gazquez et al. [97] presented a unified view
of the temperature-dependent approach to the DFT of chemical reactivity. Recently,
the effect of temperature was considered by Castillo-Quevedo et al. reported the
reaction rate and the lowest energy structure of copper Cu13 clusters at finite tem-
perature [98, 99]. Dzib et al. reported Eyringpy; A Python code able to compute the
rate constants for reactions in the gas phase and in solution [100], Vargas-Caamal
et al. computed the temperature-dependent dipole moments for the HCl(H2O)n
clusters [101], Shkrebtii et al. computed the temperature-dependent linear optical
properties of the Si(100) surface [102], several authors take into account the tem-
perature in gold clusters [87–89], and thermochemical behavior study of the sorghum
molecule [103], and more recently, Buelna-Garcia et al. [104] employing density
functional theory and nanothermodynamics reported the lowest energy structure of
neutral chiral Be4B8 at a finite temperature. and reported that the fluxionality of the
anionic Be6B11 clusters depends strongly on temperature [39]. In this work, we
employed density functional theory, statistical thermodynamics, and CCSD(T) to
compute the Gibbs free energy and the Boltzmann population at absolute tempera-
ture T for each neutral chiral Be4B8 and anionic Be6B11 isomers. We think that this
provides useful information about which isomers will be dominant at hot tempera-
tures. No work has previously been attempted to investigate entropy-driven isomers
in the fluxional Be6B11

� and chiral Be4B8 cluster at CCSDT level of theory to the best
of our knowledge. The remainder of the manuscript is organized as follows: Section 2
gives the computational details and a brief overview of the theory and algorithms
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used. The results and discussion are presented in Section 3. We discuss the effect of
the symmetry in the energetic ordering and clarify the origin of the 0.41 kcal/mol
difference in energy between two structures with symmetries C2 and C1 appear when
we compute the Gibbs free energy. A comparison among the energies computed at a
single point CCSD(T) against the DFT levels of theory and the T1 diagnostic is
presented. Conclusions are given in Section 4.

2. Theoretical methods and computational details

2.1 Global minimum search

Despite advances in computing power, the minimum global search in molecular
and atomic clusters remains a complicated task due to several factors. The explora-
tion should be systematic and unbiased [68, 105]; a molecule’s degrees of freedom
increase with the number of atoms [68, 106–109]; a molecule composed of N
number of atoms possesses 3 N degrees of freedom (i.e., a linear molecule has three
degrees of translation, two of rotation, and [3 N-6] of vibrational modes); and, as a
consequence, the potential/free energy surface depends on a large number of vari-
ables. The number of local minima increases exponentially as a function of the
number of atoms in the molecule. Moreover, the total energy computation requires
a quantum mechanical methodology to produce a realistic value for energy. In
addition to that, there should be many initial structures. It is essential to sample a
large region of the configuration space to ensure that we are not missing structures,
making an incomplete sampling of the configurational space and introducing a
significant problem to calculating the thermodynamic properties [64]. A complete
sampling of the potential/free energy surface is impossible, but a systematic explo-
ration of the potential energy surface is extremely useful. Although searching for a
global minimum in molecular systems is challenging, the design and use of algo-
rithms dedicated to the search for global minima, such as simulated annealing,
[110–115] kick method [116, 117], genetic algorithms [118–120], Gradient Embed-
ded Genetic Algorithm [121–123] and basin hopping [124, 125], has been accom-
plished over the years. In the past few years, one of us designed and employed
genetic algorithms [12, 13, 29, 39, 98, 99, 104, 126, 127] and kick methodology
[101, 127–133] coupled with density functional theory to explore atomic and
molecular clusters’ potential energy surfaces. They have led us to solve the mini-
mum global search in a targeted way. In this chapter, our computational procedure
to elucidate the low-energy structures employs a recently developed nature-
inspired hybrid strategy that combines a Cuckoo search [134] and genetic algo-
rithms coupled to density functional theory that has been implemented in the
GALGOSON code v1.0. Nature-inspired metaheuristic algorithms have been
applied in almost all areas of science, engineering, and industry, work remarkably
efficiently, and have many advantages over deterministic methods [135].
GALGOSON systematically and efficiently explores potential/free energy
surfaces (PES/FES) of the atomic clusters to find the minimum energy structure.
The methodology consists of a three-step search strategy where, in the first and
second steps, we explore the PES, and in the third step, we explore the FES. First,
the code builds a generation of random initial structures with an initial population
of two hundred individuals per atom in the Be-B clusters using a kick methodology.
The process to make 1D, 2D, and 3D structures is similar to that used in previous
work [12] and are restricted by two conditions [12] that can be summarized as
follows: (a) All the atoms are confined inside a sphere with a radius determined by
adding all atoms’ covalent radii and multiplied by a factor established by the user,
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typically 0.9. (b) The bond length between any two atoms is the sum of their
covalent radii, modulated by a scale factor established by the user, typically close
to 1.0; this allows us to compress/expand the bond length. These conditions
avoid the high-energy local minima generated by poorly connected structures
(too compact/ loose). Then, structures are optimized at the PBE0/3-21G level of
theory employing Gaussian 09 code. As the second step, all energy structures lying
in the energy range of 20 kcal/mol were re-optimized at the PBE0-GD3/LANL2DZ
level of theory and joints with previously reported global minimum structures.
Those structures comprised the initial population for the genetic algorithm. The
optimization in this stage was at the PBE0-D3/LANL2DZ level of theory. The
criterion to stop the generation is if the lowest energy structure persists for 10
generations. In the third step, structures lying in 10 kcal/mol found in the previous
step comprised the initial population for the genetic algorithm that uses Gibbs free
energy extracted from the local optimizations at the PBE0-D3/def2-TZVP, taking
into account the zero-point energy (ZPE) corrections. The criterion to stop is
similar to that used in the previous stage. In the final step, the lowest energy
structures are evaluated at a single point energy at the CCSD(T)/def2-TZVP//
PBE0-D3/def2-TZVP level of theory. All the calculations were done employing the
Gaussian 09 code [136].

2.2 Thermochemistry properties

All the information about a quantum system is contained in the wave function;
similarly, the partition function provides all the information need to compute the
thermodynamic properties and it indicates the states accessible to the system at
temperature T. Previous theoretical studies used the partition function to compute
temperature-dependent entropic contributions [137] on [Fe(pmea)(NCS)2] com-
plex, infrared spectroscopy on anionic Be6B11 cluster [39], and rate constant [100].
In this work, the thermodynamic functions are calculated using the temperature-
dependent partition function Q shown in Eq. (1).

Q Tð Þ ¼
X
i

gi e
�ΔEi=kBT (1)

In Eq. (1), the gi is the degeneracy or multiplicity, using degeneracy numbers is
equivalent to take into account all degenerate states and the sum runs overall energy
levels, and kB is the Boltzmann constant, T is the temperature and ΔEi is the total
energy of a molecule [100, 138]. At high temperatures, all thermal states are acces-
sible due to the term �ΔEi=kBT tends to zero, and the partition tends to infinity. An
exact calculation of Q could be complicated due to the coupling of the internal
modes, a way to decouple the electronic and nuclei modes is through the use of
Born-Oppenheimer approximation. (BOA) This approach says that the electron
movement is faster than the nuclei and assumes that the molecular wave function is
the electronic and nuclear wavefunction product ψ ¼ ψ eψn. The vibrations change
the momentum of inertia as a consequence, affect the rotations; this fact tightly
couple the vibrational and rotational degrees of freedom; The separation of rota-
tional and vibrational modes is called the rigid rotor, harmonic oscillator (RRHO)
approximation, under this approximation, the molecule is treated rigidly, this is
generally good when vibrations are of small amplitude. Here the vibration will be
modeled in terms of harmonic oscillator and rotations in terms of the rigid rotor.
Within BOA and RRHO approximations, the partition function is factorized into
electronic, translational, vibrational, and rotational energies. Consequently, the
partition function, Q, can be given in Eq. (2) as a product of the corresponding
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contributions [100, 139], and under the rigid rotor, harmonic oscillator, Born-
Oppenheimer, ideal gas, and a particle-in-a-box approximations.

Q ¼ qtransqrotqvibqelec: (2)

Table 1 shows the contributions of electronic, translational, vibrational, and
rotational to the partition function.

We computed all partition functions at temperature T and a standard pressure of
1 atm. The equations are equivalent to those given in the Ref. [100], and any
standard text of thermodynamics [138, 139] and they apply for an ideal gas. The
implemented translational partition function in the Gaussian code [136] is the
partition function, q ¼ qtrans, given in Table 1. In this study, the q ¼ qtrans is
computed as a function of T and is used to calculate the translational entropy. In
addition to using vibrational modes to identify true lowest energy structures from
transition states, we also used them to compute the vibrational partition function.
In this study is considered vibrational modes, ν, under the harmonic oscillator
approximation, and total vibrational energy consists of the sum of the energies of
each vibrational mode. In computing the electronic partition, we considered that
the energy gap between the first and higher excited states is more considerable than
kBT, as a consequence electronic partition function, q ¼ qelect, is given by qelect ¼ ω0,
qrot, q

nl
rot, q ¼ qtrans are used to compute the entropy contributions given in Table 2.

The vibrational frequencies are calculated employing the Gaussian code, and all
the information needed to compute the total partition function is collected from the
output. The Gibbs free energy and the enthalpy are computed employing the
Eqs. (3) and (4).

H ¼ U þ nRT, (3)

G ¼ H � TS: (4)

2.3 Boltzmann population

The properties observed in a molecule are statistical averages over the ensemble
of geometrical conformations or isomers accessible to the cluster [140]. So, the
molecular properties are ruled by the Boltzmann distributions of isomers that can
change due to temperature-entropic term [23, 71, 101], and the soft vibrational
modes that clusters possess make primary importance contributions to the entropy
[93]. The Boltzmann populations of the low-energy isomers of the cluster Be6B11

�

and Be4B8 are computed through the probabilities defined in Eq. (5)

Contribution Partition function

Translational
qtrans ¼ 2πmkBT

h2

� �3
2 kBT

P

Rotational linear qlrot ¼ T
σΘrot

,Θrot ¼ ℏ2

2IkB

Rotational nonlinear qnlrot ¼ π1=2

σ
T3=2

ΘrotAΘrotBΘrotCð Þ1=2
h i

,Θrotj ¼ ℏ2

2I jkB
, j ¼ A,B,C

Vibrational
qpolvib ¼

Qnυ a½ �
i¼1

e
�Θvibi =2T

1�e�Θvibi =T
,Θvibi ¼ hνi

kB

Electronic qelec ¼ ω0

Table 1.
Contributions to the partition function.
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P Tð Þ ¼ e�βΔG
K

P
e�βΔGK (5)

where β ¼ 1=kBT, and kB is the Boltzmann constant, T is the temperature in
Kelvin, ΔG is the Gibbs free energy of the kth isomer. Eq. (5) establishes that the
distribution of molecules will be among energy levels as a function of the energy
and temperature. Eq. (5) is restricted so that the sum of all probabilities of occur-
rence, at fixed temperature T, Pi (T) is equal to 1 and given by Eq. (6)

Xn
i¼1

P Tð Þ ¼ 1 (6)

It is worth mentioning that the energy difference among isomers is determinant
in the computation of the solid–solid transition, Tss point. Tss occurs when two
competing structures are energetically equaled, and there is simultaneous coexis-
tence of isomers at T. in other words, the Tss point is a function of the energy
difference between two isomers and the relative energy ΔG that the cluster
possesses. Boltzmann distribution finds a lot of applications as like simulated
method annealing applied to the search of structures of minimum energy, rate
of chemical reaction [100], among others. For the calculation of the Boltzmann
populations, we used a homemade Python/Fortran code called BOFA
(Boltzmann-Optics-Full-Ader).

2.4 Computational details

The global exploration of the potential and free energy surfaces of the Be6B11
�

and Be4 B8 clusters were done with a hybrid Cuckoo-genetic algorithm written in
Python. All local geometry optimization and vibrational frequencies were carried
out employing the density functional theory (DFT) as implemented in the Gaussian
09 [136] suite of programs, and no restrictions in the optimizations were imposed.
Final equilibrium geometries and relative energies are reported at PBE0 [141] /def2-
TZVP [142] level of theory, taking into account the D3 version of Grimme’s disper-
sion corrections [143] and including the zero-point (ZPE) energy corrections. As
Pan et al. [144] reported, the computed relative energies with PBE0 functional are
very close to the CCSD(T) values in B9

� boron cluster. The def2-TZVP basis from
the Ahlrichs can improve computations accuracy and describe the Be-B clusters
[29]. To gain insight into its energetics, we evaluated the single point energy CCSD
(T)/def2TZVP//PBEO-D3/def2-TZVP level of theory for the putative global

Internal energy Entropy

Translational Utrans ¼ 3
2RT Strans ¼ R ln qtrans þ 5

2

� �

Rotational linear Ul
rot ¼ RT Slrot ¼ R ln qlrot þ 1

� �

Rotational nonlinear Unl
rot ¼ 3

2RT Snlrot ¼ R ln qnlrot þ 3
2

� �

Vibrational
Upol

vib ¼ R
Pnυ a½ �
i
Θvibi

1
2þ 1

e
Θvibi

=T�1

� �
Spolvib ¼ R

Pnυ
i

Θvibi =T

e
Θvibi

=T�1
� ln 1� e�Θvibi =T

� �h i

Θvibi ¼ hνi
kB

Electronic Uelec ¼ 0 Selec ¼ R ln qelec

Table 2.
Contributions to internal energy and entropy.
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minima and the low-energy Be6B11
� isomers, and employing Orca code at the

DLPNO-CCSD(T) theoretical level for the low-energy isomers of Be4B8 cluster.
Boltzmann-Optics-Full-Ader, (BOFA) is employed in the computation of the
Boltzmann populations. The code is available with the corresponding author.

3. Results and discussion

3.1 The lowest energy structures and energetics

Figure 1 shows the lowest energy structure of Be6B11
� clusters and seven low-

energy competing isomers computed at the PBE0-D3/def2-TZVP basis set. For the
putative global minimum at the PBE0-D3/def2-TZVP, the optimized average B-B
bond length is 1.64 Å. In contrast, the optimized B-Be bond length is 2.01 Å. At the
PBE0-D3/def2-TZVP and temperature of 298.15 K, the putative global minimum
with 54% of the relative population has C1 symmetry with a singlet electronic state
1A. It is a distorted, oblate spheroid with three berylliums in one face and two in the
other face. Nine-boron and one-beryllium atoms are forming a ring located around
the spheroid’s principal axes and the remaining two boron atoms are located close to
the boron ring in one of its faces. The second higher energy structure, at 298.15 K,
lies only 0.61 kcal/mol Gibbs free energy above the putative global minima, and it
has C1 symmetry with a singlet electronic state 1A. It is a prolate spheroid with 19%
of the relative population at a temperature of 298.15 K. The next two higher energy
isomers, at 298.15 K, lies at 0.85 and 1.23 kcal/mol Gibbs energy above the putative
global minimum. They are prolate, coaxial Triple-Layered structures with Cs, and
C2v symmetries with singlet electronic states, 1A, respectively. This clearly, shows
that the low-symmetry structure C1 become more energetically preferred than the
C2v symmetry by Gibbs free energy difference of 0.38 kcal/mol at 298.15 K, due to
entropic effects and in agreement with a similar result found in Au32 [105]. Indeed,

Figure 1.
The optimized geometries of Be6B11

� cluster. The most important energy isomers show in two orientations, front,
and rotated 90 degrees up to plane paper. Relative Gibbs free energies in kcal/mol (in round parenthesis) and
the relative population [in square parenthesis], at PBE0-D3/Def2-TZVP level of theory. The criterium to plot
them is until the probability occupation is zero. The pink- and yellow-colored spheres represent the boron and
beryllium atoms, respectively.
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and according to our computations, those structures are strongly dominating at
temperatures higher than 377 K. The next structure is shown in Figure 1(5), is
located at 1.48 kcal/mol above the global minimum; it is close to a spherical shape
and correspond to a prolate structure with C1 symmetry, and a singlet electronic
state 1A; this structure only has 4.4% of the relative population at 298.15 K. The next
two structures, located at 2.37 kcal/mol Gibbs free energy above the global mini-
mum, are the chiral helix-type structures, reported by Guo [29] as minimum global.
They are prolate structures with C2v symmetries, and their relative population is
around only 1%. We must point out that those chiral-helix structures never become
the lowest energy structures in all ranges of temperature. The relative population is
zero for structures located at higher relative Gibbs free energy than 5.1 kcal/mol,
and at 298.15 K, there is no contribution of these isomers to any total molecular
property. A full understanding of the molecular properties requires the search of
global minimum and all its closest low-energy structures [64]. The separation
among isomers by energy-difference is an important and critical characteristic that
influences the relative population and, consequently, the total molecular properties.
We computed the global minima and the first seven low-energy to gain insight into
how the energy-gap among isomers change and how the energy-ordering of the
low-energy structures is affected at a single point CCSD(T)/def2-TZVP level of
theory corrected with the zero-point energy computed at the PBE0-D3/def2-TZVP
level of theory. At the CCSD(T) level of theory, the global minima, the seven lowest
energy isomers, and the energy order agree with previous work [39], as seen in the
first row of Table 3. The second row of Table 3 shows the corrected CCSDT+EZPE

energy. Interestingly, the energetic ordering does not change when we take into
account the ZPE energy. Nevertheless, the energy difference among isomers was
reduced drastically. we can deduce that the ZPE energy inclusion is essential in the
isomers’ energy ordering and molecular properties. The third row of Table 3 shows
the energy-order considering the Gibbs free energy computed at 298.15 K; at this
temperature, the isomers energy-ordering is changed, the second isomers take the
putative global minima place, and the first isomers take the fifth place. Interest-
ingly, this energy-ordering is at 298.15 K. This energy-ordering is a complete func-
tion of the temperature that we will discuss later in the relative population section.
The fourth row in Table 3 shows the electronic energy taking into account the ZPE
energy. It follows the same trend in energy-ordering when considering the Gibbs
free energy, and it is the same putative global minima. The fifth row in Table 3 is
just electronic energy. It almost follows the CCSD(T) energies trend, except the

Be6B11 Level i1 i2 i3 i4 i5 i6 i7 i8

CCSD Tð Þ 0.0 1.75 1.84 1.84 4.10 4.13 2.64 2.42

CCSD Tð Þ þ εZPE 0.0 0.58 0.85 0.86 1.19 1.23 1.68 1.81

ΔG 0.0 �1.48 0.89 0.88 �0.63 �0.25 4.14 �0.87
Be6B11 ε0 þ εZPE 0.0 �0.29 1.51 1.52 2.41 2.42 5.0 �0.08

ε0 0.0 0.87 2.50 2.50 5.32 5.32 5.96 0.52

Point Group Symmetry C1 C1 C2 C2 CS C2v C1 C1

Electronic ground state 1A 1A 1A 1A 1A’ 1A1
1A 1A

Frequencies (cm�1) 230 119 102 100 46 43 161 151

Table 3.
The relative energies in kcal�mol�1, coupled-cluster single-double and perturbative triple, CCSD Tð Þ,
CCSD Tð Þ with zero-point energy (εZPE), (CCSD Tð Þ þ εZPE), Gibbs free energy (ΔG) at 298.15 K, electronic
energy with εZPE (%mcalEε0), electronic energy (ε0), point group symmetry, electronic ground state, and the
lowest frequency in cm�1 for eight low-energy isomers.
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isomers number eight that take the second place located at 0.52 kcal/mol above the
putative global minima. The sixth, seventh and eighth rows on Table 3 show the
point group symmetry, electronic ground state, and the lowest vibrational fre-
quency of each isomer. When we take the Gibbs free energy to energy-ordering
structures, the second isomers interchange to the first place, becoming the lowest
energy structure; The energy ordering change drastically, whereas the electronic
energy almost follows the same trend CCSD(T) energy-ordering. This shows us that
the level of theory and the inclusion of entropy and temperature change the energy-
ordering; therefore, the total molecular properties.

3.2 Boltzmann population of Be6B11
� cluster

Figure 2a shows the most important and strongly dominating Tss1-g point that is
located at 377 K temperature scale with a relative population of 33%. For tempera-
tures ranging from 10 to 377 K, the relative population is strongly dominated by the
putative global minima isomer distorted oblate spheroid with C1 symmetry and this
relative population is similar to -T�3 function with one point of inflection located at
180 K. After decreases monotonically up to 377 K. At the Tss1-g point, the distorted
oblate spheroid with C1 symmetry co-exist and compete with the coaxial Triple-
Layered structures with Cs symmetry; This implies that the distorted oblate spher-
oid will be replaced with the coaxial Triple-Layered structures. Above temperature
377 K, the relative population is strongly dominated by the coaxial Triple-Layered
structures with Cs symmetry, located at 0.85 kcal/mol above the global minima at
temperature 298.15 K. This relative population depicted in blue-solid line in panel
(a) has behavior as a sigmoid function, from temperatures ranging from 377 to
600 K, it grows rapidly and from temperatures ranging from 600 to 1500 K, it
almost keeps constant with 60%. The second Tss2-g point is located at temperature
424 K with a relative population of 22.9%, and this point the global minima
distorted oblate spheroid with C1 symmetry co-exist, and compete with the coaxial
Triple-Layered structures with C2v symmetry, located at 1.23 kcal/mol above the
global minima at 298.15 K. The relative population of the coaxial Triple-Layered C2v

symmetry depicted in green-solid line in panel (a) also has a behavior of a sigmoid
function and up to 600 K it keeps constant with 32% of relative population. The
Tss3-g, and Tss4-g points are located at 316.7 K, and 349 K axis temperature with

Figure 2.
Panel (a) shows the Boltzmann population of the Be6B11

� (ensemble at thermal equilibrium) for the
temperatures ranging from 10 to 1500 K computed at the PBE0-D3/def2-TZVP level of theory. Panel (b)
shows the Boltzmann population for the temperatures ranging from 10 to 1500 K computed at the CCSDT/
def2-TZVP//PBE0-GD3/def2-TZVP level of theory. At the temperature of 350 K, four structures co-exist with
20% of probability.
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relative populations 14% and 17%, respectively. These relative populations corre-
spond to the second isomer located just 0.61 kcal/mol at 298.15 K above the global
minima, and co-existing at the temperatures 316.7 K and 349 K with the coaxial
Triple-Layered structures with Cs, and C2v symmetries, respectively. At low tem-
peratures range, this isomer’s relative population depicted in red-solid line of
Figure 2a is around only 20%, and up to room temperature, it decreases exponen-
tially to zero. At temperatures up to 600 K, the relative population is zero; hence, at
high temperatures these isomers do not contribute to the molecular properties. The
relative population lower than 10%, depicted in violet-solid line shows in Figure 2a,
correspond to the isomers located at 1.48 kcal/mol above global minima at 298.15 K.
Interesting, this structure is the putative minimum global when the CCSD(T)
energy is employed in the ordering energetic, Despite that, this structure’s relative
population clearly shows that this structure does not contribute to molecular
properties in all ranges of temperatures.

3.3 The lowest energy structures of Be4B8 clusters

Figure 3 shows the low-energy configurations of Be4B8 clusters optimized at
PBE0-D3/def2-TZVP level of theory taking into account ZPE energy correction.
The optimized average B-B bond length of the putative chiral global minimum is
1.5867 Å, in good agreement with an experimental bond length of 1.57–1.59 Å
[145, 146], and also within agreement with others previous DFT calculations [39].
The most recurring motif within the lower energy isomers of B8Be4 is a sandwich
structure, (SSh) in which the boron atoms form a hollow distorted ellipsoid ring

Figure 3.
Optimized geometries of a neutral Be4B8 cluster at the PBE0-D3/def2TZVP level of theory with zero-point
correction energy. These are shown in front and side views. The first letter is the isomer label, the relative Gibbs
free energies in kcal�mol�1 (in round parenthesis) at 298.15 K, the relative population (in square brackets),
and the group symmetry point (in red round parenthesis). The structures with labels (a and b), (c and d), (e
and f), (i and j), (k and l) and (h) are chiral. The purple- and yellow-colored spheres represent the boron and
beryllium atoms, respectively.
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with each of the Be-Be dimers capping the top and bottom with C1 point group
symmetry. Isomers 1 and 2 are also listed as i1 and i2 in Table 4, are enantiomers
differing in the orientation of the Be-Be dimers with respect to the boron skeleton.
The Be-Be bond length for the six lowest energy enantiomers is 1.9874, 1.9876, and
1.9881 Å for symmetries C1, C2, and D2, respectively, in good agreement with the
bond length of the Be-Be in Be2B8 cluster 1.910 Å [44]. To gain insight into the
energy hierarchy of isomers and validate our DFT calculations, relative energies
were computed at different levels of theory, and differences between them are
shown in Table 4. Energy computed at different methods yield different energies
due mainly to the functional and basis-set employed, [39, 147], so the energetic
ordering change; consequently, the probability of occurrence and the molecular
properties will change. The first line of Table 4 shows the relative Gibbs free energy
computed at PBE0-D3/def2-TZVP and room temperature. The small relative Gibbs
free energies (0.41, and 0.81 kcal/mol) differences among the six enantiomer
structures i1 to i6 in Table 4 are caused by the rotational entropy being a function of
the symmetry number that in turn depends on the point group symmetry. An
increase/decrease in the value of rotational entropy changes the Gibbs free energy.
The Gibbs free energy computed with and without symmetry will differ by a factor
RTln(σ). Here, R is the universal gas constant, T, the temperature, and σ is the
symmetry number. The computed factor at room temperature with σ = 2 is RTln
(σ) = 0.41 kcal/mol, and it is RTln(σ) = 0.81 kcal/mol with σ = 4, in agreement with
the values shown in the first line of Table 4. As the temperature increases, the
energy differences between the factors RTln(σ) become larger. These small relative
Gibbs free energies are responsible for different values of probability of occurrence
at low temperatures for the similar isomers with different point group symmetry.
This strongly suggests that there must be atomic clusters with low and high sym-
metries in the Boltzmann ensemble to compute the molecular properties correctly.
The second line in Table 4 shows single point (SP) relative energies computed at
the CCSD(T) [148], the energetic ordering of isomers listed in the first line of
Table 4 follows almost the trend of energetic ordering at SP CCSD(T) level, notice
that just the achiral isomers label i7 to i8 in Table 4 are interchanged in energetic
ordering. The third line Table 4 shows single point relative energies computed at

Level i1 i2 i3 i4 i5 i6 i6 i8 i9 i10

ΔG 0.0 0.0 0.41 0.41 0.81 0.81 1.79 2.40 4.45 4.45

CCSD Tð Þ 0.0 0.0 0.0 0.0 0.0 0.0 3.61 3.38 5.38 5.38

CCSD Tð Þ þ εZPE 0.0 0.0 0.0 0.0 0.0 0.0 2.71 2.51 4.51 4.51

DLPNO‐CCSD Tð Þ 0.0 0.0 0.0 0.0 0.0 0.0 0.75 1.37 5.0 5.0

DLPNO‐CCSD Tð Þ þ εZPE 0.0 0.0 0.0 0.0 0.0 0.0 �0.20 0.50 4.10 4.10

ε0 þ εZPE 0.0 0.0 0.0 0.0 0.0 0.0 2.38 2.80 5.03 5.03

ε0 0.0 0.0 0.0 0.0 0.0 0.0 3.28 3.68 5.90 3.28

Point Group Symmetry C1 C1 C2 C2 C1 C1 C1 C1 C2 C2

T1 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019 0.019

Table 4.
Single-point relative energy calculations of the low-energy structures from i1 to i10 at different levels of theory:
coupled cluster single-double and perturbative triple (CCSD(T)), CCSD(T) with zero-point energy
(CCSD Tð Þ þ εZPE, CCSD(T)) employing the domain-based local pair natural orbital coupled-cluster theory
(DLPNO-CCSD(T)), with TightPNO setting, and with εZPE (DLPNO‐CCSD Tð Þ þ εZPE), Gibbs free energy
(ΔG) at 298.15 K, electronic energy with εZPE (ε0 þ εZPE), electronic energy (ε0), point group symmetry, and
T1 diagnostic. All relative energies are given in kcal�mol�1.
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the CCSD(T) [148]/def2-TZVP//PBE0-D3/def2-TZVP; the energetic ordering is
similar to pure CCSD(T) energy. DLPNO-CCSD(T) relative energies, with and
without ZPE correction, are shown in lines four and five of Table 4, the first
follows the trend of pure CCSD(T) energy, and the second, the ZPE value, inter-
change the isomers, label i7 in Table 4, to be the putative global minimum. Here we
can say that the ZPE energy inclusion is essential in distributing isomers and
molecular properties. The sixth and seventh lines of Table 4 show the electronic
energy with and without ZPE correction, and both of them follow the trend of the
Gibbs free energy given in line number one. Line number 8 in Table 4 shows the
point group symmetry for each isomer. The T1 diagnostic for each isomer is shown
in line nine of Table 4, all of them are lower than the recommended value 0.02
[148] so the systems are appropriately characterized.

3.4 Boltzmann population of Be4B8 clusters

As we mentioned earlier, the determination of the structure is the first step to
study any property of a material. Moreover, we have to consider that an observed
molecular property in a Boltzmann ensemble is a weighted sum of all individual
contributions of each isomer that form the ensemble. At temperature 0 K, the
electronic energy plus zero-point energy determine the putative global minimum
and all nearby low-energy structures, whereas, at temperatures larger than 0 K, the
Gibbs free energy defines the putative global minimum. Figure 4a shows the
probability of occurrence computed at PBE0-D3/def2-TZVP level of theory for each
particular chiral and achiral Be4B8 isomers for temperatures ranging from 20 to
1900 K. Figure 4b shows the probability of occurrence computed at CCSD(T) level
of theory. Notice, there is not a significant difference in the probabilities of occur-
rence between the two panels, thus the computation of probabilities at DFT level of
theory is very similar to those computed at CCSDT level of theory. A closer exam-
ination of the panel (b) shown that in the temperature ranging from 20 to 300 K, all
molecular properties are dominated by the chiral structure depicted in Figure 3a
because its probability of occurrence is almost constant. We point out that in this
range of temperature, the C1, C2, and D2 symmetries strongly dominate with dif-
ferent probabilities of occurrence of 28, 14 y 7% respectively. At this point, there is

Figure 4.
Panel (a) shows the probability of occurrence for temperatures ranging from 20 to 1900 K at the PBE0-D3/
def2-TZVP level of theory. Panel (b) shows the probability of occurrence for temperatures ranging from 20 to
1900 K at the CCSDT/def2-TZVP level of theory. In panel (a), the transition solid–solid point (Tss1-g) is
located at 739 K with 16.6% of probability, while in panel (b) the Tss1-g is located at 780 K with 15%
probability.
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a co-existence of chiral structures and achiral structures, shown in Figure 3, above
this point the achiral structure (Figure 3g) becomes dominant. The second trans-
formation solid–solid point located at 1017 K and 10% of probability also coexist the
chiral putative global minimum with symmetry C1 and achiral structure
(Figure 3h) located at 2.51 kcal/mol CCSDT energy at above the putative global
minimum. The Boltzmann population computed at PBE0-D3/def2-TZVP level of
theory follows the trend of the Boltzamnn population computed at CCSD(T) level
of theory.

4. Conclusions

We computed the Boltzmann population of anionic Be6B11 and neutral Be4B8

cluster at the SP CCSDT and DFT levels of theory. If one increases the system’s
temperature, entropic effects start to play an important role, and Gibbs free energy
is minimized, and entropy is maximized. The fluxionality of the Be6B11

� cluster is
strongly dependent on temperature that is shown by its Boltzmann population. At
the CCSDT level of theory, the Boltzmann population of the Be6B11

� cluster indicate
there are four competing structures, so a mixture of isomers co-exist at a specific
temperature, so we expect that around a temperature of 350 K, four structures
could be observed. The observed properties in a molecule are statistical averages
over the ensemble of isomers. The molecular properties at cold temperatures are
due to the lowest energy structure Be6B11

� at CCSD(T) level of theory and zero
temperature whereas at hot temperatures, the molecular properties are due to the
coaxial Triple-Layered structure with C1 symmetry. At room temperature the
molecular properties are due to a mixture of spectra of the three systems that
coexist at 350 K. Regarding Be4B8 cluster, all molecular properties at cold and room
temperatures are dominated by pair of enantiomers putative global minima. The
computed Boltzmann populations at PBE0-D3/def2-TZVP level of theory is similar
at the computed Boltzmann populations at CCSDT/def2-TZVP level of theory, so at
the DFT level, the Boltzmann populations, hence the molecular properties are well
calculated. As future work, the inclusion of anharmonic effects should be taken into
account.
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Chapter 5

Transformation of Drug Discovery
towards Artificial Intelligence:
An in Silico Approach
Ruby Srivastava

Abstract

Computational methods play a key role in the design of therapeutically
important molecules for modern drug development. With these “in silico”
approaches, machines are learning and offering solutions to some of the most
complex drug related problems and has well positioned them as a next frontier for
potential breakthrough in drug discovery. Machine learning (ML) methods are used
to predict compounds with pharmacological activity, specific pharmacodynamic
and ADMET (absorption, distribution, metabolism, excretion and toxicity) proper-
ties to evaluate the drugs and their various applications. Modern artificial intelli-
gence (AI) has the capacity to significantly enhance the role of computational
methodology in drug discovery. Use of AI in drug discovery and development, drug
repurposing, improving pharmaceutical productivity, and clinical trials will cer-
tainly reduce the human workload as well as achieving targets in a short period of
time. This chapter elaborates the crosstalk between the machine learning tech-
niques, computational tools and the future of AI in the pharmaceutical industry.

Keywords: Conceptual Density functional theory, drug discovery,
Artificial Intelligence, Machine learning, pharmaco-kinetic parameters

1. Introduction

Computer-aided drug design [1, 2] has the potential to lower the cost, decrease
the failure rates and speed up the discovery process. Computational tools play
various roles in medicinal chemistry ranging from optimization of protein-ligand
interactions for drug discovery to the design of new drugs. These methods are
broadly classified as structure based and ligand based methods. For structural
methods the computational studies are carried out for molecular dynamics,
protein�ligand docking and calculation of free binding energies. For the ligand
based methods, the computational calculations help to predict the biological
response about known active and inactive ligands which include quantitative struc-
ture–activity relationships, activity cliffs analysis, and similarity search. In recent
years, discovery of new molecules that could be more effective with fewer
unwanted side effects is a constant concern of pharmaceutical industry. So, new
developed research methods are used to predict the properties and activities of
molecules even before they are synthesized. The significant development of
computational tools as well as theoretical studies of quantum chemistry allow
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researchers to obtain more precise physicochemical and quantum parameters of
compounds in a shorter time. These techniques move towards the synthesis of a
very large number of molecules simultaneously and to test their actions on thera-
peutic targets. Density Functional theory (DFT) has become a powerful tool to
study the electronic and geometric characteristics of the drugs. Conceptual density
functional theory (CDFT), originally developed by Parr and collaborators [3–8],
with several global and local reactivity descriptors help us to understand various
physicochemical processes. As Global reactivity descriptors are connected with
several electronic structure principles so they play very important role in the
physico-chemical information of the complexes. The understanding of the relation-
ship between the structure and activity of the drug, the pharmacokinetic parame-
ters responsible for bioavailability and the toxicity are evaluated by other
computational tools. In this way the drugs with higher efficiency is obtained. These
studies give a complete picture to design new drug molecules and its physico-
chemical parameters, drug-likeness and cytotoxicity evaluation in a shorter time.
Recent advances in these methods increase the quantity and complexity of gener-
ated data. This massive amount of raw data needs to be stored and interpreted in
order to advance the medicinal world. The correlations and patterns from large
amounts of complex drug data should be performed by machine learning algo-
rithms to extract knowledge and insights from the accumulated data. Databases are
used to design new molecular descriptors and the models are validated with exter-
nal test sets [9].

Modern artificial intelligence (AI) has the potential to significantly enhance the
role of computational methods and machine learning in pharmaceutical industry
[10]. According to the World Economic Forum, a combination of big data and AI
are considered as the fourth paradigm of science and the fourth industrial revolu-
tion. Interestingly, with machine learning and AI solutions to some of the most
complex drug related problems, drug discovery has created a potential break-
through in medicinal world.

2. Method

CDFT is used to predict, analyze and interpret the reactivity properties of small
drug molecules. Global reactivity descriptors, Fukui indices [11] and the Dual
descriptors proposed by Morell et al. [12] are used for the analysis. These theories
have been validated by a large number of studies [13–18]. A better microscopic
insight to the whole interaction process can be observed by global indices and the
other derived reactivity indices for the interacting complexes. In our work, we have
selected design and structure-based, informatics-based, fragment-based, small-
molecule microarray screening, dynamic combinatorial screening and use of phe-
notypic assays based 22 small drug molecules to identify RNA-binding molecules.
These drug show several desirable properties as good absorption, distribution, oral
bioavailability and have ability to target bulges, loops, junctions, pseudo-knots, or
higher order structures. The optimized structures for these 22 small drug molecules
are given in Figure 1. We have computed relevant electronic properties of the
studied drug including global parameters such as EHOMO, ELUMO, Energy gap, IP,
EA, electronegativity (χ), global hardness (η), global softness(S), Chemical poten-
tial (μ) Softness (S), Electrophilicity index (ω), fraction of electrons transferred
(Δ), Nucleophilicity index as well as local ones (Fukui functions and dual
descriptors). CDFT results predicted structural and thermodynamic stability and
low reactivity for the complexes. Also few complexes were identified as fluorescent
biomarkers as their emission lies in the visible region [19]. In another study, the
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global and local descriptors are calculated to study ten Anti-inflammatory steroids
(AIS) to understand the structure–activity relationship. The toxicity evaluation of
drug and the pharmacokinetic parameters responsible for bioavailability and bioac-
tivity are carried by the bioinformatics Osiris/Molinspiration [20, 21] tools. The
physico-chemical properties are studied by G09 software tools. As the structures of
small-molecule drugs increase in complexity, the importance of synthetic and in
silico approaches both play an important role in understanding of ligand�receptor
interactions within target classes. The predictive drug discovery tools offered a high
degree of specificity within molecular design. Careful arrangement of structural
features about a molecule necessitated efficient and practical approaches to model
these privileged structures. We have also used similar computational tools to study
the 21 molecular new chemical entities (NCEs) approved for the first time by a
governing body anywhere in the world during 2019 [22]. Out of 11 therapeutic
areas, 10 therapeutic areas as anti-infective/antibiotic, cardiovascular and hemato-
logic, neurological (central nervous system (CNS)), dermatologic, inflammation
and immunologic, metabolic, musculoskeletal, oncologic, reproductive, and respi-
ratory drugs were selected. See Figures 2 and 3. Osiris Calculations were carried out
to predict the toxicity risk in the drug molecules. Results showed drug conform
behavior for all studied drugs except Triclabendazole, Trifarotene, Alpilisib and
Ertafinitib, which shows high risks of undesired effects like mutagenicity,
tumorigenicity, irritating effects and reproductive effects [23].

The understanding of various types of interactions is also crucial for the drug-
like molecule and its target. These possible interactions between a drug and target
consist of covalent bonds, dipole–dipole interactions, ion-dipole interactions, ionic
interactions, hydrogen bonding, hydrophobic interactions and charge transfer.
The mechanism of drug action can be explained with ionic interactions as during

Figure 1.
Optimized structures of 22 small drug-like biologically active molecules. Adopted from Ref. [19].
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physical pH condition several functional groups undergo ionization. The weak
ion—dipole and dipole–dipole interactions both plays significant role in drug-
receptor binding. Weak interactions include hydrogen bonds, hydrophobic interac-
tions and charge transfer which exist between drug and receptor to provide stability
to the drug-receptor binding. DFT is utilized to understand the reaction mecha-
nisms of the drug molecule. Various Computational tools are used to precisely
calculate the transition state for drug-target complexes. Dipole moment (DM) is
also an important parameter which is used to explain observable chemical and
physical properties of drug molecules. DM is used to assess cell permeability and
oral bioavailability of drugs as complexes with large dipole moment are more
soluble in water and less likely to be absorbed through lipophilic membranes

Figure 2.
Chemical structures of studied New Chemical Entities (NCEs) (1-16).

Figure 3.
Chemical structures of studied New Chemical Entities (NCEs) (17-21).
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[24, 25]. DM is included as a highly relevant descriptor in explaining the catalytic
activity of enzymes in Quantitative Structure–Activity Relationships (QSAR) or
Quantitative Structure–Property Relationships (QSPR) studies. For example: QSAR
modeling of aromatase inhibition [26], antifungal activity [27], and HIV-1 protease/
cyclin-dependent kinases inhibition [28], QSAR modeling of aromatase inhibition
[26], antifungal activity [27], and HIV-1 protease/ cyclin-dependent kinases inhibi-
tion [28], and in the estimation of micellar properties such as drug loading capacity
(LC) [29] in QSPR model. Since DFT calculations are computationally too demand-
ing for most large-scale virtual screening explorations, or for the incorporation in
fast QSAR or QSPR models, so the relevant parameters are calculated by empirical
or machine learning (ML) methods.

ML from data precalculated by DFT has emerged as a successful method for
drugs as the results are highly accurate and has higher speed compared to the
previous approaches [30, 31]. A new class of atomistic simulation techniques
combining machine learning (ML) with simulation methods based on quantum
mechanical (QM) calculations has emerged in the last decades. These methods can
dramatically increase the computational efficiency of QM-based simulations and
enable to reach the large system sizes and long timescales required to access prop-
erties with relevance for drug industry. Machine learning tools provide early stage
filtering to identify promising drug molecules for further screening by computa-
tionally more intensive methods. The core quantity of atomistic simulation is the
Potential energy landscape (PES), a high dimension function which is the basic
ingredient for Monte Carlo (MC) simulations. Simulation methods are more or less
computationally efficient depending on the degree of physical approximation.
Force fields as AMBER [32], CHARMM [33], GROMOS [34], and OPLS [35] are
computationally very efficient since they employ simple pairwise interaction terms
and fixed atomic charges for MM based methods in drug discovery pipeline [36].
QM simulations are fully reactive and can describe the complex bonding patterns,
polarization effects and charge transfer processes that govern the behavior of
biological systems [37].Various machine learning tools as artificial neural networks
(ANN), support vector machines (SVM) and genetic programming have been
explored to predict inhibitors, blockers, agonists, antagonists, activators and
substrates of proteins related to specific therapeutic targets. These methods use
screening compound libraries of diverse chemical structures, “noisy” and
high-dimensional data to complement QSAR methods, and in cases of unavailable
receptor 3D structure to complement structure-based methods. Several open access
chemical spaces as, PubChem, ChemBank, DrugBank, and ChemDB are used in
virtual screening of Drug molecules. DeepVS is used for docking of 40 receptors
and 2950 ligands, showed exceptional performance when 95000 decoys were tested
against these receptors [38]. In another study, multiobjective automated replace-
ment algorithm is used to optimize the potency profile of a cyclin-dependent
kinase-2 inhibitor by assessing its shape similarity, biochemical activity, and
physicochemical properties [39]. GLORY, an innovative tool was used to predict
the metabolism of molecules, identifying chemical structures of metabolites
formed by cytochrome P450 enzyme family (CYPs) [40]. In another approach,
drug combination synergy was used to exploit the largest available dataset reporting
synergism of anticancer drugs (NCI-ALMANAC, with over 290,000 synergy
determinations) [41].

As the vast chemical space comprising >1060 molecules, fosters the development
of a large number of drug molecules [42, 43], sometimes limits the drug develop-
ment process, making it a time-consuming and highly expensive. So AI is used as it
can recognize hit and lead compounds and provide a quicker validation of the drug
target and optimization of the drug structure design [42–44]. See Figure 4. AI can
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aid rational drug design [45]; assist in decision making; determine the right therapy
for a patient, including personalized medicines; and manage the clinical data gen-
erated and use it for future drug development [46]. AI has done major contributions
to the further incorporation of the developed drug in its correct dosage form as well
as its optimization, in addition to aiding quick decision-making, leading to faster
manufacturing of better-quality products. Robotic synthesis could eventually pro-
vide a fully automated drug discovery pipeline driven by AI [47, 48]. AI based
approaches can also contribute to the safety and efficacy of the product in clinical
trials as well as ensuring proper positioning and costing in the market through
comprehensive market analysis and prediction.

3. Conclusions

The world of science has changed, and there is no question about it. The new
model is for the data to be captured by instruments or generated by simulations
before being processed by software and for the resulting information or knowledge
to be stored in computers. The continued improvement of ML methods in chemis-
try, which compete with standard computational approaches and expertise are
continuously developing the modern computational medicinal chemistry. Machine
learning potentials are capable of carrying out high-throughput calculations in
millisecond time scales with DFT accuracy and help to avoid false positives and false
negatives. De novo molecular design are giving accurate predictions of lead com-
pounds to target for simulation, effectively narrowing the search space for high-
throughput screening applications. The advancement of AI along with its remark-
able tools is continuously aims to reduce challenges faced by drug development
process along with the overall lifecycle of the product as healthcare sector is facing
several complex challenges, such as the increased cost of drugs and therapies, and
society needs specific significant changes in this area. Though there are specific
challenges remain with regards to the implementation of this technology, it is likely
that AI will become an invaluable tool in the pharmaceutical industry in the near
future. The vast knowledge of physics needs to be utilized to improve these advance
techniques and tools while also not sacrificing speed and accuracy.

Figure 4.
Method domains of artificial intelligence (AI). Adopted from Ref. [44].
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Abstract

Diluted magnetic semiconductor (DMS) materials have gained a lot of attention
in the last decade due to their possible use in spintronics. In this chapter, the effect
of transition metal (TM) i.e., Mn and Fe doping on the structural, electronic,
magnetic as well as optical properties of pure and doped LuN has been presented
from the first principles density functional theory (DFT) calculation with the
Perdew-Burke-Ernzerhof-generalized gradient approximation (PBE-GGA) and
Tran Blaha modified Becke-Johnson potential (TB-mBJ) as correlation potentials.
The predicted Curie temperature is expected to be greater than room temperature
in order to better understand the ferromagnetic phase stability, which has also been
confirmed through the formation and cohesive energies. The calculated lattice
constants for perfect LuN (rock-salt structure) are in good agreement with the
experimental values. Interestingly, doping of Mn and Fe on pure LuN displays
indirect band gap to a direct band gap with half metallic and metallic character. The
detailed analyses combined with density of state calculations support the assign-
ment that the Half-magnetism and magnetism are closely related to the impurity
band at the origin of the hybridization of transition states in the Mn-doped LuN.
Absorption spectra are blue shifted upon increase in dopant contents and absorp-
tion peaks are more pronounced in UV region. The refractive index and dielectric
constant show increase in comparison to the pure LuN. According to the Penn’s
model, the predicted band gaps and static actual dielectric constants vary. These
band gaps are in the near visible and ultraviolet ranges, as well as the Lu0.75TM0.25N
(TM = Fe, Mn) materials could be considered possible candidates for the production
of optoelectronic, photonic, and spintronic devices in the future.

Keywords: density functional theory, spintronics, LuN, doped nitrides, electronic
structure, magnetism, optical properties

1. Introduction

Over the past few years, half metallic ferromagnetic materials have gained a lot
of interest due to their possible use in spintronic and optoelectronic applications
[1, 2]. Every ferromagnetic half-metal consists of two spin versions, one spin is a
semiconductor or insulator, while the other is metallic. The rare earth elements,
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which have atomic numbers from Z = 57 (Lanthanum, La) to Z = 71 (Lutetium, Lu),
the electronic configuration of these elements is like [Xe] 6s24fn, where n is zero for
La and 14 for Lu [3, 4]. These elements have large orbitals and spin magnetic
moments due to their partially filled 4f shells. The rare earth (RE) elements form
wide variety of stable nitrides, monopnictide and monochalcogenide compounds
such as LaN, CeN, EuN, GdN, DyN, HoN, LuN, YN, LuP, LuAs, LuBi, La2Fe2S5,
HoAgS2, GdAgS2, YbAgS2, etc. Out of these different types of rare earth com-
pounds, rare earth nitrides, attracted immense attention to the condensed matter
physicists, material scientists in the last two decades due to their diverse structural,
mechanical, magnetic, optical, electronic, and thermal properties [5–18]. The struc-
tural properties and structural phase transition at high pressure have been investi-
gated for the rare earth nitrides by a number of groups [7–13]. The thin film of rare
earth nitrides can be utilized in spintronic devices and electronic nano-devices
[13–16]. The experimental research is being conducted for the realization of rare
earth nitrides [7]. Being in the first and last elements of the rare earth series LaN
and LuN respectively, theoretical investigation of these two nitrides gives opportu-
nity to probe the closed shell and empty shell 4f electronic properties. Though the
effect of rare earth doping in III-Nitrides has been investigated extensively, there
are few reports on the investigation of the electronic, magnetic, optical properties
available in the literature [19, 20].

In this chapter, we present a detailed theoretical investigation on structure
stability, formation energy, electronic band structure, magnetic and optical proper-
ties for LuN using a density functional theory (DFT) approach. Most importantly,
the effect of Mn and Fe doping on LuN has also been investigated vividly for their
optoelectronic applications.

2. Computational method

We have performed the electronic structure calculations in the framework of full
potential linearized augmented plane wave (FP-LAPW) method implemented on
Wien2k [21] code employed to solve Kohn sham equation based on the density
functional theory (DFT) [22, 23]. The treatment of the exchange correlation potential
is done within the generalized gradient approximation (GGA) with the Perdew–

Burke Ernerhof scheme [24]. Furthermore, in the process of determining the most
accurate electronic band characteristics, especially the band gap Eg, which is compat-
ible with the experiment, modified Becke and Johnson (mBJ) [25] potential is also
used. The relativistic effects are taken into account. In the interstitial area, the plane
wave sets were used outside the muffin tin sphere and the RMTKmax = 7.00 cutoff
value was used but the spherical harmonic expansion was used within the sphere. For
the incorporation of the irreducible Brillouin field, 64 k-points mesh was used. The
muffin tin radii were chosen, respectively. The separation of the core and valence
states in terms of the energy cut-off parameter was adjusted to �6.0 Ry to avoid
charge leakage. The 1000 k-points were used for reciprocal space sampling. A series
of repeated iterations were used to achieve energy convergence up to 0.01 mRy.

3. Results and discussion

3.1 Structural phase stability

To study the electronic structure and magnetic properties of TM doped LuN, a
1 � 1 � 1 super cell of LuN containing 8 atoms was constructed. Figure 1a–c shows
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the ball-and-stickmodel for the intrinsic LuN, 25% Mn and Fe-doped LuN, respec-
tively. We have considered the rocksalt crystal structure with space group Fm-3 m
for the LuN unit cell which is the most stable structure of the bulk LuN. The corner
atoms are the lutetium (Lu) atoms surrounded by six nitrogen (N) atoms as shown
in Figure 1a. In Figure 1b, the Mn-doped LuN unit cell has been illustrated. The
corner lattice sites have been doped with Mn atoms. In Figure 1c, the corner Lu
atoms of the rock salt structure have been replaced by Fe atoms for achieving 25%
Fe doping of LuN. The equilibrium structure of the pure LuN has been determined
by the minimization of total energy vs. unit cell volume using generalized gradient
approximation (GGA) method. Figure 2a–c, shows the total energy vs. unit cell
volume plot for the intrinsic LuN, 25% Mn-doped LuN and 25% Fe-doped LuN,
respectively. From the total energy minimization calculation, we have obtained the
lattice parameter of the intrinsic LuN as 4.7104 Å. This lattice is very close to the
experimentally measured value of 4.766 Å [26]. The calculated lattice parameter is
also consistent with the theoretically calculated values by other groups [27, 28]. The
equilibrium lattice constant for the 25% Mn-doped LuN in FM phase is calculated to
4.6094 Å and in the NM phase is 4.5674 Å. The equilibrium lattice constant for the
25% Fe-doped LuN in ferromagnetic (FM) phase is calculate to 4.5924 Å and in the
non-magnetic (NM) phase is 4.5728 Å. In order to get the equilibrium lattice
parameters of the Mn-Fe doped LuN, the total energy vs. unit cell volume size are
also calculated by considering the Birch Murnaghan’ equation method. The plots for
the total energy vs. unit cell volume size are shown in Figure 2b and (c), respec-
tively. We found that the value of lattice parameters, and volumes decrease due to
incorporation of 3d-TM doping in the pure LuN. It is worth mentioning that both
the 25% Mn and Fe-doped LuN are found total energy minimization in two phases
i.e. ferromagnetic phase and non-magnetic phase. The values of the optimized
lattice parameter, volume, bulk modulus, pressure derivative of bulk modulus

Figure 1.
The ball-and-stick model (rock-salt structure) for (a) intrinsic LuN, (b) Mn-doped LuN and (c) Mn-doped
LuN unit cell.

Figure 2.
Total energy vs. unit cell volume for the (a) LuN, (b) 25% Mn doped LuN (c) 25% Fe doped LuN. The plot
indicates that the 25% Mn and Fe doped LuN possess lower energy in the ferromagnetic phase. The total energy
calculations are obtained using PBE-GGA pure and doped LuN.
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and total energy of the pure LuN, Mn and Fe doped LuN in nonmagnetic and
ferromagnetic phases are presented in Table 1.

We have used a relaxed structure in both the FM and NM phases to determine
the ground-state energies of Mn and Fe-doped LuN to highlight the actual stable
phase. The positive value of E (E = ENM – EFM) indicates that the FM state is more
stable (see Table 1). The formation energies for LuN, Lu0.75Mn0.25N and
Lu0.75Fe0.25N obtained from calculation are to �5.36 eV, �8.540 eV and �8.162 eV,
respectively. The negative sign of the formation energy indicates that during
creation of the compounds, energy release revealing the stability in the FM state.
The cohesive energy (Ecoh) of Lu0.75TM0.25N (TM = Mn, Fe) compounds are
responsible for holding the atoms together in the crystal structure, further
confirms the stability of the compounds. The values of Ecoh are calculated to
�2.89Ry, �3.43 Ry and �3.44 Ry for pure and TM-doped LuN (TM = Mn, Fe). The

Properties LuN Lu0.75Mn0.25N Lu0.75Fe0.25N

Lattice constant, a (Å) FM 4.7104 4.6094 4.5924

NM 4.5674 4.5728

Other theory 4.77 [27] 4.76 [28]

Experiment 4.76 [26]

Volume, V (Å3) FM 705.2909 660.8789 653.5967

NM 642.9726 645.2908

Bulk modulus, B (GPa) FM 186.9883 188.7961 189.2357

NM 206.7191 202.4745

Pressure derivative of B, B0 FM 4.2116 4.3813 4.2797

NM 4.4348 4.4452

Total optimized energy (Ry) FM �117051.107870 �90212.521303 �90440.631938
NM �90212.403516 �90440.544004

Tc(K) — 747 909

Bond length (Å) Lu-N = 2.20 Mn-N = 2.3047
N-Lu = 2.3047
Mn-Lu = 3.2593

Fe-N = 2.296
N-Lu = 2.296
Fe-Lu = 3.247

Formation energy (eV/atom) �5.36 �8.540 �8.162
Band gap, Eg (eV) 0.93 Spin up↑ = 0.43,

Spin down = No gap
Spin up↑ = 1.79,

Spin down = No gap

Other theory & exp. 1.173 [27]

Exp. 1.55,1.6 [26]

Mgnetic Moment (μB) — Int = 0.08801
Mn = 4.00700
Lu = 2.589

N = �0.1209
Tot = 4.00015

Int = �0.09335
Fe = 3.94823
Lu = �0.1032
N = 1.05447
Tot = 4.8984

Static dielectric constant ε1(0) 6.40 12.69 19.99

n(0) 2.6 3.2 4.25

R(0) 0.19 0.32 0.423

Table 1.
The ground state properties, bond length (Å), formation energy (eV), band gap (eV), magnetic moment (μB)
and optical parameters for the pure LuN, and Lu0.75TM0.25N (TM = Fe, Mn).
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computed cohesive energies exhibit higher values than their binaries, which again
imply FM stability.

After geometry optimization the structure around the TM dopant is slightly
suppressed with Lu atoms drawn closer to the TM the relaxed TM-Lu bond length is
less than that of the N-Lu bond.

3.2 Electronic properties

The spin polarized band structures of pure LuN, Mn and Fe (25%)-doped LuN
are presented in Figure 3a–f. An Indirect band gap to direct band gap transition in
the band structure of the pure LuN is clearly observed for 25% Mn and Fe
substitution at the Lu sites. In the case of pure LuN, the highest occupied state of the
electrons occurs at ‘Γ’ point, whereas the lowest empty state of the electrons occurs
at the ‘X’ point in the band structure. The indirect band gap of 0.93 eV is obtained
from the calculation like that seen experimentally, as shown in Table 1. It is to be
mentioned here that there is no distinguishable difference observed in the up (↑)
spin and down (↓) spin bands as can be seen in Figure 3a and b. A slight overlap of
the spin up (↑) band for the Mn doped LuN whereas total spin down (↓) band
exhibits an direct energy gap as can be seen in the Figure 3c and d. The 25% Mn
doped LuN behaves as a half-metallic ferromagnet. In case of Fe doped LuN there is
a distinct energy gap in the total spin up (↑) band whereas there is a significant
overlapping in the total spin down (↓) band as a result, Figure 3e and f show that
the Fe doped LuN compound is magnetic compound.

The total spin polarized density of states (DOS) and partial density of states
(PDOS) obtained using the mBJ-GGA potential, for the pure LuN, Mn and Fe doped
LuN as well as spin density of states for the individual atoms in the unit cell are
plotted in Figure 4a–c. From Figure 4a, it is clear that the total spin polarized DOS
of the up and down spin states for the Lu atom (red) and N atom (blue) are
identical. From the partial spin polarized DOS plots for Lu and N atom, it can be
seen that the spin up (↑) band for Lu and N atoms are just symmetric to that of the
spin down (↓) band. As a results total (black line) spin polarized spin up (↑) band
is symmetric to that of the spin down (↓) band in total for LuN unit cell and the
pure LuN exhibits the non-magnetic electronic character with an energy band gap.
But from the partial spin density of state plot in Figure 4b, it can be seen that the
spin down (↓) density of state and spin up (↑) density of state are no more
symmetric upon 25% Mn doping in LuN. The spin down (↓) density of state of the
Mn atom (green line) in Lu0.75Mn0.25N is completely different in both conduction
band and valance band. Due to the delocalized character of the ‘d’ and ‘s’ electrons
in Mn electron density of states appears from nearly 0.1 eV in the conduction band.
The peak of the spin down (↓) DOS occurs at 1.2 eV. But there is no contribution to
the spin up (↑) density of states of the Mn atom (green line) in Lu0.75Mn0.25N in
the conduction band. There is slightly high spin up (↑) DOS compared to that in
the spin down (↓) DOS from the Mn atom (green line) in the valance band. Also
the contribution is much less compared to that of the Lu atom (red line). The
electronic up spin (↑) DOS from the N atom is asymmetric to that of the down spin
DOS and it connects the up spin DOS of conduction band to that of the valance
band. As a result, there is no gap in the total (black line) up spin DOS of the band
structure of the Lu0.75Mn0.25N, but there is a gap in the total (black line) spin down
DOS of the Lu0.75Mn0.25N. Thus Lu0.75Mn0.25N exhibits a half-metallic electronic
bahaviour. Due to the nature of band filling in minority spin states and majority
spin states, Lu0.75Fe0.25N is metallic nature. In metallic Lu0.75Fe0.25N, the asym-
metry and occupancy of d states of Fe in majority states and p states of N in
minority states is evident, led to a significant magnetic moment of Fe.
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In Mn-Fe-doped LuN, the interaction arising between 3d-state of Mn/Fe impu-
rities and p-states of host lattice N anions, causes the appearance of the localized
states within the band gap at EF, which induce half-metallic ferromagnetic

Figure 3.
Band structures of Lu1-xTMxN (x = 0.25,TM = Mn, Fe) along the high symmetry directions at their
equilibrium lattice constants, estimated using mBJ-GGA in figure (a) for x = 0.0, (b) for TM = Mn, x = 0.25
and (c) for TM = Fe, x = 0.25.
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characteristics. Therefore, the large splitting of t2g states causes the double exchange
mechanism that is responsible for producing ferromagnetism in Mn doped LuN
half-metallic semiconductors. The investigated compounds demonstrate a strong
p–d exchange interaction within the valence band of LuN, resulting in p-type
carrier induced ferromagnetism.

3.3 Magnetic property

The calculated total and partial magnetic moments of individual elements of
Lu0.75TM0.25N are reported in Table 1. Dopant atoms Mn and Fe are the leading
source of the magnetization in Lu0.75TM0.25N (TM = Mn, Fe) as their magnetic
moments are 4.00μB and 4.89μB, respectively. In Lu0.75Mn0.25N compound some N
atoms provide negative values of magnetic moment indicating anti-parallel mag-
netic moment to the Mn and Lu atoms as their magnetic moment values are posi-
tive. As the interstitial site holds a positive value of magnetic moment equal to
0.08801μB, it adds its contribution to the total magnetic moment of the super cell.
But in case of Lu0.75Fe0.25N compound interstitial site holds a negative value of
magnetic moment which indicates its anti-parallel effect to parallel magnetic
moment containing atoms. 3 atoms of Lu contain negative value of magnetic
moment which results anti-parallel magnetic moment in the cell. Therefore, it could
be said that the atoms that hold negative and positive values of magnetic moment
are interacting anti-ferromagnetically. In comparison, there is a difference in total
magnetic moments of the two supercells due to the fact that Mn atom has greater
magnetic moment value than Fe atom. Also in Mn doped supercell, only N atoms
are anti-parallel but in Fe doped super cell Lu atoms, as well as interstitial site
magnetic moment values are anti-parallel.

Moreover, Heisenberg model has been employed to estimate the Curie temper-
ature (Tc) of Lu1�xTMxN compounds by using the expression Tc = 2ΔE/3xKB [29],
where x represents impurity cation concentration and KB shows Boltzmann con-
stant. The estimated Tc values for Mn and Fe-doped LuN, as listed in Table 1, have
been observed to exhibit highest and lowest Tc, respectively. However, all the
Lu0.75TM0.25N compounds have shown Tc above room temperature (RT). The
decrease in magnetic moment per magnetic ion from 4.00μB to 3.94μB is caused by
changing the dopant from Mn to Fe, which affects the size of the exchange interac-
tions and thus the related Tc. As a result, all of the compounds investigated can be
employed in various magnetic devices that operate above room temperature.

Therefore, the studied DMSs are most suitable for spintronic device applica-
tions, which also indicate that experimental material properties can efficiently be
simulated by employing theoretical methods.

Figure 4.
Spin-polarized total and partial DOS for Lu1-xTMxN (x=0.25,TM=Mn, Fe) obtained using the mBJ-GGA
potential (a) for x= 0.0, (b) for TM= Mn, x= 0.25 and (c) for TM= Fe, x= 0.25.
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3.4 Optical properties

Motivated by the prospect of using its interesting electronic structure for
optoelectronic semiconductor applications, the optical and electronic transport
properties of the pure LuN, Lu0.75Mn0.25N and Lu0.75Fe0.25N were calculated. The
frequency dependent optical properties were studied and calculated through the
dielectric functions. It was realized that the optical properties of a solid can be
portrayed by the complex dielectric function ε(ω), with two parts, real and
imaginary as [30].

εðωÞ1ðωÞ2ðωÞ: (1)

In this chapter, we focused on the optical parameters such as real part, ε1(ω) and
imaginary part, ε2(ω) of the dielectric functions, refractive indices n(ω), extinction
coefficient k(ω), absorption coefficient α(ω), reflectivity R(ω), optical conductivity
σ(ω) and electron energy function L(ω) of cubic LuN and Lu1-xTMxN (x = 0.25,
TM = Mn, Fe) using the mBJ-GGA. Figure 5a–h show obtained results from the
mBJ-GGA method.

The complex dielectric function ε ωð Þ encompasses both intraband and interband
transitions. It is observed that intraband attribute mainly in the case of metal or metal

Figure 5.
Spectra of the (a) real ε1(ω) and (b) imaginary ε2(ω) dielectric functions, (c) refractive indices n(ω), (d)
extinction coefficient k(ω), (e) Absorption coefficient α(ω), (f) reflectivity R(ω), (g) optical conductivity σ(ω)
and (h) electron energy function L(ω) of n(ω) cubic Lu1-xTMxN (x = 0.25,TM = Mn, Fe) obtained using the
mBJ-GGA method.
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like conductors while in the case of insulating and semiconducting materials, direct as
well as indirect transitions contribute to the interband transitions. In this study, we
have not treated intraband excitations and indirect interband excitations, which usu-
ally contribute very little to ε ωð Þ. The imaginary part ε2 ωð Þ can be obtained from the
momentummatrix elements between the occupied and unoccupied wave functions by
applying the selection rules, and is computed using the given expression

ε2 ωð Þ ¼ e2ℏ
πm2ω2

Xð
Mν,c kð Þj j2δ ωνc kð Þ � ω½ �d3k (2)

whereas the real component ε1 ωð Þ can be derived from ε2 ωð Þ using
Kramers-Kronig’s relation with the help of following expression [31].

ε1 ωð Þ ¼ 1þ 2
π
P
ð∞

0

ω0ε2 ω0ð Þdω0
ω02 � ω2ð Þ (3)

where ‘P’ represents the principal value of the given integral, ‘e’ is electronic
charge and ‘m’ is the mass. Since the studied compounds crystallize in cubic phase,
one dielectric tensor component is only required for the complete illustration of the
optical properties. All other optical constants can be calculated using ε1 ωð Þ and
ε2 ωð Þ. We have predicted refractive index n ωð Þ from the computed dielectric
function, using the following expression:

n ωð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε21 ωð Þ þ ε22 ωð Þ

p
þ ε1 ωð Þ

2

" #1
2

(4)

and, Kramers-Kronig equation has been used to obtain frequency dependent
k ωð Þ using the following relation

k ωð Þ ¼ �2P
π

ð0

∞

n ω0ð Þ � 1
ω0 � ω

dω0 (5)

Frequency dependent extinction function k ωð Þ can also be calculated from ε1(ω)
and ε2(ω) using the expression below,

k ωð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε21 ωð Þ þ ε22 ωð Þ

p
2

� ε1 ωð Þ
2

" #1
2

(6)

Similarly, the other frequency reliant optical functions such as absorption coef-
ficient α(ω), optical conductivity σ ωð Þ and reflectivity R ωð Þ can also be computed
from the predicted real and imaginary parts of the complex dielectric function.

Using the above expressions these optical parameters are further plotted in
Figure 5. Figures 5(a) and (b) represent the variation of real part and imaginary
part of the complex dielectric function ε ωð Þ in the energy range 0–12 eV in the case
of pure LuN and Lu1-xTMxN (x = 0.25, TM = Mn, Fe). These dielectric plots depict
material’s capability to allow external electromagnetic field to penetrate through it
when 25% concentration of Lu is subjected for doping with Mn and Fe. The dielec-
tric trends depicted by all curves show similar behavior in the entire range except in
the static values and in the high energy region, the characteristic distinctions with
dielectric maxima at specific energies may correspond to various doping effects. As
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seen from Figure 5(a), the static value of real part ε1 0ð Þ is approximately 6.40 for
LuN, which drastically increased to 12.69 for Mn-doped LuN and 19.99 for Fe-
doped LuN. The real part ε1 ωð Þ of pure LuN has a peak at 2 eV, whereas the plots
correspond to Mn-doped LuN and Fe-doped LuN show red shift in their dielectric
function. After the dielectric maxima, the graph of all three investigated materials
starts decreasing gradually and finally falls to zero in the higher energy region.
The band gap of the examined materials and the static value ε1(0) computed from
the n(0) by the relation n ωð Þ ¼ ffiffiffiffiffiffiffiffiffiffiffi

ε1 0ð Þp
spectra are exactly connected according to

Penn’s model [31]. The plasma frequency and the material band gap are represented
by p and Eg, respectively. The imaginary part ε2 ωð Þ (see Figure 5(b)) of pure LuN
has zero value up to 1 eV, after that a rapid rise in its value and increases gradually
attaining a peak around 9 eV. While, Mn doped LuN has static value of ε2 0ð Þ as 1.4
and with Fe doping, it sharply rises to 12. The peaks present in the optical spectra of
ε2 ωð Þ usually occur due to transitions of electrons from the valence to conduction
band. The electronic band structures reveal the indirect band gap of 0.93 eV for
LuN so the direct optical transitions occur between valence and conduction bands,
whereas in the case of Mn doped LuN, it exhibits half-metallic nature, with direct
band gap in minority spin channel, but Fe doped LuN shows metallic behavior in
both spin channels.

Refractive index n ωð Þ is an important optical entity, which shows the
response of the light in any type of materials. It is observed that the light depicts
different properties upon interaction with different materials, i.e., light may be
reflected, refracted, transmitted and diffracted depending on the properties of the
materials on which it is incident. Since the velocity of the light varies as it traverses
through different materials, hence variations can be observed in the refractive
index of the materials for a range of optical spectrum. Overall similar behavior can
be observed for refractive index as well as real part of the complex dielectric
function ε ωð Þ as seen in Figures 5(a) and (c). Figure 5c represents the optical
spectral response of the refractive index of pure LuN and that of Lu1-xTMxN
(x = 0.25, TM = Mn, Fe). The high refractive index is presented in the infrared
region when light rays traverse through any material. In our present calculations the
static refractive index of LuN is 2.5, whereas Mn doped LuN has n 0ð Þ as 3.5 and Fe
doped LuN has 4.6, respectively, in the low energy region and decreases in high
energy region.

It is found from Figure 5b and d that the optical spectral response of extinction
coefficient k ωð Þ and imaginary part ε2 ωð Þ of dielectric constant illustrate similar
profile. It can be seen that k ωð Þ also have some threshold energy values similar to
imaginary part ε2 ωð Þ of the dielectric constant. It is found that the threshold values of
incident photon energy for extinction coefficient k(ω) are approximately 1 eV for
cubic LuN and 0 eV for Lu1-xTMxN (x = 0.25, TM = Mn, Fe). The pure cubic LuN
shows a smooth increase in the value of extinction coefficient over the studied photon
energy range, whereas both doped LuN compounds show several minor peaks in the
incident photon range. Figure 5e, represents electron energy loss spectroscopy
(EELS) function L ωð Þ over energy range from 0 to 12 eV, an important parameter
depicting the energy loss of fast-moving electron while traversing through the mate-
rial. The peak associated with the plasma resonance and the corresponding frequency
is called plasma frequency. The material exhibits dielectric nature if ε1 ωð Þ>0 and
metallic nature if ε1 ωð Þ<0, above and below plasma frequency. Figure 5f represents
reflectivity spectra of cubic LuN and Lu1-xTMxN (x = 0.25, TM = Mn, Fe) over an
energy range up to 12 eV. The frequency or wavelength dependent reflectivity optical
spectrum of the studied pure LuN has a static reflectivity R 0ð Þ value as �0.2 up to
1.5 eV, afterwards it shows slight decrease in its value at 6 eV and then gradually
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increases in the high energy region. With doping of Fe in LuN, it is observed from
Figure 5f that static reflectivity R 0ð Þ has increased to 0.31 and that of Mn shows that
its value rose to 0.45. These results reveal that doping with Fe and Mn has increased
the reflectivity of these compounds in the low energy region, which makes them
potential candidates of IR reflectors.

Figure 5(g) shows the optical spectral response of the absorption coefficient of
LuN and Lu1-xTMxN (x = 0.25, TM = Mn, Fe) over an energy range up to 12 eV. The
absorption coefficient provides information about how much incident light energy
can be absorbed by the material, when it is exposed to the electromagnetic radia-
tions. All three compounds show similar behavior and it displays the maximum
absorption in the high energy region, which indicates that the absorption quality is
good for these compounds in ultra violet region of the electromagnetic spectrum,
predicting the usage of these materials as good UV absorbers.

When photons are incident on the material, the number of free charge carriers is
increased due to absorption of the incident photons, which results in the rise of
electrical conductivity, and also results in enhanced photoconductivity. The inci-
dent photons should possess adequate energy to excite electrons from the valence
band, helping them to cross the band gap and reach the conduction band in the
material. Figure 5(h) shows the photoconductivity spectrum of the cubic LuN and
Lu1-xTMxN (x = 0.25, TM = Mn, Fe). It is seen from Figure 5(h) that the photo-
conductivity of LuN starts 1.8 eV, clearly depicting its semiconducting nature
whereas with doping, the photoconductivity starts with zero photon energy due to
their metallic nature. The optical conductivity of pure as well as doped compounds
increases due to the absorption of photons. The optical conductivity spectra of
Lu1-xTMxN (x = 0.25, TM = Mn, Fe) have few maxima and minima peaks in the
calculated energy range as also shown in Figure 5(h). The optical spectra studies
predicts that the doping of Fe and Mn in LuN makes them potential candidates of
UV absorbers as well as IR reflectors, which may be used for fabrication of optical
filters in the optoelectronic industry.

4. Conclusions

The structural, electronic, magnetic and optical properties of pure LuN, Mn/Fe
doped LuN were investigated under equilibrium conditions by DFT using the PBE-
GGA and mBJ-GGA potentials. The positive energy difference between NM and FM
states has verified the stability of FM state. The stability of FM state has also been
validated by TM-doped DMSs having a lower enthalpy of formation and a higher
cohesive energy than the binary un-doped LuN host semiconductor. The Heisen-
berg classical model, which predicts above-room temperature ferromagnetism, has
also predicted the Curie temperature. The calculated electronic properties showed
pure LuN to be an indirect band gap semiconductor, and it transforms to a half-
metal upon 25% Mn doping, while Fe doping its reveals magnetic nature. The
findings presented in this work encourage further experimental research of the
electronic structures of RE nitrides. Additionally, the optical characteristics of TM =
Mn, Fe-doped LuN DMSs have been predicted in order to investigate future optical
applications. The static value of dielectric constants and optical band gaps are
observed to vary according to the Penn’s model indicating the accuracy of the
presented calculations. It has been noted from the imaginary part of the dielectric
constant that the studied materials are red-shifted with maximum absorption in the
visible as well as in the ultraviolet energy. Therefore, the studied compounds are the
best candidates for optoelectronic and spintronic devices.
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Chapter 7

Pancake Bonding Seen through
the Eyes of Spectroscopy
Alexis Antoinette Ann Delgado, Alan Humason
and Elfi Kraka

Abstract

From local mode stretching force constants and topological electron density
analysis, computed at either the UM06/6-311G(d,p), UM06/SDD, or UM05-2X/6–
31++G(d,p) level of theory, we elucidate on the nature/strength of the parallel π-
stacking interactions (i.e. pancake bonding) of the 1,2-dithia-3,5-diazolyl dimer,
1,2-diselena-3,5-diazolyl dimer, 1,2-tellura-3,5-diazolyl dimer, phenalenyl dimer,
2,5,8-tri-methylphenalenyl dimer, and the 2,5,8-tri-t-butylphenalenyl dimer. We
use local mode stretching force constants to derive an aromaticity delocalization
index (AI) for the phenalenyl-based dimers and their monomers as to determine the
effect of substitution and dimerization on aromaticity, as well as determining what
bond property governs alterations in aromaticity. Our results reveal the strength of
the C⋯C contacts and of the rings of the di-chalcodiazoyl dimers investigated
decrease in parallel with decreasing chalcogen⋯chalcogen bond strength. Energy
density values Hb suggest the S⋯S and Se⋯Se pancake bonds of 1,2-dithia-3,5-
diazolyl dimer and the 1,2-diselena-3,5-diazolyl dimer are covalent in nature. We
observe the pancake bonds, of all phenalenyl-based dimers investigated, to be
electrostatic in nature. In contrast to their monomer counterparts, phenalenyl-
based dimers increase in aromaticity primarily due to CC bond strengthening. For
phenalenyl-based dimers we observed that the addition of bulky substituents
steadily decreased the system aromaticity predominately due to CC bond
weakening.

Keywords: local stretching force constant, dimerization, pancake bonding,
aromaticity, 2e/mc bonding

1. Introduction

The initial concept of “pancake bonding” was constructed by Mulliken and
Person as to characterize the overall shape and bonding mechanisms of donor-
acceptor π systems [1]. More recently the term “pancake bonding” has primarily
been used to describe the formation of stabilizing parallel π–π interactions between
two or more open-shell free radicals, those of which are typically planar and/or
consist of light-atoms [2–4]. Such interactions have received a considerable amount
of interest as they allow one to synthesize novel radical-based materials, via electron
or hole through-space delocalization, that exhibit unique magnetic [5], optical [6],
and electronic properties (i.e. conductive polymers, organic conductors) [7].
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Generally, free radical species are short lived and exist in low concentration as
two radicals will typically react to form a single covalently bonded dimer, or σ-
dimer. However, when radicals are sterically hindered against approaching within a
covalent bonding distance, they can exist as a stable, spin-paired, open shell species.
Unlike general non-covalent interactions between closed-shell species (i.e. van der
Waals), the open-shell radicals have been said to undergo stabilization with each
other via through-space π-stacking 2e/mc distributed interactions (i.e. pancake
bonding). This 2e/mc bonding (i.e. pancake bonding) is a result of overlapping
antibonding (π ∗ ) singly occupied molecular orbitals (SOMO) of the two monomer
radicals with highly delocalized π-electrons [8]. It is noted that magnetic experi-
mental analysis has found the spin pairing of pancake bonded dimers to be diamag-
netic with an overall spin density of zero (i.e. singlet electronic state) [9]. The
overlapping of antibonding (π ∗ ) SOMOs is the basis of pancake bonds as this
interaction leads to the following distinctive features [4]: i) contact bond distances
that are beyond the usual C(sp3)–C(sp3) bond length (1.54 Å) but are also much
shorter than the bonds of closed shell dimers that are held together by vdW forces
(sum of vdW radii = 3.40 Å) (ii) due to direct atom-to-atom overlap, SOMO-SOMO
overlapping strongly favors configurations that yield maximum overlap orienta-
tions which lower the energy of the two radical SOMOs iii) low lying singlet (-
singlet-singlet) and triplet (singlet-triplet) electronic excited states, iv) negative
singlet-triplet splitting energies (i.e., ΔEST = E(singlet) – E(triplet)) for stable open
shell singlet pancake bonded complexes [10] and v) interaction energies larger than
those of vdW interactions. Bond dissociation energies (BDE) of pancake bonded
system have been estimated to be smaller than those of a normal covalent system
but larger than dimers subject to typical π-stacking where this type of π-stacking is
observed for DNA base pairs [11] (vdW π stacking interactions and pancake bonds
are different). Several works analyzed the related binding energies (BE), splitted
into two contributions, a destabilizing stabilizing vdW part, EvdW , and a stabilizing
energy, ESOMO, associated with the bonding overlap of the singly occupied SOMO
[12]. ESOMO yields a reasonable description of the SOMO-SOMO overlap contribu-
tion to BE and it has been suggested that ESOMO can be estimated from the differ-
ence between E(singlet) – E*(triplet), where E*(triplet) is the triplet energy
evaluated for the singlet geometry [12].

BE, ESOMO and SOMO-SOMO overlap have been utilized as to further explain
the nature of these systems [8, 13]. It was argued that the dimerization of such
radicals exhibit covalent bonding character as the spin-pairing of the electrons in
the SOMO leads to a filled highest occupied molecular orbital (HOMO) and a
corresponding empty antibonding LUMO [14]. In this situation, the interaction
occurs at rigid rotational geometries, due to SOMO-SOMO overlapping, which is
different from π-stacking in which various rotational orientations are possible [15].
On the other hand, dispersion and/or van der Waals interactions have been
suggested to play important roles in the overall stabilization of these dimers [14].
Thus, the nature of pancake bonds between 1,2-chalcogen-3,5-diazol radicals and
phenalenyl-based radicals remains in debate to the present day.

A CSD database survey based upon 35 cis-cofacial dimers composed of HCNSSN
radicals, with C–C contact distances ranging between 2.75 to 3.50 Å, showed that
S⋯S contact bond distances ranged from 2.93 to 3.30 Å [8]. These S⋯S contact
bond are much shorter than the vdW distance between two sulfur atoms (4.06 Å)
[16], in the case of two spherical sulfur atoms the vdW distance has been computed
to be 3.60 Å. A CSD database survey based on 12 cis-cofacial 1,2-diselena-3,5-
diazolyl dimers, with C⋯C contact distances between 2.80 and 3.50 Å, found the
average Se⋯Se contact distance to be 3.26 (s = 0.05) [8]. This average Se⋯Se
contact distance is slightly smaller than the vdW distance between spherical Se
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atoms (3.32 Å). Previously computed dissociation energies have suggested that
dimers of R-CNSeSeN radicals dimers are more binding than dimers of R-CNSSN
radicals; relative binding energy values were also observed to be analogous to vdW
interactions [8].

1,2-chalcogen-3,5-diazole dimers: Within the past two decades di-chalcogen-
diazole radicals, such as 1,2-dithia-3,5-diazolyl (i.e. HCNSSN) and 1,2-diselena-3,5-
diazolyl (i.e. HCNSeSeN) radicals, and their derivatives have been a subject of
many investigations [17]. The rings of HCNSSN and HCNSeSeN are rich in π-
electrons and have π ∗ singly occupied molecular orbitals (SOMO). The 1,2-dithia-
3,5-diazolyl and 1,2-diselena-3,5-diazolyl radicals have been experimentally
observed to result in stable dimerizations in the solid state where, in most cases, the
neutral radicals prefer to be oriented with their faces parallel to one another
(cis-cofacial) in order to achieve a configuration that supports maximum π ∗ -π ∗

(SOMO-SOMO) overlapping observed as two electron/eight-center (2e/8c) π-
stacking (i.e. pancake bonding) interactions. A notable feature of HCNSSN and
HCNSeSeN dimers are their four long chalcogen-chalcogen bonds (i.e. contacts)
ranging between 2.2 and 4.0 Å. HCNSSN and HCNSeSeN dimers have been
suggested to stabilize via a combination of π and σ aromaticity [13].

Phenalenyl-based dimers: In solution, phenalenyl radicals maintain chemical
equilibrium via the formation of a σ-bonded dimer [18]. Due to the very high
symmetry of the radical phenalenyl monomer, a unpaired electron is delocalized
across all α-positions of the phenalenyl framework excluding the central carbon
atom of the monomers [19]. As noted in the work of Kubo [19], the thermodynamic
stability of such carbon-centered radical species increases as the delocalization of
unpaired electrons across a system increases [19]. Another interesting feature of
phenalenyl dimers and their derivatives (i.e. carbon-centered hydrocarbon radicals)
is due to the formation of unique two-electron/twelve-center (2e/12c) π-stacking
interactions between these spin-delocalized hydrocarbon radicals [20] as verified
by NMR [21]. The hexagonal arrangement of the SOMO of the phenalenyl radicals
enables perfect π-π overlap in both eclipsed and staggered stacking configurations,
the staggered stacking configuration is favored over the eclipsed configuration due
to shorter π-π contacts as a result of less atom-atom repulsion [19]. It is mentioned,
that various phenalenyl derivatives, which demonstrate π-π stacking (i.e. pancake
bonding), have been experimentally identified via single crystal X-ray diffraction
(XRD) [22]. The formation of σ-bonded phenalenyl radical dimer can be inhibited
by substituting the carbon atoms of the phenalenyl rings, at the 2,5,8-positions,
with tert-butyl groups as a π-bonded dimer results from the sterically hindered
phenalenyl radicals [19]. Moreover, X-ray studies have revealed that the application
of sterically hindered substituents (i.e. tert-butyl groups) on phenalenyl radicals
prevent σ-dimerization and results in a π-bonded dimer with a face-to-face stacking
distance, twice that of the σ-bonded dimer, at a length of of 3.2 Å [23]. This π-π
contact (face-to-face) stacking distance is characteristic to pancake bonding as this
length is shorter than that of a vdW complex and is beyond the length of a
coventional covalent bond. Bond dissociation energy (BDE) for systems containing
carbon radicals such as phenalenyl have been estimated to be around 10 kcal/mol
[11]. Because σ-bonded and π-bonded phenalenyl-based dimers are close in energy
the existence of the pancake bonded dimer as a fluxional molecule has been
reviewed [12].

Although many experimental and computational have been conducted for the
dimerizations of 1,2-chalcogen-3,5-diazol and phenalenyl-based radicals, the intrin-
sic strength of these interactions remains unclear. While popular BDE and its
decomposition [24] provides valuable information about the stabilizing forces
involved in bond formation (in the case of pancake bond in particular in the
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formation of 2e/mc interactions), BDE does not adequately describe the intrinsic
strength of a bond [25–27]. Because BDE measures the overall effect of bond break-
age it contains the electronic reorganization and geometrical relaxation of the frag-
ments upon dissociation. Therefore, we introduced in this work an intrinsic bond
strength measure based on vibrational spectroscopy. Unlike BDE, the local
stretching force constant (ka), derived from local vibrational modes [25], conserves
the geometry and electronic structure of all bonds/interactions. ka provides a direct
description of intrinsic bond strength and has been applied successfully applied to
assess the intrinsic bond strengths for a variety of covalent interactions including
ultra long C–C bonds, carbon-halogen bonds and non-covalent interactions such as
hydrogen, tetrel, pnicogen, chalcogen and halogen bonds; see Ref. [25] and citations
therein.

In this study, we applied the local mode analysis [25] complemented with the
RING puckering analysis of Cremer and Pople [28] and Bader’s quantum theory of
atoms in molecules (QTAIM) analysis of the electron density [29] to quantify the
strength of the pancake bonds in six spin-paired, open-shell singlet state dimers 1–6
(shown in Figure 1) and and to learn more about their nature. Species 1–3 are 1,2-
chalcogen-3,5-diazole dimers which contain sulfur (1), selenium (2), and tellurium
atoms (3); it is noted that 3 is a prototypal (i.e. theoretical) species. Species 4–6 are
phenalenyl-based dimers in which the bulkiness of substituents increase as follows:
phenalenyl dimer (4) < 2,5,8-trimethylphenalenyl dimer (5) < 2,5,8–tert-
butylphenalenyl (6). The aromatic character of the dimer species (4–6) was also
explored, in particular the role of the aromaticity for the stabilization of phenalenyl-
based dimers. In summary, special focus was on: i) to assess the intrinsic bond
strengths of the 2e/mc interactions for selected species, ii) to quantify the ring
strengths of the selected species, iii) to determine if the pancake bonds of these
species are covalent in nature, iv) to elucidate on the effect of substituents on the
aromaticity of phenalenyl-based species, v) to determine, for phenalenyl-based
dimers, the effect of dimerization on the aromaticity for phenalenyl-based species,

Figure 1.
Species investigated in this work. 1) 1,2-dithia-3,5-diazolyl (HCNSSN) dimer 2) 1,2-diselena-3,5-diazolyl
(HCNSeSeN) dimer. 3) 1,2-tellura-3,5-diazolyl (HCNTeTeN) dimer 4) phenalenyl dimer. 5) 2,5,8-tri-
methylphenalenyl dimer. 6) 2,5,8-tri-t-butylphenalenyl dimer. Detected pancake bonds (2e/mc) (i.e. targeted
contact bonds and interdimer CC bonds) are denoted in red.
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and vi) to determine what bond property, of the phenalenyl-based species investi-
gated, predominately governs changes in aromaticity.

2. Computational methods

Local mode theory: Since the underlying theory behind the derivation of local
vibrational modes is elaborated on in Ref. [25] the following text briefly covers the
fundamental aspects. Every vibrational mode, being associated with potential and
kinetic energy contributions, is subject to two mode-to-mode coupling mecha-
nisms, electronic coupling and kinematic (mass) coupling [30]. As a result the
normal modes remain perpetually delocalized over a molecule and cannot be
directly used to assess chemical bond strength [25]. Solution of the vibrational
secular equation (i.e. the Wilson equation) eliminates the electronic coupling as a
result of force constant matrix diagonalization. The kinematic coupling which
remains is eliminated in the local mode theory via a modified version of the Wilson
equation that uses mass-decoupled Euler–Lagrange Equations [25]. This leads to
local vibrational modes, associated with local mode frequencies ωa and local mode
force constants ka that can serve as a quantitative bond strength measure [25] which
we applied to assess the strength all 2e/mc interactions (i.e. pancake bonds) of
species 1–6 (see Figure 1). Stretching force constants ka can be transformed into
relative bond strength orders (BSO) n which are more convenient for comparison,
via a generalized Badger rule [31], leading to the following power relationship
between these two quantities: BSO n = A (ka)B. Constants A and B can be
determined from two reference molecules with known ka and BSO n values and the
requirement that for a zero ka value the BSO n is also zero.

In our study we used the CC single bond of ethane with BSO n = 1 and the CC
double bond of ethene with BSO n = 2 as references [32]. In addition to BSO n values
for the C⋯C contacts, BSO n values for N⋯N, S⋯S, Se⋯Se, and Te⋯Te bonds of
the dichalcodiazolyl species 1–3 were derived using the same power relationship.
For dimers 4–6, aside from deriving the BSO n values for the central C–C bonds, we
also computed the BSO n values for the outer C⋯C contacts which are established
between six carbon atoms of each monomer (see Figure 1).

Aromaticity index based on local modes: π delocalization in species 4–6 was
determined via an aromatic delocalization index (AI) derived from local force
constants following the procedure of Kraka, Cremer and co-workers [33, 34]. In
contrast to the HOMA index [35] which is based upon optimal bond lengths, which
sometimes tend to fail for this purpose [33], the AI is based on local stretching force
constants and bond strength orders (BSO n). As a reference, we used benzene with
an AI value of 1.00 and assigned BSO n value of 1.451 [33].

BDEs for 1–6were derived via potential energy curves by varying the interdimer
distance from 2.5 to 8.0 Å, using increments of 0.1 Å around and 1.0 Å further away
from the equilibrium geometry, followed by a constrained optimization. By calcu-
lating BDEs via potential energy curves any basis set superposition errors can be
avoided, such errors have been reported to as large as 16 kcal/mol in these com-
plexes when the BDE is calculated from the differences between dimer and mono-
mer energies [14]. The covalent character of the pancake bonds was assessed with
the Cremer-Kraka criterion [36, 37] of covalent bonding within the framework of
Bader’s QTAIM [29]. The Cremer-Kraka criterion is composed of two conditions;
(i) existence of a bond path and bond critical point rb = b between the two atoms
under consideration; (ii) sufficient condition: the energy density H rbð Þ = Hb is
smaller than zero. H rð Þ is defined as H rð Þ = G rð Þ + V rð Þ, where G rð Þ is the kinetic
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energy density and V rð Þ is the potential energy density. A negative V rð Þ corre-
sponds to a stabilizing accumulation of density whereas the positive G rð Þ corre-
sponds to depletion of electron density [36]. As a result, the sign of Hb indicates
which term is dominant [37]. If Hb <0, the interaction is considered covalent in
nature, whereas Hb >0 is indicative of electrostatic interactions.

Model chemistry used: To describe the spin-paired open shell singlet states, we
applied a single determinant broken-symmetry (BS) unrestricted ansatz, which
works well for systems with small singlet-triplet gaps [38, 39], combined with a
density functional theory (DFT) approach. We refrained from a multi-reference
description, such as CASSCF, which has been mostly applied to unsubstituted
species 4 with a relatively small active space and basis sets [40]. We also refrained
from post-SCF methods, such as Møller-Plesset perturbation theory of second
order, which has shown to over-bind in the case of dimer complexes with pancake
bonds and may results in an unrealistic C⋯C contact distance of 2.8 Å [14].

A reliable description of pancake bonding requires a careful choice of DFT
functional. The popular B3LYP functional [41, 42] does not describe dispersion well
whereas the dispersion corrected ωB97X-D [43] functional sometimes leads to
inconsistent results [44]. It was reported that the M06-2X functional [45] yields
generally shorter C⋯C contact distances [46] whereas the C⋯C contact distances
based off the M05-2X functional [47] agree well for complexes for 4–6 with exper-
imental values [48]. On the other hand, the M06 functional has shown to be well
parameterized for describing chalcogens (i.e. sulfur, selenium and tellurium atoms)
[45]. Another important part of the model chemistry is the basis set. We tested
both, Pople’s augmented 6–31++G(d,p) double zeta [49, 50] and 6-311G(d,p) triple
zeta basis sets [51]. For the Te atom we applied the SDD basis set [52] which uses
the Stuttgart-Dresden pseudopotentials [53] to account for relativistic effects.
Guided by our test calculations, we decided to use for our study the BS-UM06/
6-311G(d,p) model chemistry for 1–2, BS-UM06/SDD for 3, and BS-UM05-2X/6–31
++G(d,p) for 4–6.

Software used: All DFT geometry optimizations and frequency calculations were
carried out using the Gaussian program package [54]. The following local mode
analysis and the aromaticity delocalization index (AI) study was carried out with
the LModeA software [55]. The QTAIM analysis was performed with the AIMALL
program [56] For the rings of the di-chalcodiazoyl dimers (1–3), which do not
contain a central atom, we used the ring puckering program [57] followed by LMA,
as to obtain the local mode properties of the rings.

3. Results and discussion

It is noted that in regard to the text which follows, the terms contact bonds, π-π
stacking interactions, and face-to-face interactions loosely refer to pancake bonds
while interdimer/central C-C bonds refer to the C-C bond established in the center
of two monomers. Table 1 summarizes the calculated bond distances (Rcalc),
experimental bond distances (Rexp), calculated bond dissociation energies (BDEcalc),
experimental bond dissociation energies (BDEexp), local stretching force constants
(ka), local mode vibrational frequencies (ωa), bond strength orders (BSO n),
electron densities (ρb), and energy densities (Hb) for the targeted CC bonds of of
targeted contacts bonds of dimers 1–6 and rings of 1–3. Table 2 summarizes sym-
metry, singlet and triplet C⋯C contact distance (R(CC)), energy values of SOMOs
(ESOMO), and triplet/singlet (ΔEST) for all species investigated in this work (1–6).
Figure 2 shows the equilibrium geometries for the HCNTeTeN 3 dimer (C2) in
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singlet and triplet states. Figure 3 shows the various conformations of the
phenalenyl dimer in the triplet state where the red lines indicate detected C⋯C
contacts. Figure 4 show the generated Morse potential curves of dimers 1–6.
Figure 5 shows the correlation between BSO n values and the local stretching force
constants ka of 1–6. Figure 6 showcases the BSO n(CC) values, corresponding CC
bond lengths, AI values, bond weakening/strengthening parameters (WS), and
bond alteration parameters (ALT) for the carbon ring structures and the outer ring

No. Species Rcalc Rexp BDEcalc BDEexp ka ωa BSO n ρb Hb

1 HCNSSN

Ring 3.071 �5.8 �5.3 [8] 0.657 147 0.214 0.016 0.005

C–C 3.036 3.18 0.208 243 0.083 0.041 0.007

N-N 3.034 0.128 176 0.056 0.052 0.004

S-S 3.125 0.192 143 0.078 0.104 �0.000
2 HCNSeSeN

Ring 3.210 �4.7 N/R 0.302 72 0.113 0.015 0.004

C–C 3.119 3.31 0.080 151 0.038 0.034 0.006

N-N 3.152 0.074 134 0.036 0.042 0.003

Se-Se 3.313 0.151 80 0.064 0.098 �0.000
3 HCNTeTeN, C2v

Ring 3.514 �6.0 N/A 0.049 23 0.021 0.013 0.001

C–C 3.219 N/A 0.029 83 0.014 0.036 0.006

N-N 3.333 0.032 29 0.016 0.039 0.006

Te-Te 3.840 0.045 123 0.022 0.073 0.002

4 HCNTeTeN, C2

Ring 3.413 �8.4 N/A 0.162 43 0.062 0.018 0.002

N-N 3.342 0.112 165 0.045 0.046 0.009

Te-Te 3.820 0.038 65 0.018 0.086 0.003

N-Te 3.510 0.045 78 0.021 0.069 0.007

5 Phenalenyl

Peripheral C–C 3.110 N/A �11.0 N/A 0.366 123 0.136 0.072 0.005

Central C–C 3.152 N/A 0.293 288 0.113 0.063 0.006

6 tMP

Peripheral C–C 2.997 3.053 �14.8 N/R 0.172 64 0.074 0.090 0.006

Central C–C 3.093 3.145 0.167 217 0.072 0.070 0.007

7 tTBP

Peripheral C–C 3.391 3.306 �12.4 �9.5 [59] 0.194 68 0.081 0.047 0.003

Central C–C 3.287 3.201 0.147 204 0.065 0.050 0.005

The UM06/6-311G(d,p) methodology used for 1 and 2, UM06/SDD for 3, and UM05-2X/6–31++G(d,p) for 4, 5
and 6. N/A, not applicable; N/R, not reported.

Table 1.
Summary of calculated bond distances (Rcalc) in Å, experimental bond distances (Rexp) in Å, bond dissociation
energies (BDEcalc) in kcal/Mol, experimental bond dissociation energies (BDEexp) in kcal/Mol, vibrational
spectroscopy data, electron densities (ρb) in e/Å3, and energy densities (Hb) in h/Å3 of the targeted contacts
bonds and rings of dimers 1–6 (see Figure 1).
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structures of phenalenyl, 2,5,8-trimethylphenalenyl, and 2,5,8-tri-t-
butylphenalenyl monomer radicals and dimers.

3.1 Energetics

Identifying pancake bond interactions: As shown in Table 2, the ESOMO values
for dimers 1–6 range between �6.11 and �19.26 kcal/mol where 5 acquires the
largest ESOMO value. We note that the ESOMO value of 6 is in good agreement with
the ST-splitting of �6.64 kcal/mol derived from ESR experiments [21]. As shown in
Table 2 the ΔE(ST) is small and negative for dimers 1–6 with 3 in C2 symmetry.
These results are in line with the notion that the formation of pancake bonded
dimers requires the spin-paired singlet state to be energetically favored over the
triplet state.

From singlet to the triplet state, the central C–C bond distances in dimers 1 and 2
increase from 3.04 Å and 3.12 Å to 3.45 Å and 3.21 Å, respectively. No alterations in

No. Species Dimer Monomer Singlet Triplet ESOMO ΔEST

Symmetry Symmetry R(CC) R(CC)

1 HCNSSN C2v C2v 3.036 3.452 �15.61 �2.17
2 HCNSeSeN C2v C2v 3.119 3.208 �13.90 �2.09
3 HCNTeTeN C2v C2v 3.165 3.362 �13.26 0.96

3 HCNTeTeN C2 C2 3.563 3.104 �8.46 �1.35
4 Phenalenyl D3d C3H 3.152 3.622 �12.97 �5.98
5 tMP D3d C3H 3.093 3.744 �19.26 �5.44
6 tTBP S6 C3H 3.281 3.855 �6.11 �3.13

Table 2.
Symmetry of dimer and monomer, singlet and triplet face-to-face distances (R(CC)) in Å, energy values of
SOMOs (ESOMO) in kcal/Mol and triplet/singlet splitting (ΔEST) in kcal/Mol for comlexes 1–6 (see Figure 1)
calculated at corresponding levels of theory.

Figure 2.
Equilibrium geometries for HCNTeTeN (3) dimers in C2 symmetry. a) Singlet. b) Triplet.
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the rotational alignments amongst these two species were observed. Unlike for
dimers of 1 and 2, we observe that, in the singlet state of the HCNTeTeN dimer (3)
one monomer rotates about the CC central axis by 88.5∘, resulting in a C2v symmetry
for the dimer. Moreover, the triplet state of the HCNTeTeN dimer (3) involves the
rotation of a monomer, about the central C-C axis, by 99.2∘ and results in a C2

symmetry for the dimer (see Figure 2).
The ΔEST values of 1–3, where 3 is in C2 symmetry, indicate stable arrangements

(seeTable 2). In the case of 3, which is common in symmetry to dimers 1 and 2 (C2v),

Figure 3.
Conformations of the phenalenyl dimer in the triplet state. a) Staggered. b) Eclipsed. c) Intermediate geometry.
The red lines indicate detected π-π contacts. Bond distances for the central CC bond between the two monomers
are given.

Figure 4.
Dissociation curves for dimers 1 and 2 (UM06/6-311G(d,p), 3 (C2v) (UM06/SDD), and 4–6
(UM05-2X/6–31++G(d,p)).
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the triplet state is lower than the singlet state (ΔE(ST) = 0.96 kcal/mol) reflecting an
unstable dimer structure as no pancake bonding is formed.We note that for the lower
energy structure of 3 (C2) BCP’s were detected for Te⋯Te, Te⋯N, and N⋯N con-
tacts, being consistent with the observations of Gleiter and Haberhauer [58], in which
the reorientations of dithiatriazine molecules favored the formation of S⋯N and S⋯C
interactions over the the formation of a C⋯C contacts. Notably, unlike the other di-
chalcodiazoyl dimers, the central C–C distance of the 3 (C2) dimer, from the singlet to
the triplet state, decreases from 3.56 Å to 3.10 Å. Going from a C2v symmetry to C2
symmetry the ESOMO value of 3 changes from �13.26 kcal/mol to�8.46 kcal/mol.
These results indicate that there are attractive interactions between the monomers of
3 (C2) that are unrelated to SOMO-SOMO overlap. Overall, the results based on 3 in
C2v and symmetry C2, suggest that chalcogen⋯chalcogen bonds and the electrostatic
attraction between a chalcogen and a less electronegative atom play significant roles
in the stabilization of such dimers.

For the phenalenyl dimer (4), the triplet geometry exhibits two local minima
and one global minima (see Figure 3). The staggered configuration of 4 is�1.7 kcal/
mol lower in energy than the eclipsed conformer. The central C⋯C distance of both
the staggered and eclipsed conformer of 4 are longer than the sum of the van der
Waals radii where the central C⋯C bond of the staggered configuration is shorter
than that of the eclipsed configuration by 0.27 Å (see Figure 4). The most stable
arrangement of 4 is represented by an intermediate structure with a rotational
dihedral of 40.9∘ which, in contrast to the staggered and eclipsed geometries, has a
shorter central C⋯C distance (3.42 Å) and is �0.4 kcal/mol lower in energy than
the staggered configuration. These results suggest that the triplet state of 4 is a
π-complex.

Though the interatomic distances of 5 and 6, when going from a singlet to triplet
state, increase from values of 3.09 Å and 3.28 Å to values of 3.74 Å and 3.86 Å, we

Figure 5.
The relationship between BSO n and force constants of dimers 1–6 calculated with UM06/6-311G(d,p) (1
and 2), UM06/SDD (3), and UM05-2X/6–31++G(d,p) (4–6). BSO n(ring) values for 1–6 were computed
via in accordance to the level of theory used.
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observe no change in the rotational alignment between the monomers of the two
species. These results suggest that any change in the orientations of 5 and 6 mono-
mers are hindered by their substituent groups. We also note that the ΔEST values of
4 to 6 steadily decline as substituent size increases (see Table 2).

Dissociation energies: From the Morse potential curves of the dichalcodiazoyl
dimers 1–3 (C2) bond dissociation energy (BDEcalc) values of �5.8, �4.7 and
�6.0 kcal/mol are obtained, these values being more analogous to the BDE values of
electrostatic interactions. The calculated BDE of 1 is in good proximity to the
experimental value reported by Beneberu et al. (see Table 1). The bond dissociation
energy of species 3, in C2 symmetry, in comparison to 3 in C2v symmetry, is more
negative by �2.4 kcal/mol.

The computed bond dissociation energy values for species 4 through 6 are
�11.0, �14.8 and �12.4 kcal/mol, respectively. The computed dissociation energy
value of 6 is in good agreement with the previously reported experimental
enthalpy change (ΔHD) of �9.5 kcal/mol [59]. We observe the BDEcalc of the

Figure 6.
Bond strength orders (BSO) and bond lengths (in parentheses, Å) for the phenalenyl, 2,5,8-
trimethylphenalenyl and 2,5,8-tri-t-butylphenalenyl radical monomers and dimers (4 through 6). The
aromaticity delocalization index (AI), bond weakening (strengthening) parameters (WS) and alteration
parameters (ALT) for the FULL carbon ring structures (FULL) and the OUTER ring structure (OUTER) are
indicated in boxes. The term FULL accounts for all CC bonds while the term OUTER accounts only for outer
CC bonds and does not account for the inner most CC bonds.
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2,5,8-trimethylphenalenyl dimer (5) to be larger than that of both 4 and 6 by values
of 3.8 and 2.4 and kcal/mol suggesting that the addition of three methyl groups to
each monomer of the phenalenyl dimer (5) yields a more stable dimer as dispersion
contributions are enhanced (see Tables 1 and 2). In contrast to 5, the addition of
three tert-butyl groups (C4H9) to each monomer of the phenalenyl dimer (6)
results in a decreased stabilization due to increased steric repulsion between the
bulky C4H9 substituents. Moreover, we observe 2,5,8-tri-t-butylphenalenyl dimer
(6) to be more stable than the phenalenyl dimer (4) by 1.4 kcal/mol, indicating
that, within 6, there is a trade-off amongst the steric repulsion of the tert-butyl
groups and stabilizing dispersion (see Table 1 and Figure 4).

3.2 Bond parameters and derived bond strength orders n

Di-chalcodiazoyl dimers: As the chalcogen atoms (S, Se, and Te) of the di-
chalcodiazoyl dimers (1–3) increase in atomic radius (see Figure 5), the BSO n
values of the C⋯C contacts of 1–3 decrease (see Table 1). It is noted that C⋯C
contact distances of 1 and 2 are in excellent agreement with experiment (see
Table 1). The chalcogen⋯chalcogen contacts within the 1,2,3,5-ditelluradiazolyl
dimer (3), in C2v symmetry, acquire a ka value that is smaller than that of the
chalcogen⋯chalcogen interactions of dimers 1 and 2 by 0.147 and 0.109 mdyn/Å,
respectively. In the case of the 3, in C2 symmetry, N⋯Te, rather than C⋯C contacts
as observed in 3 (C2v), are seen to coexist alongside Te⋯Te contacts. Moreover, we
find that the BSO n value for the hetero-chalcogen (N⋯Te) bond of 3 (C2) is larger
than that of the Te⋯Te contact (see Table 1).

In regard to individual aromatic rings of 1–3 (i.e. HCNSSN, HCNSeSeN, and
HCNTeTeN) we observe the overall bond strength order of each ring (i.e. BSO n
(ring)) to decrease as the strength of the chalcogen⋯chalcogen interactions
between corresponding rings decrease in the following order: S⋯S > Se⋯Se >
Te⋯Te [BSO n(ring) = 0.214 (1), 0.113 (2), 0.021 (3, C2v), 0.062 (3, C2)]. More-
over, as depicted in Figure 5, the dimer 1,2,3,5-dithiadiazolyl (1) is more stable than
the 1,2,3,5-diselenadiazolyl dimer (2) by 0.355 mdyn/Å (see Figure 1); this result
indicates that a greater extent of π-stacking is present within 1 which results in the
C⋯C, N⋯N, and chalcogen⋯chalcogen contacts of 1 being shorter than those of 2
(see Table 1). Furthermore, the ka values for the chalcogen⋯chalcogen contacts
(i.e. S⋯S, Se⋯Se, and Te⋯Te) reveal that S⋯S and Se⋯Se interactions contribute
large amounts of π-delocalization primarily towards the rings, where the overall
rings strength of 2 is stronger than that of 3 due to a greater amount of π-delocali-
zation from the corresponding chalcogen⋯chalcogen interactions (Se⋯Se) (see
Table 1). From Figure 5, in addition to the individual ka values of the NN, TeTe,
NTe, and CC contacts of 3 in C2 and C2v symmetry, we can see that the C2
configuration of 3 results in a greater amount of stabilizing π-delocalization, dom-
inantly due to the N⋯N contacts, towards the rings (see Table 1). Alongside a
decrease in ring strength from 1 to 3 the overall bond length of the aromatic rings,
which, in the case of 1 is equivalent to the summation of all R(C-N), R(S-S), and
(N-S) bond lengths of a HCNSSN ring, decreases from 1 to 3 (see Table 1).

The energy density (Hb) values at the chalcogen⋯chalcogen (i.e. S⋯S, Se⋯Se,
and Te⋯Te) bond critical points rb of 1–3 are negative for 1 and 2 and positive for 3
(see Table 1). The negative energy density Hb values at the bond critical points rb of
the chalcogen⋯chalcogen contacts within 1 and 2 (i.e. S⋯S, Se⋯Se) indicate the
presence of chalcogen⋯chalcogen covalent bonding [60]. Positive Hb values of the
Te⋯Te interactions for 3, in both C2v and C2 symmetries, indicate that the Te⋯Te
contacts are much weaker than the S⋯S and Se⋯Se contacts of 1 and 2 which are of
an electrostatic nature. We note that in all cases (1–3), the Hb values of C⋯C and
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N⋯N contacts are positive. The non-detection of a bond critical point for the C⋯C
contacts of 3, in C2 symmetry, reveal that such interactions disappear when the
C⋯C bond distance stretches slightly beyond that for the equilibrium geometry of 3
(C2v) (see Table 1).

From our results we observe that the stabilization of molecules 1 and 2 is
primarily due to the large magnitude of π-delocalization from their corresponding
chalcogen interactions (i.e. S⋯S and Se⋯Se) where the extent of π-delocalization is
seen to correlate in parallel with the strength of the C⋯C contacts and the overall
strength of an aromatic rings (see Table 1). In contrast to dimers 1 and 2, 3 (C2v)
acquires a much weaker C⋯C contact strengths and an overall weaker aromatic ring
strength due to a lesser extent of π-delocalization from the Te⋯Te interactions as
revealed from the much smaller ka(chalcogen⋯chalcogen) values (see Table 1).
Our results show that the chalcogen bonding does play a stabilizing role in the
dimers such as 1 and 2 as suggested by Gleiter and Haberhauer [13, 58, 61], which
observe that as pancake bonded species (dimer) are drawn apart the monomers tip
outward in such a way that the chalcogen atoms, on each monomer, undergo
separation at a slower rate in contrast to their carbon and nitrogen atoms.

Phenalenyl-based dimers: Unlike dimers 1–3, the phenalenyl dimers (4–6) con-
tain central (interdimer) C–C bonds (see Figure 1). As mentioned earlier, in addi-
tion to the central C–C bonds of 4–6, we also analyze all peripheral C⋯C bonds
which are established between six carbon atoms of each monomer that comprise the
corresponding phenalenyl-based dimers (see Figure 1). We observe that the central
C–C bonds of 4–6 decrease in strength from 4 to 6 due to a lesser extent of π-
delocalization from peripheral C⋯C as observed from corresponding ka(C⋯C)
values (see Table 1). The relative BSO n values of the peripheral C⋯C interactions
for all phenalenyl-based dimers (4–6) are stronger than the corresponding central
C–C bonds (see Table 1). The ka values of the central C–C bonds within 4–6 are
within a range 0.16 and 0.70 mdyn/Å; these bonds are weaker than the C–C single
bond in ethane, a classical C–C bond prototype (ka(C–C) = 4.3 mdyn/Å).

Moreover, the peripheral C⋯C bonds of the phenalenyl dimer (4) and of the tri-
methylphenalenyl dimer (5) are shorter than their central C–C bonds (see Table 1).
For the tri-tert-butylphenalenyl dimer (6), the interdimer C–C bond is distance is
smaller than that of the peripheral C⋯C bonds (see Table 1) due to the steric
repulsion between the bulky tert-butyl groups of the monomers as this repulsion
“locks” the dimer into a staggered configuration. The steric repulsion between the
tert-butyl groups groups of 6 results in a concave pyramidalization of the central CC
bonds of the monomers [40], causing the central interatomic C–C bond to be
shorter than the outer CC interactions (see Table 1). Moreover, the electron density
values (ρb) of the peripheral C⋯C bonds of 4 and 5 are less than those for the
corresponding central C–C bonds and an opposite trend is observed for that 6 (see
Table 1). We observe both the C⋯C contacts and interdimer C–C interactions of
4–6 to have positive energy density values Hb indicating that both interactions
acquire an electrostatic nature, rather than a covalent character (see Table 1).

3.3 Aromaticity and ring strength of phenalenyl-based monomers and dimers

In order to assess the effect of substitution and dimerization on the monomers
and dimers of 4–6 we conduct aromaticity delocalization index (AI) analysis. Two
AI were determined for each monomer and dimer of 4–6, one AI value considers all
CC bonds while the second AI value considers only the outer most CC bonds which
trace the species (the inner/central most CC bonds are not considered). In addition
to AI values, Figure 6 lists corresponding WS and ALT parameters, WS gives the
weakening/strengthening parameter of the bonds in and ALT reflects the
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magnitude of bond strength alteration. Overall, the WS and ALT parameters reflect
the loss of aromaticity which is attributed to increased structure irregularity.
Therefore, the more symmetrical an aromatic perimeter, the greater the aromaticity
(i.e. AI) of the system. For example, in the case of benzene, which is planar and
very symmetrical as all CC sides (bonds) are identical, the parameters are as fol-
lows: WS = 0, ALT = 0, and AI = 1. In general, the smaller the AI the weaker the
aromatic character of a species.

Phenalenyl-based monomers: We observe the six outer most CC bonds of the
phenalenyl monomer (BSO n(CC) = 1.412) to be identical in strength to those of
benzene (BSO n(CC) = 1.451). The addition of methyl substituents to the
phenalenyl monomer, in the form of 2,5,8-trimethylphenalenyl, favors a skewed
arrangement which places one H atom of every CH3 group in plane with the
phenalenyl rings and the other two H atoms of every CH3 group above and below
the plane of the rings (see Figure 6). From the BSO n values and bond distances of
the six outermost CC bonds of the 2,5,8-trimethylphenalenyl monomer we observe
the outer bonds to be dissimilar (see Figure 6). For the CC outer bonds, that are on
the same side of the coplaner hydrogen atom of the CH3 group, CC bond distances
and BSO n values increase by 0.002 Å and decrease by 0.032 while that for the CC
outer bonds, that are on the same side of the two CH3 hydrogen atoms above and
below the ring, increase by 0.008 Å and decrease by 0.065 in contrast to that of the
phenalenyl monomer. A similar trend is observed for the substitution of phenalenyl
with t-butyl substituents in the form of 2,5,8-tri-t-butylphenalenyl, where the six
outer CC bonds become slightly longer and weaker in contrast to 2,5,8-trimethyl-
phenalenyl (see Figure 6). In comparison to the phenalenyl monomer the CC outer
bonds of 2,5,8-tri-t-butylphenalenyl, which are on the same side of the coplaner
methyl group, become longer by 0.003 Å and weaker by 0.037 BSO n units while
that for the outer CC bonds, that are on the same side of the methyl groups above
and below the ring, stretch by 0.011 Å and decrease in strength by 0.053 units. For
the outer CC bonds, not affiliated with the point of substituent attachment
(periphery CC bonds), the effect of substitution is too a lesser extent with bond
lengths ranging between 1.412 to 1.415 Å and the BSO n(CC) values ranging from
1.283 to 1.312. We note that 6 acquires the weakest outer and periphery CC bonds.
Conversely, the three bonds which radiate from the central C (i.e. inner CC bonds)
increase in strength from 4 to 5 and from 5 to 6 (see Figure 6). This indicates that
electron density lost by the deformation of the outer CC bonds, occurring from
monomer of 4 to 6, redistributes to the inner bonds.

The AI (full/outer) values of the phenalenyl monomer are both 0.915.
From monomers 4 to 6 we observe the AI, based upon the outer CC bonds, to
decrease steadily while the AI, based upon all CC bonds, fluctuates. From the AI
outer/full values of the phenalenyl (AI (full, outer) = 0.915), 2,5,8-trimethyl-
phenalenyl (AI (full, outer) = 0.918, 0.911) and 2,5,8-tri-t-butylphenalenyl mono-
mers (AI (full, outer) = 0.901, 0.885) we observe that the outer rings have a larger
degree of π-delocalization than the full ring. From WS and ALT parameters we can
see that the decrease in the aromatic character of the outer CC bonds from
monomer 4 (WS, ALT = 0.062, 0.023), to 5 (WS, ALT = 0.077, 0.012), to 6 (WS,
ALT = 0.108, 0.008) is predominantly due to bond weakening (as indicated by
WS). Overall we observe that as the 4 monomer is substituted with CH3 (5) and
tert-butyl groups (6) the outer aromaticity decreases steadily and is predominately
governed by bond weakening effects which are attributed to smaller magnitudes of
π-delocalization as additional π-delocalization (i.e. electron density) is pushed away
from the points of substitution and adjacent (periphery) CC bonds towards the
inner most CC bonds as reflected from the increasing inner CC bond strength from
4 to 6.
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Phenalenyl-based dimers: We note that the trend in BSO n values observed
amongst the CC bonds of the monomers discussed in the previous section is simi-
larly observed for the CC bonds of their dimers (4–6). It is worth mentioning that
the AI (outer/full) values for the dimers are greater than that of their monomer
components (see Figure 6). The phenalenyl dimer 4, in contrast to its monomer
counterpart, has larger outer, peripheral, and central CC bond strength orders (BSO
n(CC)) of 1.441, in very close proximity to that of benzene (1.451). We observe that
the the bigger aromaticity of dimer 4 is predominately attributed to bond strength-
ening as revealed from a comparison between the WS parameters of the phenalenyl
monomer (WS (full/outer) = 0.066, 0.062) and dimer (4) (WS (full/outer) =
0.043, 0.035).

From Figure 6 it is shown that dimers 5 and 6 favor configurations which
position the six methyl or tert-butyl groups amongst the dimers in an alternating
manner yielding a symmetrical arrangement and in turn a stable species. We note
that the methyl groups within the lowest energy rotational isomer of dimer 5 do
not have the same orientation as those within its monomer as six hydrogen atoms
of the CH3 groups are rotated inward, towards the center of the molecule (see
Figure 6). From WS and ALT parameters we see that the dimer of 2,5,8-trimethyl-
phenalenyl (5) has a greater outer CC aromaticity (AI (outer) = 0.911 (mono-
mer), 0.914 (dimer)) than its monomer due to bond strengthening (WS (full,
outer) = 0.077 (monomer), 0.075 (dimer)). We note that this result is consistent
with the BSO n values of the peripheral and central CC bonds of dimer 5, which
are greater than those of the monomer by 0.012 to 0.026 units (see Figure 6). In
contrast to the phenalenyl dimer (4), 5 has much larger WS (full/outer) and
smaller ALT (full/outer) parameters, where the WS parameters are more altered
than the ALT parameters (see Figure 6). These results reveal that the
aromaticity of the 2,5,8-trimethylphenalenyl dimer (5) (AI (full/outer) = 0.918,
0.914) is less than that of the phenanlenyl dimer (AI (full/outer) = 0.934, 0.938)
primarily due to bond weakening (indicated by WS, see Figure 6). The outer/full
AI values of the 2,5,8-tri-t-butylphenalenyl dimer (6) are both bigger than its
monomer counterpart being primarily due to bond strengthening as observed from
the smaller WS (outer/ full) parameters of the dimer in contrast to that of it
monomer (see Figure 6). It is also notable that changes in AI (outer/full), when
comparing monomer to monomer, monomer to dimer, or dimer to dimer, do
not correspond directly to changes in CC bond lengths, in some instances these
lengths stay the same or do not drastically change unlike BSO n (CC) orders
(see Figure 6).

From our results, it is clear that substituents not only prevent σ-dimer formation
but reduce the overall aromaticity of both phenalenyl-based monomers and the
dimers. As noted, the dimeric systems display a higher AI than the monomeric
systems indicating that the dimerization of phenalenyl-based species enhances the
aromaticity of the species. Our observation is in line with the nucleus-independent
chemical shift (NICS) NMR analysis of Suzuki et al. [21], which suggets that
SOMO-SOMO overlap in the dimerized system, overall, supports and stabilizes the
aromaticity of the molecules. Furthermore, our work supports the suggestions of
Gleiter and Haberhauer who propose that dimers which are pancake bonded
undergo stabilization via electron combination as to create a Hückel-allowed [62]
(4n + 2 electron) 3-dimensional aromatic system as we observe that, despite the fact
that the dimers, unlike their monomers, are not planar (which reduces orbital
overlap), the dimers exhibit higher aromaticity. Ultimately, from AI, WS, ALT,
and BSO n parameters, we discover that the dimerization of phenalenyl-based
monomers increases the aromaticity of the phenalenyl rings predominantly
through CC bond strengthening while the substitution of the phenalenyl dimer,
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alongside inhibiting σ-dimerization, reduces the overall aromaticity of the system
predominantly through CC bond weakening.

4. Conclusions

In this work, we conducted local mode analysis, electron density analysis,
and aromaticity delocalization index (AI) calculations (based upon vibrational
frequencies) for a set of six neutral pancake-bonded systems, di-chalcodiazoyl
dimers (1–3) and phenalenyl-based dimers (4–6), as to elucidate on the strength of
pancake bond interactions within dimers, the ring strength of their monomers, the
nature of the pancake bond interactions, the effect of substituents on the aromatic-
ity of phenalenyl-based species, and the effect of dimerization on the aromaticity
for phenalenyl-based species. The local stretching force constants, being suitable
descriptors of bond strength and π-delocalization, are used to describe the pancake
bond interactions of 1–6 and the degree of π-delocalization amongst these bonds
and their corresponding dimer species. Directly from computed local stretching
force constants we derived bond strength orders. We use measures of AI, and
corresponding WS and ALT parameters, to determine what bond property, of the
phenalenyl-based species investigated, predominately governs changes in aroma-
ticity. From the results of our work we draw the following: [1] We find that dimer
species 1 (1,2,3,5-dithiadiazolyl) and 2 (1,2,3,5-diselenadiazolyl) are significantly
stabilized by their chalcogen⋯chalcogen contacts. Unlike 1 and 2, which have C2v
symmtery, the 1,2,3,5-ditelluradiazolyl (3) dimer is found to be stable in C2 sym-
metry as the singlet state is energetically favored over the triplet state, revealed
from a negative ΔEST . [2] In regard to the phenalenyl-based dimers, as the substit-
uent size increased from 4 to 6 the stability of the system steadily declined as the
steric repulsion between the substituent groups hindered the monomers of these
dimers from changing into a orientation of lower energy. [3] As the radius of the
chalcogen atoms di-chalcodiazoyl dimers 1–3 increase (Te < Se < S) the strength
of the C⋯C contacts decreases. As the strength of the chalcogen⋯chalcogen inter-
actions (i.e. contacts) decrease from 1 to 3 the overall ring strength decreases and
the strength of the central (i.e. interdimer) C–C bond decreases [4]. For all
phenalenyl-based dimers (4–6) we observed that the BSO n values of peripheral
C⋯C are stronger that of their corresponding central C–C bonds. Revealing that
pancake bonding interactions contribute largely to the stability of these species [5].
From energy density analysis Hb, following the Cremer-Kraka criteria, we observe
the chalcogen⋯chalcogen pancake bonding interactions of the 1,2-dithia-3,5-
diazolyl dimer (1) and 1,2-diselena-3,5-diazolyl dimer (2) are covalent in nature as
they have negative (stabilizing) Hb values at their bond critical point rb. [6] Unlike
the other 1,2-chalcogen-3,5-diazole dimers (1 and 2) the chalcogen⋯chalcogen
contacts (i.e. Te⋯Te) of 3 are much weaker in strength and have a positive
(destabilizing) energy density value Hb at the Te⋯Te bond critical point rb reveal-
ing that the Te⋯Te do not have a typical pancake bond nature as we observed 1 and
2. [7] All pancake bonding interactions within the phenalenyl dimer (4), 2,5,8-
trimethylphenalenyldimer (5), and the 2,5,8-tri-t-butylphenalenyl dimer (6) were
observed to have postive (destabilizing) Hb values revealing that their pancake
interactions are electrostatic in nature. [8] From BSO n(CC) values, the calculated
AI, and related WS and ALT parameters we found that the dimerization of
phenalenyl-based monomers leads to an increased aromaticity primarily due to CC
bond strengthening. [9] From the same parameters mentioned above we observed
that the substitution of the phenalenyl dimer, which is necessary for inhibiting
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σ-dimerization, results in an overall reduction of system aromaticity predominantly
through CC bond weakening.
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Chapter 8

The Formation Mechanism and 
Structure of Organic Liquids in the 
DFT Challenges
Iosif I. Grinvald, Ivan Yu. Kalagaev and Rostislav V. Kapustin

Abstract

In the paper the experimental and theoretical approaches to problem of organic 
liquids formation mechanism and its structure are reviewed. It was shown that 
all presented models have the advantages and disadvantages at interpretation of 
molecular interaction and arrangement in liquid phase. The DFT calculation in dif-
ferent variant of models including paired interaction hydrogen atom transfer, model 
of transformation and the general conclusion following from this consideration are 
presented.

Keywords: DFT calculation, organic liquids, model of formation

1. Introduction

Chemistry have stepped in the last 40–50 years to the incredible mountain. 
Nowadays the scientists can synthesize large composite organic molecules including 
important biological active species and apply physicochemical instruments with 
digital operating and rapid registration to the insight of pure and technological 
processes.

However, the current formation mechanism theory and organic liquid structure 
models can be questioned. Even in the late 50s–early 60s, attempts were made, 
basically by spectral methods, to study the nature of interactions in liquid phase 
of organics that lead to its high resistance to external actions and at the same time 
preserve its mobile properties. After numerous studies on this topic, at one point 
there was a pause. However, no intermolecular forces, except for classical hydrogen 
bonds, have been discovered.

The hope arose that with the discovery of new diffraction wave scattering 
methods with Fourier transformation for studying liquid substances, this problem 
would be clarified. Nevertheless, back in 2005, S. Ballint, studying liquid dichloro-
methane, concluded that the internal parameters of individual molecules that form 
a liquid-phase system are well defined, but their intermolecular arrangement is 
ambiguous.

This is strange, but we have not found a single comprehensive review that would 
include a comparative analysis of different approaches, including ab initio calcula-
tions, in a unified vision. The theory of dipole–dipole coupling, in other words 
Coulomb interactions, is generally accepted, although in this theory there are many 
contradictions with the modern theoretical and experimental findings. At the same 
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time, the concept of specific intermolecular interactions existence in organic liquids 
is verified by structural, thermodynamic and spectroscopic studies. These studies 
are presented and discussed in Section 2.

Ten years ago, when conducting the IR investigation of simplest organic sol-
vents to account their role in the reactivity of some organic substrates, we have 
paid attention to the IR bands, which could not be assigned to any known internal 
mode of substance. In terms of classical vibrational spectra theory these bands 
can be interpreted as overtones or combination bands, if any, or Fermi resonance. 
However, we have suggested another assignment that was combined with DFT 
calculations and allowed us to make the assumption that these bands are a manifes-
tation of specific interactions in organic liquids. In first regard, our arguments were 
based on the principle that mutually exclusive approaches of classical and quantum 
mechanics cannot be mixed in the same approach. The results of our investigations 
are presented and discussed in detail across Sections 2–3.

The analysis of current theoretical and experimental methods exhibits the value 
of DFT in the knowledge progress in the field of organic liquid phase molecular 
arrangements. We have presented the traditional DFT calculations and our approach 
to this problem as well in Section 3. Unlike quoted literature that use the paired 
interactions model for description of condensed phase, which arises, as a rule, under 
hydrogen bond, in our approach, the mechanism of liquid phase formation is consid-
ered in terms of molecular transformations. This insight applies not only to the sub-
stances with hydrogen bond, but also to the systems of identical molecules without 
hydrogen bonds. The conclusions of our research are formulated in Section 4.

2.  Theoretical and experimental approach to the molecular arrangement 
in organic liquids

In this section the fundamentals of molecular structure and its formation 
mechanism in liquid organic phase are presented, including the experimental data 
and theoretical study (dynamic simulation theory) in combination with the authors 
analysis of this approach.

Although there are numerous papers and books devoted to this problem, none 
of them fully resolved the problem of organic liquids molecular arrangement, and 
the character of long-range molecular interaction in liquid bulk is still ambiguous. 
Therefore, in the first part of this chapter we tried to present the current state of 
considered problem in terms of theoretical and experimental approach to evaluate 
the role of DFT calculation in the solution of the presented problem.

However, at the beginning of this consideration we would like to review the 
dipole–dipole interaction concept briefly because it is the oldest and most common 
theory of liquid formation. In fact, this theory is based on the model of Coulomb 
interactions between polar systems or temporary dipoles caused by fluctuation in 
electronic distribution.

2.1 Classical dipoles interaction model

Cooled and pressed real gases become liquid due to the intermolecular interac-
tions called van der Waals. This intermolecular interaction energy can be defined as 
the heat of a liquid evaporation or rather the difference between the vaporization 
temperature and the work of expanding one mole of gas at the atmospheric pres-
sure. Value of this interaction at the boiling point of gases is 1–3 kJ/mol. As it was 
shown by the quantum mechanical calculations, the energy of the van der Waals 
interactions consists of electrostatic, inductive, and dispersive components [1].
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The so-called orientational interaction of polar molecules is the most important 
part of the electrostatic interaction. Its essence, known as the Keesome effect, 
consists in the orientation of two interacting polar molecules with identical dipole 
moments that leads to the minimization of the system energy. In this case, the 
head-to-tail orientation becomes the most advantageous configuration. The energy 
of the orientational binding can be calculated as the sum of the Coulomb attrac-
tions and repulsion of the pole charges in the dipoles, expressed in terms of the 
dipoles [2].

Inductive interaction, or the Debye effect [3], is the interaction of the constant 
dipole moment and the induced dipole moment, arising due to an additional charge 
separation. Inductive interactions occur with the formation of noble gases hydrates 
with the dissolution of polar substances in the non-polar liquids and they are 
valuable only for the molecules with significant polarizability (ex. molecules with 
conjugated bonds) [3].

The dispersion interaction, or the London effect [4], arises between the electrons 
in the interacting molecules. There are molecules that have no dipole moment – for 
example, homoatomic molecules of noble gases. The additivity of dispersion forces is 
manifested in adsorption, in the processes involving gas condensation, etc. Dispersion 
forces play the important role not only in the individual molecules, but also in the 
macroscopic particles (ex. colloids). However, these forces are relatively weak.

The intermolecular interaction is the summarizing action of attraction and 
repulsion forces. At large distances, the attraction prevails, and at very short dis-
tances the repulsion is the main contributor. The attractive forces of Van der Waals 
are long ranged [5, 6], and the attraction energy rather decreases with distance. Van 
der Waals interaction forces at the equilibrium distance is small: ~ 1–5 kJ/mol, which 
is considerably less than the chemical bond energy.

The main conclusion is that Coulomb and Van der Waals interactions can relate 
to the formation of liquid from the gaseous substances at the cooling or pressing. 
However, this theory is very limited for organic liquids. There are at least three 
fundamental reasons for that: i) the intermolecular forces in organic liquids are 
sufficiently stronger, accounting their vaporization enthalpy [7]; ii) there is no 
direct dependence of liquid stability on dipole and molecular volume of consisting 
molecules in many cases [7]; iii) the interaction of dipoles in organic fluids should 
have a certain orientation, while the molecules in liquid do not have any anisotropy 
[5, 6]; iv) this conception ignores the specific non-valence interaction in liquid 
systems [7].

2.2 Thermodynamic data source

The concept of the specific interaction in liquid systems based on the thermo-
dynamic data is developed in [7]. The regularities in the homological series exhibit 
no correlation between the molecular mass and the vaporization enthalpy in many 
cases. The numerous thermodynamic data indicate the existence of specific non-
valence interaction in organic liquids. In case of substances with the different vari-
ant of hydrogen bond (ex. with OH–, NHi–, C=O– or COOH–group) the specific 
interaction providing molecular structure can be explained by classical H–donor–
H–acceptor interaction [7].

However, for the liquid saturated hydrocarbons, alkenes, and alkynes this 
approach is not applicable. The author of [7] has suggested the scheme of hydrocar-
bon interactions. The main idea is that the carbon atoms in chains have a different 
negative charge owing the shift of 2 s–electronic pair between the carbon atoms. 
The electron density of carbon with a larger negative charge transfers partially to 
the carbon atom with the reduced negative charge.
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In other words, the alkane molecules can be bound in the liquid state so that the 
carbon atoms with an enhanced negative charge would be closer to the carbon atom 
with a reduced charge. The carbon atoms of the methyl groups in hydrocarbons that 
have the enhanced negative charge can participate in the specific interaction between 
molecules under the donor–acceptor mechanism resembling the hydrogen bond.

In author’s opinion, the non-equivalence charges distribution in hydrocarbon 
chains leads to the appearance of charge shift not only for the carbon atom, but for 
the hydrogen atom as well. It means that the hydrogen atom of the neighboring mol-
ecules can form the donor–acceptor C‧‧‧H bond and even the dihydrogen bond. 
The comparison of thermodynamic data indicates the relatively high contribution 
of similar pair interactions in vaporization energy of organic liquids. These specific 
interactions are the nature of liquid saturated hydrocarbons formation mechanism 
and their stability without involving of the specific hydrogen bon. The evaluation of 
specific interaction energy is given in [7] and relates to the range 3–10 kJ/mol. These 
values correspond to the weak hydrogen bond [1, 2, 6].

The thermodynamic analysis of the vaporization enthalpy of unsaturated 
hydrocarbons leads to the conclusion that the presence of a double or a triple bond 
in the molecule results in a stronger electron density shift from one or two hydrogen 
atoms to the carbon atoms of neighboring molecule [7]. For example, the hydrogen 
atoms of the CH2–group in propene and CH–group in propyne possess enhanced 
positive charges, and the carbon atoms acquire higher negative charges. Therefore, 
the acceptor and donor properties of these substances are more pronounced than in 
the propane molecule (this statement are cited fully in accordance with [7]).

2.3 Molecular light scattering (MLS) and X-ray data source

In the 70s – 80s the professor at Moscow University M.I. Shachparonov has pub-
lished a work, which was, unfortunately, limitedly known in the scholar community 
[8, 9]. In this paper he has predicted the existence of the specific interaction in the 
non-polar liquids, in which the hydrogen bond lacks. For benzene, the existence 

Figure 1. 
The stack of aromatic rings in liquid benzene.
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of a new specific interaction in liquids – the formation of molecular π-complexes 
(molecules stacks) between aromatic rings – was suggested (Figure 1).

At present, this concept was confirmed and developed in the works of I.A. 
Abramovich and the coauthors [10–17], devoted to the structure of the liquid 
system in benzene and its substituted species. The specific interaction with dif-
ferent spatial geometry can form in a liquid bulk of molecules without hydrogen 
bonds. For example, in solution of di-chlorobenzene, there are strong interactions 
in neighboring molecules between chlorine atom and carbon in aromatic ring and 
between carbon atoms.

Since the arrangements of molecules in a crystal always correspond to the 
potential energy minima of the system, it can be used for the verification of the 
obtained data in LS experiments combined with the modeling procedure. This 
approach allowed to reveal the structure and characteristics of the mutual arrange-
ment in molecules as well as the types of intermolecular contacts in the liquid 
phase [18, 19].

For the determination of intermolecular arrangement in liquid di-chlorobenzene 
and other compounds with chlorine atoms, the Cambridge crystallographic 
database for these organics in solid state were used. The intermolecular distances 
between molecules, obtained by MLS study, are 4–5 Å, which is considerably longer 
than the internal distances in molecules. However, the liquid system has a quite 
certain spatial geometry realized by this long-ranged molecular binding.

X-ray studies allow to define the internal parameters of molecules, but the 
intermolecular structure of organic liquids stays in an ambiguous conclusion: on 
one hand, in the liquid phase the distances between nearest molecules are longer 
than 4 Å, and on the other hand, the peak of distribution function was observed 
in dichloromethane at distance about 2 Å. However, in these experiments it was 
confirmed that the organic liquids have certain intermolecular composition and 
labile binding between identical molecules. However, this does not exclude the 
spatial transformation in liquid bulk [20–22].

2.4 IR-data source

The IR spectra of organic liquids in the middle- and high-frequency regions 
have “additional” bands [23] that cannot be expected by the normal coordinates’ 
analysis [24–26]. The observed spectral phenomenon was interpreted in literature 
as a manifestation of the vibration anharmonicity or Fermi resonance (ex. [27, 28]). 
Such a version has a few contradictories; firstly, it is non-logic to mix the approach 
using the vibrational theory based on the classical mechanics of vibration (normal 
coordinates’ analysis) and the quantum mechanical interpretation; secondly, many 
systems that are considered in this conception include heavy molecular weight 
atoms and their vibration anharmonicity is negligible; thirdly, the overtones and 
combination bands should have considerably lower intensities than the basic bands. 
At last, these bands remain in the solid state (in a low-temperature spectra), and 
they are observed for homological analogs [20]. We have suggested another variant 
of assignment based on the conception observing spectral features relating to the 
manifestation of specific interaction in liquids.

In the spectra of liquid CCl4, in accordance with the selection rules for the 
Td symmetry in IR spectra, only one stretching band should be active, but for 
the C3V symmetry, two bands of E– and A1–symmetry species are permitted. 
In the IR spectrum of liquid carbon tetrachloride two overlapping bands at 786 
and 761 cm−1 having an approximately equal intensity were observed. These 
bands are well-resolved in IR spectrum of the low-temperature film recorded at 
20 K [29].
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In the gas phase two bands were also observed (at 795 and 776 cm−1), but they have 
a different counter structure: the first of them consists of overlapped components and 
another one is a single band. Therefore, we can conclude that carbon tetrachloride 
exists in gas phase not only in the single molecular shape that has Td symmetry, but 
also in the transformed shape having C3V symmetry. The first one is manifested by the 
band at 776 cm−1 and another one – by the band at 795 cm−1. The spectra recorded for 
different temperatures of gaseous CCl4 confirm this assumption [29].

It is reasonable to resume that the pyramidal structure relates to the cluster shape, 
in which the chlorine atom provides the binding between molecules. The shift of the 
chlorine atom in the cluster can occur in the condensed phase owing to the association 
of the molecules [29]. It leads to transformation of the molecular geometry to the 
almost planar D3h symmetry, in which A1 stretching band is forbidden in IR spectra.

In the high-frequency region of chloroform in the liquid phase, the bands at 
3020 cm−1 (stretching vibration of the CH bond) and at 2401 cm−1 with a shoulder 
at 2435 cm−1 are detected (Figure 2, left side, spectrum 2) [30]. A similar spectrum 
is observed for bromoform: the bands at 3021 и 2256 cm−1 are shown (Figure 2, 
left side, spectrum 1). The bands in 2400–2200 cm−1 range cannot be assigned to 
overtones 2δ (bending of angle CHalH, where Hal-halogen), because the band have 
the isotopic D/H shift (Figure 2, right side), corresponding to the theoretical values 
(1.32–1.34) and their intensities relative to CH stretching band at 3020–3021 cm−1 
are considerably stronger than it could be expected for anharmonic components. 
Besides, in bromoform molecule, the contribution of anharmonic components 
should decrease due to a significant increase of molecule mass. However, the oppo-
site picture is observed in the spectra: the relative intensity of the band at 2256 cm−1 
for bromoform is stronger than the band at 2401 cm−1 of chloroform [30].

The similar spectral picture is detected for water associates in liquid phase: the 
band of OH stretching vibration in 3400–3600 cm−1 region is combined with the band 
in 2200–2400 cm−1 range, assigned to stretching vibration of hydronium ion. This 
band manifests the hydrogen atom transfer in hydrogen bonded structures [31, 32].

The presented results indicate that the specific interaction between molecules 
exists in liquid haloforms due to the proton binding and its intermolecular shift, 
leading to the transformation of initial geometry.

The geometry of single benzene molecule is taken as a planar ring due to the 
conjugation of pz-orbitals and π-aromatic configuration appearance. This state 
corresponds to D6h symmetry point group. According to selection rules, only one 
stretching CH band (E-specie) should be active in IR spectra. However, in the real 
spectra of liquid benzene there are three bands (3092, 3071, 3036 cm−1) and in the 

Figure 2. 
Fragments of FTIR spectra of chloroform and bromoform (left side) and chloroform-d in liquid phase 
(right side).
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solid benzene (spectra were recorded at 20 K) there are four bands (3090, 3071, 
3034, 3005 cm−1) (Figure 3, right side) in CH stretching region [33].

Three bands that have isotopic H/D shift (Figure 3, left side) close to the theo-
retical prediction also were detected in benzene-d6 spectrum. This spectral picture 
can be assigned to the existence of two molecular shapes existing in the liquid 
phase: planar, in which one IR band is active (D6h symmetry), and shape with two 
IR bands (A1- and E-species), corresponding to the C3V symmetry.

For the interpretation of the observed effect, we can assume that the benzene 
molecule exists in the liquid state as a cluster system. In this shape CH bonds deviate 
from the ring plane to the neighboring molecule (Figure 4). This leads to a distor-
tion of the symmetry of the stretching vibrations of the CH bond.

In the middle IR range two bands at 1952, 1814 cm−1 were revealed (Figure 5, bands 
A), which cannot be assigned to the internal vibration modes. They also cannot be 
assigned to combination modes, because these bands have an isotopic shift close to the 
CH bond vibrations of aromatic ring, and the same bands are observed in substituted 
homologs of benzene as well (Figure 5). Besides, their amount in C6H5X spectra 
corresponds to the non-equivalent o-, m- and p-position in molecules [23]. These data 
confirm the idea that the benzene can form the π-stacks structure in the liquid phase 
(see section 2.3). The hydrogen atom in this system, as it was mentioned above, can 
interact with the carbon atom of the neighboring molecule in the stacks. Therefore, CH 
stretching band can shift to the middle IR interval due to the mixing of ν(C–C) and 
ν(C–H) stretching vibrations in the intermolecular bond (C–C–H‧‧‧C–C).

Figure 3. 
Fragment of liquid benzene-d6 FTIR spectrum at 295 K (left side) and solid benzene film at 20 K (right side) 
in CH/CD stretching region. 

Figure 4. 
Hydrogen atom shift in molecular stacks of liquid benzene.
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2.5 Dynamic simulation data source

This approach was developed in numerous works and their complete citation 
was beyond the scope of this study. Therefore, we would like to highlight the studies 
that present the molecular arrangement of organic systems as a supramolecular 
structure, forming not only under hydrogen bond, but also existing in the shape of 
identical molecular associates [34–37].

The obtained data allow to discuss the thermodynamic and kinetic aspects of 
the processes in liquid phase, in terms of the supramolecular organization. These 
investigations give the knowledge about the composition of the aggregates as well as 
the general approach to their transformation due to the intermolecular binding. In 
author’s opinion, the dynamic simulation model combined with the experimental 
findings allows to explain the supramolecular formation mechanism under the 
long-ranged interactions. The model of the homogeneous molecules’ association is a 
key to manifold conclusions of the liquid properties’ nature [37].

This approach gives the complementary information about the structure of 
aggregates, which is not possible by other methods, especially when long-ranged 
molecular binding is present. The application of this method is useful to interpret 
some regularities of organic liquids, although it does not detail the specific interac-
tions’ appearance [34, 37].

2.6 Section conclusion

As we have shown in the short review of the modern approaches to the problem 
of molecular arrangement in organic liquids, all data sources agree that the structure 
of liquid phase can be described as a supramolecular system with non-polar or weak 
polar long-ranged interactions. This binding arises at the distances close to 4–5 Å, 
but its energy contribution is comparable with vaporization enthalpy of liquids 
[7, 17, 18, 20]. The thermochemical, wave scattering, X-Ray and dynamic simulation 
data interpret well the lability of the system, but do not explain its high stability.

Unlike the mentioned methods, IR data predict that the initial molecular geom-
etry transformation in comparison to a single molecule occurs in the liquid system. 
These changes are caused by the intermolecular forces between neighbors in bulk, 
even if they do not correspond to the hydrogen bond [23, 29, 30].

Applied to this problem, the DFT calculation could be useful for explaining 
the reasons of the transformation under weak interactions in terms of general 
electronic distribution. Therefore, in the following section we consider the essential 
results of the DFT study referring to the problems discussed in this paper.

Figure 5. 
Fragment of liquid benzene (left side) and benzene-d6 (right side) FTIR spectrum in middle IR region.
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3. DFT approach to the molecular binding in organic liquids

In this section, we have presented the traditional methods of DFT calculations 
together with our approach. In most works, the application of DFT to the problem 
of formation mechanism and arrangement of organic liquids is reduced to the non-
covalent interactions’ model of dimers with hydrogen bond. Although this approach 
is available for the gas phase binding only, such interactions arise quite rarely in the 
gaseous systems. Nevertheless, this concept is conventionally extrapolated to the 
condensed phase structure. However, the geometry and molecular interactions in 
this system sufficiently differ from the gaseous one. Therefore, we have suggested 
the DFT approach based on our IR spectral observations that indicates the certain 
changes of the molecular structure in the organic liquids in comparison to a single 
molecular state (see Section 3.4).

3.1  Geometry optimization (GO) procedure in DFT calculations of molecular 
system

The basic idea of system geometry optimization (GO) is that in ab initio calcula-
tions the SCF energy optimization procedure often leads not to a global minimum 
but to the local extremum. Therefore, besides of the SCF procedure, the additional 
mathematical method named GO is practically used.

For large molecules, which to a certain extent can simulate a supramolecular 
system, a method of delocalized internal coordinates within the framework of 
the DFT has been proposed. It was shown that the combination of the trust radius 
and line search method gives good accuracy in the geometry calculation of a single 
molecule. A performance analysis of the new geometry optimizer using different 
start Hessian matrices, basis sets and grid accuracies is given in [38]. This scheme 
has been successfully used for the study of enzyme reactions, treating the active site 
by a high-level method, particularly DFT, and the protein environment by molecu-
lar mechanics.

The minimum of energy is reached when the geometry characteristics of 
molecule is close to the experimental values. A few variants of the GO procedure for 
the DFT calculation can be found in the other papers, in which the findings are in a 
good agreement with experimental data [39, 40].

Considering these results, one can ask, firstly, why the calculation referring to 
single molecule can reproduce the geometry of condensed phase so well while the 
thermodynamic, kinetic, and spectral properties of molecular bulk differ from the 
individual species; secondly, the used regularity of energy change from geometric 
parameters, for example, from bond length, is strictly suitable only for diatomic 
molecules. For the polyatomic ones, this procedure can be attributed only with a 
sufficient approximation, because the bonds and angles in a molecule cannot vary 
independently. This situation is well known for the small vibrations of point masses 
near the interatomic equilibrium [24–26]. The solution of vibrational problem in, so 
called, internal natural coordinates (bonds and angles between neighboring bonds), 
requires involving the coefficients of the interactions between them. Besides, in 
organic liquids, the potential energy surface consists of the infinite closely located 
energy extremums of the single molecules. Therefore, in the real system the mini-
mum of energy is broadly smoothed. Since the electron density in these systems is 
strongly delocalized, the geometric optimization procedure loses its real physical 
meaning. The arguments above show that the GO is an additional mathematical 
fit in the standard iterations shape, and it can be applied for the real systems only 
with the reasonable restriction. For this reason, the DFT calculations with the GO 
for the simplest organic molecules forming the stable liquid bulk (for example, 
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tetrachloromethane, dichloroethane and non-substituted hydrocarbons etc.), does 
not lead to the energy minima even for two-molecule interaction (see Section 3.4). 
Thus, the DFT calculation without the GO procedure seems to be applicable in this 
field as well.

3.2 Paired interaction model in DFT calculation for liquids

The study of the formation mechanism and structure of organic liquids needs to 
involve the models and approximations to simulate molecular interactions. One of 
them can be defined as a model of paired bonds, which is based on a few reasonable 
assumptions. Firstly, the specific interaction in a liquid is a non-covalent interaction 
between molecules [41–44]. Secondly, for the definition of the pair, we can choose 
the strongest molecular interaction in the system. Thirdly, the liquid structure is 
formed by the paired molecules. Fourth, the nature of this interaction is a set of the 
different hydrogen bond types.

Sometime, halogen bond [45] and dihydrogen bond [46] provide a non-covalent 
binding, but it appears quite seldom, basically, between oppositely charged hydro-
gen or halogen atoms and in a solid state.

Hydrogen bond can exist in many organic and inorganic species and plays a cru-
cial role in fields of chemistry and biology. It has been considered in many reviews; 
in this section, we analyze only a few recent ones [47–51]. Since the hydrogen bond 
existence is considered as a main aspect of the condensed phase formation theory, 
we would like to make a few comments regarding our conception presented in this 
section. Arising of the hydrogen bond presumes the occurring of an interacted pair – 
a hydrogen donor and a hydrogen acceptor. This type of binding is known not only in 
the condensed phase, but also for gases. The energy of hydrogen bond changes in the 
interval of 8–60 kJ/mol and more, in some cases, while its length is 2–3,5 Å.

Many authors that studied the organic liquids with a hydrogen bond in their 
structure, draw the statement that this bond provides the stability of liquids and the 
high mobility as well. This concept is quite satisfactory, because the hydrogen bond 
theory can be considered as a universal approach to the structure of liquid organics: 
amines, acids, alcohols, and related compounds; many bioactive systems can also 
assign to this system. Besides, it is known that some species of organic liquids can 
turn into a shape with a mobile proton, ex. nitro-substituted hydrocarbons, alde-
hydes, and ketones – they can form the hydrogen-bonded liquid system as well.

At the same time, the hydrogen-bonded pair has a linear binding, where the 
mobile proton is bound simultaneously with its own molecule and with a neighbor-
ing one, although to a greater extent with its own. This feature of binding allows to 
imagine the system, in which the initial structure of molecules remains in the combi-
nation with a thermodynamic stable molecular bulk. Therefore, the hydrogen bond 
is the suitable instrument to simulate the formation mechanism in a liquid phase.

Besides, it is well known that the organic matter contains of water impurities that 
cannot be completely removed [23, 52]. Water forms the clusters with the organic 
molecules due to the strong hydrogen bonds. The presence of water molecules can be 
considered as a variant of the mechanism for the formation of a stable organic liquid 
(see Section 3.3). This mechanism is valid for bioactive systems as well.

The prediction of benzene dimer formation is essential for this work because 
the high stable liquid in this case exists without the intermolecular hydrogen 
bond. The DFT calculations of the binding mechanism in the benzene dimer 
predicts four most stable shapes of the self-association: two variants of π-shaped 
and two variants of T-shaped structures [53–55].

The pair interactions’ model is the most common viewpoint on the mechanism 
formation of organic liquids. However, this concept has a few disadvantages. Firstly, 
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this model cannot explain, why there are many organics that exist without hydrogen 
bond while their stability (with the vaporization enthalpy as a criterium) is higher 
than in a system with hydrogen bond [7]. Secondly, this model cannot reproduce 
the formation mechanism of the spatial structure in organic liquids. Thirdly, the 
benzene dimer is one of the few examples where the DFT calculations can explain 
the formation of associates without involving a hydrogen bond, but they cannot 
explain the high stability of benzene, since the energy of the intermolecular interac-
tions in it does not exceed 0,301 kJ/mol. The mechanism of water complex forma-
tion in organic liquids combined with the hydrogen atom transfer theory (HATT) is 
a positive step to clarify this problem, as it is presented in the next section.

3.3 Hydrogen atom transfer model for organic liquids

The hydrogen atom transfer theory (HATT) and the results of calculations 
obtained in terms of this model for gases and the condensed phase exhibit a wide 
area of investigations. The main data and the approaches referring to this theory 
are presented and reviewed in [56–60]. For our consideration, we have chosen the 
essential aspects of this concepts, applied for the formation mechanism and the 
structure of organic liquids.

The hydrogen atom transfer term is used to define the proton, hydrogen and 
hydride ion transfer which occur in many organic liquids. Two energy minima with 
a maximum between them arise in the system, determining the process of transfer.

The barrier of transfer changes considerably for different organics and can vary 
from 10 to 12 up to 100–200 kJ/mol [57]. The nature of these interactions is either 
activation, such as heating and irradiation of a substance, or a tunneling process. 
The last one is caused by the decrease of X–H bond energy under the hydrogen atom 
coupling with the Y-atom of the proton acceptor in the linear chain (X–H‧‧‧Y) and 
the hydrogen atom vibrations with a large amplitude.

The main value of this theory for the considered problem is related to the 
description of the spatial arrangement formation. Presuming that the hydrogen 
atom transfer between the donor and the acceptor of the protons (in other words 
between the Bronsted acid A and the several molecules of basic B1, B2) occurs in a 
liquid phase like: (AH + B1 → A− + B1H++B2 → A− + B2H++B1).

It means that in contrast with the dimer approach, the hydrogen atom transfer 
model predicts the multidirectional movement of hydrogen atom in a liquid space. 
These transformations can provide the spatial arrangement in the system. Besides, 
the HAT model gives a perspective idea that the molecular tautomerism involving 
different hydrogen atom transfers can be taken as a basic element of the liquid 
formation mechanism (see the next Section).

Another approach to hydrogen atom transfer mechanism can be formulated if 
organic liquid contains of the water molecules. As it was mentioned above, water 
often inserts in a liquid matter and then the hydrogen atom transfer can occur 
between the water molecules with hydronium ion formation [23, 32]. The water 
complexes with organics, where the interaction can be assisted with the hydrogen 
atom transfer, was confirmed by IR experiments [52].

The DFT calculations in the different parametrizations show that in CH3NO2 
and CH3CN complexes with water molecules several binding variants can be real-
ized: first of them is the interaction of the hydrogen atom of methyl group with the 
oxygen atom of water, and the second one is the coupling of the hydrogen atom 
of water with the nitrogen atom of CN group or the oxygen atom of NO2 group 
(Figure 6, the bonds’ distances are given in Å).

The calculations predict the hydrogen atom transfer between the water molecules 
with the barrier about 10–12 kJ/mol and stabilizing of the hydronium cluster structure 
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(Figure 7). In the hydronium ion, all hydrogen atoms are equal in their interaction 
with the organic molecules, and within the associates they can shift in all three-dimen-
sional space, realizing the ‘relay race’ mechanism and forming the equilibrium spatial 
structure of the liquid. Thus, we can resume that in the liquid organics the water 
molecule can be a bonding agent in the formation mechanism of phase states.

The similar model was predicted by the DFT calculations for the aromatic 
substance – hexafluoride of benzene (Figure 8). In this complex, the barrier of the 
hydrogen atom transfer is even less than the one for CH3X (X = CN, NO2) systems 
(about 6 kJ/mol).

3.4 Transformations’ model in DFT calculation

None of the described experimental and theoretical models can explain the 
formation mechanism and the structure of organic liquids completely, although 
they present some useful data to insight this problem. All of them proceed from 
the fact that the geometry of the gas phase, or, in other words, of a single molecule, 
is preserved in the liquid phase as well. Although it is assumed that the values of 
bond lengths and angles shift to some extent under the condensation, these changes 

Figure 8. 
The interaction model of water molecule and hydronium ion interaction with C6F6 molecule.

Figure 7. 
The interaction model of hydronium ion interaction with CH3NO2 and CH3CN molecules.

Figure 6. 
The interaction model of water complex with CH3NO2 and CH3CN molecules.
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are considered insignificant, without profound transformations of the molecular 
structure. At the same time, as it was shown above, the IR data source indicates the 
possibility of the symmetry vibrations violation caused by the structural factors. 
In this section we consider as an example the interpretation of IR findings for two 
classes of organic liquids, which are often-used solvents and initial products for 
many organic syntheses – methane halides and benzene – in terms of the DFT 
calculations in the B3LYP variant with the 6–311++G(2d, 2p) basis set.

3.4.1 Methane halides

For the interpretation of IR spectral effects, we have applied the symmetry point 
groups theory. In tetrachloromethane IR spectrum there should be one active C–Cl 
stretching band corresponding to the Td symmetry. However, two approximately 
equal band intensities in 750–850 cm−1 region are observed (see Section 2.4). The 
appearance of two bands in the IR spectra can be assigned to the pyramidal C3V and 
the biplanar D2h or D2V symmetry groups.

The DFT calculation predicts the transformation (Figure 9) of the isomer (1) 
into biplanar (2) and pyramidal (3) isomers. The energy barriers ΔE1 and ΔE2 are 
close to each other and relatively low: ΔE varies in 4–12 kJ/mol range. The calcu-
lated frequencies of C–Cl stretching vibrations (776, 713 cm−1) are agreed with the 
experimental ones (786, 761 cm−1) as far as it can be expected in such a calculation. 
Formally, the structures (1)–(3) do not differ so much, however, the distribution 
of charges in them changes in such a way that not only the interaction between a 
positively charged carbon and a negatively charged chlorine in the neighboring 
molecules is allowed, but also the interaction in the other direction, between two 
oppositely charged chlorine atoms. The calculations have shown that the atoms’ 
charges depend on the value of (CClC) angles and not on the bond lengths. The 
suggested scheme sufficiently describes both spectral observation and formation 
mechanism of the spatial structure in liquid.

For trichloromethane, the DFT calculations were carried out for the chloroform 
and bromoform molecules. The obtained data predict the small barrier of transfor-
mation from a pyramidal C3V isomer to a biplanar isomer not exceeding 10 kJ/mol 
(Figure 10). As is known, such energies are not sufficient obstacles for the transfor-
mation even in the gas phase and a fortiori for the liquid state.

Figure 9. 
The tautomeric isomers of CCl4, predicted in the DFT calculations.

Figure 10. 
The tautomeric isomers of CHCl3, predicted in the DFT calculations.
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The calculations reveal a few directions of the intermolecular binding: one of 
them is the hydrogen bond between a positive charged hydrogen atom and a nega-
tive charged carbon or chlorine atom. At the same time, the obtained results allow 
the intermolecular binding between the oppositely charged chlorine atoms remind-
ing the interaction in tetrachloromethane molecule. The different types of binding 
can provide the spatial structure of the liquid phase.

For chloroform and bromoform, the detected charge distribution is similar 
(Table 1), but the atomic charges for the bromoform molecule in the C3V isomer 
are considerably larger than in the chloroform molecule. In the biplanar configura-
tion of bromoform, the atomic charges are significantly less, closer to the values 
of chloroform. This effect means that the basic interaction in bromoform is the 
hydrogen bond (C–H‧‧‧C) with the hydrogen atom transfer in the C3V isomer, 
in accordance with the IR spectra interpretation (see Section 2.4). Besides, the 
charge growing (along with the heavier molecular mass) can lead to a stronger 
intermolecular binding in bromoform and, as a result, to a higher vaporization 
enthalpy [61].

DFT calculation predict four directions of the tautomeric transformations for 
dihalogenomethane. In this case, the total energies of (1)–initial biplanar isomer 
{(CClCl) and (CHH)}, (2)–biplanar {two CHCl planes}, (3)–non-symmetrical 
pyramid with (HClCl) base and (4)–non-symmetrical pyramid with (HHCl) 
base (Figure 11) are close; ΔE1, ΔE2, and ΔE3 are about 20 kJ/mol. Therefore, we 
conclude that the intermolecular binding can be realized in all these directions, 
including the hydrogen bond (C–H‧‧‧Cl) and the interaction of two chlo-
rine atoms.

Figure 11. 
The tautomeric isomers of CH2Cl2, predicted in the DFT calculations.

Atom Atomic 
charges in 

isomer 1

Atomic charges 
in isomer 2

Atom Atomic charges 
in isomer 1

Atomic charges 
in isomer 2

Cl1
Cl2

Cl3
C
H

−0,01
−0,01
−0,01
−0,05
+0,08

+0,01
+0,01
−0,03
−0,08
+0,09

Br1

Br2

Br3

C
H

+0,26
+0,26
+0,26
−1,03
+0,25

+0,06
+0,06
−0,02
−0,24
+0,14

Table 1. 
The charge distribution in chloroform and bromoform molecules.
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For CH2Br2 and CH2I2 molecules, ΔE2 and ΔE3 energies are considerably higher 
than ΔE1. In this molecules, the transformation into isomers (3) and (4) is less 
expected than the C–H‧‧‧X hydrogen bond in isomer (2). Since the charge distri-
butions for all these molecules are similar (Table 2), the direction of the transfor-
mation is determined by the energy factor.

For CH3I molecule, the calculated charge distribution in the initial C3V specie 
pyramidal isomer allows the interaction between the iodide atom and the carbon 
atom in the chains of neighboring molecules, while the charge distribution in 
molecule can provide the hydrogen bond between the iodide and the hydrogen atom 
of the methyl group in the neighboring molecules as well (Table 3). Thus, the dif-
ferent binding variants in liquid CH3I can provide the formation of the stable spatial 
arrangement.

3.4.2 Benzene

The structural element that determinates the molecular arrangement in a benzene 
liquid phase, was presented in the quoted literature as a set of dimers that have sev-
eral geometry configurations (see Section 3.2). Unlike this approach, we have consid-
ered the trimers as a formed element in the ‘stack model’ of the benzene liquid phase. 
The conducted DFT calculations with different transformations of initial molecular 
geometry predict that the most optimal configuration is the stack with a ‘chair’ 
shape of the central ring and two planar rings (Figure 12). The trimers are bonded 
in a spatial structure by the hydrogen bridges. This concept can explain the IR data 
outside the scope of traditional assignment (see Section 2.4). In the trimer spectrum, 
one CH stretching band assigning to both planar rings should be observed, while the 
CH stretching in the central ring have to exhibit two bands: the first of them assigns 
to a pair of equivalent (C1–H1) and (C4–H4) bonds, and the second one – to a quar-
tet – (Ci–Hi), i = 2.3, 5.6 (Figure 12). The stretching bands of the hydrogen bridges 

СН2Сl2 СН2Br2 СН2I2

Atoms Atomic 
charges 
in initial 
isomer

Atomic 
charges in 
biplanar 

isomer (2)

Atoms Atomic 
charges 
in initial 
isomer

Atomic 
charges in 
biplanar 

isomer (2)

Atoms Atomic 
charges 
in initial 
isomer

Atomic 
charges in 
biplanar 

isomer (2)

C
H1

Cl1
H2

Cl2

−0,20
+0,11
−0,01
+0,11
−0,01

−0,20
+0,11
+0,02
+0,10
−0,03

C
H1

Br1

H2

Br2

−0,22
+0,13
−0,02
+0,13
−0,02

−0,21
+0,10
−0,02
+0,12
+0,01

C
H1

I1

H2

I2

−0,26
+0,09
+0,04
+0,09
+0,04

−0,25
+0,09
+0,04
+0,09
+0,03

Table 2. 
The charge distribution in CH2X2 molecules.

Atom Atomic charges in C3V pyramidal isomer Atomic charges in C3V planar isomer

C
H1

Н2

H3

I

−0,24
+0,08
+0,08
+0,08
+0,01

−0,19
+0,11
+0,11
+0,11
−0,14

Table 3. 
The charge distribution in CH3I molecule.
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should shift in the middle IR region due to the mixing of the CH and CC stretching. 
Therefore, the pair of bands at 1800–2000 cm−1 corresponds to the stretching of two 
bridging C–H bonds in the stacks bound in two mutually perpendicular plains.

3.5 Section conclusion

The DFT calculations with the GO procedure that were used for the dimers with 
the hydrogen bond, had described the enthalpy of the molecular interaction and the 
bond lengths quite satisfactory. For most systems, the intermolecular bond energy 
is even overestimated. However, this model cannot explain the spatial arrangement 
in the condensed phase because the electronic density should be localized within a 
dimeric shape in this case.

Unlike the dimer model, the transformation model suggests the variants of 
mutual molecular disposition under the bonding between the chains or the stacks. 
However, it requires the use of suitable experimental data. In this case, as a crite-
rium of the results’ validation, the absence of the negative vibrational frequencies 
can be taken. Although these calculations are somewhat intuitive, they allow to 
predict the reasonable structure arrangement of the supramolecular system.

4. General conclusion

The presented experimental and theoretical findings confirm the conclusion 
that none of the approaches can explain completely the structure and the formation 
mechanism of organic liquids. However, these approaches complement each other 
and help to solve the problem to some extent. In Table 4 we have listed the advan-
tages and disadvantages of each method and model.

A promising direction in the development of the DFT approach for investigating 
the problem of the formation mechanism and structure of organic liquids is the 
elaboration of the methods for calculating molecular systems with delocalized and 
smoothed electron density. Studying these systems can help to clarify the nature 
and structure of organic liquids.

Figure 12. 
The fragment of the benzene spatial arrangement in a liquid phase.
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Approach / Model Advantages Disadvantages

Dipoles’ interaction universal; predicts the nature of formation 
mechanism and spatial arrangement for 
organic liquids

cannot explain the high stability of weak 
polar and non-polar liquids

Thermochemistry reveals the specific long-ranged interaction 
in the non-polar organic liquids (with the 
energy values comparable to those of the 
vaporization enthalpy)

cannot explain the high stability of 
organic liquids with no hydrogen bonds; 
the formation mechanism interpretation 
is based on the intuitive model

MLS and X-ray 
study

reveal the specific long-ranged interactions 
and (approximately) the distances between 
molecules

cannot describe the formation 
mechanism and explain the high 
stability of liquid organics

Dynamic 
simulation

explains the spatial arrangement and the 
structural stability of the liquids

cannot describe the nature of organic 
liquids’ phase arrangement

DFT paired 
interactions model

establishes the nature of liquid phase 
formation as a paired non- covalent 
interaction

does not predict the stable spatial 
arrangement in the organic liquids

HAT model predicts the mechanism of stability and 
lability in the liquids

considers only the structure of 
hydrogen-bonded organic liquids

DFT 
transformations’ 
model

predicts the mechanism of arrangement not 
only for hydrogen-bonded liquid organics

a set of certain experimental data and 
a concept for their interpretation is 
required

Table 4. 
Advantages and disadvantages of approaches to organic liquids structure.
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Chapter 9

Superconductivity in Materials
under Extreme Conditions: An
ab-initio Prediction from Density
Functional Theory
Thiti Bovornratanaraks and Prutthipong Tsuppayakorn-aek

Abstract

The relation between thermodynamically stable and electronic structure prepa-
ration is one of the fundamental questions in physics, geophysics and chemistry.
Since the discovery of the novel structure, this has remained as one of the main
questions regarding the very foundation of elemental metals. Needless to say this
has also bearings on extreme conditions physics, where again the relation between
structure and performance is of direct interest. Crystal structures have been mainly
at ambient conditions, i.e. at room temperature and ambient pressure. Nevertheless
it was realized early that there is also a fundamental relation between volume and
structure, and that this dependence could be most fruitfully studied by means of
high pressure experimental techniques. From a theoretical point of view this is an
ideal type of experiment, since only the volume is changed, which is a very clean
variation of the external conditions. Therefore, at least in principle, the theoretical
approach remains the same irrespective of the high pressure loading of the experi-
mental sample. Theoretical modeling is needed to explain the measured data on the
pressure volume relationships in crystal structures. Among those physical proper-
ties manifested itself under high pressure, superconductivity has emerged as a
prominent property affected by pressure. Several candidate structure of materials
are explored by ab initio random structure searching (AIRSS). This has been carried
out in combination with density functional theory (DFT). The remarkable solution
of AIRSS is possible to expect a superconductivity under high pressure. This chapter
provide a systematically review of the structural prediction and superconductivity
in elemental metals, i.e. lithium, strontium, scandium, arsenic.

Keywords: ab initio random structure searching, density functional theory,
superconductor, lithium, strontium, scandium, arsenic

1. Introduction

It is a long time since Kohn and Sham pave the way to the self-consistent
equation, based on the exchange and correlation effects in 1965, leading the
Kohn–Sham (KS) Equation [1]. This has ignited the success of quantum physics and
chemistry, specifically many-body problem, owing to the KS equation can be
utilized for the ground state energy. Briefly stated, the KS equation formalism of
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density functional theory (DFT) described the motion of electron nuclei, which
separated to be two part: the energy of electron Eelectron and the Coulomb interac-
tions between the nuclei Enuclei And what is more, the details of Ewald summations
have been described extensively in Refs. [2, 3]. Apart from this, Eelectron and Enuclei

were performed by using the pseudopotential approximation within the KS equa-
tion. It is because of the effects of Coulomb interactions between the nuclei Enuclei,
as being in accordance with the the core electrons Ecore, that the terms Eelectron and
Ecore used in the static crystal energy of materials relevant to the energies of valence
electrons and pseudocores. Subsequently, the KS equation displayed the term
Eelectron is from the summation of quasiparticle eigenvalues, corresponding the
Kohn–Sham orbital, of occupied states.

Regarding thermodynamic properties, the Gibbs free energy is considered for
the static crystal energy of materials; however, the KS equation formalism of DFT
carried out at a temperature of 0 K. The Gibbs free energy therefore reduced to the
Enthalpy. This, appearing at first glance to be high potential for high-pressure
physics, is actually demonstrated the importance of superconductivity. According
to the aforementioned theoretical findings by the KS equation formalism of DFT,
resulting the exchange and correlation effects Exc. Following this, Perdew et al. [4]
presented a simple derivation of a simple of generalized gradient approximations
(GGA) with Exc. This methodology appropriated, it is well known to GGA with
Perdew-Burke-Ernzerhof (PBE), for description of atoms, molecules, and solids.
This is due to the fact that the GGA-PBE method give an accurate with the most
energetically important. As a result of this, the role of the GGA-PBE method is key
factor in achieving the ground-state energy of the static crystal materials. Herein,
we preformed mainly the PBE formalism of GGA for calculations of lithium, stron-
tium, scandium, and arsenic under high pressure.

The extensive studies of electronic structure were initiated chiefly by the KS
equation formalism of DFT. In principle, one should note the quasiparticle eigen-
values of occupied states is useful for achieving the electronic band structure,
density of sates, phonon dispersion. It is also interesting to note the DFT used
mainly strong sides for prediction the metallicity, leading to the prediction of
superconducting transition temperature. For considered the superconductivity, the
PBE formalism of GGA for exchange-correlation energy is suitable for interpret the
metallicity. This implied that the reliable theoretical study has quite a predictive
potential, moreover, the GGA-PBE for the exchange-correlation energy give an
accurate description of dynamical stability of crystal structure. One of the well-
known Bardeen-Cooper-Schrieffer (BCS) theory [5] were already discussed phonon
mediated superconductivity, leading to the way to vast both experimental and
theoretical studies on high-pressure research. At this stage, using the KS equation
formalism of DFT with the GGA-PBE for the exchange-correlation energy were
used to have unique features of phonon mediated superconductivity, showing
towards the evidence of superconducting materials as well.

There is alternative way to use the KS equation formalism of DFT with the GGA-
PBE. It is well known to ab initio random structure searching (AIRSS). The AIRSS
method have been described extensively in Refs. [6, 7]. Especially, the AIRSS method
is useful in achieving the high-pressure research owing to it can predict novel struc-
ture under compressed conditions. The reliable theory for ground-state structure can
help to interpret experimental data. In fact, there is also quite some experimental
observation cannot identify the atomic position and crystal symmetry. The AIRSS
method is powerful tool and it can guide further experimental studies.

High pressure physics is important for structural phase transitions in materials
[8–18]. Regarding a crystal structure of materials under high pressure, it can
enhance electronic properties of materials [19–21]. Nowadays, superconductivity is
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one of the most charming in physical properties. Many materials were predicted to
be a superconducting transition temperature (Tc), such as SH3 [22–25], LaH10

[26–28], YH10 [28–30], CeH10 [17, 31]. It is worth note that hydrogen (H) is a role
important for promoting a Tc. For example, the case of LaH10 was shown that the Tc

reached 250 K at 170 GPa [26]. The existence of H displayed that it can support pure
element lanthanum (La), one can see that the Tc of pure element lanthanum is
5.88 K [32]. It is interesting to note that the physical property of pure elemental
metal should be mentioned.

As mentioned above, a structural prediction is a key factor for achieving a Tc.
We referred the original predictions regarding superconductivity in strontium (Sr),
it is beginning to show that the Tc of the predicted phase increased with a increasing
pressure [33]. The case of strontium is interested. At high pressure, Sr. displayed
structural phase transition from a simple structure to a complex structure [34–37].
We can see that Sr. is a normal metal at ambient pressure, with a increasing
pressure, Sr. is a metallicity, indicating that it is a superconductivity [33]. Moreover,
Sr. is not only superconducting phase at high pressure, but also calcium (Ca)
indicating possible increasing of the Tc also at high pressure [38].

A curious aspect of a Tc increased with increasing pressure. We found that Ca is
one of a periodic table, indicating the highest Tc among the periodic table [38–40].
Moreover, it is not always clear whether or not that the increased pressure and Tc

are increased. We note that scandium (Sc) [14] and arsenic (As) [12], shown a
possible decreasing of Tc with a increasing pressure [12, 14]. Hence, the focus is on
pure elemental metals are interesting. This is because that the prediction discovered
to novel structure [12, 14], leading to the superconductivity at high pressure.

According to the aforementioned superconductor findings, the characteristic of
electronic structure is often attributed to the Tc [14, 17, 41]. It is interesting that
Lithium (Li) has the second highest Tc among the elemental metals [42–45]. The
electron localization function (ELF) is one of the tools can determine the Tc [14, 17].
The nature of chemical bonding is directly shown in the ELF, it is considered to be
consistent with the highest Tc; this implies that a strong bonding supports the Tc of
the metals [46].

Regarding superconductivity in the metals [12, 14, 17, 41], a lattice dynamic is a
key factor for consideration a stable structure. In practice, we can achieve the
superconducting structure through electron–phonon coupling (EPC) [12, 14,
17, 41]. For example, recent work on LaH10 has shown that the quantum effect is
important for the stabilization and destabilization [27]. In fact, both thermody-
namically and dynamically structures have to consistent. Generally, the solution of
dynamically structure is a harmonic phonon but the case of LaH10 shown that it
displayed an anharmonic phonon. This because the EPC exhibited the destabilized
structure. Hence, it is worth to note that Sr. is possible to be an anharmonic phonon
in the Sr-III structure (the β-tin structure) At this point, we found that there is a
discrepancy between a experimental observation and a theoretical study [33–
37, 47]. Herein we review the superconductivity in the elemental metals both the
experimental observation and the theoretical study under high pressure. In this
review, we provide the success of the metals [12, 14] is BCS-type superconductor
[12, 14, 17, 19, 41, 48–53]. Also, we hope that this review is useful for those
interested readers in superconductivity in elemental metal under high pressure.

2. Methodology

In considered in the present work, we performed the first-principles calcula-
tions, based on the density functional theory, to examine the thermodynamic
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stability as a function of pressure. The static crystal energy of materials was con-
sidered at a temperature of 0 K. The calculation details of stable structure were
determined by neglecting the entropy contributions. This is because the calculations
were carried out at 0 K, indicating that the ground-state energy can confirm phase
stability. Here, the KS equation formalism of DFT with the GGA-PBE for the
exchange-correlation energy were used for Li, Sr., Sc, and As. For further details of
the energy cutoff for plane waves and the Monkhorst–Pack k-point mesh as well as
the DFT software have been described extensively in Refs. [10, 12–14]. Our works
used the AIRSS technique, based on the density functional theory, to predict the
novel structure. Following the AIRSS method, we calculated the enthalpies of the
phases at any pressure using the simple linear approximation [7]. For each relaxed
structure, the structures were simulated to be a non-symmetry and randomly
placed in atomic position. During the calculations of the structures, it started to
relax from bias until it reaches unbias. The shape is generating by shaking within a
reasonable pressure range. It led to higher-symmetry space groups obtained in a
search. The AIRSS technique is the approach in the local minima by giving the
lowest enthalpy. We have studied the phonon mediated superconductivity by using
isotropic Eliashberg theory, as implemented in the quantum espresso (QE) [54, 55].
Following the result of isotropic Eliashberg theory, the Allen-Dynes modify
McMillan Equation [56] was used to estimated the superconducting transition
temperature.

3. Result and discussion

3.1 Lithium

According to the aforementioned in the introduction, high pressure physics is
useful in achieving a novel structure and superconductivity [12–14, 17, 33, 57–59].
Li is one of the challenging to find a novel structure [43, 60–63]. Since it is inter-
esting that there is complex structures were discovered in alkali metal, i.e. sodium
(Na) [64], potassium (K) [65–68], and rubidium (Rb) [69, 70]. Therefore, Li might
be expected to possible to be a complex structure at high pressure. For the transi-
tions sequence of Li, we found that the Im-3 m structure transformed into the Fm-
3 m structure at pressure 8 GPa. Next, the Fm-3 m structure transformed into the R-
3 m structure at pressure 39 GPa. With increasing pressure, the R-3 m structure
transformed into the I-43d structure at pressure 44 GPa, then it transformed into
C2mb at pressure 73 GPa. On further compression, the C2mb structure transformed
into the C2cb structure at 80 GPa. Finally, it transformed into Cmca 120 GPa. It is
interesting that there is no found the incommensurate host-guest structure at any
pressure among such sequence [43, 60–63, 71].

Li was observed by optical spectroscopic through diamond anvil cells (DAC)
[72]. The solution of the experimental study revealed that there is unknown phase
above 50 GPa. Moreover, the characteristic of the high frequency band, i.e. Li-Li
vibration, can interpret to be an incommensurate host-guest structure. The com-
mensurate host-guest structure is defined by the different the number of the guest
atoms in channels in along the c axis of the host structure, referring to the com-
mensurate value cH/cG, also known as γ. At this point, it is interested to examine the
unknown structure by following the Ref. [72].

As mentioned above, the unknown structure can be identified by a random
search techniques. The random search technique is the high performance for the
prediction of the materials. For elemental Li, the ab initio random structure
searching (AIRSS) technique [6] is employed for determination the unknown
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structure. The remarkable result shown that Li is predicted to be the incommensu-
rate host-guest structure above 50 GPa. Tsuppayakorn-aek et al. [13] was pointed
out that structural phase transitions of Li might be considered to be different origins
in two-phase transition sequences (Figure 1). Interestingly, one of two transition
sequences can be obtained the incommensurate host-guest structure, indicating that
it is energetically stabilized above 50 GPa and Li is likely to crystallize in the
incommensurate host-guest structure at high temperature.

The existence of the incommensurate host-guest structure can be considered
from the ELF calculation. As a possible cause of this, one might think of there is the
s-pμ hybridization between the host–host atoms at 150 GPa (Figure 2) [13]. The
study useful to point out that the possibility of the incommensurate host-guest
structure is stable. Moreover, the nature of chemical bonding shown that the

Figure 1.
The relative enthalpy of Li as a function of pressure.

Figure 2.
The electron localization function (ELF) of the host-guest structure of Li is calculated in the (001) atomic
plane.
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incommensurate host-guest structure has tend to favor superconductivity at higher
pressure. It is worth to note that the nature of the chemical bonding of the host–host
atoms, i.e. the μ bonging, might be considered to be a superconducting phase.

3.2 Strontium

Structural phase transitions in alkaline earth metal under high pressure is inter-
ested among the periodic table. Nowadays, there are several works reported a
transition sequences [33, 37, 40, 47, 58]. It is interesting to consider that a transition
sequences of Ca and Sr. are similar. Ca shown that it exhibited stable structure at
high temperature and low pressure through compression [58, 73]. The experimental
observations [74] and the theoretical study [58, 73] reported that the simple cubic
(sc) structure is stable at room temperature. At this point, the solution of theoretical
study revealed that the sc structure is stable by performing a molecular dynamics
(MD) calculation [73]. This is because the MD calculation can include a temperature
via ensemble. However, the sc structure is considered by a lattice dynamics calcula-
tion [75], indicating that it is unstable structure. This is due to that fact that the sc
structure is not a harmonic phase, but it is anharmonic phase [75]. Here, the sc
structure is difficult to estimate the Tc by theoretical study.

In 2009, Ca was reported a novel structure at high pressure that it is the β-tin
structure [58]. Here, it is worth to note that the transitions sequence of Ca is similar
Sr. (the Fm-3 m structure transformed into the Im-3 m structure, then it
transformed into the β-tin structure) Here, the β-tin structure is found that it is
stable at high pressure and low temperature [58]. The Tc of the β-tin structure was
estimated to be 5 K at 40 GPa. The case of Ca is interesting due to the d electrons are
important for the estimated Tc. As a possible cause of this, one might think of the d
electron is dominated near the Fermi level.

It is interesting to note that structural phase transitions in Sr. [33–37, 47]. The
remarkable studies revealed that there are discrepancy between the experimental
observations [34–36] and the theoretical studies [33, 37, 47]. The experimental
observations were reported that the Fm-3 m structure transformed into the Im-3 m
structure, then it transformed into the β-tin structure. Next, the β-tin structure
transformed into the Sr-IV, finally, the Sr-IV structure transformed into the Sr-V
structure. On the contrary, the theoretical studies were reported that the Fm-3 m
structure transformed into the Im-3 m structure, then it transformed into the Sr-IV
structure, showing that the the β-tin structure is not energetically favored over the
Sr-IV structure.

In 2012, Sr. was predicted that there is a candidate structure [33]. The relative
enthalpy of Sr. was reported that the Cmcm structure is thermodynamically favored
over the Fm-3 m structure, the Im-3 m structure, and the β-tin structure. In addi-
tion, the Cmcm structrue was displayed that it can transform into the hcp structure
as well. The Cmcm structure was investigated superconductivity, showing that the
Tc of the Cmcm is estimated to be 4 K. The remarkable result manifested that the
predicted Tc values are in good agreement with experiment [76, 77].

However, the discrepancy between the experimental observations and the theo-
retical studies were not solved yet. In 2015, the discrepancies in transition sequence
between the experimental and theoretical works was explained by Tsuppayakorn-
aek et al. [10]. Regarding transition sequence in Sr., it was investigated by the
hybrid exchange-correlation functional, i.e. screened exchange local density
approximation (sX-LDA) [78–80]. The stable structure of the β-tin was corrected
by sX-LDA functional. In fact, the sX-LDA functional is important for the d elec-
trons. At this point, it is interesting to compare the experimental observation and
the theoretical study [10] by considering the energy levels in each electron
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configuration of isolate strontium (Figure 3). The solution of the energy
levels indicated that the sX-LDA functional is in good agreement with the
experiment [81].

The remarkable result of the Ref. [10] shown that the β-tin structure is thermo-
dynamically favored over the hcp structure by sX-LDA functional (Figure 4). The
Ref. [10] manifested that the Im-3 m structure transformed into the β-tin structure,

Figure 3.
The energy level each electron configuration of isolate Sr.

Figure 4.
The relative enthalpy of Sr. as a function of pressure by sX-LDA functional.
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showing that the theoretical study is in good agreement with experimental obser-
vations [34–36].

Regarding the superconductor in the β-tin structure is interesting. Although the
β-tin structure is thermodynamically stable by sX-LDA functional, it is not calcu-
lated the Tc. This because the sX-LDA functional is not implemented for the Tc

calculation. However, other hybrid exchange-correlation functionals, i.e. PBE0 or
HSE06, are possible for investigation the stability of the β-tin structure, leading to
find the Tc.

3.3 Scandium

Structural prediction at high pressure is suitable for identifying unknown struc-
ture. Scandium (Sc) is one of d-transition metal, showing that there is an unknown
structure (Sc-III) at high pressure [82]. The transition sequences is found that the
hcp structure transformed into the host-guest structure [83, 84]. The host-guest
structure is thermodynamically stable up to 70 GPa [85]. It is interesting to note that
what is the unknown structure beyond the host-guest structure above 70 GPa. In
2018, Tsuppayakorn-aek et al. [14] was identified the unknown structure by ab
initio random structure searching (AIRSS). The predicted structure was manifested
that Sc-III is the tetragonal structure with space group P41212. The P41212 structure
was shown that it is thermodynamiclly stable favored over the hcp structure and the
host-guest structure above 93 GPa (Figure 5) [14]. Also, the P41212 structure was
found that it is dynamically structure at 120 GPa, as shown in (Figure 6). More-
over, the solution of the simulated XRD pattern [14] is in good agreement with the
observed XRD pattern from the experimental study [82]. Structural phase transi-
tions of Sc was reported that the hcp structure transformed into the host-guest
structure, and then, it transformed into the P41212 structure.

Regarding superconductor of the P41212 structure, it was found to be the
metallicity by considering density of state (DOS), leading to investigate the Tc. The
P41212 structure displayed that the estimated Tc is 8.36 K at 110 GPa. While, the

Figure 5.
The relative enthalpy of Sc as a fucntion of pressure.
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experimental study was reported the Tc is 8.31 K and 111 GPa [86]. Moreover, the
P41212 structure was explored the Tc above 130 GPa. Also, it was found that the Tc

decreased monotonically with increasing pressure (Figure 7). In addition, the EPC
strengths decreased with increasing pressure as well.

Tsuppayakorn-aek et al. [14] was revealed in that the Tc of the P41212 structure
decreased with increasing pressure occurred from the mechanical of the DOS. It can
be easily understood by considering the partial-density of state. They were shown
that the p-electron decreased with increasing pressure. In contrast, the s electron

Figure 6.
The phonon dispersion of the P41212 structure.

Figure 7.
The Tc of the P41212 structure compare the Tc of Sc-III phase.
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increased with increasing pressure. In addition, the decreasing of Tc value is
supported by the ELF calculation. The ELF is displayed in the (110) atomic plane of
the P41212 structure, showing that the characteristic of electron state. One can see
that the p-electron is accumulated between Sc atoms, indicating that the nature of
the chemical bonding is the weak bonding. On increasing pressure, the p-electron
transferred into the s and d electrons. This implied that the decreasing of the p-
electron might affect the Tc value.

Sc is one of the group-IIIB element was shown that structural phase transforma-
tion displayed the complex to simple transition. Also, it promoted the
superconducting temperature transition to be 8.36 K at 110 GPa, which it is in good
agreement with the experimental observation.

3.4 Arsenic

The group-V element is one of central interest in superconductor. It is interest-
ing to note that arsenic (As), antimony (Sb), and bismuth (Bi) share the remarkable
similarity of structural and property [87, 88]. Structural of the group-V element was
reported that As-III, Sb-IV, and Bi-III are the incommensurate host-guest structure
[89–92]. Also, it is worth to note that the Im-3 m structure is thermodynamically
stable favored over the incommensurate structure [87, 88].

Tsuppayakorn-aek et al. [12] was explored the high-pressure phase in As. This
because it is interesting to find the high-pressure phase, leading to go beyond the
Im-3 m structure. The structural prediction was investigated up to 300 GPa. The
predicted structure was shown that the body-centered tetragonal (bct) structure
with space group I41/acd to be the stable structure at high pressure. The I41/acd
structure is energetically and dynamically stable. Also, it is thermodynamically
favored over the host-guest structure. The I41/acd structure displayed that it com-
pete with the Im-3 m structure. Moreover, The I41/acd structure and the Im-3 m
structure are very closed in enthalpy from 100 to 300 GPa. Also, the I41/acd
structure is sub-spacegroup of the the Im-3 m structure. It is possible that the I41/
acd structure is coexistence phase with the Im-3 m structure.

Here, the I41/acd structure was discovered to be the metallicity, indicating that it
is superconducting phase. As already mentioned, the I41/acd structure and the Im-
3 m structure are wonderfully closed in enthalpy. It is interesting to investigate the
superconducting phase of both of them. An important and a fundamental of the
spectral function led to consider superconductor. In fact, the spectral function is
associated with the electron–phonon coupling (EPC). The I41/acd structure was
regarded in superconductor, it was found that the estimated Tc is 4.2 K at 150 GPa.
On increasing pressure, the Tc of the I41/acd structure decreased with the EPC.
Likewise, the Tc of the Im-3 m is likely to decrease, where a pressure increasing. It is
worth to note that the I41/acd and Im-3 m structures are very similar in the Tc [12].

The remarkable results of the Tc value were shown that the Tc of the I41/acd
structure has higher than the Im-3 m structure at 150 GPa. The reason can be
considered by the spectral function (α2F) (Figure 8). The contribution of the α2F
shown that the I41/acd structure is higher than those of the Im-3 m structure around
middle frequency regime (6–13 THz).

Now, it is worth to note that the I41/acd structure hold the metallic state at
300 GPa. Tsuppayakorn-aek et al. [12] suggested that the I41/acd structure is not
favored superconductor above 300 GPa, indicating that it is likely to transform into
a normal metallic state (Figure 9). As a possible cause of this, one might think of
phase transformation [19]. Moreover, the EPC of the I41/acd structure is very poor
characterized by compression. At this point, it is possible that a novel phase might
occur above 300 GPa.
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4. Conclusion

Ab initio random structure searching is combined with density functional theory
has been use to predict a candidate structure in lithium, strontium, scandium, and
arsenic under high pressure. The predicted host-guest structure in lithium is
expected to be superconductor, where the electron localization function is

Figure 8.
The spectral function of the I41/acd and Im-3 m structures at 150 GPa.

Figure 9.
The Tc of the I41/acd and Im-3 m structures as a function of pressure.
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considered. The discrepancy between the experimental observations and the theo-
retical studies in strontium is solved by hybrid exchange-correlation functional.
Moreover, the β-tin structure is worth to explore a superconductor by performing
hybrid exchange-correlation functional. The role of the electron phonon coupling
displays that it is crucial for scandium ans arsenic under compression. The remark-
able result of the superconducting transition temperature of scandium and arsenic
share to a similar character, indicating that the superconducting transition temper-
ature of both of them is likely to decrease with increasing pressure.
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Chapter 10

Unraveling Hydrogen Bonded
Clustering with Water: Density
Functional Theory Perspective
Anant D. Kulkarni

Abstract

Extensive density functional theory (DFT) studies have been compiled and
additional investigation has been performed for several energetically favorable
conformers of hydrogen bonded water clusters. The focus here is not to merely
reviewing the literature on DFT investigations on water clusters but to understand
the basic building blocks, structural patterns and trends in the energetics of the
clusters during the cluster growth. The successive addition of water molecules to
these clusters alters the hydrogen bonding pattern, that leads to modification in
overall cluster geometry which is also reflected in the vibrational frequency shifts in
simulated vibrational infra-red (IR) spectra.

Keywords: hydrogen bonding, water clusters, ab initio, quantum chemistry,
density functional theory

1. Introduction

Water is the most ubiquitous substance on this planet and has probably received
more scientific and technological attention than any other substance. Water clusters,
in particular, the groups of water molecules held together by hydrogen bonds, have
been the subject of a number of intense experimental and theoretical investigations
for the past century due to their importance in chemistry [1], atmospheric chemistry
[2], understanding cloud and ice formation, as well as a large number of physico-
chemical and biochemical processes [3]. The exploration of the structural and binding
properties of water clusters is the first step to understand the properties of bulk
water, the essence of life. The difficulty in obtaining a rigorous molecular scale
description of the structure of liquid and solid water is mainly due to the constantly
fluctuating hydrogen-bonding network therein. This cooperative hydrogen-bonding
in water molecules gives rise to the fascinating arrays of anomalous properties. Also,
the cooperativity in aggregates of water molecules is particularly important towards
understanding the behavior of the liquid and ionic as well as molecular hydration.

A look at the available literature reveals several monographs as well as reviews
[4–9] providing detailed understanding of structures as well as binding, spectral
and chemical properties of water and its related clusters. The following discussion
comprises a brief review of earlier benchmarking studies on water clusters with a
special reference to the structure, energetics and the spectra.

Almost six decades ago, Clementi and co-workers [10] performed
benchmarking studies on the water clusters, (H2O)n, n = 2–8 within Hartree-Fock
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(HF) framework. The water dimer, the smallest member of the water cluster family
has been studied extensively within experimental [11–13] as well as theoretical
framework [9, 14–17] (ΔE = 5.5 � 0.7 kcal.mol�1 and Cs symmetry) since it forms a
classical case of hydrogen bond.

According to several experimental [18–22] as well as theoretical studies, the
energetically most favorable structure of the water trimer has been confirmed to be
cyclic with C1 symmetry. This structure has one external hydrogen atoms on one
side of the O-O-O plane and two hydrogen bonds on the other side of the plane.
Also, each monomer in this case behaves as a donor as well as an acceptor. Several
ab initio quantum chemical investigations [4, 6, 7, 14–16, 23–27] have advocated a
cyclic, homodromic structure with S4 symmetry of Water tetramer, (H2O)4 which
corresponds to the global minimum. The cyclic water tetramer has the free hydro-
gen atoms in alternate fashion above and below the plane of the O-O-O-O ring. This
structure has also been observed in IR-studies of benzene-(H2O)4 and VRT spectra
of (D2O)4 and (H2O)4 [28, 29]. Pentagonal rings of (H2O)5 are quite common in
clathrate hydrates and in the solvation of hydrophobic groups of small molecules as
well as in proteins and in DNA molecules.

Interestingly, the most stable structure for the pentamer follows the puckered
cyclic ring pattern [1, 14, 30–32] whereas the ab initio studies [4, 6, 15, 16, 23–27]
also predicted such a ring structure. Wales [33] pointed out the existence of differ-
ent ring structures that can be interconverted through low energy barrier pathways
consisting of the flipping of hydrogen atoms and bifurcation mechanisms.

The hexamer of water, (H2O)6 shows a transition from cyclic to three-
dimensional geometries, and could be yet another cluster which has been studied
extensively by theory [4, 6, 15, 16, 24–27, 34] and experiments [22, 35, 36]. Several
studies [4, 6, 15, 16, 22, 24–27, 34–36] have demonstrated that a large number of
alternative three-dimensional structures, such as chair, boat, book, jaws, ring and
cage, are likely to be of comparable energies. The study of C6H6… (H2O)6 by
Pribble and Zwier [35] could be considered as the first experimental evidence for
the cage structure. Later on, Liu et al. [36, 37] also have verified the cage structure
of isolated water hexamer through their FIR-VRT spectroscopy. Zero-point vibra-
tional energy (ZPE) seems to play an important role in deciding the preferred
geometry of the hexamer. In a recent studies due to Bates and Tshumper [38]
proposed that the prism structure is marginally by 0.06 kcal.mol-1 and 0.25 kcal.
mol�1 at MP2/CBS and CCSD(T)/CBS corrected for zero-point vibrational energy
(ZPE) respectively.

Size-specific IR spectra of benzene-(H2O)7 clusters [35] suggest a compact
noncyclic structure for (H2O)7 whereas IR-UV and UV–UV double resonance spec-
tra of jet-cooled phenol-(H2O)7 clusters supported a cuboid structure for the
heptamer, with one corner being occupied by the phenolic oxygen atom [39]. The
vibrational spectrum of pure (H2O)7 [40] indicate the existence of two isomers
derived from the S4 octamer cube by the removal of either a double-donor or a
double-acceptor water molecule.

Extensive ab initio calculations [4, 10, 16, 41–47] suggest that, at low tempera-
tures, (H2O)8 would stabilize into a cube with D2d or S4 symmetry and that, at
higher temperatures, entropy considerations could favor the other geometries.
Experiments involving pure water clusters [48] as well as hydrated molecules, such
as and phenol-(H2O)8, [39] and C6H6-(H2O)8 [49] also support the cubic structure
of (H2O)8. Maeda and Ohno [30] explored 164 local minima of (H2O)8 employing
MP2/6-311++G(3df,2p)//B3LYP/6-311 + G** level. They have observed that the D2d

isomer was energetically most stable than the S4 isomer of (H2O)8. Thus, it may be
seen that the smaller water clusters, (H2O)n, n < 8 have been subject of intense
investigation within theoretical framework.
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Several possible conformers of various water clusters, (H2O)n, up to nonamer
were explored employing continuum solvation model by Malloum and Conradie
[31]. They used MN15 DFT framework [32] with 6-31++G(d,p) basis set. According
to this study the structures of (H2O)n in continuum solvation (IEF-PCM) frame-
work qualitatively similar to their gas phase counterpart. However, the hydrogen
bonds show elongation in continuum solvent. The authors also suggested the effec-
tiveness of MN15/6-31++G(d,p) density functional theory model chemistry for
studying water clusters Jensen et al. [50] explored 44 possible structures of water
nonamer using extensive HF calculations using the 6-311G(d) and 6-311G(d,p)
basis sets. It was observed that the energetically favorable structure of water
nonamer consist of stacked pair of cyclic water tetramer and pentamer which could
be thought of as an extended cube. The computational predictions are in qualitative
agreement with the available experimental result [51].

About a decade ago, Shields and coworkers [52] performed a detailed investiga-
tions on (H2O)n, n = 2–10; employing a combined molecular dynamics and quan-
tum mechanical framework. The focus of the work was on the structures and
energetics of water heptamer, nonamer and decamer structures. They observed that
the 30 conformers of (H2O)10 spanned within the short range of 2 kcal.mol�1 of
Gibb’s free energy computed at 298 K. They used least-squares fitting based extrap-
olation and a new approach (MP2/CBS-e) incorporating counterpoise (CP) correc-
tion to basis set superposition error. The O-H stretch spectra [51, 53] of (H2O)10
seem to support a butterfly structure and not a fused cage.

For larger clusters viz. (H2O)n, n > 8 there exist some notable computational
studies [4–6, 8, 16, 31, 54–59] with employing different levels of theory including
the Gold-Standard CCSD(T) level of theory in conjugation with complete basis set
(CBS) extrapolation for some structurally important prototype clusters. Todorova
and coworkers on the basis of a detailed study involving modified B3LYP, X3LYP,
and PBE0 functionals concluded that the modified functionals show better agree-
ment with the experimental structures (in terms of radial distribution function) and
dynamics (in terms of self-diffusion constant) properties of liquid water.

Lee and coworkers [60] studied (H2O)11 (undecamer) and (H2O)12 (dodecamer)
employing Møller–Plesset second order perturbation theory (MP2) with TZ2P++ basis
set. The undecamer structure is though as a combination of cyclic (H2O)5 and (H2O)6
with 16 hydrogen bonds. Similar structure for (H2O)11 has been confirmed by Bulusu
et al. [61] in their study at B3LYP/6-311+G(d,p) level. They also extended their study
for (H2O)13. In case of (H2O)12, the isomer arising from stacking of three cyclic
tetramers with 20 hydrogen bonds and patterns (D2d)2 or (D2d)(S4) or (S4)2 are
energetically favorable conformers [4, 46] on potential energy surface. There also
exists another low-lying conformer comprising two fused hexameric units held
together by 18 hydrogen bonds. The (H2O)13 structure as confirmed by Bulusu et al.
[61] is composed of an addition of isolated water molecule to the (H2O)12 cluster with
cuboid conformation.

CCSD(T) level study on dipole polarizability of water clusters upto (H2O)12 has
been reported by Hammond et al. [62]. This study also involve performance assess-
ment of six density functionals namely. PBE, PBE0, B3LYP, BLYP, X3LYP and
PW91. The authors concluded that the density functional PBE0 with aug-cc-pVDZ
yield better agreement with the results from CCSD(T) level of theory than the other
density functionals.

In a benchmarking study, Bryantsev and coworkers [16] investigated some
structurally important neutral and charged water clusters viz. (H2O)n, n = 2–8, and
20, H3O

+(H2O)n, n = 1–6, and OH-(H2O)n, n = 1–6. They employed B3LYP, X3LYP,
M06, M06-L and M06-2X density functionals as well as Møller-Plesset perturbation
theory (MP2) and coupled-cluster theory with single, double, and perturbative
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triple excitations CCSD(T) levels of theory with various extended basis sets. The
basis sets employed were aug-cc-pVnZ, where n = 2, 3, 4 and 5. It was concluded
that Minnesota density functionals namely M06 and M06-L used with aug-cc-pV5Z
basis set yield vary small mean unsigned error (MUE) of �0.73–0.84 kcal.mol�1.
However, these methods are computationally very expensive even for medium-
sized water clusters. In a detailed benchmarking investigation on (H2O)16 and
(H2O)17, Leverentz and coworkers [54] employed 61 levels of density functionals,
12 computational methods combining DFT with molecular mechanics (MM)
damped dispersion (DF-MM), seven semiempirical methods, as well as semiempir-
ical methods with MM- damped dispersion. The results from their study were
compared with those from CCSD(T)/aug-cc-pVTZ level of theory [63]. They advo-
cated that the density functionals viz. M06-2X, M05-2X, ωB97X-D, SCC-DFTB-g
are good for binding energies.

A generalized energy-based fragmentation (GEBF) approach was used by Wang
and Li [64] to compute the interaction energies of (H2O)20 conformers at explicitly
correlated version of coupled-clusters with singles, doubles and triple excitation
(CCSD(T)-F12) level of theory. They have also computed interaction energies of
these conformers using 32 different levels of DFT-framework. Based on the detailed
investigation it was concluded that the functionals ωB97X-D and M05-2X functional
show good agreement in absence of empirical dispersion correction. Also, the func-
tionals including the empirical dispersion corrections viz. LC-ωPBE-D3 and B97-D
show very close agreement with the CCSDT results. The same approach was
employed by Yuan and coworkers [65] to investigate relative energies of large water
clusters namely (H2O)n, n = 32, and 64.The energies computed with GEBF method
were compared with CCSD(T) and MP2-levels of theories combined with CBS-
limit. It was concluded that the popular functionals viz. B3LYP, PBE0, and DFTB3
do not yield accurate energies whereas the functionals viz. LC-ωPBE-D3 and
ωB97X-D yield better agreement of relative energies when compared with CCSD
(T)/CBS-level of theory. They advocated use of at-least aug-cc-pVTZ basis set for
computational studies on water clusters as well as clusters in aqueous solutions.

Mallhoun et al. [8] on performed a careful study of (H2O)n, n = 2–30 employing
the M06-2X functional with aug-cc-pVTZ basis set. They observed that the cage
structures are energetically more dominating as compared to the stacked structures
comprising tetrameric and pentameric units for (H2O)n, where n = 26–30. The com-
puted relative energies of their study are in good agreement with the earlier results
with CCSD(T)/CBS level of theory. On the basis of their results, it was concluded that
performance of the density functional when compared with CCSD(T)/CBS in the
increasing order is: MN15 [32], ωB97X-D, M06-2X and APFD. The density functional,
MN15 from Truhlar and coworkers outperforms all other density functionals.

Thus, it may be seen from above discussion that a study comprising a short
review of benchmarking studies on structures, and energetics of water clusters,
(H2O)n is warranted. The present work also involves an unbiased assessment of
some well-known density functionals for small prototype water clusters, as well as
the understanding of basic building blocks for building bigger clusters.

2. Computational methodology

2.1 Benchmarking of the DFT framework

In order to benchmark the density functionals, the present work involves use of
two ab initio theories, namely Hartree-Fock (HF), Moller-Plesset second order
perturbation theory (MP2) and eleven different density functionals, viz. B3LYP
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[66–68], B3PW91, BHandHLyp, BLYP, PBE0, M06 [69, 70], M06-2X [69, 70],
M06-L [69, 70], τ-HCTHHyb [71], ωB97X [72], AND ωB97X-D [73]. These
methods were used in combination with a variety of basis sets viz. 6-31G(d,p),
6-311++G(d,p), 6-311++G(2d,2p), aug-cc-pVDZ, aug1-cc-pVTZ (aug-cc-pVTZ on
Oxygen atoms and cc-pVTZ on Hydrogen atoms), aug-cc-pVTZ as well as def2-
TZVP for benchmarking the density functionals. Thus, the benchmarking of
smaller clusters was done with 91 different model chemistries against the Gold-
standard method, coupled-cluster theory with singles, doubles and triples excitation
(CCSD(T)/aug-cc-pVQZ). The water clusters, (H2O)2 and (H2O)3 and the isolated
water molecules were selected for benchmarking the interaction energy and struc-
tural parameters.

2.2 Structure generation

The prototype structures viz. isolated water molecule, water dimer and trimer
were selected for this benchmarking. The initial structures of the energetically
favorable water clusters, (H2O)n were taken from the earlier benchmarking studies
which are based on the supermolecular approach [4, 14, 27, 62]. These structures
were subjected to further geometry optimization within the judiciously shortlisted
DFT-framework.

2.3 Computational framework

Initial optimization of all the structures at Hartree-Fock (HF), and Moller Plesset
second order perturbation theory (MP2) level with computationally decent and
manageable basis set, 6-31G(d,p) was performed employing Gaussian 09 [74] and
GAMESS [75]. For standardization of the results, the geometry optimization, vibra-
tional frequency computations were carried out using Gaussian 09 suite of program
with default options. However, for all the density functional theory calculations the
integration grid specified was an ultrafine pruned grid with 99 radial shells and 590
angular points per shell as defined in the Gaussian 09 suite [74].

3. Results and discussion

The present work embarks on providing an extensive overview of notable
investigations on water clusters, (H2O)n within quantum chemical as well as density
functional theory framework. The results of present work are summarized below.

Selection of an appropriate computational framework which is also known as
model chemistry (that is a combination of a computational theory and a basis set)
for a given problem is an extremely tough task due to availability of wide range of
methods and variety of basis sets. The same fact is evident in the Introduction
section that outlines a wide range of computational methodologies including DFT
framework employed for water clusters.

In order to understand the trends in energetics and structures, some structurally
important prototype clusters, viz. (H2O)n, n = 1–6, 8, 20 were selected for which
some data at high-levels of theory is available. Also, for benchmarking of density
functionals the smaller clusters viz. (H2O)2, and (H2O)3 were studied employing 91
model chemistries (as mentioned in the Methodology Section) against the Gold-
standard method, coupled-cluster theory with singles, doubles and triples excitation
(CCSD(T)/aug-cc-pVTZ) [16]. The various (H2O)n clusters considered for reviewing
are depicted in Figure 1. The details of interaction energy data compiled from
the present investigation as well as other notable studies is compiled in Table 1.
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The mean unsigned errors for structural parameters viz. bond lengths, bond angle as
well as energetics of (H2O)2 and (H2O)3 are presented in Tables 2–4 respectively.
The energies for larger clusters were adapted from other references as mentioned in
the respective Tables. It may be seen from the Table 1 that all the computational
model chemistries involve an extensive aug-cc-pVTZ basis set that make use of 92
basis functions per water molecule. Thus, as an example studying a water clusters
(H2O)30 would require 2760 basis functions, which makes the exploring and scanning
of several energetically favorable conformers, rather an arduous task.

In order to explore a convenient alternative to a computationally demanding,
aug-cc-pVTZ basis set, a truncated version of aug-cc-pVTZ basis set was employed
which involve the use of aug-cc-pVTZ basis set on Oxygen atoms and cc-pVTZ
basis set on Hydrogen atoms. This exercise reduces the number of basis functions
per water molecule to 74.

It is clear from Tables 1–4 that the decent basis set, viz. 6-31G(d,p) is good only
for the initial structure optimization for larger clusters. Though the MUE for inter-
action energies for various quantum chemical and DFT framework are large the
overall trends and structures show qualitative trends similar to the other extended
basis sets.

Taking a cue from the earlier studies [16, 54, 77] as well as the basic computa-
tional insights from the present investigation it may be concluded that the density
functional theory in combination with appropriate basis sets can predict interaction
energies at par or even with better accuracy when compared with MP2-level of
theory. On the basis of review of earlier studies and present work, the density

Figure 1.
Schematic representation of B3LYP/6-311++G(2d,2p) optimized structures of (H2O)n, n = 2–6. Data derived
from ref. [16]. Oxygen atoms are denoted by Red spheres, Hydrogen atoms by White-Grey color. Dotted lines
represent hydrogen bonds.
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functionals recommended to study water clusters are: MN15 [16, 54, 77], ωB97X-D,
M06, M06-L, M06-2X and the broad applicability density functional, viz. PBE0.
The recommended basis set should be triple zeta-quality viz. aug-cc-pVTZ,

B3LYP B3PW91 BHandHLYP BLYP HF M06 M06-2X M06-L

6-31G(d,p) 0.007 0.008 0.011 0.022 0.035 0.010 0.017 0.004

6-311++G(d,p) 0.005 0.003 0.013 0.017 0.042 0.009 0.010 0.006

6-311++G(2d,2p) 0.008 0.006 0.006 0.025 0.054 0.002 0.003 0.003

aug-cc-pVDZ 0.008 0.006 0.007 0.025 0.051 0.003 0.003 0.007

aug-cc-pVTZ 0.009 0.008 0.006 0.023 0.055 0.007 0.002 0.003

aug-cc-pVTZ-1 0.009 0.008 0.007 0.023 0.056 0.003 0.001 0.002

def2-TZVP 0.006 0.006 0.008 0.023 0.048 0.004 0.002 0.005

MP2 PBE0 τ-HCTHHYB ωB97X ωB97X-D

6-31G(d,p) 0.126 0.014 0.014 0.012 0.006

6-311++G(d,p) 0.004 0.012 0.012 0.014 0.010

6-311++G(2d,2p) 0.005 0.005 0.006 0.007 0.003

aug-cc-pVDZ 0.011 0.009 0.011 0.010 0.006

aug-cc-pVTZ 0.005 0.007 0.008 0.008 0.003

aug-cc-pVTZ-1 0.006 0.005 0.005 0.007 0.002

def2-TZVP 0.005 0.008 0.007 0.003 0.007

Table 3.
Mean unsigned errors (MUE) for bond lengths (in) computed for (H2O)2 and (H2O)3 using various model
chemistries. The reference structural parameters were taken from the experimental data (ref. [76]).

B3LYP B3PW91 BHandHLYP BLYP HF M06 M06-2X M06-L

6-31G(d,p) 3.31 2.35 2.06 5.07 1.30 3.74 2.84 3.45

6-311++G(d,p) 1.64 1.48 2.36 1.04 3.71 1.72 1.58 1.25

6-311++G(2d,2p) 0.71 0.70 1.27 0.36 2.06 0.73 1.27 0.49

aug-cc-pVDZ 0.41 0.38 1.11 0.35 2.22 1.01 0.73 0.69

aug-cc-pVTZ 0.67 0.57 0.98 0.55 2.06 0.97 0.68 0.43

aug-cc-pVTZ-1 0.79 0.60 1.48 0.40 2.67 0.65 0.44 0.66

def2-TZVP 1.20 1.17 2.00 0.38 3.24 1.55 0.49 0.24

MP2 PBE0 τ-HCTHHYB ωB97X ωB97X-D

6-31G(d,p) 2.66 3.01 2.94 3.30 2.79

6-311++G(d,p) 2.49 1.41 1.43 1.48 1.61

6-311++G(2d,2p) 1.21 0.32 0.32 0.72 0.50

aug-cc-pVDZ 0.37 0.14 0.22 0.36 0.43

aug-cc-pVTZ 0.46 0.31 0.38 0.42 0.35

aug-cc-pVTZ-1 0.35 0.47 0.54 0.48 0.42

def2-TZVP 0.81 0.95 1.04 1.19 1.21

Table 4.
Mean unsigned errors (MUE) for bond angles (in degrees) computed for (H2O)2 and (H2O)3 using various
model chemistries. The reference structural parameters were taken from the experimental data (ref. [76]).
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aug1-ccp-VTZ and def2-TZVP. A comparison of the interaction energy of (H2O)2
computed with various model chemistries is given in Table 5.

It is clear from the Table 5 that the truncated basis set, viz. aug1-cc-pVTZ yield
interaction energies that are at par with its parent basis set viz. aug-cc-pVTZ.
However, the reduction in number of basis functions results in boosting the speed
of computation by a factor of �2.0 or more for the geometry optimization as well as
vibrational frequency computations of water trimer (H2O)3. This is expected to
boost-up further for larger clusters. Thus, aug1-cc-pVTZ basis set is recommended
for DFT-study on water clusters.

The vibrational frequency analysis of smaller clusters viz. (H2O)n, where n = 1–4
show shift as well as splitting of vibrational infra-red)IR) frequencies with succes-
sive addition of water molecules. The H-O-H bending frequency shows blue-shifts
whereas stretching frequencies (symmetric and asymmetric stretching) show
red-shift with successive addition of water molecules. This feature is akin to the
earlier studies [4, 51, 78]. The vibrational frequency analysis for smaller clusters
upto tetramer performed with PBE0/aug1-cc-pVTZ model chemistry is given in
Table 6. Also, the successive addition is associated with increase in the spectral
intensity. The increase in spectral intensity is an indication of charge separation
which may be seen in terms of increase in number of hydrogen (denoted by nH in
Table 1) with addition of water molecule to the given cluster.

The review of the present literature also reveals that the energetic stability of
smaller clusters (H2O)n with n ≤ 10 are predominantly dependent on the total
number of hydrogen bonds (HBs) in the given cluster. These hydrogen bonds are
the manifestation of donor-acceptor (da) arrangement of water molecules. In case
of two dimensional structures the (H2O)n clusters with maximum number of
donor-acceptor type of hydrogen bonds are energetically more favorable. Hence,

Method Basis set ΔE (kcal/mol) Absolute Error (kcal/mol)

Expt. �5.000a 0.000

CCSD(T) aug-cc-pVTZ �5.217a 0.217

aug-cc-pVQZ �5.101a 0.101

aug-cc-pV5Z �5.034a 0.034

M06-2X aug-cc-pVTZ �5.172 0.172

aug-cc-pVTZ-1 �5.172 0.172

def2-TZVP �5.932 0.932

MP2 aug-cc-pVTZ �5.181 0.181

aug-cc-pVTZ-1 �5.037 0.037

def2-TZVP �5.664 0.664

PBE0 aug-cc-pVTZ �5.219 0.219

aug-cc-pVTZ-1 �5.007 0.007

def2-TZVP �5.920 0.920

wB97X-D aug-cc-pVTZ �5.014 0.014

aug-cc-pVTZ-1 �5.022 0.022

def2-TZVP �5.854 0.854
aEnergy values adapted from Ref. [16].

Table 5.
Interaction energy (in kcal.Mol�1) of water dimer, (H2O)2 computed with various model chemistries.
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the cyclic oligomers up to pentameric water clusters are energetically more favor-
able than their acyclic or linear chain counterparts. Also, these cyclic structures of
tetramer, pentamer and hexamer form the basic building blocks for the energeti-
cally favorable larger clusters viz. (H2O)n, for n = 12, 15, 16, 20, 24, 25, 30 and so on.
The hexameric ring even though energetically unfavorable as compared to prism
and cage hexamers also forms the basic building blocks of higher clusters viz.
(H2O)n, n = 12, 18, 20, 24, 30 and so on.

As concluded by the earlier studies [4], that one can anticipate several structures
for a given water cluster (H2O)n, by changing the hydrogen bonding sequence.
Hence, the number of possible energetically favorable isomers increase very fast
with increase in the value of n. Considering all such isomers in a single study is
beyond the scope of a single study.

4. Conclusions

The present short review on investigation of water clusters employing DFT-
framework delineates the strength of DFT to study water clusters accurately and
efficiently. The salient features of the present work are summarized as follows.

DFT in conjugation with appropriate triple zeta basis set can yield very accurate
estimation of interaction energies and structures of water clusters. The results are at
par with MP2/CBS or even CCSD(T)/CBS level of theory. The recommended den-
sity functionals for studying water clusters are MN15 [16, 54, 77], ωB97X-D, M06,
M06-L, M06-2X and PBE0 where the recommended basis sets is aug-cc-pVTZ. The
truncated basis set aug1-cc-pVTZ can also yield better agreement of interaction
energies when compared with MP2/CBS and CCSD(T)/ CBS levels of theory.
Hence, it is recommended for studying the larger clusters as well as lowering the
computational exhaustiveness of the calculations. The cyclic structures of tetramer,
pentamer and hexamer are the basic building blocks of larger clusters.

The performance of DFT in studying water clusters is indeed encouraging. It is
expected that the initial guidelines from the present short-review can be gainfully
employed to investigate larger water clusters and assessment of additional density
functionals.

The investigations combined with the novel approaches like molecular tailoring
approach will enable in obtaining the better understanding and accurate prediction
of interaction energies within DFT-framework. Such studies are underway and will
be undertaken in an independent venture.

Vibration modes assigned H2O (H2O)2 (H2O)3 (H2O)4

H-O-H bending 1634.2 (78.3) 1634.6 (95.7)
1655.1 (95.8)

1645.1 (64.8)
1648.1 (98.8)
1670.1 (18.6)

1648.7 (93.9)
1663.0 (51.1)D

O-H symmetric stretch 3864.1 (6.8) 3720.9 (357.8)
3853.7 (13.6)

3547.5 (16.5)
3617.8 (644.7)
3630.5 (597.0)

3435.6 (1634.9)D

3479.1(21.1)

O-H asymmetric stretch 3969.7 (66.9) 3935.6 (84.7)
3955.5 (96.0)

3925.6 (95.9)
3929.6 (96.2)
3931.1 (48.3)

3924.2 (98.9)
3924.9 (90.9)D

DDegenerate (Doublet).

Table 6.
Vibrational frequencies (in cm�1) computed at PBE0/aug1-cc-pVTZ optimized geometries for (H2O)n, n = 2,
3, and 4: Results for water monomer included for comparison. Values in the parentheses indicate intensities.
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Chapter 11

Applications of Current Density
Functional Theory (DFT) Methods
in Polymer Solar Cells
Numbury Surendra Babu

Abstract

DFT and time-dependant DFT (TD-DFT) quantum chemical calculations have
become helpful for qualitative and quantitative analyses of materials at the molec-
ular level. In this paper, we will attempt to outline successes and opportunities
associated with the use of DFT and TD-DFT in OSC research. Density functional
theory (DFT) has evolved as a QM method that is both rigorous and efficient
enough to be employed in photovoltaic solar cell challenges in the last ten years.
DFT is a prominent method for precisely and efficiently calculating molecular
systems’ electrical and optical characteristics at a low computational cost. The
possible uses of DFT to polymer solar cells were comprehensively examined in this
article. First, the foundations of DFT are examined. Following that, the precision of
DFT for studying photovoltaic properties particular to polymer solar cell design is
highlighted. Next, this chapter looks at how DFT is used in polymer solar cell
research and its accuracy. Following that, a discussion of how DFT works and how
it can investigate polymer solar cell features will be given.

Keywords: DFT, TD-DFT methods, Polymer solar cells, electrical and optical
properties

1. Introduction

According to the International Energy Agency, the world utilized 109613 TWh
of energy in 2014, with fossil fuels accounting for 80% of that total. The depletion
of fossil fuels takes 40 years for oil, 60 years for natural gas, and 200 years for coal.
The use of fossil fuels and nuclear energy directly affects the environment by
emitting greenhouse gases, causing climatic changes such as global warming, which
cause malaria and famine [1]. If adequately developed, these sources can diversify
energy supply, while wind, biomass, and geothermal cannot fully replace fossil fuels
[2]. Solar energy is unique among renewable energy sources because it delivers
711019 Kcal each year, 10,000 times more than the world consumes. Solar energy is
widely used in turning sunshine into useable energy for various applications such as
solar water heating, solar transportation, solar ventilation, and solar electricity [3].

Photovoltaic (PV) systems convert sunlight directly into electricity, providing a
practical and straightforward option to sustain the growing energy demand. Cur-
rently, solar cell research and development focuses on (i) the maturity of silicon
solar cells. However, the complex manufacturing process, high energy
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consumption, and high cost of classic silicon-based solar cells have slowed their
progress. (ii) TFT solar cells GaAs [4]. CIGS [5], and CdTe [6] are examples of thin-
film solar cells. Although thin-film solar cells are efficient and stable, gallium and
indium are scarce in the crust, and cadmium is poisonous. (iii) New solar cells A
new generation of solar cells include organic photovoltaics (OPV) DSSC [7] and
perovskite solar cells (PSC) [4, 8, 9]. These solar cells are light and cheap. However,
various issues prevent wide-scale application.

Although PSC, photoelectric conversion efficiency (PCE) has increased from 3.8
to 23.3 per cent, device stability has remained an issue limiting applications [10].
Evaporating silicon solar cells require advanced high-temperature manufacturing,
high-quality silicon, and intricate energy sources. These cells are also mechanically
rigid. Polymer solar cells are a low-cost alternative to silicon solar cells since they
may be made by painting or printing [11]. Polymer cells are cheap, light, and
flexible [12]. Since 1992, when Sariciftci et al. [13] demonstrated effective photoin-
duced electron transfer from polymer semiconductors to an electron acceptor, C60

polymer solar cells have gained popularity. Utilizing conducting polymers as elec-
tron donors could achieve 6–7.9% power conversion efficiency [14]. Conjugated
polymers appeal to solar cell efficiency because their bandgap’s and energy levels
can be tuned chemically. The discovery of new electron-donor and electron-
acceptor materials has recently increased OSCs’ power conversion efficiencies
(PCEs) to above 18% [15]. New materials, improved device processing methods and
blend morphology [16, 17], and a better understanding of device physics [18] have
contributed to OPV cell progress in the previous 30 years.

High-performance computing and optimization of computational chemistry
codes have increased theoretical research in this area. Theoretical approaches are
the best way to overcome practical synthesis problems and investigate cost-saving
manufacturing and processing options. DFT can help solve these problems because
it examines the electronic structure and spectroscopic properties of these materials.
The only electronic structural approaches currently relevant to conjugated polymers
have relied on density functional theory (DFT) [19, 20]. The highest occupied
molecular orbital (HOMO), lowest occupied molecular orbital (LUMO), bandgap
(Eg), ionization potential (IP), electron affinity (EA), charge mobility, open-circuit
voltage (VOC), and reorganization energies (λ) are key electronic parameters that
determine the optoelectronic properties of polymer solar materials. This chapter
examines DFT’s usage and validity in polymer solar cell research. This will be
followed by a description of how the DFT method looks at polymer solar cell
characteristics. In addition, to describe the DFT and TD-DFT applications for
polymer solar cells characteristics is also highlighted, as is DFT’s overall utility in
polymer solar cell design.

2. Computational quantum methods for polymer solar cells

Computational quantum chemistry may play an essential role in the develop-
ment of OPV research and technology. In addition, the results of these computa-
tions can be used as a low-cost guide for developing and improving solar materials.
Overall, the field’s research can be divided into quantum science and charge transfer
dynamics, new structures and creative concepts, and materials development for
various applications. Understanding the functioning mechanism of polymer solar
cells is the primary focus of the study. The main point of contention is how the
bonded electron–hole pair breaks. The “hot exciton effect” is the most frequently
recognized answer to this subject. When an electron is absorbed by one semicon-
ductor material from another, it brings energy differences, causing the electron to
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get heated and acquire velocity, allowing it to escape from the confined exciton
state. Even though this idea has recently gained widespread acceptance, numerous
investigations have cast doubt on its validity [21].

These methods are now being used to predict component excited-state proper-
ties in light-harvesting systems. Nonetheless, this is a difficult task. Furthermore,
large systems pose a significant challenge to conventional quantum chemistry tech-
niques for excited states. Thus, calculations and theoretical models are beneficial
when used in conjunction with CT experiments. Optical absorption investigations
can measure exciton binding energies. Electrochemistry can be used to assess OPV
components’ oxidation and reduction potentials, as well as their HOMO–LUMO
gaps [22]. The charge transfer and recombination kinetics can be studied using
femtosecond transient absorption and time-resolved emission measurements [22].
These studies rely on well-established electron and energy transmission [23, 24] and
their thermodynamic and kinetic consequences [25].

In polymer solar cells, computational quantum theories such as density func-
tional theory (DFT) are used. TD-DFT is the essential instrument in the quantum
mechanical simulation of quantum chemistry for computing excited-state charac-
teristics and charge-transfer (CT) excitations in large systems [26]. TD-DFT can
extract excitation energies, frequency-dependent response qualities, and photo-
absorption spectra from molecules and materials. There are several hurdles to
implementing TD-DFT computations on photovoltaic systems. Assumptions in
these applications can cause catastrophic modeling errors. Many hypotheses and
refinements to this basic technique have been proposed [27].

Density Functional Theory (DFT) investigates the electronic structure (princi-
pally the ground state) of many-body systems, such as atoms, molecules, and
condensed phases. A many-electron system’s properties can be determined using
functionals, i.e. function of another function. Inorganic photovoltaic properties
such as bandgap, optical absorption, intra-molecular and inter-molecular charge
transfer, exciton binding energy, charge transfer integral, reorganization energy
and rate of charge transfer and recombination in donor-acceptor complexes can be
calculated or developed using DFT based computational methods. In practice, the
effects of organic photovoltaic media on these qualities should be considered.
Although the impact of the medium varies depending on the transitions involved,
polarization continuum solvation models may commonly be used to account for
solvation at a low computational cost [28].

The Schrödinger equation, which explains the behavior of electrons in a system,
is reformulated in density functional theory (DFT) so that approximate solutions
are tractable for functional materials. Hohenberg and Kohn [29] proposed the idea
in 1964, claiming that all ground-state features may be expressed as an operative of
the charge density that must be reduced in energy. However, rather than tackling
the Schrödinger Equation [30] head-on, these theorems showed that an initial guess
of the charge density might be improved iteratively.

Hohenberg, Kohn, and Sham created such a theory in density functional theory
(DFT) [31], leading to two of the top ten most preferred articles of all time6 and for
which Kohn received the Nobel Prize in Chemistry in 1999. The Schrödinger equa-
tion’s ground-state solutions are restated in DFT to find energy as a charge density
function.

The exchange-correlation functional chosen determines the precision of the DFT
calculation. Although theorists may frequently improve computation accuracy by
employing more intricate functionals (at a higher processing cost), there are some
highly coupled electron systems that most functionals fail. Other disadvantages of
traditional DFT include the small system size, the difficulty of modeling weak
(van der Waals) interactions, dynamics over long periods, and non-ground state
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characteristics (finite temperatures or excited conditions). Larger systems can be
tackled with the linear scaling approach [32], finite-temperature effects can be
addressed with lattice dynamics [33] and cluster expansion [34], electronic excita-
tions can be modeled with time-dependent DFT [35], the GWmethod [36], and the
Bethe–Saltpeter [37], and several approaches can be used to overcome these limita-
tions. In his assessment, Carter [38] gives a quick outline of some of these options. A
DFT calculation requires the coordinates and orientations of the atoms in the mate-
rial within a repeating lattice, the exchange-correlation functional, parameters and
algorithms for numerical and iterative convergence, and, optionally, a method for
more efficiently treating the system’s core electrons (for example, through the use
of pseudopotentials). DFT generates the electronic charge density, total energy,
magnetic configuration, and electronic band structure.

3. DFT methods in polymer solar cells

The density-functional theory (DFT) has proven massively popular among the
massive panel of current theoretical techniques. This success is mainly because no
changeable inputs parameters are required, efficient numerical codes exist, and a
high level of adaptability, particularly in representing semiconductor and metal
ground state features. The ability of DFT approaches to handle larger systems has
grown as computing power has increased. However, the present limit does not yet
reach the 10000–10 million atom window involved in the active device region of
PV cells. Modern semiconductor optoelectronic devices, such as quantum wells [39]
and quantum dots [40], have features with a feature size of a few nanometers. Such
systems are composed of various materials and alloys’ complex two-dimensional
(2D) and three-dimensional (3D) geometries. Nonetheless, DFT approaches can be
used to get insight into the physical phenomena of individual device components,
such as particular materials or tiny heterostructures. Quantitative PV design, for
example, necessitates a valid prediction of electronic bandgap’s band-lineups and
effective masses.

DFT based on the local density approximation (LDA) [41] or the generalized
gradient approximation (GGA) [42] is well recognized for failing to replicate the
excited states of molecules adequately. Hybrid approaches that contain a fraction of
Hartree-Fock exchange, on the other hand, may be able to avoid the band-gap
problem, but their results are highly dependent on the material of interest. Even
while Heyd et al. [43]. HSE06 hybrid functional is a good option for computing
band gaps, band offsets, or alloy characteristics [44]. It fails to simulate the direct–
indirect crossover in GaAsP alloys [45]. Many-body perturbation theory (MBPT)
can also provide factual findings, mainly when using the GW technique (GW,
where G stands for Green’s function and W for the screened potential), which can
be utilized in a perturbative scheme [46] or self-consistently [47]. The ionization
potential and electron affinity of the donor and acceptor materials, respectively, are
essential parameters for charge separation because they determine the relative
alignment of electron and hole levels. DFT inside a super-lattice (SL) approximation
can be used to estimate the drop of the interface’s potential in heterostructures,
resulting in a reasonable estimate of the band-lineup. The DFT potential drop at the
interface can be quickly compensated by the GW eigenvalues derived for the bulk
valence band states [48], but a GW treatment for a complicated stack is out of
reach.

In DFT simulation, a reasonable estimation of alloy electrical characteristics is
likewise a difficult task. Indeed, even typical semiconductors experience significant
band-gap bowing; that is, the band-gap energy follows:
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Eg xð Þ ¼ Eg xð Þ � b:x: 1� xð Þ (1)

Where b is a parameter for bowing, super-cell techniques are better than virtual
crystal approximations for statistically random alloys. However, DFT with specific
quasi-random structures (SQS) (small super-cells) that recreate mixing enthalpies
and atomic correlations of extremely large super-cells can provide identical results
for specific alloy compositions. Chemical mixing, strain, and atomic relaxation
effects are all included in SQS models.

Furthermore, semiempirical approaches for studying mechanical or electronic
properties, such as the valence force field (VFF) and the tight-binding approxima-
tion [49] or elasticity and the K.P method [50], require precise electronic parame-
ters as input. They can be calculated using DFT or discovered through experiments.
For example, the density functional perturbation theory (DFPT) [51] is used to get
quantitative estimates of electromechanical tensors of bulk materials. When just by-
products of a first-order perturbation computation are required, an efficient appli-
cation of the “2n + 1” theorem yields second-and third-order derivatives of the total
energy, provided that atomic-displacement variables are removed. Various physical
responses of insulating crystals, such as elastic constants, linear piezoelectric ten-
sors, and linear dielectric susceptibility, as well as tensor properties related to
internal atomic displacements like Born charges and phonons, can be obtained using
second-order derivatives [51]. Interference techniques and symmetry analysis must
be used in conjunction with the DFPT method for third-order components linked to
physical qualities such as nonlinear electrical susceptibilities, nonlinear elasticity, or
photoelastic and electrostrictive effects [52].

4. TD-DFT methods in polymer solar cells

TD-DFT has become the workhorse of quantum chemistry for computing
excited-state characteristics and charge-transfer excitations in complex networks
[53]. Linear and non-linear simulations may be popular due to their scalability and
variety of methodologies. However, photovoltaic TD-DFT computations pose sig-
nificant problems, notably with long-range CT interactions. Furthermore, although
standard computer programs make TD-DFT easy to use, it is not a “black box”
technique since approximations utilized in TD-DFT tools can occasionally produce
major systemic mistakes in estimated results.

Making correct CT excitation energies with TD-DFT is problematic because
approximate exchange-correlation (XC) potentials lack the unique features of exact
Kohn–Sham (KS) potentials [54]. Thus, a non-local, exact-exchange contribution
throughout the exchange-correlation kernel solves the charge-transfer problem in
TD-DFT.

Many hybrid functionals (HF) have recently performed well in benchmark tests
[55]. For example, Zhao and Truhlar created a functional (M06-2X) that contains
the complete non-local exact-exchange contribution [56]. Prior studies investigated
comprehensive adjustments for non-hybrid local adiabatic XC potentials targeting
the CT problem utilizing constraint variational density functional. According to
Ziegler et al. [57], the linear response approach produces qualitative variances
between the time-dependent Hartree-Fock (TD-HF) and adiabatic local potential-
based TD-DFT excitation energies and also between the TD-DFT and SCF excita-
tion energies. In the variational approach, the mix of occupied and empty orbitals is
allowed above linear terms to determine transition densities. However, the recent
surge of activity in the field gives reason for optimism.
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Constrained DFT (CDFT) [58] is an alternative technique that uses a variational
constraint approach to alleviate TD-DFT’s drawbacks. To handle charge- and spin-
constrained electronic states within the ground state KS DFT technique [59], CDFT
was created. Implementation is computational. CDFT has been proven to be useful
for long-range electron transmission [60–62]. While TD-DFT’s thrilled states
(valence states) are inaccessible to CDFT, many of TD-DFT’s bothersome excited
states are dealt with naturally in CDFT.

CDFT can be used in systems where the ground-state electron density must
meet a threshold. The localization of electronic density in space indeed reduces the
variation in electron number between donor and acceptor areas by two. To enforce
the constraint, Lagrange multipliers are used in CDFT. To counteract self-
interaction mistakes caused by approximation XC functionals, CDFT uses semi-
local functionals that are denser than the density. It defines diabatic states for
electron transfer kinetics and chemical reaction rates. Using a ground state DFT
functional, these limitations can also compute long-range charge transfer and low-
lying spin states [61, 62].

However, this paradigm has several drawbacks. In CDFT, the electron density is
partitioned by nuclear populations, affecting the constraint potential’s shape. So the
exact electron density partitioning is unknown. As a result, CDFT can only repre-
sent a subset of electronic excitations. Therefore, CDFT may not be the best method
for simulating some diabatic circumstances. Also, a time-dependent optimal poten-
tial treatment of exact exchange can help describe charge-transfer excitations [63].
However, the exchange potential is too local to correctly predict the bandgap (i.e.
HOMO–LUMO gap). Semi-quantitative hybrid functionals can forecast band gaps
better than orbital dependent functionals. They use correlations to communicate
precisely. Somewhat of focusing on density, we can improve approximation solu-
tion XC functionals in orbitals. They can also compensate for imperfections in self-
interaction, and exchange energy is naturally stated in orbitals.

Dispersion correction to KS-DFT is widely employed to handle long-range elec-
tron correlations that cause dispersion forces [64, 65]. Unfortunately, local DFT
functionals overestimate dispersion forces, whereas non-local and hybrid DFT
functionals underestimate them [64, 65]. Developing DFT functionals optimized
for improved management of Vander Waals interactions, on the other hand,
appears promising. The Vander Waals density functional (vdW-DF) [65] tech-
niques successfully cope with London dispersion interactions. Modern dispersion-
corrected DFT methods include empirical components because they function best
for long-range interactions. However, standard density functionals perform well for
close interactions. So any dispersion-correction method using DFT has to integrate
the short and long-range asymptotic areas, which are both well understood indi-
vidually.

The most widely used non-empirical method for determining dispersion energy
for molecular systems is the vdW-DF approach [66]. Due to the charge transfer
reliance of dispersion being incorporated via electron density, this technique natu-
rally accommodates it. Regular adjustments also alter thickness. Despite its mathe-
matical complexity, this approach can achieve a smooth transition between
chemical binding at small distances and Vander Waals attraction at long distances.

The KS inherent DFT defect is the KS-dispersion DFT term. Adding damped
inter-atomic potentials of the kind C6R6 to the KS-DFT energy appears to be
another successful empirical way of accounting for dispersion [64]. This approach is
substantially faster to calculate, has high numerical stability, and provides physical
insight. Despite its semi-classical origin, it can supplement standard density func-
tionals in treating long-range electron correlation. In addition, estimating supramo-
lecular complex binding energies has been proved to be easier with this strategy.
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5. Application to DFT and TD-DFT methods in polymer solar cells

Many properties of interest in OPVs can be calculated or developed using DFT
based computational methods, including bandgap, optical absorption, intramolecular
and intermolecular charge transfer, exciton binding energy, charge transfer integral
(to quantify electronic coupling), reorganization energy, and the rate of charge
transfer and recombination in D–A compositors. In addition, in natural systems, the
effects of the surrounding OPV media on these properties should be addressed.
Although the impact of the medium varies depending on its nature and the nature of
the transitions involved, low-cost polarization continuum solvation models can be
utilized to account for solvation. In such situations, the solvent is treated as a contin-
uous with a static dielectric constant, polarizing and polarized by the solute.

The following is a discussion of the theoretical methodologies and computational
techniques mentioned above to foster a greater understanding of the connection
between chemical structures and the optical and electrical properties of D–A sys-
tems about the rational design of OPV devices.

5.1 Bandgap engineering

A range of experimentally observed methods utilized may or may not indicate
appreciable quantities in diverse contexts. Band gaps (see infra) are essential fea-
tures to consider when evaluating conducting polymers. Controlling band gaps can
improve the electroluminescence of OLEDs or the light absorption efficiency of
photovoltaic cells [67]. To make organic polymers with good nonlinear optical
response [67] or semiconductors having high electrical conductivity [68], materials
with tiny band gaps are sought.

The phrase “bandgap” has multiple meanings. An infinite periodic system’s
electrical structure is called a “band.” Also examined are monomers of conjugated
polymers and oligomers of various sizes. The term bandgap also refers to a finite
method feature that converges to the infinite periodic (band-structure) limit with
oligomer size. The “gap” is the difference in electronic energy levels. Such as the
energy difference between the highest occupied molecular orbital (HOMO) and the
lowest unoccupied one, or computed energy gaps MO or CO (LUMO) [69]. Lowest
optically permissible electronic excitation energy A visible energy gap (also known
as an adiabatic or vertical optical gap) is an EO. Also, adiabatic or vertical electron
attachment/detachment has associated energies like electron affinity (EA), ioniza-
tion potential (IP) and electronegativity (EF) = IP-EA. Orbital energies and eigen-
values in KS DFT and HF may or may not be visible. However, approximations in
actual computations might lead to big mistakes (see below). Furthermore, an orbital
energy gap cannot reflect both EO and EF. Although the interpretation of the orbital
energy gap as the fundamental gap is accurate in principle, the multiple approxi-
mations in the functionals make this interpretation useless in practice.

Band gaps often exhibit a roughly linear dependence on 1/m, allowing extrapola-
tion to m!∞, 1/m! 0. Generally, the quality of calculated results for different
properties strongly relies on the physical models employed [70]. Extrapolating the
infinite-periodic limit from a sequence of oligomer simulations requires prudence.
Band gaps can diverge from linearity in 1/m [71]. These can also compute band gaps
for polymers with unlimited chain lengths. PBCs have the advantage of not requiring
further computations or extrapolation. However, PBC quantum chemistry algorithms
are less functional than their molecular counterparts, which is a disadvantage.

The cheap computational cost of DFT and TD-DFT allows for the study of large
systems. In contrast, the most commonly used functionals for molecules, such as
generalized gradient approximations (GGA) and global hybrid GGA functionals,
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result in the incorrect asymptotic behavior of a potential, significant delocalization
errors, and lack of derivative discontinuity, all of which negatively impact o They
showed that the band gaps computed with different hybrid functionals differ sig-
nificantly, indicating that present hybrid functionals do not yield proper band gaps
[72–74]. The link between projected orbital energy gaps and measured band gaps
absorption energies is also poor for nonhybrid density functionals. Therefore, typ-
ical hybrid and meta-hybrid functionals are not acceptable for assessing the perfor-
mance of organic photovoltaics, according to Savoie et al. Other hybrid functional
analyses found striking agreement with measured optical gaps [75]. Many studies
suggest that DFT and TD-DFT have limited predictive potential in this critical field
[74]. Using hybrid functionals to integrate eX solves some of the DFT difficulties in
extended systems [76]. However, estimated transfer integrals in organic semicon-
ductors are sensitive to eX fraction [77].

5.2 Intramolecular and intermolecular charge transfer

To explain the transport properties, the charge transfer rate between donor and
acceptor moieties could be calculated. Using DFT calculations of the electronic
coupling, reorganization energy, and free energy difference associated with one
electron transfer from donor to acceptor at the high-temperature limit, we can
determine a rate using Marcus’s formula [78, 79]. These predictions are then
discussed in light of DFT’s intrinsic flaws, such as overestimation of actual ground
state energy, failure of the basis set to represent the system, and the inability of the
functional to approximate critical interactions, to name a few. When it comes to
charge transfer, however, there is another problem that is often overlooked.

A system where an extra account is localized on a single molecular unit is
impossible to simulate using conventional DFT. As a result, calculations are fre-
quently performed first on the charge donor, then on the charge acceptor, with or
without the charge transferred. The overall energy of the system is calculated by
adding the energies of the individual components. This is true when a considerable
distance separates the donor and acceptor, and the electron density distribution of
one entity has no effect on the electron density distribution of the other [79]. The
size of the organizations participating in the charge transfer and the quantity and
location of the surplus charge should naturally establish this limit. More sophisti-
cated (and consequently more expensive) techniques, such as charge-constrained
DFT [80], have been proposed for situations where this limit can never be achieved,
such as intramolecular charge transfer [79]. However, standard ground state DFT
remains the approach of choice for intermolecular charge transfer in solar cells,
which usually involves larger molecular assemblies.

5.3 Extion binding energy

Exciton binding energy (Eb) is an essential element in polymer electronics and
fundamental polymer physics, and it has been a source of debate for a long time. For
example, a big Eb is required for a light-emitting polymer so that charge recombi-
nation takes precedence. Both the semiempirical model study [81] and the DFT/
LDA Bethe–Salpeter equation (BSE) or GW approaches [82] have relied heavily on
theoretical research of Eb of conjugated polymers. The semiempirical model can be
addressed nearly precisely for the electron correlation, but the results depend highly
on the parameters, even though a qualitative comprehension has been reached [81].

Although the BSE or GW approach is first-principles, it is unclear if the
Hohenberg–Kohn–Sham framework might accommodate these many-body adjust-
ments at the Green’s function level.
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Furthermore, the final results differ from one another [82]. We highlight two
recent advances in quantum chemistry: (i) Time-Dependent Density Functional
Theory (TD-DFT) and its successful application to the lowest-lying excited states
[83], and (ii) the hybrid GGA Becke three-parameter Lee–Yang–Parr (B3LYP)
functional for the quantitative prediction of chemical and electronic structures [82].
In examining the excitation processes in conjugated systems, the combination of the
two has proven quite effective [84]. Tretiak et al. [85] demonstrated that hybrid
density functionals might simulate excitonic phenomena and provide satisfactory
Eb findings. Pure local spin density approximation (LSDA), generalized gradient
approximation (GGA, such as BLYP, BP86, BPBE, PBEPBE, BPW91), meta-GGA
(such as PBEKCIS), and hybrid density functionals (H-GGA, such as O3LYP,
B3LYP, B972, PBE1PBE) are used to optimize the ground-state geometries of the
molecules at the DFT level.

5.4 Electron transfer parameters

The ET parameters are now frequently calculated using ab initio quantum
chemistry methods. In classical Marcus theory [86], two critical parameters deter-
mine the temperature-dependent kinetics of electron transfer: the driving force and
the reorganization energy. The activation energy, G#, is calculated as follows:

ΔG# ¼ λþ ΔG0� �
4λ

(2)

which then can be used in the Arrhenius relationship for the rate constant

kET ¼ A exp
ΔG#

kBT

� �
(3)

The Boltzmann constant is denoted by kB. Note that Eq. (3) is essentially classi-
cal, and when quantum effects are relevant, the temperature dependence of Eq. (3)
breaks down [87].

Although free energies will be used in natural systems, ab initio calculations
usually overlook entropy changes and instead use potential energy. When the reac-
tant and product structures are known, G° may readily determine the difference
between respective equilibrium energies. However, calculating is more complicated
since it involves nonequilibrium energy.

Abs Initio algorithms have difficulties determining since it is not a ground-state
attribute. In the adiabatic representation, the ground state potential energy curve is
lower than the excited state potential energy curve. To compute, one must first
know the energy of the product state at the reactant state’s equilibrium structure.
Excited-state energies are more difficult to calculate than ground-state energies.
TD-DFT methods provide good excited-state energies (e.g., up to 100 atoms). The
energy of long-range CT states in TD-DFT is underestimated [88, 89], limiting its
use in ET reactions.

In ET research, constrained DFT has various advantages. For starters, restricted
DFT makes accessing diabatic states and calculating Marcus parameters a breeze.
Second, from ground-state computations, constrained DFT generates diabatic con-
ditions. Excited-state calculations are avoided. Third, the equilibrium structures of
the reactant and product states are obtained by optimizing constrained geometry.
Third, the quality of diabatic potential energy curves from limited DFT is superior
to adiabatic curves from DFT to optimize in adiabatic conditions because fractional
charge systems are more susceptible to self-interaction errors [90]. Fourth, the

201

Applications of Current Density Functional Theory (DFT) Methods in Polymer Solar Cells
DOI: http://dx.doi.org/10.5772/intechopen.100136



localization of an unpaired electron is forced via constrained DFT. As a result,
restricted DFT energy values are more precise. Limited DFT cannot be used for ET
reactions involving a locally excited state as a ground-state approach. To investigate
such responses, TD-DFT and limited DFT could be utilized. Our method, in partic-
ular, is before the electron source and acceptor. In systems in which the donor and
acceptor are not separated, this can be a problem. As a result, our method is now the
most effective for long-range ET responses, which is why it was created.

The coupling constant should be computed to obtain correct adiabatic energies
from diabatic ones, making limited DFT more useful. In the adiabatic representa-
tion, the two curves create an upper and lower curve, with the energy gap at qc
being twice the electronic coupling constant Hab, which is a significant coupling
constant in nonadiabatic dynamics. DFT overestimates Hab, which could lead to
erroneous RobinDay class III compound assignment. The limited DFT methodology
for calculating high-quality diabatic energies could also be used to forecast exact Hab

values. One of the difficulties is that constrained DFT techniques do not provide the
proper wave function. Hab is the union of two independent wave functions with no
equivalent in static density-dependent observables. As a result, some estimates are
required to extract Hab from constrained DFT. We are now doing an active study on
this topic, and the results will be released soon. Hab can also be employed with
restricted DFT to study the issue of degenerate charge transfer states. It can also
tackle problems similar to those that the restricted open-shell Kohn-Sham approach
can solve [45].

5.5 Scharber’s model-electronic properties

They are using density functional theory and Scharber’s model to forecast the
power conversion efficiency of organic solar cells. The scientific community has
long sought improved polymers with excellent power conversion efficiency.
Because polymer synthesis and device production take time, a guide would help
find the best polymers. They published a simple model in 2006 that outlines how to
estimate the power conversion efficiency of bulk heterojunction solar cells, and they
claimed that these devices could attain 10% power conversion efficiencies. To
evaluate a polymer’s photovoltaic potential, Scharber’s model requires knowledge
about energy levels. Commonly, cyclic voltammetry is used to obtain these energy
levels after polymer production. Modern theoretical tools like density functional
theory come into use. These technologies can theoretically predict polymer
properties before they are made.

The DFT has been extensively used to develop, explain, and predict the features
of present and future organic solar cells [91]. Even though the model predicts
certain qualities like open-circuit voltage (VOC) and short-circuit current density
(JSC), one may wonder if the model estimates some attributes more precisely than
others when combined with density functional theory. The dependability of theo-
retical computations is critical for understanding and predicting device attributes.
There have been extensive research on oligomers [92] and crystals [93], but few
comparisons of computations on polymers with experimental evidence. These
highest values for power conversion efficiency can be derived by integrating
density functional theory determined attributes with Sharber’s model.

5.5.1 Scharber’s model

This is equivalent to the maximum power density output of the device divided
by the total power density receiving from the Air Mass 1.5 solar spectrum [94],
which is 1000 W/m2. The device’s power density comprises the open-circuit
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voltage, short-circuit current density, and fill factor (FF). According to Scharber’s
model, the VOC is connected to the difference between the acceptor’s LUMO and the
donor’s HOMO. The VOC is obtained by subtracting 0.3 eV from the energy level
difference. This shift was discovered empirically and is linked to residual carrier
binding energy and interface effects [95]. An integral of external quantum effi-
ciency (EQE) multiplied by the number of photons from the Air Mass 1.5 sun
spectrum at all frequencies. For energies below and above the donor’s optical band
gap (Eopt), the EQE is just a step function with a value of 0%. The fill factor is
FF = 0.65 for all devices. Other EQE and FF assumptions can be made if desired. For
example, the EQE could be determined by investigating the Kohn-Sham joint den-
sity of states, revealing the frequency-dependent absorption cross-section behavior.
In this situation, the polymer layer is thick enough to absorb any photon over the
optical band gap, and the film shape essentially limits the EQE. The following
equations describe Scharber’s mode.

PCE ¼ VOCJSCFF
1000W=m2 (4)

LUMOdonor >LUMOacceptor þ 0:3eV (5)

eVOC ¼ LUMOacceptor � LUMOdonor (6)

Eopt ¼ LUMOdonor �HOMOdonor (7)

EQE ωð Þ ¼ 0:65� Θ ℏω� Eopt
� �

(8)

JSC ¼
ð
EQE ωð Þ � #photonsAirMass1:5 ωð Þdω (9)

As seen in Eq. (5), this model implies a 0.3 eV energy difference between the
donor and acceptor Lumos to enable effective charge transfer. This LUMO offset
should not be confused with the 0.3 eV empirical shifts for Eq. (6). So Eopt = 0.6 eV
is the maximum value for eVOC.

5.6 Photoabsorption spectrum

Time-dependent DFT has surpassed all other methods for calculating organic
compounds’ excitation energies and optical characteristics in the last decade. Visual
features like absorption spectra and optical band gap can be used to validate struc-
tures further. To better understand the electronic transitions of polymer monomers,
used TD-DFT/CAMB3LYP/with varied basis set levels to perform quantum calcu-
lations on electronic absorption spectra in the gaseous phase and solvent. Aside
from the bandgap, the computational prediction of whole spectrum excitation
energies and cross-sections above the bandgap is equally crucial to solar cell effi-
ciency. The excited electron tends to decay toward the conduction level (or the
LUMO level) before being injected into the anode due to vibronic (molecular dyes)
or photonic (solid dyes) contact with the environment, resulting in thermalization
loss of the cell efficiency. The choice of time-dependent TD-DFT can be critical in
accurately reproducing absorption, especially when using donor-acceptor dyes with
charge-transfer excitations, as in the current study, where range corrected func-
tionals become a viable option. The band maximum (λmax) is an apparent essential
feature of the absorption spectra.

These are significant for optical properties of polymers in polymer solar cell
applications, ranging from TD-DFT methodologies to predicted absorption
wavelengths (λmax), oscillator strengths (f), and vertical excitation energies (E).
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6. Concluding remarks

New materials have emerged as an appealing and profitable replacement to
inorganic semiconductors due to the desire to manufacture more cost-effective
electronic devices using simple manufacturing processes. Organic materials, such as
conjugated polymers, tiny organic molecules, and self-assembling organic semicon-
ductors, have recently piqued interest due to their ability to fabricate flexible, light-
weight, semi-transparent, and large-area devices. As a result, DFT based computa-
tional computations have become a valuable method for investigating materials in
OSC research. The relevance of DFT calculations in the knowledge of the structure-
properties relationship in the design of new polymer solar cells has been highlighted
in this paper. Furthermore, we discovered that DFT’s improved power in under-
standing and forecasting features of polymer solar cells is caused by increased
computational capacity and the emergence of robust and diverse computational
methodologies. We have explored how theoretical calculations based on the
KohnSham energy levels of density functional theory combined with Scharber’s
model can be utilized to locate viable photovoltaic polymers in this paper.

Within the generalized Kohn–Sham formalism that offered proper excitation
energies, density functional theory and its time-dependent extensions made
substantial progress along the range separated hybrid functionals. DFT has been
effectively used to explain and predict molecular geometries, electronic structure,
frontier molecular orbital (FMO) energy levels, absorption spectra, and intramo-
lecular charge transfer for known conjugated organic compounds (ICT). These
characteristics significantly impact the open-circuit voltage (VOC), short-circuit
current (JSC), charge separation at the donor/acceptor interface, and solar photon
absorption.
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Abstract

A great effort has been devoted to develop the numerical methods to solve 
Schrödinger equation for atoms and molecules which help to reveal the physico-
chemical process and properties of various known/unknown materials. Designing 
the efficient probe to sense the heavy metals is a crucial process in chemistry. And, 
during this energy crisis, to find the effective conversion materials for water split-
ting is an important approach. The density functional theory (DFT) is a powerful 
tool to identify such materials and made great achievements in the field of heavy 
metal chemosensor and photocatalysis. Particularly, DFT helps to design the 
chemosensor for the effective sensor applications. The universe is moving towards 
the exhaustion of fossil fuels in a decade and so on, DFT plays a vital role to find the 
green energetic alternative to fossil fuel which is the Hydrogen energy. This book 
chapter will focus on the application of DFT deliberately on the heavy metal sensors 
and hydrogen evolution reaction.

Keywords: DFT, HER, hydrogen evolution reaction, heavy metal sensor

1. Introduction

Since pronounced by Dirac in 1929 that “The underlying physical laws 
 necessary for the mathematical theory of a large part of physics and the whole 
of chemistry are thus completely known, and the difficulty is only that the exact 
application of these laws lead to equations much too complicated to be solved” 
[1]. So, a great effort has been devoted to develop the numerical methods to solve 
Schrödinger equation for atoms and molecules which help to reveal the physico-
chemical process and properties. The density functional theory has become an 
important tool for physicst, chemist, and material scientist. Over the past three 
decades, DFT has been developed successfully challenging traditional wavefunc-
tion-based methods for large scale quantum chemistry calculations. DFT has 
become an important method and suitable alternative to ab initio method as well as 
cheaper in terms of computational cost. The well-developed modern DFT is appli-
cable to quantum as well as classical systems based on the theorems of Hohenberg 
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and Kohn [2]. The system is having N-particles allowing interactions with a given 
interparticle interaction, the total energy is completely derived by specification 
of external field φ(r) using Hamiltonian and ground-state wave function. Many 
electron wave functions j(r1, r2, rN) could be obtained by solving Schrödinger 
equation provided all the necessary information about the system. The density of 
single particle possibly acquired which on performing integration over any one of 
the single directions of coordinates of N-1 electrons,

 ( ) ( ) ( )1 2 3 N 1 2 3 N 2 Nr N . r , r , r r r , r , r r dr drρ ψ ψ= … …… …… ……∫ ∫  (1)

where,

 ( )r dr Nρ =∫  (2)

In other words, the functional of φ(r) gives the ground state energy of the 
system. During the development of DFT, Hohenberg and Kohn sham (HK) shown 
that the correspondence between external field φ(r) and the single-particle density 
ρ (r) and its consequence lead to the total ground state energy with the functional 
of ρ(r) using the following equation,

 [ ] [ ] ( ) ( )0E E r rdrρ = ρ + ϕ ρ∫  (3)

Moreover, Hohenberg and Kohn proved and called a second theorem which 
provides an energy variational principle. Further, they showed the trial density 
which satisfies ( )r Ndrρ =∫

 [ ] gE E≥ρ  (4)

Here, Eg is the ground state energy. In Eq. (4), the Left Hand Side (LHS) and 
Right Hand Side (RHS) attain equal when ρ (r) is the true ground state single 
particle density.

In case, E0() were known for an interacting electron of a given system, then 
the Eqs. (3) and (4) allows to calculate the ground state energy and density of 
electron of any multi-electron system in a given arbitrary external field. Though, 
HK approach produce the total energy calculation but it does not provide any 
prescription for its determination. So, it is ultimate goal of a researcher to establish 
and develop accurate approximate functionals. Of course, in later 1990s, a number 
of functionals was developed to produce the experimental observations. A familiar 
and few density functionals are hybrid density functional B3LYP [3–5] introduced 
by M.J.Frisch in 1994, further gradient-corrected correlation functional: Perdew-
Burke-Ernzerhof (PBE) [6] was introduced by Ernzerhof, M. in 1996, the Global 
Hybrid Meta-GGAs Minnesota [7–11] functionals such as M05, M06-HF, M06, 
M06-2X, M08-HX, M08-SO, revM06, MN15-L introduced by Donald G. Truhlar 
during 2005 to 2016, dispersion corrected functionals DFT-D [12], DFT-D3 [13], 
then the First GGA functionals were introduced by Stefan Grimme in the period of 
2006–2014, moreover the another dispersion corrected method ωB97XD [14] was 
introduced by M. Head-Gordon in 2008. The functionals played an important role 
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to predict the properties of unknown materials and also explain the post-process 
analysis of experimental results. Selection of the method is the key in computa-
tional chemistry to achieve appropriate results.

In the past 30 years, the evolution and success of DFT for various chemical applica-
tions, emerged as the most popular electronic structure method for the chemists and 
plays a vital role in computational chemistry. To parameterize electronic structure 
theory methods and to give the guidance to chemist, nearly five different databases 
evolved so far viz, GMTKN, MGCDB84 [15], Minnesota2015B [16], DP284 [17], and 
W4–17 [18]. In addition to that the W4–17-RE [19], and MN-RE [20] are two newly 
developed databases for reaction energies. In 2018, Peverati P et al., comprised the above 
mentioned databases and published it in the name of ACCDB [21]-which includes data 
from 16 different research groups, for a total of 44,931 unique reference data points. 
Now a days, data points and databases plays an important role to proceed the research 
further to get clear picture on history. This kind of databases will be the standard 
reference for the future research. In computational chemistry, the various DFT methods 
have been implemented and studied in several systems including chemosensor [22, 23], 
hydrogen evolution reaction (HER) [24–26], oxygen reduction reaction (ORR) [27, 28], 
oxygen evolution reaction (OER) [29], molecular machines [30, 31], DNA mutation 
[32–34], selective etching [35, 36], atomic layer deposition (ALD) [37, 38] etc. Although 
a number of applications of DFT were reported, this book chapter precisely focused on 
heavy metal sensor and hydrogen evolution reaction.

2. Heavy metal sensor

With the increasing population globally, there is a demand to provide clean and 
safe drinking water to them. However, contaminants in water at several countries/
cities restrict the water supply. The contaminants most likely the heavy met-
als, occurring due to anthropogenic, agricultural, mining, industrial revolution 
etc. Commonly identified heavy metals are Hg2+, Pb2+, Cu2+, Cd2+, Cu2+, which 
are although essential for living being but these heavy metals are toxic at higher 
concentrations [39]. So, it is a need to find the heavy metal sensor and this chapter 
will specifically focus on those sensors.

A series of 2,2`-Bipyridyl functionalized Iridium(III) complexes were synthesized 
by Zhao et al. [40] enabled sensing behavior towards Zn2+, Cd2+, Cu2+ ions. The modifi-
cation of binding sites led to conversion of intra-ligand charge transfer (ILCT) to 
Ligand–Ligand Charge Transfer (LLCT) and Metal–Ligand Charge Transfer (MLCT) 
transition upon binding with metal ions. DFT calculations using gradient corrected 
correlation functional PBE1PBE and 6-31G(d,p) basis set were employed to confirm the 
transition mechanism using HOMO and LUMO energies of the Iridium(III) complexes 
with heavy metal ions. Kim et al. [41] synthesized two triphenylamine-based dyes as 
fluorescent probes for effective sensing of Hg2+ ions. The fluorescence emission band 
was decreased and increased on addition of Hg2+ ions due to metal to ligand charge 
transfer (MLCT) mechanism. The optimization of the dye structures was carried out at 
DFT level with exchange correlation functional of LDA based on PWC set. The LUMO 
energy levels of mono-benzoxazole and di-benzoxazole were found to be −4.61 eV and 
−4.74 eV, respectively. The HOMO energy levels of mono-benzoxazole and di-benzoxa-
zole were found to be −2.51 and −2.82 eV, respectively. In this way, Anand et al. [42] 
reported the aminoquinoline fluorescent probe for selective and sensitive detection of 
Pb2+ and Al3+ ions with significant fluorescence enhancement. The fluorescence 
signaling was due to the inhibition of photo-induced electron transfer process and 
restriction of C=N isomerization. The fluorescent turn-on mechanism was understood 
by carrying out DFT calculations at B3LYP level. The HOMO, HOMO-1 and LUMO 
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energies of the probe were −5.18 eV, −5.67 eV and −2.29 eV, respectively. On complex-
ation with Pb2+, the HOMO, HOMO-1, HOMO-2 and LUMO energies were −6.18 eV, 
−6.42 eV, −6.95 eV and −3.69 eV respectively and for Al3+, it was found to be −6.03 eV, 
−6.93 eV, −7.35 eV and −3.54 eV respectively. Gonzalaz et al. [43] reported the Tripodal 
pyrenyl-triazole probe and demonstrated citrate ion recognition with significant 
fluorescence enhancement. DFT calculations using B3LYP-D3/def2-TZV basis set in gas 
and solvent phase revealed the stable geometry of the tripodal probe as nesting type, 
whereas all triazole CH units bind with citrate ions. The probe also showed a remarkable 
chromogenic behavior from pale to deep orange seen by naked-eye which was further 
confirmed by DFT calculations. In 2018, Liao et al. [44] have designed and developed 
NiCo2O4 nanoplatelets modified glass carbon electrodes for detection of Pb2+ ions. The 
DFT computations were explored to calculate the adsorption bond energies of the 
NiCo2O4 nanoparticles with Pb2+ heavy metal ions. Pb has the largest adsorption energy 
of −2.78 eV with the nanoparticles and was in-line with the electrochemical experimen-
tal values. The modified glass electrodes were analyzed in real water samples and found 
that detection of Pb2+ ions was successful compared with detection of Hg2+ and Cu2+ 
ions. Particularly for Cu2+ ion sensor, Sun et al. [45] reported 1,8-diaminonaphthalene 
derived probe as effective fluorescence chemosensor towards Cu2+ ions. The fluores-
cence quenching was experienced due to the inhibition of intramolecular charge 
transfer (ICT) process and chelation enhanced fluorescence quenching (CHEQ) of 
paramagnetic Cu2+ ions. The TD-DFT calculations were performed using B3LYP/6–
31(d) and LANL2DZ basis sets produced the HOMO-LUMO band gap of copper 
complex as 2.15 eV and the probe as 2.82 eV. This reduction in the band gap confirms 
the interaction of Cu2+ ions with the receptor. The adsorption studies explored using 
cetyltrimethyl ammonium bromide on Poly-L-Lysine coated Ag nanoparticles were 
employed at B3LYP level using 6-31 g(d) and LANL2DZ basis sets reported by Moudgil 
et al. [46]. The binding energy of the organic core with silver nanoparticles was found to 
be −0.75 eV indicates the chemisorption of pi-bonding orbitals on the Ag surface. The 
binding energy was observed to be reduced further 1 eV while interacting with Hg2+ ion 
which confirms the aggregation mechanism and a charge transfer through amine group. 
Thiocarbazone based probe was reported by Mahajan et al. [47] as multi-ions sensor for 
Ni2+, Cu2+, Co2+ and Cd2+. The calculated stabilization energy by DFT and the observed 
result from the fluorescent spectra produced the same order for metal ions binding with 
probe. The order of the metal ion sensing was found to be Cu2+ > Ni2+ > Co2+ > Cd2+. 
Changes in the bathochromic shift in absorption spectra and fluorescence quenching 
for these metal ions were due to the interaction of sulfur and hydroxyl O atoms of the 
probe. The binding interaction was supported by TD-DFT calculations at B3LYP level 
using LANL2DZ basis set. The calculated HOMO-LUMO band gap values were 
decreased for the metal ion-probe complex than that of probe confirms the complex 
formation. The real time experiment was explored with river water samples. The 
imidazole based receptor was reported by Khan et al. [48] to sense picric acid (donor-
acceptor) for detection of toxic nitrobenzene through static quenching, Dexter electron 
transfer and Forster resonance energy transfer quenching mechanisms. The HOMO 
and LUMO orbital energies were obtained at B3LYP/6-31 g(d) level as −3.00 eV and 
−6.91 eV for the probe and the HOMO and LUMO energies were found to be −3.15 eV 
and −7.64 eV upon binding with nitrobenzene. These orbital energy values confirmed 
the transfer of electron from LUMO of the probe to the LUMO of nitrobenzene which is 
supported by the quenching mechanism. The charge transfer between the probe and 
the metal ion was confirmed by electrostatic potential calculation of the binding site. 
Moreover, the HOMO-LUMO energy gap of the probe-Co2+ complex was reduced to 
1.86 eV well adhering to the charge transfer process. Kumar et al. [49] reported a 
dicarboxylic acid based receptor as turn-on fluorescent probe for detection of Hg2+ ions. 
The binding of Hg2+ ion takes place through the D-pi-A system by -COOH and -NH2 
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functional groups through intra-molecular charge transfer (ICT) mechanism. DFT 
calculations confirmed the ICT mechanism by analyzing the HOMO-LUMO energy 
differences. The band gap was found to be decreased for the Hg2+ ion complex rather 
than the unbound probe which confirms the host-guest interaction. Chiral CdSe 
nanoplatelets – L/D-cysteine as sensitive optical probe for recognition of Pb2+ ions was 
reported by Wang et al. [50]. The TD-DFT calculations at B3LYP level using LANL2DZ 
basis set was carried out. The results of frontier molecule orbital calculations of the 
HOMO and LUMO orbitals showed overlapping between the cysteine capped CdSe 
nanocluster and the organic core. Moreover, the reason for the transformation into 
chirality was observed to be the orbital coupling effect in the nanocluster. The Pb2+ was 
recognized by L-Cysteine capped CdSe nanoplatelets. The merocyanine dye based 
receptor [51] crystallized in monoclinic P21/n space group showed pi-pi stacking 
between merocyanine units. The B3LYP method was employed to optimize the geom-
etries of the free receptor and mercuric complex. For optimization, 6-31 g(d) and 
LANL2DZ basis sets were used for non-metal and metal atoms, respectively. The change 
in the HOMO-LUMO band gap for the mercury complex than the receptor confirms the 
selective sensing of Hg2+ ion with phenolic and methoxy oxygen moities. Modified 
calix[4] arene based probe was reported by Anandababu et al. [52] selectively detected 
Zn2+ ions with 240-fold fluorescence enhancement due to the imine C=N isomerization. 
In turn, Cu2+ and Hg2+ ions showed fluorescence quenching due to its paramagnetic and 
spin-orbit coupling properties. DFT studies revealed the HOMO-LUMO energy 
difference of unbound probe as 1.07 eV and [probe-Zn2+] has a decrement to 0.15 eV, 
confirming the strong complexation. The luminescent metal organic frameworks 
(LMOFs) as nanocages to recognize Fe3+ and Cu2+ ions in trace quantity was designed 
and synthesized by Li et al. [53]. The fluorescent quenching activity of the nanocages 
was due to their weak interaction with the metal ions at N-rich sites. DFT calculations 
confirmed the uncoordinated N atoms in the nanocage interact weakly with the metal 
ions and hence the fluorescence was quenched. The other chemosensor based on 
Nitrogenous carbon dots impregnated on natural microcline nanostructures demon-
strated a dual fluorometric response towards Fe3+ and Cr6+ metal ions was reported by 
Bardhan et al. [54]. The fluorescence turn OFF response was attributed by photo-
induced electron transfer mechanism and was confirmed by TD-DFT calculations. The 
B3LYP level and 6-31 g(d,p) with RIJCOSX basis sets were utilized and revealed that  
the microcline structure holds the carbon dots which in turn bind with the metal ions. 
The possible binding site is the nitrogen atoms present in the C-dots deduced by its 
electrostatic potential surface calculation. The HOMO-LUMO band gap was reduced by 
2.49 eV in the metal ion complexes. Carbohydrazide based colorimetric sensors for 
detection of multiple ions were reported by Tekuri et al. [55]. The receptors showed 
selectivity towards Cd2+, Hg2+, Pb2+, Cu2+ and AsO2

− ions with low detection limit. Using 
B3LYP functional and non-relativistic effective core potential (ECP) with LANL2DZ 
and 6-31 g(d,p) basis sets confirmed the binding of receptor with different metal ions as 
per hard and soft (Lewis) acids and bases (HSAB) theory. The hard -OH group and soft 
C=N group binds with complementary metal ions. The HOMO-LUMO band gap for the 
[receptor(s)-metal ion(s)] complexes showed a reduction in their values confirmed the 
binding of the respective metal ions. The novel silsesquioxane cage – porphyrin nano-
composites reportedly [56] a dual chemosensor towards fluoride and cyanide ions 
particularly these ions bind with the Si atoms in the cage resulted in turn on fluores-
cence. The microporous surface of the polymeric cage with extended conjugation was 
confirmed by non-local density functional theory using slit shape modeling. The 
extended conjugation gives a red shift in the absorption band and was confirmed by 
DFT calculation specifically the dropping in band gap value of the nanocomposites. In 
turn, the fluorescence emission was quenched in the presence of Hg2+ and Cu2+ ions due 
to the restricted photo-induced electron transfer process. An eco-friendly garlic 
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extracted alliin based silver nanoparticles was synthesized by Paw et al. [57]. This 
AgNPs selectively detects Hg2+ and Sn2+ ions with easily detectable color change from 
brown to colorless. The structure was optimized by M06-2X level with LANL2DZ and 
6-31 g(d) basis sets. Ag0 with alliin stabilizes the nanocluster with the stabilization 
energy of 18.4 kcal mol−1. On interaction with Hg2+ and Sn2+ ions, alliin separated out 
from AgNPs with stabilization energies of 7.6 kcal mol−1 and 8.3 kcal mol−1, respectively. 
A novel N-doped diaza derivative of ovalene as nanographenes was reported by Jin et al. 
[58]. The N atom in the zigzag edges of ovalene favored the interaction with protons, 
Cu2+ and Fe2+ ions. The HOMO-LUMO band gap with 2.20 eV and 2.13 eV for diaza 
and ovalene nanographenes were calculated at DFT level of theory in gas phase. The 
N-bearing diaza nanographene showed fluorescence quenching in the presence of Cu2+ 
and Fe2+ ions due to intermolecular charge transfer. The aromaticity was reported by 
nucleus-independent chemical shift (NICS) calculations using GIAO at B3LYP/6-
31G(d) level. The result shows that the NMR chemical shift has also been computed and 
confirmed.

3. Hydrogen evolution reaction

The Hydrogen evolution reaction (2H+ + 2e− → H2) is the cathodic half-cell reaction 
in acid-based electrolyzers. To understand the mechanism of electrocatalytic/photo-
catalytic processes the density functional theory has been utilized as well as to predict 
and design the new catalyst for water splitting [59]. Production of hydrogen in efficient 
manner from water-splitting is an underpinning science to realize the hydrogen 
economy. The Janus nanoparticles which have the two different faces each consisting of 
different chemistry, size, morphology, material and further one face have the hydro-
philic and another face have the hydrophobic nature introduced by de Gennes in his 
noble lecture [60]. In 2019, Chuan Zhao et al. [61] observed the higher hydrogen 
evolution reaction using Janus nanoparticle catalyst with a nickel–iron oxide interface 
and multi-site functionality. This nanoparticles have also been compared with bench-
mark platinum on carbon catalyst. The structure orientation during the hydrogen 
evolution reaction revealed by DFT calculations that Ni–O–Fe bridge at Ni-γ-Fe2O3 
interface modifies the Gibbs free energy of the adsorption of the intermediate H atoms 
promote the HER. Moreover, the DFT result shows that the H atom adsorb on top site 
of O atoms in γ-Fe2O3 (311) or in fcc site of Ni(111) with the ΔGH* of −0.62 and 
−0.31 eV, respectively. The result of negative ΔGH shown to be responsible for higher 
HER. The study displays that the Ni(111) fcc responsible for higher rate adsorption of 
hydrogen as well as the good amount HER. Yong K. et al. [62] investigated the NiCoP 
and vanadium doped NiCoP material based on the results of crystal structure, XRD, 
TEM and XPS. At two different places, the Co and V were replaced by Ni and produced 
the most stable material. The water has allowed to interact with the surface of NiCoP. 
Right after the dissociation of water, the produced OH and H are placed at the surface 
of Ni bridge and Ni hollow sites, respectively. During the process, Vanadium was 
doped in NiCoP and has observed to be the increased value of adsorption energy of 
OH and decreased water dissociation energy by 0.05 eV on the doped system. At the 
same time, the adsorption energy for hydrogen on the surface observed to be lower 
which is advantageous to desorption for hydrogen molecule from the surface and  
the desorption energy observed to be decreased by 0.09 eV. The DFT results well 
supported and further insights to the experimental observation of lower over potential 
and Tafel slope of NiCoVP as lower compared to NiCoP material. Dong et al. [63] used 
DFT tool to understand the role of sulfur vacancies on Co9S8 and Co3S4 in dissociation 
of water and HER. The author used the Vienna ab initio simulation package (VASP) 
for the calculation using generalized gradient approximation (GGA) using the 
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Perdew-Burke-Ernzerhof approach for the exchange−correlation term with the 
inclusion of correction as implemented in the method of Stephen Grimme. The adsorp-
tion energy for the H atom on Co9S8 and Co3S4 as observed to be −2.22 and −1.99 eV, 
respectively, investigated by Ford et al. The adsorption energy shows that both the 
surfaces are equally potential for the water splitting process. To understand the reaction 
kinetics, activation energy for H2 dissociation has been calculated using Nudged Elastic 
Band method on CO3S4 and CO9S8. The result shows that product of the reaction is 
exothermic. Moreover, the activation energy for H2 dissociation has observed to be 
0.4 eV and 1.1 eV on Co3S4 and Co9S8, respectively. Also, the PDOS result shows the 
variation during the time of creation of the sulfur vacancy formation. From the PDOS 
result and low coordination of octahedral on Co9S8 surface, it can be concluded that the 
Co9S8 possibly act as a best catalyst for water splitting. While using Ni2Mo3N [64] as 
electrocatalyst for hydrogen evolution reaction, the DFT studies shown the coordina-
tion of four for N-Mo, responsible for higher adsorption energy of hydrogen and 
responsible for HER. The adsorption energy of hydrogen atom at Ni and Mo site of 
Ni2Mo3N are calculated to be −0.47 and −0.15 eV, respectively. The strong adsorption 
energy is expected to be the lower yield of HER. So, the active site for this surface is N 
rather than Ni or Mo. So, the calculated hydrogen adsorption energy was found to be in 
the range of −0.21 to 0.38 eV. In metal free electrocatalyst, to understand and show  
the interlayer electronic-coupling effect between g-C3N4 and N-graphene, the DFT 
calculations have been carried out particularly density of states have been computed. 
In the structure of C3N4@NG hybrid shows the downshifting of valence and conduc-
tion bands resulting to Fermi level crosses the conduction band of g-C3N4 responsible 
and significant enhancement of electrocatalytic HER. Moreover, DGH for g-C3N4 and 
NG were observed to be −0.54 and 0.57 eV which shows the strong and weak, respec-
tively, adsorption of H on the surfaces. So, both the chemical surfaces are unfavorable 
for HER. However, while coupling both g-C3N4 and NG have yielded good and 
enhanced HER activity. To understand the noble-metal-free nature of catalyst on HER, 
recently, noble-metal-free and earth-abundant electrocatalysts as noble-metal-free 
core-shell catalyst, MoS2/Ni3S2 on Ni foam has been designed, synthesized and tested 
for HER. The synergistic effect of MoS2 and Ni3S2 combination shown to be enhanced 
HER. The activation energy for H2 dissociation on MoS2 has observed as without 
barrier and negative reaction energy of 1.36 eV. It shows the Mo is the most responsible 
surface for HER and have the high potential values to explore by the chemist in the 
near future with various synergism. In this way, in 2018 Ternary Ni-S-Se Nanorod 
Arrays shown to be good catalyst supported by DFT for HER. The success of this 
selenium doped electrocatalytic performance towards HER as Se 3d orbitals were 
bonded to 3d orbitals of Ni and near Fermi level of s p orbitals, and was observed to be 
significant electron transfer between nickel and selenium atoms. The excellent 
performance of the catalyst due to the synergistic effect, 3D core structure, electronic 
modification of Se into nickel sulfide. To understand the solvent effect [65], a single or 
double layer water molecules are framed around the catalyst and investigated the water 
splitting process through simulation. The thermodynamic barrier estimated to be 
0.6 eV for the H spill-over process, and it shows that the kinetics of HER was enhanced 
at Ni-RGO [66] synergistic point with the new active sites for the discharge of water. In 
2015, Srinivasadesikan V et al. [67] demonstrated the DFT applications to find the role 
of Li on Lithium decorated surface of TiO2(101) anatase surface. The results observed 
to be the maximum of 13 Lithium adsorbed on the surface and furthermore addition 
of Lithium incorporated to sub-surface of TiO2 anatase. The barrier energy for the H2 
dissociation on Li adsorbed TiO2 surface has calculated to be 39.8 kcal/mol and for five 
Lithium decorated case, it has calculated to be 37.8 kcal/mol. The result of Lithium 
effect enormously reduced the barrier H2 dissociation on bare TiO2 surface which was 
reported [68]. Later, to understand the Ni effect on the way of doping and decorated 
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metal atoms on the TiO2 surface, the DFT based first principle calculation has been 
carried out. Nickel doping and 3Ni metal atoms decorated on TiO2 surface [69] has 
been investigated. Upon understanding the successful catalyst by theory, the same  
has been synthesized in the lab and shown good HER. With the arrival of new peak in 
between valence band and conduction band in density of states calculation on KSCN 
activation on NiO/TiO2 [70] anatase surface and upon reduction of band gap further 
confirms the better effect of catalyst towards HER and the same has been confirmed 
by experiment.

With the above discussion, one can able to understand the power of DFT on 
various applications. Moreover, the number of unknown science will be explored by 
using the density functional theory in computational chemistry. Solving the chemi-
cal problems with understanding of physics through mathematical equation will be 
explored for new challenges in science.
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Chapter 13

Density Functional Theory 
Study of the Solvent Effects on 
Electronic Transition Energies 
of Porphyrins
Metin Aydin

Abstract

We have calculated the solvent effects on the ground state and the lowest triplet 
state absorption spectra of meso-tetraphenylporphyrin (TPP), meso-tetrakis(p-
sulfonatophenyl)porphyrin (TSPP) and their diprotonated forms (H4TPP and 
H4TSPP) in thirty-nine different solvent using time-dependent-DFT density func-
tional theory (TD-DFT) coupled with CPCM method. The results of the calcula-
tions show that the Q-bands and Soret-bands (or B-bands) in the absorption spectra 
of these compounds substantially change as function of solvent dielectric constant 
(ε) up to 20.493 (acetone), but become stabile in high polar solvents with dielectric 
constants ε > 20. The relative shifts in the B-bands are more significant than that 
in the Q-bands. The magnitude of the shifts in the spectral position of the Q and B 
bands are in the following order: H4TSPP > H4TPP > TPP > TSPP for the B-bands 
and H4TSPP > H4TPP > TSPP > TPP for the Q-bands. We also have determined that 
the energy-gaps between the B/Q-bands and their nearest triplet states are also 
solvent dependent for ε < ~ 20.493.

Keywords: porphyrin, TPP/TSPP, absorption, solvent effect, DFT

1. Introduction

Porphyrins are tetrapyrrolic macrocycles with conjugated electronic systems 
that exist in nature and have a large number of applications in several fields of 
research from biomedicine to materials science. The ubiquity of porphyrins in 
natural systems and their subtle yet important biological and chemical functions 
have inspired scientists to explore the unique structure/dynamics characteristics 
of compounds of this family, and to endeavor to imitate their properties in syn-
thetic molecular analogs that display efficient use of solar energy [1–5] and could 
be used as active elements in molecular electronic devices [6, 7]. Furthermore, in 
recent times, porphyrin-like molecular systems have drawn a great deal of interest 
due to the use of therapeutic drugs, photosensitizers in photodynamic therapy 
of cancer [8], several applications in the treatment of nonmalignant conditions 
such as psoriasis, blocked arteries and pathological and bacterial infections [9], 
as well as in HIV research [10]. As known, biological effects of porphyrins gener-
ally derive from their photophysical and physicochemical properties, such as the 
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formation of molecular aggregates and axial ligation that give rise to significant 
modifications in absorption spectra, quantum yields, and fluorescence and triplet 
state lifetimes [11–15].

Along with rapid development in computer technology and computational 
quantum chemical methods, molecular properties have been intensively inves-
tigated in gas-phase and solvent-phase. Computational quantum chemistry is a 
powerful tool for understanding real-world chemical problems. Several molecu-
lar properties can be obtained by solving quantum mechanical equations. When 
the results of calculations are in agreement with their experimental results, we 
can interpret the experimental results more reasonably. Computational studies 
are not only performed to provide an understanding of experimental data, for 
instance the position and source of spectroscopic peaks, but also may be used to 
explore reaction mechanisms and molecular environment effect on the molecu-
lar properties.

Photophysical and photochemical properties of porphyrin and its derivatives 
have been widely studied by experimentalists and theoreticians [16–19]. Dipole 
allowed electronic excitation spectra of porphyrin compounds exhibit two major 
absorption bands in which are called as the Q-band in the visible region and the 
Soret band (or B-band) in the near UV region [20]; both of which have been the 
subject for a number of quantum chemical studies [21–29]. It has been experimen-
tally reported that when porphyrin molecules are excited in the Soret- or B-band 
region, internal conversion (IC) takes place from the B-band to the Q-band, which 
is then followed by a fluorescence from the Q-band to the ground state S0; i.e., 
S0 + hν0 → S2(B-band) → S1(Q-band) → S0 + hν. During relaxation of the S1 state, a 
fraction of molecules also relaxes to the triplet T1 via intersystem crossing (ISC).

The electrostatic interaction between a molecular system and its surround-
ing environment leads to change in geometric and spectroscopic properties. For 
instance, Jun Takeda and Mitsuo Sato [30] have experimentally studied solvent 
effect on the absorption spectra of meso-tetraphenylporphyrin (TPP) and dode-
caphenylporphyrin (H2DPP) in thirty-seven different neat solvent. The authors 
reported that the solvent leads to red shifts in Q-bands and B-band (Soret-band) in 
their absorption spectra, and that red shifts in H2DPP are greater than those in TPP 
due to the nonplanarity of the H2DPP macrocycle. The authors concluded that these 
red shifts in the absorption spectra of both compounds are caused by the hydrogen-
bonding interactions of pyrrole NH protons and pyrrolenine nitrogen lone pairs 
with solvent.

Li Ye [31] used steady-state and time-resolved spectroscopic techniques to inves-
tigate photophysical properties of several metalloporphyrins have been examined 
in several different solvents. The author reported that the absorption spectrum of 
the Cu(TPPCl8) in nonpolar solvents does not display a shift in the spectral position 
of the absorption bands and there is no evidence found for charge transfer (CT) 
transitions in the visible or near UV regions, however, in the polar solvent, blue 
shifts are observed in the absorption spectrum of the Cu(TPPCl8) an intramolecular 
CT band takes place in absorption spectra. The author concluded that the activa-
tion free energy of the charge-transfer transition decreases with increasing outer 
reorganizational energy owing to increasing solvent polarity.

In order to take the solvent effect on the molecular properties into account 
in calculations, a number of implicit (continuum) theoretical models have been 
developed in the last decade, such as the polarizable continuum model (PCM), the 
dielectric PCM (DPCM), conductor-like PCM (CPCM), integral equation formal-
ism PCM (IEFPCM), and the conductor-like screening model (COSMO)); see refs. 
[32, 33] for more details. Density functional theory (DFT) and Time-dependent 
DFT (TD-DFT) coupled with one of the PCM methods, which is becoming a 
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general routine in most quantum chemical software packages like Gaussian, can 
be used to compute solvent effect on the geometric and spectroscopic properties 
[34–37]. Results from such calculations has been shown to be successful in support-
ing analyses of experimental data with useful insights for better understanding of 
photophysical and photochemical pathways in solution.

L. Edwards et al. [38] have experimentally studied solvent effect on the spectral 
positions of dipole allowed singlet-singlet transitions (S0 → Sn) of the free-base por-
phyrin (FBP). Their experimental results shows that the Q-bands at 626 and 512 nm 
and the Soret band at 372 nm in gas-phase spectrum were respectively significantly 
shifted to 614, 519 and 391 nm in ethanol.

As far as we know, there is no theoretical study systematically investigating 
the solvent effect on porphyrin compounds in the literature, except our previous 
work [39] where we have studied solvent effect on the absorption spectra of the 
free-base porphyrin (FBP) and diprotonated form (H4FBP) in the ground state 
and the lowest triplet state by using TD-DFT/CPCM techniques in thirty-nine dif-
ferent solvent (with solvent dielectric constant (ε) changes from 1 to 181.56). The 
results from calculations show that dipole allowed electronic transitions in each 
absorption spectrum change as function of increasing solvent dielectric constant 
up to about ε = 20.493 and remain almost constant with further increment of the 
solvent dielectric constant. We have also studied meso- substitution effect on 
the absorption spectra of the porphyrin (parent porphyrin) such as the meso-
tetraphenylporphyrin (TPP), mesotetrakis (p-sulfonatophenyl) porphyrin (TSPP) 
and their diprotonated forms (H4TPP and H4TSPP), where the results from the 
calculations have shown that the meso-substituted functional groups result in a 
significant read shift in the electronic transition energies in the porphyrin absorp-
tion spectrum [19, 40].

This work is a continuation of our previous studies as mentioned above. In this 
present work we used TD-DFT/CPCM method to investigated solvent effect on 
the singlet-singlet and triplet-triplet electronic spectra of the TPP, TSPP and their 
protonated derivatives (H4TPP and H4TSPP).

2. Calculation section

The singlet-singlet and triplet-triplet electronic absorption spectra of the 
porphyrins and their derivatives in the gas phase and thirty-eight solvents were 
calculated using the Gaussian 09 software package [41]. Geometries for the ground 
and the lowest triplet states in each solvent were optimized using unrestricted 
density functional theory (at B3LYP level) [42, 43] with the 6-311G(d,p) basis set 
for C and H atoms and 6-311 + G(d.p) basis set [44] used for N, O and S atoms. 
Solvent effects were taken into account using self-consistent reaction field (SCRF) 
calculations [45], with the conductor-like polarizable continuum model (CPCM) 
[46–48] as contained in the Gaussian 09 software package. Type of solvent used 
in calculations are listed in Table 1. All compounds in both gaseous and solvents 
phases were optimized to minima on their ground and lowest triplet state potential 
energy surfaces (PESs) that is verified by the absence of imaginary frequencies in 
calculated vibrational spectra.

Time-dependent-DFT (at TD-B3LYP level) coupled with CPCM solvation 
method was used to calculate the first 24 singlet-singlet vertical electronic transi-
tions (S0➔Sn) and 25 triplet-triplet vertical electronic transitions (T1➔Tm) in the 
gas and solvent phases. The GaussSum 0.8 freeware program [49] was used to check 
outputs and to generate computed absorption spectra from the output file of the 
Gaussian 09 software.
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Additionally, we obtained a best fit to the calculated relative shifts in the Q and B 

bands positions by using the following equation:
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dielectric constant of the solvent and Cn is a constant. We would like to point out that
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−  in the fitting equations is part of the solvent correction in the CPCM method.

3. Results and calculations

3.1 Solvent dependence of TPP

It has been reported in literature that the measured absorption spectra of the 
TPP considerably depend on the dielectric constant of the solvent. For instance, the 
experimentally measured absorption spectrum the TPP exhibited the Soret-band 
at 398 nm in a pulsed supersonic expansion of helium [50], which is considerably 
shifted to 420 nm in toluene (ε = 2.374) [51], 419 nm in benzene (ε = 2.271) [52], 
417 nm in tetrahydrofuran (ε = 7.426) and 415 nm in acetone (ε = 20.493) [51]. 
The Q(0-0) bands have been measured at 529 and 640 nm in a pulsed supersonic 
expansion of helium [50], which are also significantly shifted to 548 and 647 nm in 
benzene [52]. Furthermore, the lowest triplet state (T1) of TPP at 77 K in methyl-
cyclohexane [53] and diethyl ether/petroleum ether/isopropyl alcohol (in the ratio 
of 5/5/2) [54] was observed at 865 nm and 859 nm, respectively. The triplet-triplet 
absorption transitions of TPP in toluene were experimentally observed at 780, 690, 
430, 405 and 390 nm [55].

It is worthy to note that the geometric structures of the TPP molecule both 
in the ground state and the lowest triplet state belong to the C2v symmetry point 
group. The calculated solvent effect on the electronic spectrum of the TPP are 
 summarized below.

Solvent ε Solvent ε Solvent ε

Gas 1.000 Bromoform 4.249 Acetone 20.493

Argon 1.430 Chloroform 4.711 1-Nitropropane 23.730

Krypton 1.519 Diiodomethane 5.320 Ethanol 24.852

Xenon 1.706 Chlorobenzene 5.697 Nitroethane 28.290

Heptane 1.911 Aniline 6.888 Methanol 32.613

Cyclohexane 2.017 Tetrahydrofuran 7.426 Nitrobenzene 34.809

Carbontetrachloride 2.228 Ethylmethanoate 8.331 Nitromethane 36.562

Benzene 2.271 Dichloromethane 8.930 1,2-Ethanediol 40.245

Toluene 2.374 Dichloroethane 10.125 Dimethylsulfoxide 46.826

Carbondisulfide 2.611 Benzylalcohol 12.457 Formicacid 51.100

Dibutylether 3.047 Cyclohexanone 15.619 Water 78.355

Propanoicacid 3.440 Cyclopentanol 16.989 Formamide 108.940

Diphenylether 3.730 Propanal 18.500 n-Methylformamide-
mixture

181.560

Table 1. 
The list of the solvents with their dielectric constants (ε) used in this work.
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Singlet TPP: Figure 1A provides the calculated absorption spectra of FBP in 
the different solutions used. The shifts in spectral positions of the Q, B (Soret) and 
L bands caused by the solvent are given in Figure 1B as functions of the dielectric 
constant of the solvent (ε).

The calculations indicate that the solvent effect on the Q1 and Q2 bands of the 
TPP are inconsequential. For instance, the Q1 band at 17398 cm−1 (574.8 nm) and 
Q2-band at 18566 cm−1 (538.6 nm) in gas-phase spectrum are 40 and 90 cm−1 red 
shifted to 17358 (576 nm) and 18473 cm−1 (541.4 nm), respectively, with increase 
in ε from 1.00 to 5.32; which then increased and become almost constant at around 
17384 and 18506 cm−1 for ε > 20.493. However, the dependence of the calculated 
Soret bands (B1 and B2-bands) of the TPP significantly depend on solvent polar-
ity. For example the B1 band at 25405 cm−1 (393.6 nm) and B2 band 26271 cm−1 
(380.6 nm) in the gas phase spectrum initially decreased to 23890 (418.6 nm) and 
24160 cm−1 (414.4 nm), respectively, with increase of ε from 1 to 5.32, and then 
blue-shifted to 23890 cm−1 (418.6 nm) and 24131 cm−1 (414.4 nm), respectively, for 
ε = 20.493 (acetone). With further increase in the dielectric constant (ε > 20.493), 
these bands positions become nearly stable at around 24574 (406.9, B1) and 
24919 cm−1 (401.3 nm, B2) within 120 cm−1 fluctuations.

Similar to the modification in the positions of the B-bands, the spectral posi-
tion of the L-band at 28862 cm−1 (346.5 nm) in the gas-phase (ε = 1.00) is first 
red-shifted to 28212 cm−1 (354.5 nm) in region of ε = 1 to 5.324, then blue-shifted 
to 29067 cm−1 (334 nm) for ε = 20.493, and then remains unchanged at 28334 cm−1 
(352.9 nm) within ±20 cm−1 variation with the further increase in ε (Figure 1).

Triplet TPP: The lowest triplet state T1 of the TPP in both gas-phase and solvent 
phase was estimated from calculated global energy difference between the singlet 
ground state and the lowest triplet state, i.e., E(T1) = E(the global energy of the lowest 
triplet state)- E(the global energy of the ground state). The energy level of the T1 state of 
the TPP in the gas phase lies about 11406 cm−1 (876.8 nm) above the ground state energy 
(S0). The estimated solvent effect on the energy gap between S0-T1 states is inconsequen-
tial, only about 20 cm−1 red-shifted with increasing solvent polarity (see Figure 2B).

The calculated triplet-triplet electronic transitions up to 25000 cm−1 (400 nm) 
are given in Figure 2(A and B). The calculations indicate that the triplet states 

Figure 1. 
(A) The calculated solvent-dependence of the singlet-singlet electronic absorption spectrum of the TPP in 
the thirty-nine different environments, where the dielectric constant of the molecular environment increases 
from bottom (ε = 1.00) to top (ε = 181.560); (B): The shift in the positions of the Q1, Q2, B1, B2 and L1 
bands reference to their corresponding values in gas-phase spectrum as function of dielectric constant of the 
solvent (ε).
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at 18805 cm−1 (531.8 nm; labeled as T10) and 20722 cm−1 (482.6 nm, T13) in the 
gas-phase spectrum of the TPP are gradually red-shifted to 18232 and 20041 cm−1 
(or 548.5 and 499.0 nm) as a function of ε up to 28.29), respectively, and become 
stable within a few wavenumbers variation with the further increment in solvent 
dielectric constant (ε). On contrary to red-shifts in the energy level of the T10 and 
T13 states, the T21 (at 22130 cm−1/451.9 nm) and T25 (22926 cm−1/436.2 nm) in the 
gas-phase are blue-shift to 22666 cm−1 (441.2 nm) and 23849 cm−1 (419.3 nm), 
respectively, as function of ε up to 28.29. Additionally, the solvent leads to blue 
shifts (around 400 cm−1) and red shifts (about 200 cm−1) in the calculated energy 
levels of other triplet states as seen in see Figure 2B.

The İntersystem crossing (ISC) between singlet and triplet excited states 
of a molecular system is very important for many purposes in photochemistry. 
Therefore, we also investigated solvent effect on the energy barrier between singlet 
and triplet state, ΔE(ISC) = E(triplet)-E(singlet), where the ISC may take place.

The results from calculations show that the energy gap between Q2-band and 
T3 triplet state regularly decreases to −4 cm−1 (ε = 10.125) from −330 cm−1 (in 
gas-phase) with increasing solvent polarity and then slowly increases up to 60 cm−1 
with the increase solvent polarity up to ε = 78.355. The gap between B2 band and T4 
triplet state rapidly decreases from −972 cm−1 in the gas phase to −84 cm−1 in Xenon 
(ε = 1.706), increases from 132 cm−1 (ε = 1.911) to a maximum value of 972 cm−1 
(ε = 5.32), then follow an exponentially decrease to 110 cm−1 (ε = 78.355). The triplet 
state T7 lies about 191 cm−1 above the L1-band in gas-phase, which start to decrease 
to 130 cm−1 with increase in the ε.

3.2 Solvent dependence of the H4TPP

The UV–vis absorption spectrum of the diprotonated TPP (H4TPP) exhibited a 
Soret band (B-band) at 22272 cm−1 (449 nm) in acidic chloroform solutions [56], 
22831 cm−1 (438 nm) in acidic dichloromethane solution [57], 23419 cm−1 (427 nm) 
in acidified THF solution [58], and 22422 cm−1 (446 nm) and 22272 cm−1 (449 nm) 
in acidic dichloromethane solution containing chloride anion (Cl−) and bromide 
anion (Br−), respectively [59]. The Q(0,0)-band was observed at 14837 cm−1 
(674 nm) in acidic chloroform solutions [56], 15337 cm−1 (652 nm) in acidic 

Figure 2. 
(A) The calculated solvent-dependence of the triplet-triplet electronic absorption spectrum of the TPP in 
the thirty-nine different environments, where the dielectric constant of the molecular environment increases 
from bottom (ε = 1.00) to top (ε = 181.560); (B): The shift in the energy level of the Tn state reference to their 
corresponding value in gas-phase spectrum as function of dielectric constant of the solvent (ε). The shift in the 
energy level of the T1 state: ΔE(T1,ε) = E(T1,ε)-E(S0,ε).
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dichloromethane solution [57], 15432 cm−1 (648 nm) in acidic (H2SO4) dichloro-
methane solution, and 15129 cm−1 (661 nm) in acidic (H2SO4) dichloromethane 
solution containing chloride anion (Cl−) [59]. These experimental results reveal that 
the solvent’s polarity has significantly effects on the absorption spectrum of dipro-
tonated TPP (H4TPP). The calculated solvent effect on the absorption spectra of the 
H4TPP in thirty nine different solutions can summarized as follows.

Singlet H4TPP: On contrary to red-shifts of the bands in the absorption 
spectrum TPP, the solvent leads to substantial blue-shifts of the absorption bands 
in the protonated TPP (H4TPP) spectrum as seen in Figure 3(A and B). For 
instance, the calculated Q (14761 cm−1/ 677.5 nm), B (20583 cm−1/485.8 nm), L1 
(21803 cm−1/458.7 nm), L2 (24095 cm−1/415.0 nm) and M (28465 cm−1/351.3 nm) 
bands in gas phase spectrum are progressively blue shifted to 15352, 22981, 25069, 
25731, and 29355 cm−1 (or 651.4, 435.2, 404.4, 398.9 and 388.6 nm), respectively, 
as function of solvent dielectric constant (ε) from 1.00 to 20.493. With further 
increase in ε, these electronic bands remain almost constant within a few ten of 
wavenumbers fluctuation. These calculated results are consistent with the experi-
mentally observed dependence of the absorption spectrum of H4TPP on molecular 
environments as discussed above.

Triplet H4TPP: While Figure 4(A) provides the calculated electronic spectra 
of the triplet H4TPP in the solvents used in this work, Figure 4B provides the shifts 
in the peak positions as function of the solvent dielectric constant relative to their 
corresponding positions in the gas phase spectrum. The results from calculations 
show that the solvent gives rise to change in dipole allowed triplet-triplet vertical 
electronic transition energies in the H4TPP spectrum as well energy level of the low-
est triplet state (T1) as a function of solvent dielectric constant only in the region of 
solvent dielectric constant from ε = 1 to 28.493 and, with further increase of solvent 
dielectric constant, remain unchanged within a few wavenumber variations, see 
Figure 4A and B. Therefore, we only provide the maximum shifts when molecular 
environment changes from the gas phase to acetone (ε = 28.493). It is worthy to 
point that the shift in the energy level of the lowest triplet state (T1) was estimated 
from the equation: ΔE(T1,ε) = E(T1,ε)-E(S0,ε).

The predicted T1 lowest triplet state gradually blue shifts from 8232 cm−1 
(1215 nm) in gas phase to 8767 cm−1 (1141 nm) in acetone solvent medium. The T4 

Figure 3. 
(A) The calculated solvent-dependence of the singlet-singlet electronic absorption spectrum of the H4TPP in 
the thirty-nine different environments, where the dielectric constant of the molecular environment increases 
from bottom (ε = 1.00) to top (ε = 181.560); (B): The red-shifts in the absorption band positions as function of 
dielectric constant of the solvent (ε), reference to their corresponding values in gas-phase spectrum.
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(at 11900 cm−1/840.3 nm), T5 (13093 cm−1/763.8 nm), T6 (13955 cm−1/716.6 nm), 
T7 (13291 cm−1/752.4 nm), and T12 (16236 cm−1/615.9 nm) in the gas phase 
spectrum are 500, 1344, 1083, 2176, and 631 cm−1 blue shifted in spectrum of 
H4TPP in acetone, respectively. However, the T14 (19024 cm−1/525.7 nm) and T18 
(21607 cm−1/462.8 nm) are 210 and 890 cm−1 red shifted in acetone as solvent, 
respectively, see Figure 4A and B.

The SCF corrected triplet states showed there are four ISC pathway below 
30000 cm−1, which also are solvent dependent. The solvent dependence of the 
energy gap between the singlet and triplet excited states, ΔE(T-S; ε) = E(triplet; 
ε)-E(singlet; ε), decreases with increase of solvent dielectric constant up to acetone 
and remain almost constant with further increase of ε. For instance, when molecu-
lar environment changes from gas-phase to acetone medium, the computed energy 
gap (ΔE(T-S; ε)) between the closest singlet and triplet state changes from −2602 
to −2458 cm−1 (T2-Q ), from 3269 to 2138 cm−1 (T3-Q ), from 743 to 208 cm−1 (T5-B), 
from 348 to 65 cm−1 (T11-L1), from 373 to 105 cm−1 (T12-L2), from 1076 to 5 cm−1 
(T17-M) and from 1375 to 151 cm−1 (T18-M).

3.3 Solvent dependence of TSPP

Akins et al. [60] and Zhang et al. [61] also have measured the UV–vis spectra of 
the free-base TSPP and the H4TSPP (diprotonated- or dianionic-TSPP). The author 
reported that the absorption spectrum of the TSPP exhibited Q(0-0)-bands at 
about 517 (± 2) and 640 (± 3) nm and the B-band at ~412 nm, the H4TSPP spectrum 
revealed a weak broad Q(0-0)-band at 645 nm and an intense B-band at 432 nm. 
Furthermore, the UV–vis spectra of the singlet TSPP and H4TSPP in the region 
of 420-460 nm indicated that the maximum peak position of the B-band in the 
ethanol, methanol, and DMSO solvents is red shifted with respect to water [62].

The excited-state dynamics of the TSPP has been experimentally studied by several 
research groups. The lowest triplet state (T1) of the TSPP has been observed at 862 nm 
[63] and the energy gap between the Q1 band and the T1 state in the TSPP, ΔE(T1-Q1), 
is measured to be about 4000 cm−1 (48 kJ mol−1) [64]. Moreover, the measured triplet–
triplet absorption spectrum of the TSPP (at pH = 7) exhibited a strong peak between 
440 and 450 nm with a three weak transitions: at 524 ± 2 nm, a broad peak between 

Figure 4. 
(A) The calculated solvent-dependence of the triplet-triplet electronic absorption spectrum of the H4TPP in 
the thirty-nine different environments, where the dielectric constant of the molecular environment increases 
from bottom (ε = 1.00) to top (ε = 181.560); (B): The shift in the energy level of the Tn state reference to their 
corresponding value in gas-phase spectrum as function of dielectric constant of the solvent (ε). The shift in the 
energy level of the T1 state is obtained using the equation: ΔE(T1,ε) = E(T1,ε)-E(S0,ε).
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ca. 550-575 nm and third one at 624 nm [65]. For the H4TSPP (at pH = 3), their triplet-
triplet absorption spectrum in the range of 450-700 nm displayed two relatively strong 
and one weak peaks. Their estimated peak positions: at ~500 ± 2 nm with a shoulder 
(at about 530 nm) and 650 ± 5 nm; a weak one at about 596 ± 2 nm. Jirsa and et al. also 
observed a strong triplet band at 444 nm in the TSPP absorption spectrum [66].

Our calculated dipole allowed singlet-singlet and triplet-triplet electronic transi-
tion energies of the TSPP and H4TSPP are in good agreement with these experimen-
tally observed absorption spectra discussed above. The results from calculations 
show that the spectral position of the calculated absorption bands gradually change 
as a function of solvent dielectric constant only in the region of ε = 1 to about 20.493 
(acetone) and remain unchanged with further increase of ε. Thus, we only discuss 
the shifts in the band position when molecular environment changes from gas phase 
to acetone medium and the results may be summarized as follows.

Singlet TSPP: The solvent-dependence of dipole allowed singlet-singlet elec-
tronic transition energies of TSPP is given in Figure 5A. Figure 5B shows the shifts 
in band positions caused by solvent, which is similar to the shifts in the TPP absorp-
tion spectra. As seen in Figure 5A and B, the bands at 17064 cm−1 (Q1, 586.0 nm) 
and 18178 cm−1 (Q2, 550.1 nm) in the gas phase spectrum of singlet TSPP are 576 
and 541 cm−1 blue-shifted to 17365 cm−1 (575.9 nm) and 18467 cm−1 (541.5 nm), 
respectively; however, the Soret-bands B1 at 24692 cm−1 (405.0 nm) and B2 at 
25060 cm−1 (399.0 nm) in gas phase spectrum are substantially shifted as function 
of increasing ε up to about 20.493, such as are first 958 and 1112 cm−1 red shifted 
to 23734 cm−1 (421.3 nm) and 23948 cm−1 (417.6 nm) with increase of solvent 
dielectric constant ε from 1.0 to 5.32, and which are then turned to increase up to 
24429 cm−1 (409.3 nm) and 24758 cm−1 (403.9 nm) with increase of ε from 5.32 
to about 20.493. With further increasing value of ε, they remain constant within 
±120 cm−1 fluctuation. The bands at 26319 cm−1 (labeled as L1 at 380.0 nm) in the 
gas phase spectrum is shifted to 28117 cm−1 (355.7 nm) in the same region.

Triplet TSPP: The solvent-dependence of the triplet-triplet vertical electronic 
transition energies of the TSPP is similar to these in the triplet-TPP spectrum when 
molecular environment changes from gas phase to solvent phase. For instance, the SCF-
corrected the lowest triplet state at 10922 cm−1 (915.6 nm) exhibits a exponentially blue 
shift up to around 11426 cm−1 (875.2 nm) as function of the ε (up to 20.493), which then 

Figure 5. 
(A) The calculated solvent-dependence of the singlet-singlet electronic absorption spectrum of the TSPP in 
the thirty-nine different environments, where the dielectric constant of the molecular environment increases 
from bottom (ε = 1.00) to top (ε = 181.560); (B): The red-shifts in the absorption band positions as function of 
dielectric constant of the solvent (ε), reference to their corresponding values in gas-phase spectrum.
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remains almost constant within 20 cm−1 with the further increase in ε. This predicted 
value of the T1 (lowest triplet state) in the solvent with its dielectric constant value 
ε ≥ 20.493 is consistent with its experimental value of 862 nm as mentioned above.

As seen in Figure 6A and B, the calculated dependence of the dipole triplet-
triplet vertical dipole allowed electronic transitions (T1 → Tn) energies also 
exhibits a exponentially red/blue-shifts as function of the ε. The triplet absorption 
spectrum displays the maximum shifts in acetone as solvent. For example, while 
the T7 at 14980 cm−1 (667.5 nm), T8 at 15282 cm−1 (654.4 nm) and T17 at 18757 cm−1 
(533.1 nm) in the gas phase spectrum of the TSPP are respectively 2415, 2177 and 
902 cm−1 blue-shifted (to 17295 cm−1 (574.9 nm), 17459 cm−1 (572.8 nm) and 
19659 cm−1 (508.7 nm)) in acetone medium, the T24 at 22000 cm−1 (454.5 nm) in gas 
phase is 1036 cm−1 red-shifted to 20964 cm−1 (477.0 nm).

In the same region, T4, T5, T9 and T12 states displayed a relatively weak solvent 
dependence such as while the triplet states T4 (13248 cm−1/754.8 nm) and T12 
(18236 cm−1/548.4 nm) display a maximum blue-shift of about 500 cm−1; the T5 
(14022 cm−1/713.2 nm) and T9 (18230 cm−1/548.6 nm) triplet states exhibit about 
400 cm−1 red-shift (Figure 6B).

For a possible inter system crossing (ISC) process, we also examined the solvent 
effect on the energy-gap between the closest singlet and the triplet states, ΔE(S-T, 
ISC) = E(T) - E(S). The singlet states Q2, B2 and L2 singlet states are almost overlap-
ping with the T3 (triplet-triplet forbidden state), T4 and T8 triplet states, respectively. 
For instance, with changes solve ε = 1 to 20.493, ΔE(S-T, ISC) the energy-gap changes 
from: 234 to −40 cm−1 between the Q2 and T3 state; −2108 to −1829 cm−1 (Q1 and 
T2); −3322 to −2931 cm−1 (Q2 and T2); 234 to −40 cm−1 (Q2 and T3); −522 to 510 cm−1 
(B1 and T4); −890 to 181 cm−1 (B2 and T4); −115 to 767 cm−1 (L1 and T8); and − 576 
to 87 cm−1 (L2 and T8) with going from ε = 1 to 20.493. With the further increase in ε, 
they remain nearly unchanged within a few ten wavenumber variations.

3.4 Solvent dependence of the H4TSPP

Singlet H4TSPP: The results from calculations shows that the solvent effect on 
the dipole allowed vertical electronic transition energies of the H4TSPP is similar to 

Figure 6. 
(A) The calculated solvent-dependence of the triplet-triplet electronic absorption spectrum of the TSPP in 
the thirty-nine different environments, where the dielectric constant of the molecular environment increases 
from bottom (ε = 1.00) to top (ε = 181.560); (B): The shift in the energy level of the Tn state reference to their 
corresponding value in gas-phase spectrum as function of dielectric constant of the solvent (ε). The shift in the 
energy level of the T1 state is obtained using the equation: ΔE(T1,ε) = E(T1,ε)-E(S0,ε).
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these in the singlet-TSPP spectrum, but exhibit more stronger blue-shift. As seen in 
Figure 7A and B, with increasing value of ε from 1.00 to about 20.493, the nearly 
degenerated Q-bands predicted at 10692/10737 cm−1 (935.3/932.4 nm) in gas-phase 
exhibit extremely blue-shift with the increase of ε such as are respectively blue-shift 
to 15173/15188 cm−1 (659.1/658.4 nm) in acetone as solvent with ε = 20.493 and to 
155304/15317 cm−1 (or 653.4/652.9 nm) in water (ε = 78.355).

Likewise, the nearly degenerated B-bands at 12720/12796 cm−1 (or 786.1/ 
781.5 nm) in gas phase spectrum are respectively 9839/9755 cm−1 blue shifted to 
22559/22551 cm−1 (443.3/443.4 nm) in acetone (ε =20.493) and to 22755/22751 cm−1 
(439.5/439.5 nm) in water (ε =78.355). Relatively very weak bands with relatively 
weak intensity (labeled as L-bans) at 14211/14189 cm−1 (703.7/704.8 nm) are 
substantially blue-shifted (9139/9108 cm−1) to 23350/23297 cm−1 (428.3/429.2 nm) 
in acetone and to 23907/23861 cm−1 (528.2/528.2 nm) in water, respectively.

In literature, we could not find an experimentally observed electronic 
spectrum of H4TSPP in the gas-phase or in a less polar solvent environment 
to compare with our calculated results. In high polar or acidic solutions, the 
observed B- and Q-bands in the electronic spectra of H4TSPP have been pub-
lished by several researchers as discussed in the TSPP section, which are in 
agreement with the results presented here. Furthermore, results also shows that 
the stability of the electronic spectrum of the diprotonated TSPP (H4TSPP) 
rapidly increases with increasing polarity or dielectric constant of the solvent 
(Figure 7A and B).

Triplet H4TSPP: The calculations predicted the lowest triplet state (T1) at 
5046 cm−1 (1982 nm) in gas phase shifts toward shorter wavelength region with 
increasing value of ε from 1 to 28.29, and stay almost unchanged around 880 cm−1 
(1136 nm) with the further increase in ε. The calculated triplet-triplet electronic 
transition energies of the H4TSPP exhibit strong solvent-dependence in the range 
of solvent dielectric constant ε from 1.00 to 28.29. As seen in Figure 8A and B, the 
dipole allowed vertical electronic transition energies from the T1 state to T4, T9, 
T11 and T12 triplet states are substantially blue shifted to 12047, 13554, 14359, 
and 15959 cm−1 (or 830.1, 737.8, 696.5 and 626.6 nm) from 6332, 8707, 12784 and 
11947 cm−1 (or 1579, 1149, 782 and 837 nm) in the gas phase, respectively.

Figure 7. 
(A) The calculated solvent-dependence of the singlet-singlet electronic absorption spectrum of the H4TSPP in 
the thirty-nine different environments, where the dielectric constant of the molecular environment increases 
from bottom (ε = 1.00) to top (ε = 181.560); (B): The red-shifts in the absorption band positions as function of 
dielectric constant of the solvent (ε), reference to their corresponding values in gas-phase spectrum.
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The solvent-dependency of the smallest energy gap between the singlet and SCF 
corrected-triplet states, ΔE(singlet-triplet, ε), are estimated to be around 2300 cm−1 
(T4-Q states) and about 300 ± 150 cm−1 (T9-B) and (T11-L).

4. Conclusion

Results from calculated electronic spectra of the TPP, TSPP and their diproton-
ated structures in gas-phase and thirty eight different solvent showed that solvent 
gives rise to a blue/red shifts in the singlet-singlet and triplet-triplet dipole allowed 
vertical electronic transition energies as a function of solvent dielectric constant 
only in the region of ε = 1 to about 20.493 (acetone), but no significant spectral 
shifts found for the solvent dielectric constant ε ≥ about 20.493.

In the low energy region (Q-band region), the Q-bands of the TPP first exhibit 
a red-shift (of about 70 cm−1) with increasing solvent dielectric constant up to 
ε = 5.32 (diiodomethane) and then to a blue shift with increasing of the ε (from 5.32 
to 20.493), However, the Q-bands of the TSPP display only a blue shift (as much as 
295 cm−1) with increasing of solvent dielectric constant up to 20.493. The Q-bands 
in both H4TPP and H4TSPP spectra exhibits a rapid blue-shift with increasing of 
solvent dielectric constant, but the shifts in the H4TSPP is much stronger than 
that in the H4TPP spectrum; such as 4480 cm−1 in the H4TSPP and 490 cm−1 in the 
H4TPP in acetone as solvent.

In the high energy region, the solvent effect on the Soret band (B-band) of 
the TPP is stronger than on that of the TSPP. The B-band of both molecules first 
display a red-shift in range from 1 to 5.32 and then turn to blue shift up to acetone 
(ε = 20.493). In both H4TPP and H4TSPP compounds, the B-band exhibit a strong 
blue-shift with increase of ε, but the shift in the B-band position of H4TSPP is much 
stronger than that of the H4TPP. With the further increase of the solvent dielectric 
constant (ε), spectral position of the Q- and B-bands become almost stabile within 
a few-tens wavenumber ranges. Furthermore, the intensity of the B-band slightly 
increases with increase of solvent dielectric constant.

Figure 8. 
(A) The calculated solvent-dependence of the triplet-triplet electronic absorption spectrum of the H4TSPP in 
the thirty-nine different environments, where the dielectric constant of the molecular environment increases 
from bottom (ε = 1.00) to top (ε = 181.560); (B): The shift in the energy level of the Tn state reference to their 
corresponding value in gas-phase spectrum as function of dielectric constant of the solvent (ε). The shift in the 
energy level of the T1 state is obtained using the equation: ΔE(T1,ε) = E(T1,ε)-E(S0,ε).
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The solvent results in both red- and blue-shifts in the triplet-triplet transition 
energies in the TPP, H4TPP and TSPP spectra in the calculated spectral region, 
but only blue-shift takes place in the H4TSPP. Furthermore, the calculations also 
showed that the ISC process many not only take place between the Q-bands and 
the nearest triplet states, but also it is possible between the B- and L-bands and 
the nearest triplet states because these singlet states almost overlapping with the 
higher triplet states. Therefore, the ISC may occurs in the singlet state B (or B-band) 
via surface touching, based on the competition between the IC (from the B- to 
Q-bands) and the ISC process. This energy gaps between Q/B-bands and the nearest 
triplet states is also solvent dependent for ε < 20.

The results of calculations also indicate that solvent effect on the nonplanar 
macrocycle conformation of porphyrin (H4TPP/H4TSPP) is more significant 
than that on the planar macrocycle conformation of porphyrin (TPP/TSPP). This 
observation suggest that the nonplanar macrocycle conformation increase the elec-
trostatic/electronic interaction between the four hydrogen atoms at the macrocycle 
core and molecular environment.

The results from calculations suggest that the polarized porphyrin molecule 
may interact strongly with increasing solvent polarity and lead to modification 
of dipole allowed vertical electronic transition energies with increasing solvent 
polarity arising from partial charge transfer between solvent and the porphyrin 
macrocycle and/or the intramolecular charge transfer. Moreover, in terms of the 
electronic configuration of the molecular orbitals of the porphyrin, the additional 
charge partially may occupy a nonbonding and/or antibonding orbitals that brings 
about the weakening of the chemical bonding in porphyrin. Also, the partial charge 
transfer from an occupied nonbonding (atomic orbital of the N atom) and/or anti-
bonding orbital results in the strengthening of the chemical bonding in porphyrin. 
The change in occupancy of the bonding/nonbonding orbitals affect the electronic 
excited state, which gives rise to shift in the electronic absorption spectrum of the 
porphyrin molecule.

As a result, the solvent-dependence of the spectroscopic features of porphyrin 
can be used to monitor micro environmental changes of porphyrin-like com-
pounds incorporated in biological systems and nanoparticles, which also may 
be appropriate for study and monitoring changes of the chemical environment 
in different solutions and interactions in biological systems, as well as deal with 
nonspecific adsorption on nanomaterials and their orientations on the surface, which 
is very important for the Surface-Enhanced Resonance Raman Scattering (SERRS) 
and Aggregation-Enhanced Raman Scattering (AERS) in different solvent. 
Furthermore, such strongly solvent-dependent electronic bands can be used as a 
marker of the environmental dielectric constant.
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Abstract

The chemistry of Group 13 Monohalide is of great interest due to its isoelectronic 
relationship with carbon monoxide and dinitrogen. In recent years, theoretical 
and experimental studies have been evolved on the group-13 atom-based diatomic 
molecules as a ligand. The synthetic, characterisation and reactivity of various 
metal complexes have been well discussed in recent reviews. The nature of the 
metal bonding of these ligands of various types has been explained in addition by 
the variety of theoretical studies (using DFT methods) such as FMO and EDA. 
This chapter has a comprehensive experimental and theoretical study of group 13 
monohalides as a ligand in coordination chemistry.

Keywords: Group 13 Monohalides, Coordination Chemistry, DFT, FMO, BDE

1. Introduction

The monohalides of group 13 elements (EX) are an isoelectronic relationship 
with molecules like CO and N2. The separation of metal complexes containing 
monohalides of group 13 elements as ligands is made possible by the recent develop-
ments in synthetic chemistry and with the investigations on electronic structural 
analysis and the reactivity of the coordinated diatomic group 13 monohalides. In 
general, the +3 oxidation states of group 13 elements have dominated the chemistry 
of their compounds. The applications of these compounds like catalysis, sensing, 
etc., are due to their inherent Lewis acidic behaviour [1–3]. Research in group 13 
elements having lower oxidation states have been normally influenced by clusters of 
boranes. The availability of sub-valent systems reflects on the development of the 
ground-breaking synthetic approach in organic synthesis and the applications of 
some reagents specifically sub-valent indium compounds. For example, the study 
of Schnoeckel et al. approved to access metastable monohalides of aluminium and 
gallium, by utilising the entropic factor at a high temperature can be driven the 
equilibrium to the right and defined by Eq. (1) (E = B, Al, Ga, In and Tl) [4–14].

 ( ) ( ) ( )EX g 2E s or l 3EX g+ =3   (1)
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Sub-valent aluminium and gallium compounds can be accessed by conse-
quential entrapping and derivatization. The formation of sub-valent group 13 
compounds is proposed by the theory to mimic the accession of a similar state of 
the elements [8–21]. For separating the discrete molecular systems, chemistry in 
solution has taken advantage of sterically bulkier groups (amino, guanidinate, 
β-diketiminate, pentamethyl cyclopentadienyl, terphenyl groups) as an approach 
[15–17]. Also, the competency of monovalent systems E(I) having such molecules 
to behave as ligands in complexes for transition metal atoms has been recognised 
extensively for B, Al and Ga. In organometallic chemistry, group 13 elements have 
been an unexplored area, even it has an isoelectronic relationship with well-known 
CO and N2 molecules. Even though the thorough comparative theoretical investiga-
tions on group 13 monohalides, there is no sufficient experimental data [15–17]. 
Such paucities naturally mimic the coordinated group 13 monohalide fragment’s 
high polarity and low steric loading (as projected theoretically). This book chapter 
explores both synthetic and theoretical advances in the topic of group 13 mono-
halides in great depth.

2. Free molecules of boron (I) halides

In 1935, the properties of gaseous boron monofluoride synthesised from 
elemental boron and CaF using techniques such as high-temperature in situs 
method were reported. Since then, it has been studied using several spectral 
and thermal analyses [22–36]. BF was first synthesised on a preparative scale 
in 1967, based on Peter Timms’ pioneering work to develop a proportionation 
pathway from BF3 and elemental boron [37–39]. The boron trifluoride gas is 
passed through elemental boron at very high temperature (2000°C) and very 
low pressure (1 mmHg) and in a specially designed reactor [37]. In addition, 
while BF molecule in the vapour phase maintains its diatomic nature. A variety 
of BF-containing molecules (such as B8F12, B3F5 and B2F4) [37, 40, 41] are then 
formed with the proportion based on the amount of BF3 co-condensate. BF 
insertion into BF3 produces B2F4, and BF insertion into B2F4 produces B3F5 [37]. 
Then, Timms reported how metastable boron monochloride can be prepared by 
cracking B2Cl4 (which produces BCl3 and BCl) or by reacting elemental boron 
with BCl3 at a very high temperature [39, 42]. A laser-ablated boron atom reacts 
with its respective X2 molecule, resulting in combinations of BX3, BX2, and BX. 
Matrix isolation offers a feasible way to capturing and interrogating diatomics. 
Microwave spectroscopy [35] produced a bond length of 1.26267 Å, as well as 
values for Do 757 kJ mol−1 [36], ωe (1765 cm−1) [33], and the first ionisation 
energy 11.115 eV [29]. A similar approach was used to determine bond lengths 
for the BF, BCl and BI 1.715, 1.888, 2.131 Å respectively [1, 2]. Infrared spectros-
copy reveals vibrational frequencies of 564 cm−1 (11BI), 667/666 (11B79Br/11B81Br), 
815/810 (11B35Cl/11B37Cl), and 1374 (11BF) for BX molecules separated in solid 
argon atmosphere [43]. Research with C2F4 and SiF4 has shown that even though 
the BF insertion is simple for B-F bonds, similar procedures have yielded traces 
of products with other E–F couplings. When BF is combined with soft donors 
(such as CO, AsH3, SMe2, PH3, PF3 and PCl3) leads to the formation of (F2B)3B-L 
(general formula). Based on the crystallographic description of BCl is very 
similar to carbonyl complexes [42, 44]. In the presence of acetylene or propene, 
BF produced acyclic or cyclic products containing BF or BF2 moieties [38], 
whereas when BF was combined with gaseous BCl, only cyclic compounds were 
produced.
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3. Coordination chemistry of boron (I) halides

The boron monohalides used as ligands in organometallic complexes were 
examined in the context of theoretical approaches were reported since 1998 
[15–17] (Figure 1). The bonding properties of isoelectronic species of CO, N2 and 
BX (X = F – I) molecules were studied in particular. Based on the various propor-
tion of the FMOs and energies of these molecules, BX will be a better sigma donor 
than CO or N2, as well as a similar π-acceptor, although the unbound molecule 
should have a smaller HOMO–LUMO gap due to stronger localization in the donor 
atom. In line with the broader focus of the synthetic endeavour, the related ligands 
BO and BNH2 have undergone comparable computational research. It also has 
a set of non-degenerate p-type orbitals, which are similar to those found in the 
vinylidene (CCR2) ligand family. The exceptionally high energy of BO− means 
that it possesses no π acceptor characteristics, but it retains outstanding donor 
characteristics. It has been determined that BF and related metal complexes have 
very strong thermodynamic stability, despite heavily polar BF bonds and positive 
charge build-up at boron. Both methods have already been synthesised, and could 
be used to shield reactive boron centres: either by shielding with (NH2 groups) 
BNR2 or by incorporating haloborylene as a bridge between two metal sites [8–17]. 
In 2010, it was predicted that BF would adopt bridging modes of coordination 
(μ2 or μ3) in ruthenium bimetallic systems [45, 46]. Timms et al. synthesised and 
characterised a thermally unstable volatile complex [(F3P)4Fe(BF)] using IR and 
19F NMR spectroscopy [39]. Aldridge and his co-workers successfully synthesised 
the first fluoroborylene ruthenium complex [Cp2Ru2(CO)4(μ-BF)] and character-
ised it by the X-ray diffraction method [47]. The earlier complex was synthesised 
using a stable source for the BF ligand (Et2O-BF3) and CpRu(CO)2 − (Cp = ɳ5-
C5H5). The reaction with BX3 and [NaMn(CO)5] was yielded the haloborylene 
complexes (μ-BX)Mn2(CO)10 [48]. It is very similar to the ruthenium complexes 
(μ-BX)Mn2(CO)10. Several alkylborylene complexes were synthesised and char-
acterised but studies on the haloborylene complexes were limited [49–51]. Several 
complexes synthesised with BX fragments attached with metal centres with 
additional Lewis base support structures [Cp*Fe(CO)2{(4-pic)2BBr}]+Br− [52]. 
Hildendrand et al. synthesised bimetallic complex with manganese [{(η5-C5H5)
Mn(CO)2}2(η:η:μ-B2Cl2)] [28]. The geometrical and bonding analysis of halo and 
alkylborylene complexes [(η5-C5H5)M(BX) (CO)2] (M = Mn and Re; R = Et, iPr, 
Me and tBu; X = F - I) were studied theoretically in 2011 by K. K. Pandey et al., 
[53]. The steric stability of terminal haloborylene complexes, as well as the pi-
electron contribution of the haloborylene ligands, play a significant role in their 
separation. A variety of alternative synthetic techniques have been developed in 
response to the shortage of group 13 monohalides, such as halide abstraction/ejec-
tion [54–56], metal–metal borylene transfer [57], borane dehydrogenation [58], 
and salt elimination [49, 50]. The strength of metal complexes depending on the 

Figure 1. 
Development of boron monohalides based complexes.
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coordination of the metal with highly reactive ligands. The difficult separation of 
metal complexes with highly reactive ligands such as BF drives a strong interest 
in synthetic approaches to these complexes [59–64]. According to recent studies, 
polar diatomic BF ligands bind to transition metal centres more effectively than 
CO ligands, with greater σ-donor and π-acceptor properties [17, 46, 65]. Due to the 
electron-withdrawing halogen atoms, the haloborylene ligands of metal complexes 
are particularly significant because they have potential π-acceptor characteristics 
[66]. The theoretical analysis will be the most appropriate way for understanding 
the bonding character of the metal borylene complexes [67–73]. The C3v point 
group of [(CO)3M-BX] complexes have been studied using DFT, as well as the 
interaction between CO and BX ligands, the covalent character of M-B bonds, and 
bonding donation to M-B bonds [18–21].

4. Free molecules of the heavier group 13 metal monohalides

Aluminium and gallium monohalides belong to two groups: indium and thal-
lium monohalides (excluding InF), which can be disproportionated into metal and 
metal trihalide under ordinary conditions, and indium and thallium trihalides, 
which are stable and commercially available [1, 2]. High temperature/low pressure 
give rise to entropically favoured Al (I) halides in the gas phase, which could be 
captured by inert gas matrices. In the gas phase, spectroscopic analysis of the AlX 
(X = F-I) molecule show bond distances of 2.537, 2.295, 2.130 and 1.654 A for Al-F 
to Al-I respectively [1, 2, 74–76], whereas in low-temperature matrices, symmetri-
cal bridging halides, Al(μ-Cl)2Al and Al(μ-F)2Al predominate [77, 78]. The bond 
lengths of the gaseous GaX molecules corresponding to aluminium (1.774, 2.202, 
2.352, and 2.575 A, respectively) varied slightly, which is consistent with Ga(I) 
having a greater covalent radius [1, 2, 75, 76]. The metastable AlX solutions can be 
synthesised by using mixtures of AlX molecules and donor solvents like toluene 
[5–7, 59, 79, 80]. In the solid-state, there are no completely stable Ga (I) halides. 
GaI was first reported in 1955, and it was synthesised by vacuum heating Ga and 
I. Green reported a new synthesis of GaI in 1990, employing an ultrasonically 
activated Ga with iodine in C6H5CH3 [81], but later Raman spectroscopy investiga-
tion indicated that it was made up of a mixture of Ga subhalides and its valence salt 
[Ga]2[Ga2I6] [82]. This green’s reagent acts as an accessible and versatile reagent 
for the synthesis of various monovalent gallium compounds, as well as a possible 
source of gallium iodide in addition to procedures involving different chemical 
bonds [81, 83, 84]. And also acts as an extreme source of the gallium iodide frag-
ment in one newly described compound including GaI diatomic fragments [85–87]. 
In contrast to AlX and GaX, InX (X = Cl-I) and TlX (X = F-I) halides are stable to 
disproportionation in the solid-state at room temperatures, making them a poten-
tial candidate for low oxidation state In/Tl compounds and, as a result, their wider 
use as reagents in organic synthesis [1, 2, 4, 88–90]. Bond distances of 2.754 (I), 
2.543 (Br), 2.401 (Cl) and 1.985 A (F), for the monovalent indium diatomics, have 
been determined in the vapour phase, with equivalent distances of 2.814, 2.618, 
2.485 and 2.084 Å observed for the corresponding Tl molecules  
[1, 2, 4, 75]. In contrast, in an argon atmosphere, the reactivity of singlets (1S) 
and triplets (3P) of monovalent indium chloride towards HX (X = H, Cl, or OH) 
has been investigated [91–93]. Tuck previously reported that In(I) halides can be 
treated with Lewis bases at low temperatures to create insoluble complexes that 
are disproportionable. So, below 20°C, InBr (16 mM) solutions in toluene/TMEDA 
mixtures are stable, the crystalline complex InBr(TMEDA) was separated from the 
same solution, indicating long-range In/In interactions (3.7 Å) [94, 95].
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5. Coordination chemistry of heavier group 13 metal(I) halides

Aluminium and gallium are the two categories of metal monohalides in Group-
13 (Figure 2). The organometallic chemistry of these two monohalides of Al and 
Ga-based molecules is an expeditiously bolster object of research. The complexities 
in synthesising these compounds and the new situations in which they will be used 
as synthetic starting materials attracted a great deal of interest. From a theoreti-
cal perspective, these molecules that correspond to electronic and molecular 
structure and bonding have a lot of significance [5]. It has been reported that by 
co-condensing AlX with combinations of donor solvents and toluene, metastable 
solutions of aluminium monohalides can be made [6, 7, 59, 79, 80]. The AlX adducts 
[(EEt3)AlX]4 (X = Br, I E = N, P) were confined and geometrically characterised 
[74, 96–99]. The symmetrical bridging dimers, which were observable in low-
temperature environments [25, 26], contradicted with the spectroscopic investiga-
tion of the vapour phase AlX (X = F − I) [74, 76]. The reactivity of monovalent Al 
compounds is high [100–103], and their scope exceeding that of the more reactive 
transition metal complexes. Fischer et al. described the chemical [(CO)4Fe- Al(η5-
C5Me5)], which was synthesised from an AlCp* unit that was bonded to a metal via 
a terminal non-bridging bond. When compared to dialkyl fragment ER2 [43–45], 
single-source precursors of M-M bonds with ER fragments were significant in 
attaining the molecular force of the thin film stoichiometry [104–110]. The metal 
complexes (CO)nME[(X)L2] of Cr, Mo, W, and Fe with the monohalides of alumin-
ium and gallium ligands were explored in depth. The nature of the bonding in the 
donor-stabilised complexes [(NH3)2(CO)5W(ECl)] for group-13 atoms (E = B-Tl) 
was examined [110].

The structural and bonding study of monohalide of group 13 elements as 
a ligand in metal carbonyls was recently examined (Figure 3) [18–21]. Lewis 
bases such as [(tmeda)(CO)4Fe(GaCl)] assist in the stabilisation of GaX ligands 
in complexes, however, ligands such as GaR are not supported by Lewis bases 
[111–114]. The great reactivity of GaX complexes, as well as the scarcity of EX 
 synthons, present difficulties in their synthesis. Aldridge et al. (2008) addressed 
these obstacles by employing a sterically hindered, rich-electron metalcore as well 
as a stable GaI2 precursor [85, 86]. M-E complexes are more interesting because of 
their binding properties [115]. Bond dissociation energies for such complexes have 
been determined thermodynamically, in the same way, that they have been deter-
mined for boron monohalide ligands [116]. As a result, BDEs for [(CO)4Fe(GaX)]  
has been calculated [X = F-I(equatorial/axial): 140.6/141.8;151.5/151.0;153.6/152.7;  
158.6/157.7 kJmol−1 respectively] to be 193.7 kJ mol−1 (for CO equatorial/axial) 
lower than for [Fe(CO)5] but 91.6/88.7 kJ mol−1 (for N2 equatorial/axial) less than 
[Fe(CO)4(N2)]. Because various terminal metal gallylene, alumylene, and borylene 
compounds have been computationally investigated and reported [84, 117–120], 
very few complexes such as dialkyl, haloaryl, and dihalogallylene complexes have 
been synthesised and characterised. Moreover, while the covalent to electrostatic 

Figure 2. 
Development of aluminium monohalides based complexes.
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interaction ratios obtained for Fe–GaX bonds are analogous to those calculated 
for Fe–CO and Fe–N2, the impact of sigma donation to the covalent bonding 
contribution is substantially larger for GaX than for Fe–CO and Fe–N2 bonds [115]. 
Although a variety of systems including these lengths EX bridging between two 
metal centres have previously been characterised, complexes containing the heavier 
EX as terminal ligands have just previously been reported experimentally [85–87]. 
Dimeric complexes of the kind [(LnM)2E(μ-X)2E(MLn)2] or polymeric structure 
with sterically less hindered transition metal fragments [84, 121–125] are examples. 
The Lewis base coordinated at the group 13 centre can be used to segregate 
mononuclear systems in such circumstances [121, 126–128]. Pandey et al. (2010) 
investigated the bonding nature of group 8 and 10 metal complexes with dihalogal-
lyl ligands. As a result, understanding the bonding behaviour of M-Ga in gallyl 
complexes is significant. The binding behaviour of the M-E bond in charge-neutral 
compounds coupled with typical metal carbonyls such as chromium hexacarbonyl, 
iron pentacarbonyl and nickel tetracarbonyl was systematically investigated to gain 
a greater understanding [69, 72, 73, 129–131].

Many researchers are still interested in synthesising metal coordination with 
In ligands, which has been recognised in recent decades [132–134] (Figure 4). The 
cationic derivative [Cp*Fe (GaCl)(phen) (CO)2]+ was produced as the [BPh4]− salt by 
reacting [Cp*Fe(CO)2(GaCl2)] with Na[BPh4] in the presence of 1,10-phenanthroline 
[135]. The chemistry of halide abstraction technic was initially utilised to synthesise 
the trimetallic indium and gallium cations in 2004 and was later extended to synthe-
sise the iodogallylene complex [Cp*Fe(GaI)(dppe)]+ [ArBF4]− by using a more electro-
negative and sterically hindered bis(phosphine)iron fragment [85–87, 136, 137]. 
Gallium has a low coordination number, which is compatible with crystallographic 
parameters. For the similar bivalent ligand system in [(OC)4Fe(Ga-C6H5)(GaI)], the 
bond distance of Fe–Ga, Ga–I and Fe–Ga were 2.222, 2.444, 2.225 Å respectively and 
the bond angle of Fe–Ga–I was 171.40 [85, 115]. The weaker orbital contribution is 
thought to reflect the more diffuse nature of the 4s/4p orbitals derived from gallium, 
as well as less effective interactions with the fragment orbitals of [CpFe(dmpe)]+, 
despite the higher energy of the HOMO for GaI (−6.08 eV vs. -9.03 eV for CO) and 
greater localization of the LUMO at the donor atom. The total metal–ligand bond 
strengths [ΔEint = −103 (GaI), −285 (BF), −213 (CO), and − 120 kJmol−1 (N2)] after 
adding CO to form [Cp*Fe(dppe)(CO)]+[ArBF4]− reveal very poor binding of the 

Figure 3. 
Development of gallium monohalides based complexes.

Figure 4. 
Development of indium monohalides based complexes.
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GaI ligand [52]. The Rh–Ga distance [2.471 Å] becomes noticeably shorter [2.334 Å] 
when pyridine is coordinated at the gallium atom, this is in marked contradiction to 
analogous borylene systems, and it appears to indicate that the gallylene ligand is a 
stronger σ -donor, as well as the system’s relative lack of π-back bonding representa-
tion. The availability of low valent and highly reactive [InIR] molecules allowed for 
the synthesis of many complexes. [InIR] molecules often operate as two-electron 
donors for metal fragments in both terminal and bridging modes of coordination 
[138–140]. The reason that identical complexes are coupled via numerous bonds 
(LnM-EX) reflects not only the significant structural and bonding challenges brought 
by such complexes but also the insufficiency of strong experimental verification 
of possible bonding models [115, 141]. Mays et al. established the synthesis of the 
[(ɳ5-C5H5)2Fe(CO)2(InCl)] complex via the addition of InCl into the Fe-Fe bond of 
[Fe2(CO)4(ɳC5H5)2] [142]. In most common organic solvents, commercially avail-
able monovalent indium compounds disintegrate or become insoluble [4, 71]. In 
this context, many studies have proposed a protonolytic approach to monovalent 
indium sources to improve performance and stability. The synthesis of stable metal 
complexes, particularly with group-13 diyl ligands ER, involved a detailed study of the 
bonds between the compounds. It’s unusual to find a perfect computational analysis 
that accurately describes the bonding of the M-ERn [68]. The ability of tri-coordinate 
complexes of the type [LnM]2(μ-EX) to oligomerize through E-X-E bridges are modi-
fied by larger additional ligands of electrostatic repulsion induced by the net charge of 
[(OC)5Cr2(μ-EX)]2 where E = In; X = F-I [84, 136, 137, 143]. For the Cp*Fe(CO)2 sys-
tems, synthetic pathways initiating in EI or EIII precursors are feasible (using addition 
or salt elimination techniques), with monomeric complexes generated that differ from 
the oligo/polymeric structures of similar [Cp*Fe(CO)2] complexes [84, 123, 144, 145]. 
Although the reaction of [Cp*Fe(CO)2]2 and InI have clear mechanistic similarities 
to classical oxidative insertion reactions, the assignment of oxidation states in the 
product is rather arbitrary because iron and indium have similar electronegativities 
(1.83 and 1.78 on the Pauling scale, respectively).

6. Conclusions

Although monohalides of group 13 atoms have a rich history, their applications 
in the synthesis of limited alkyl, aryl, amide groups and related compounds have 
developed significantly in recent years because of the contribution of Schnockel, 
Power, Fischer, Jones and Aldridge. Simple diatom capture EX was just recently 
completed. Furthermore, at extremely high temperatures, the source of EX (E = B, 
Al, Ga) is widely thought to be a non-donor species (different from the equivalent 
electron ligand of CO or N2), which will appear in (or close to) Ligand: general 
electron temperature asymmetry or aggregation problem. The complex’s most 
recent structural characteristics, such as terminal BF and GaI bridging fragments 
(for example, [{CpRu(CO)2}2(μBF)] [47] and [Cp*Fe(dppe)(GaI)]+[ArBF4]−. The 
BF ligand attaches to two metal atoms in the form of a μ2CO ligand (that is, the 
ligand is in a singlet form) [146, 147], or the BF fragment is produced from con-
ditional triplets if the boron centre is an effective triangle. Of course, the last case 
is comparable to the combination of CO units in ketones and is similar to Stalke 
and Braunschweig’s [CpMn(CO)2(μBtBu)] system [148]. [CpRu(CO)22(μBF)] 
[47]. Because of the triple BF fragment and the interaction between two frag-
ments [CpRu(CO)2], the final description may have some reality in a better 
form. The BF singlet-triplet gap (with a singlet ground state) is determined to be 
around 86 kcal mol−1 [149], although the M-B bond value in the relevant system 
is around 6070 kcal mol−1. The iron boron bond in [CpFe(CO)2(BF2)] complex 
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is 66 kcal mol−1 [150], assuming that it is made up of three BF bonds and two 
[CpRu(CO)6]. This corresponds to BF bond length 1.348 Å [47], which is signifi-
cantly larger than the formal triple bond in BF diatoms (1.263 Å) [35], but slightly 
shorter than the Valence Radius co-beam (1.46 Å) [151]. The GaI distance in the 
terminal cationic iodoaromatic compound is 2.444 Å, which is less than the par-
ent diatom’s (2.575 Å) distance. Even with gallium’s low coordination number, the 
Fe-Ga bond length is found to be quite short. This is owing to the strong M-Ga 
π-orbital interaction, rather than the s-orbital donation of a considerable amount of 
gallium sorbate to the M-Ga [53] bonding orbital. The orbital interaction between 
the model [CpFe(PMe3)2]+ and [GaI] fragments is dominated by ΔE, indicating 
that GaI ligands are mostly utilised as donors. Quantum chemistry investigations 
of comparable neutral charge complexes containing GaI ligands, particularly the 
[(CO)4Fe(GaI)] axis, found significant electronic/geometric similarities to the 
cationic system, including the gap between Ga and GaI. The modest overall interac-
tion energy, the short distance, and the contribution ratio of all interaction energies 
with similar electrostatic and covalent interactions (about 1:1). (Approximately 
20%). These results suggest that GaI ligands interact similarly in each of these 
systems [53, 116]. Given the long history of capturing coordination chemistry and 
subsequent spectroscopic/structural interrogation of species with highly unstable 
kinetics, as well as the recent isolation of complexes containing terminally bound 
CF, GaI, BO− and even Ga+ ligands [85–87, 152–158], it appears that more progress 
in this field will be made soon. Because it offers precise experimental comparisons 
of electronic structures with CO and N2 textbook systems, the BF terminal junction 
complex would be an appealing target. The key to this experiment is to establish 
a new preparation-scale procedure to make the most of the kinetic depressant 
chemical, despite quantum chemistry studies showing it to be thermodynamically 
stable. Comparing experimental results with theory will help to resolve the current 
controversy over the possible ways of binding in these molecules.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Chapter 15

Computational Study on
Optoelectronic Properties of
Donor-Acceptor Type Small
π-Conjugated Molecules for
Organic Light-Emitting Diodes
(OLEDs) and Nonlinear Optical
(NLO) Applications
Rania Zaier and Sahbi Ayachi

Abstract

Recently, donor-acceptor type molecule that contains electron-rich (D) and
electron-deficient (A) moiety has emerged as an interesting approach of molecular
design strategy to develop organic light-emitting diodes (OLEDs) and non-linear
optical (NLO) devices. In this work, we report a theoretical investigation based on
two donor-acceptor (D-A) type small π-conjugated molecules based on dithieno
[3,2-b: 20,30-d] pyrrole (DTP) and anthracene derivatives. All of the theoretical
calculations were performed by Density Functional Theory (DFT) approach at
B3LYP/6-31 g(d) level of theory. The structural, electronic, optical and charge
transfer properties were investigated. The effect of acceptor blocks (DPA and DTA)
on the molecular characteristics was elucidated. The obtained results clearly show
that the studied compounds exhibit non-coplanar structures with low electronic
band gap values. These relevant structures exhibited important optical absorption
and intense emission in the green-yellow region. NLO investigation based on static
polarizability (α0), first-order hyperpolarizability (β0) and second-order
hyperpolazabilty (ɣ0) demonstrated that the studied materials exhibit excellent
NLO properties. Thus, the designed materials showed promising capabilities to be
utilized in OLED and NLO applications.

Keywords: DTP, Anthracene, DFT, Optical properties, OLEDs, NLO properties

1. Introduction

Recently, several categories of conjugated materials have gained significant
interest due to their relevant optoelectronic characteristics for the development of a
wide range of organic electronic devices [1–3]. Remarkably, organic luminescent
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materials are increasingly attractive in the manufacture of organic light-emitting
diodes (OLEDs) and non-linear optical (NLO) devices [4–6].

OLEDs are desirable electronic devices due to their valuable advantages of full
color emission, high brightness, flexibility and operation stability [7–11]. OLEDs
were greatly developed in electronic fields and showed their successful applications
in digital displays, mobile phones and flat panels in TV screens [12]. Various func-
tional units, such as fluorene [13], carbazole [14] and anthracene [15] were utilized
to develop efficient luminescent materials for their prominent photoluminescence
properties and simple modifications. Among these functional units, anthracene and
its derivatives were widely studied as potential building blocks in the development
of active materials for OLED devices [16].

Apart from OLEDs, recent studies have demonstrated the potential application
of conjugated materials in NLO devices [17, 18]. NLO materials have reached large
interest of the scientific community for prosperous use in technological areas such
as telecommunications, optical information processing and data storage [19–21].
NLO studies have shown the design of promising organic materials for nonlinear
effect based on the introduction of highly delocalized electron fragments and
additional electron donor and acceptor groups for enhancing the molecular
conjugation [22].

Previous works have shown that D-A (Donor-Acceptor) systems dispose a suc-
cessful architecture for non-linear optics and OLEDs. Where, D-A systems exhibit
large charge transfer (CT) in which the electrons located in the electron rich donor
unit undergo an intra-molecular charge transfer (ICT) to the electron deficient
acceptor unit [23, 24]. The present CT phenomenon leads to excellent optoelec-
tronic characteristics that encourage the use of D-A systems in NLO and OLED
applications.

Dithieno [3,2-b: 20,30-d] pyrrole (DTP) material has been recognized as one of
the most efficient building blocks with high electron donation capacity [25, 26].
DTP building blocks have been widely incorporated into a variety of materials for
the aim of reducing the band gap, improving the mobility of charge carriers, and
reinforcing solution and solid state fluorescence.

Figure 1.
Molecular structures of the investigated compounds.
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Equally, anthracene has attracted significant attention to the construction of
organic luminescent materials due to its unique features. Where, anthracene deriv-
atives such as 9,10-diphenylanthracene (DPA) and 9,10-di(thiophen-2-yl)anthra-
cene (DTA) have exhibited remarkable electronic and light-emitting properties to
be applied in optical applications [27, 28].

In the present work, we have developed a theoretical investigation based on new
D-A type small molecules for NLO and OLED applications. As mentioned in
Figure 1, we have used DTP as an electron donor block and derivatives from DPA
and DTA as an electron acceptor block. The addition of a strong electron with-
drawing group as cyano group is for the reason of enhancing the polarization and
improving the π-electrons delocalization [29].

A theoretical computational study using density functional theory (DFT)
approach introduce excellent tools to predict the optoelectronic properties of
molecular systems as well as the design of new materials for OLED and NLO devices
[30]. Hence, the designed materials will be theoretically investigated and discussed
to envisage the reliability for OLED and NLO applications.

2. Computational methods

Theoretical calculations were performed using Density Functional Theory
(DFT) approach implemented in Gaussian 09 software [31]. Previous studies have
shown that DFT//B3LYP/6-31 g(d) method gives better accuracy in investigating
the photo-physical properties of materials based on DTP and anthracene [32, 33].
Structural properties such as dihedral angles, torsion angles and bridge bond lengths
were firstly investigated based on the geometry optimization ofM1 andM2 in their
ground states. Vibrational calculations were carried out to confirm the stable con-
formers with no imaginary frequencies. Frontier molecular orbitals (FMOs) and
electron density difference (EDD) contour plots were carried out to examine the
electron delocalization within the conjugated frameworks. The absorption and
emission spectra were simulated using Time Dependent DFT (TD-DFT) at B3LYP/
6-31 g(d) level. Photoluminescence color coordinates of M1 and M2 were deter-
mined using International Commission on Illumination (usually abbreviated CIE
for its French name, Commission internationale de l’éclairage) process. Bilayer
OLED devices are designed based on the optoelectronic properties of the studied
molecules. Hole and electron charge transfer properties (λh, λe) were carried out on
neutral, anionic and cationic states. The NLO properties involving the electric
dipole moment (μ), the polarizability (α), the first order hyperpolarizability (β) and
the second order hyperpolarizability (γ) were investigated.

3. Results and discussion

3.1 Ground state optimized geometries

The development of high performance luminescent materials is principally based
on the enhancement of π-electrons delocalization within the conjugated architectures.
In fact, the geometric structure gives an idea about the delocalization of the π-
electrons as well as the charge transfer (CT) within the conjugated structure [34].

Hence, the ground state geometries of the studied materials were optimized
using DFT//B3LYP/6-31 g(d) method in gaseous phase. The optimized geometries
of M1 and M2 are illustrated in Figure 2 and the geometric parameters involving
bond lengths, torsion angles and dihedral angles are listed in Table 1.
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The considered materials exhibit non-coplanar structures (Figure 2). There are
large torsion angles around 119° between anthracene and phenyl ring in M1 and
between anthracene and thiophene ring in M2 (Table 1) which is a characteristic
property of compounds based substituted anthracene [23, 35].

Furthermore, as mentioned in Figure 1, the characteristic bridge bonds between
the donor and acceptor blocks (L1) and between the different groups of the accep-
tor units (L2 and L3) were calculated to have an idea about the charge transfer (CT)
in the conjugated backbone. The calculated lengths of bond L1 were found equal to
1.46 and 1.44 Å for M1 and M2, respectively. While, the bond lengths of L2 and L3
were found about 1.49 Å for M1 and about 1.48 Å for M2. The calculated values are
located in the interval between C-C single bond length (C-C = 1.54 Å) and C=C
double-bond length (C=C = 1.33 Å) showing the high π-electron delocalization and
interesting intra-molecular charge transfer (ICT) within the framework [36].

The structural analysis suggests that the studied compounds exhibit good
conjugated structures with high π-electron delocalization, which is important for
applications in organic electronic devices.

3.2 Frontier molecular orbitals (FMOs)

The electronic properties of the studied molecules are examined based on the
frontier molecular orbital (FMOs) analysis. The highest occupied molecular orbitals

Figure 2.
Ground state optimized geometries at B3LYP/6-31 g(d) level for the studied molecules.

M1 M2

Bond length (Å)

L1 1.46 1.44

L2 1.49 1.48

L3 1.49 1.48

Torsion angle (deg.)

ϴ1 119.96 119.88

ϴ2 119.83 119.68

Torsion angle (deg.)

Φ 25.67 17.24

Table 1.
Optimized ground state geometry parameters of the studied molecules.

258

Density Functional Theory - Recent Advances, New Perspectives and Applications



(HOMOs) and the lowest unoccupied molecular orbitals (LUMOs) contour plots
were carried out using the DFT//B3LYP/6-31 g(d) method at the optimized ground
state geometries. The energy values of HOMOs, LUMOs and band gap energies are
listed in Table 2. The HOMOs and LUMOs distributions are illustrated in Figure 3.

As depicted in Figure 3, the HOMOs are mostly located over the DTP unit while
the LUMOs are distributed over the DPA and DTA acceptor units that indicate the
important electron charge transfer from the donor to acceptor moieties. Hence,
the FMOs analysis has shown the considerable charge transfer taking place within
the designed molecules.

The band gap energies are calculated from the difference between the HOMO
and LUMO energy levels at DFT//B3LYP/6-31 g(d) method. The band gap energies
are about 3.16 eV and 2.81 eV for M1 and M2, respectively. These lower values of
band gaps with the FMOs distributions demonstrate the presence of a significant
intra-molecular charge transfer (ICT) that leads to enhance the electronic
properties [37].

Density of states (DOS) is a helpful tool to examine the delocalization of π-
electrons in the compound. The DOS plots were determined by DFT//B3LYP/6-31 g
(d) method at the ground state geometry and illustrated in Figure 4. DOS plots of
M1 and M2 show a large overlapping of electronic energy levels that indicates the
high electron delocalization. In fact, the high electron delocalization within these
materials could be explained by the mutual reactions of donor and acceptor
constructive blocks.

To better understand the delocalization of π-electrons, electron density differ-
ence (EDD) was simulated between the ground state (S0) and the first excited state
(S1). As seen in Figure 5, the EDD plots contain blue regions referring to electron
density depletion and purple regions referring to electron density increment.

Hence, the regions of electron increment density are mainly located over the
DPA and DTA blocks. While, the DTP block presents the region of depleted free
carriers (depletion region). These observations decline the effective electron
transfer from donor to acceptor units within the studied materials.

Compound EHOMO�1 (eV) EHOMO (eV) ELUMO (eV) ELUMOþ1 (eV) ΔEgap (eV)

M1 �5.36 �5.04 �1.88 �1.41 3.16

M2 �5.57 �4.97 �2.16 �1.64 2.81

Table 2.
DFT//B3LYP/6-31 g(d) calculated electronic properties of M1 and M2 molecules.

Figure 3.
Frontier molecular orbitals in the optimized ground state for the studied molecules.
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3.3 Optical properties

3.3.1 Optical absorption properties

The optical absorption properties ofM1 andM2 have been investigated based on
the simulated UV–Vis optical absorption spectra using TD-DFTmethod at 6-31 g(d)
basis set. The obtained optical absorption curves with their Gaussian fitting peaks
are given in Figure 6. The simulated corresponding maximum absorption wave-
lengths (λabsmax), the electronic transition energy (Eex), the oscillator strength (f), the
full-width at half maximum (FWHM) and the main electronic transitions are listed
in Table 3.

As it can be seen from Figure 6, the studied molecules exhibit large and intense
absorption bands in the visible zone ranging from 300 nm to 500 nm. These
electronic transitions are defined as π! π* transitions associated with the electron
migration from the HOMOs mainly located over the DTP units to the LUMOs
mainly concentrated over the anthracene units [38].

From Table 3, the maximum absorption wavelengths (λabsmax) of M1 and M2 are
found at 442 nm and 406 nm, respectively. The full-width at half maximum
FWHM referring to the main absorption band for M1 is found higher than that of
M2 (FWHM (M1) = 76.96 > FWHM (M2) = 58.70). This result shows the role
played by the acceptor block in improving the optical absorption properties.

Figure 4.
Density of states (DOS) plots of the studied materials.

Figure 5.
Electron density difference (EDD) contour plots of the studied materials.
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From the optical absorption analysis, it is obvious that the acceptor block
configuration contributes significantly in enhancing the absorption properties of
conjugated materials.

3.3.2 Emission properties

The emission properties of M1 and M2 are simulated on their optimized geom-
etries at the first excited state by means of TD-DFT//B3LYP/6-31 g(d) method. The

Figure 6.
Optical absorption spectra of M1 and M2 with fitting Gaussian peaks obtained at DFT//B3LYP/6-31 g(d)
level.
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emission spectra with their fitting Gaussian peaks are depicted in Figure 7 and the
corresponding emission characteristics are listed in Table 4.

As it can be seen from Figure 7, the studied materials exhibit large emission
bands with maximum emission wavelengths of 478 nm and 554 nm forM1 andM2,
respectively. As mentioned in Table 4, the emission spectrum ofM2 exhibits larger
FWHM comparing to M2 which indicates the effect of acceptor moiety in enhanc-
ing the emission properties.

The photoluminescence chromaticity coordinates of M1 and M2 were carried
out according to the CIE 1931 diagram. As illustrated in Figure 8, the CIE coordi-
nates are found upon (x: 0.45, y: 0.45) and (x: 0.32, y: 0.43) for M1 and M2,
respectively. Hence,M1 displays a pure green color whileM2 displays a pure yellow
color.

From the emission investigation, it is revealed that the studied materials are
promising materials for OLED applications. Indeed, OLEDs as they are promising
organic electronic devices present the subject of intense research. The efficient
OLED operation requires balanced charge injection, charge transport and charge
recombination within the electronic device [39].

The considered materials exhibit appropriate optoelectronic characteristics
allowing their use as emitting layers in two layers OLED device. Alq3 (Tris (8-
hydroxyquinoline) aluminum) is a suitable material to act as an electron transport
layer [40] with respect to the LUMO energy levels of M1 and M2 (See Figure 8).

Radiative lifetime (τ) introduces the average time of the stay of a molecule at the
excited state before a photon-emission. The lower value of τ leads to a relevant
emission of the conjugated material. The radiative lifetimeτcould be determined
according to the following expression [41]:

τ ¼ C3

2 Efluð Þ2f (1)

Where, c, Eflu and f represent the velocity of light, the fluorescent energy and
the oscillator strength, respectively.

The radiative lifetime values are of 10.12 ns and 5.46 ns for M1 and M2, respec-
tively. The small values of τ denote the efficient light emission of these materials.
The findings of the present report corroborate a slight difference in radiative life-
time values which are explained by the effect of DPA and DTA acceptor blocks
within the conjugated structures.

According to these results and compared to some previous studies reported in
Refs. [28, 42], it is revealed that M1 and M2 exhibit promising optoelectronic
properties for high performance OLED devices.

Compound λabsmax(nm/eV) f (a.u) FWHM (nm) Main electronic transitions

M1 442/2.80 0.05 76.96 H!L (99%)

396/3.12 0.38 56.33 H-1!L (93%), H!L + 1 (4%)

353/3.51 0.71 33.46 H!L + 2 (81%), H-2!L (9%)

M2 406/3.08 0.63 58.70 H-1!L (85%), H!L + 2 (12%)

373/3.32 0.67 35.09 H!L + 2 (85%), H-1!L (12%)

Table 3.
Maximum absorption wavelengths λabsmax (nm), electronic transition energy, Eex (eV), oscillator strength f (a.u),
full-width at half maximum FWHM (nm) and main electronic transitions calculated at B3LYP/6-31 g(d) level.
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3.4 Charge transfer properties

Many factors are responsible for high performance organic optoelectronic
devices such as hole/electron charge transfer balance. The reorganization energies
of holes and electrons (λh and λe) together with the ionization potential (IP) and the
electron affinity (EA) have been calculated to evaluate the hole/electron transfer
abilities. The reorganization energies were carried out from neutral, cationic and
anionic geometries, as detailed in Figure 9.

The reorganization energies of holes and electrons can be calculated following
the expression above [43]:

Figure 7.
Emission spectra of M1 and M2 with fitting Gaussian peaks obtained at DFT//B3LYP/6-31 g(d) level.
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λh=λe ¼ E�0 � E��
� �þ E0

� � E0
0

� �
(2)

Hence, E�0 , E
0
�, E

�
� and E0

0 represent the cation/anion energy of cation/anion at
neutral geometry, the energy of neutral structure in the cation/anion state, the
energy of cation/anion in the cation/anion state and the energy of the neutral
structure, respectively. Charge transfer parameters have been determined using
DFT//B3LYP/6-31 g(d) method and the results are presented in Table 5. Based on
the obtained results, it is found that M1 exhibits higher hole and electron transfer
abilities regarding the lower reorganization energies of hole and electron.

To get insights into the charge transport properties, the ionization potential (IP)
and the electron affinity (AE) were carried out for better evaluating the electron
extraction and attraction abilities, respectively [44]. In comparison with M2, M1
exhibits relatively lower EA (0.94 eV versus 1.17 eV) which demonstrates that our
materials exhibit low performance of grasping electrons. However, the low values
of IP (6.02 eV for M1 and 6.00 eV for M2) indicated the high ability of these
materials to grasp hole (See Table 5). It is possible to better improve the mobility of
charge carriers through the modification of the conjugate structure [45].

Compound λemmax(nm/eV) f (a.u) FWHM (nm) Main transition τ (ns)

M1 478/2.59 0.34 75.35 L!H (98%) 10.12

351/3.53 0.27 37.44 L!H-2 (90%)

M2 554/2.23 0.85 95.65 L!H (99%) 5.46

441/2.81 0.21 41.86 L!H-1(63%)

393/3.15 0.18 57.49 L + 1!H (40%)

344/3.60 0.15 30.52 L + 1!H-1 (94%)

Table 4.
Calculated maximum emission wavelengths λemmax (nm), fluorescent energy Eflu(eV), oscillator strength f (a.u),
full-width at half maximum FWHM (nm), main electronic transitions, stokes shift (nm) and radiative
lifetime (τ).

Figure 8.
CIE color coordinates for the studied materials (right), schematic structure of proposed bilayer OLED based
studied materials (left).
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Overall, the charge properties analysis of M1 and M2 shows that they are
considered as promising materials for organic optoelectronic applications.

3.5 Nonlinear optical (NLO) properties

The principle of nonlinear optics represents the interaction between an incident
electromagnetic field with a particular material leading to the generation of an
electromagnetic field modified in wave number, phase or frequency [17]. NLO
materials are increasingly applied in emerging technological fields such as telecom-
munications, optical memory, optical information processing, etc. [46].

NLO properties produced from the high delocalization of electrons within the
molecule increase while increasing the molecular conjugation [47]. Further, the
presence of electron donor blocks (D) and electron acceptor blocks (A) contributes
to the improvement of the NLO properties [48–50]. Studies have shown that
nonlinear organic optical materials possess higher optical nonlinearity compared to
inorganic materials [51].

The electric dipole moment μ, the polarizabilities α, the first (β) and the second-
order hyperpolarizability (γÞ describe the nonlinear optical response of an isolated
molecule within an electric field [52]. The total dipole moment μtot, the static
polarizability α0, the static first hyperpolarizability β0 and the static second order
hyperpolarizability γ0are calculated using the expressions above [22, 53]:

Figure 9.
Calculation details of reorganization energies from neutral cation and anion states.

Compound IP EA Eþ0 � Eþþ
� �

E0
þ � E0

0

� �
E�0 � E��
� �

E0
� � E0

0

� �
λh λe

M1 6.02 0.94 0.171 0.129 0.283 0.144 0.300 0.427

M2 6.00 1.17 0.248 0.158 0.298 0.224 0.406 0.522

Table 5.
Calculated charge transfer parameters (expressed in eV) of M1 and M2 at DFT//B3LYP/6-31 g(d) level of
theory.
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μtot ¼ μx
2 þ μy

2 þ μz
2

� �1
2

(3)

α0 ¼ 1
3

αxx þ αyy þ αzz
� �

(4)

β0 ¼ βxxx þ βxyy þ βxzz
� �2

þ βyyy þ βyzz þ βyxx
� �2

þ βzzz þ βzxx þ βzyy
� �2� �1

2

(5)

γ0 ¼ 1=5ð Þ γxxxx þ γyyyy þ γzzzz þ 2 γxxyy þ 2 γyyzz þ 2 γzzxx
h i

(6)

DFT approach is used as a reliable method for the determination of NLO prop-
erties of organic materials [54]. To get insights into the NLO properties, theoretical
calculations were performed on the ground state optimized geometries of M1 and
M2 at DFT//B3LYP/6-31 g(d) level of theory and the results are listed in Table 6.

From Table 6, the first- and second-order hyperpolarizabilities of M2 are found
lower than those of M1 explained by the distinct electron delocalization in the
conjugated structures. Thus, as compared to M2, it is important to note that M1
presents the best NLO properties.

Urea is a prototypical organic molecule used as a threshold comparison value in
the study of the NLO properties of molecular materials [55]. The NLO parameters of
urea calculated at DFT//B3LYP/6-31 g(d) level of theory are found of: μtot = 4.259 D,
α0 ¼3.749 � 10–24 esu and β0 ¼0.557� 10–30 esu and γ0 = 0.746� 10–36 esu.

Compared to urea, the high values of NLO parameters of M1 and M2 confirm
the design of high performance nonlinear optical materials.

4. Conclusion

In this study, we reported a DFT study based on structural, optoelectronic and
nonlinear optical (NLO) properties of D-A small π-conjugated molecules based on

M1 M2 M1 M2 M1 M2 M1 M2

μx 0 0 αxx 63.382 74.513 βxxx 5.006 5.457 ɣxxxx 69.828 95.548

μy 0 0 αxy 5.051 �6.979 βxxy 1.042 �1.122 ɣyyyy 42.211 40.665

μz 7.383 7.362 αyy 55.263 55.263 βxyy 0.220 0.139 ɣzzzz 831.140 624.809

μtot 7.383 7.362 αxz �33.103 �36.709 βyyy 0.056 �0.034 ɣxxyy 3.191 1.728

αyz �5.787 5.383 βxxz �8.816 �7.756 ɣxxzz 247.105 241.440

αzz 109.672 97.457 βxyz �1.979 1.656 ɣyyzz 11.081 10.138

α0 76.106 75.744 βyyz �0.475 �0.347 γ0 293.186 253.527

βxzz 18.993 14.347

βyzz 4.340 �3.168

βzzz �36.233 �24.125
β0 51.851 38.145

Table 6.
Calculated electric dipole moment μtot (D), polarizability α0 (�10�24 esu), first-order hyperpolarizability β0
(�10�30 esu) and second-order hyperpolarizability γ0 (�10�36 esu) of the studied materials at DFT//B3LYP/
6-31 g(d) level.
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DTP and anthracene. The optimized structures have shown the non-planarity of the
investigated molecules M1 and M2 arising from the anthracene derivatives (DPA
and DTA) conjugated configuration. FMOs analysis shows the appropriate HOMO/
LUMO energy levels with the low band gap energies. To support the FMOs analysis,
EDD contour plots have been computed to identify the donor and acceptor moiety
within M1 and M2 structures. The TD-DFT study demonstrated the role played by
the acceptor block in improving the absorption properties of the studied materials.
The emission properties revealed an intense emission in the pure green and pure
yellow for M1 and M2, respectively. These molecules have shown their promising
abilities to be used in OLED devices. The charge transfer properties analysis attested
the relevant hole/electron transport abilities of these materials. Computed static
polarizability (α0), first-order hyperpolarizability (β0) and second-order
hyperpolazabilty (ɣ0) indicated the excellent NLO properties of M1 and M2. This
NLO response suggested these compounds to be used as potential candidates for
NLO applications. Overall, this study provided an insight into a promising D-A
conjugated architecture with the role of the acceptor block on enhancing the
optoelectronic performances of organic materials.
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Chapter 16

DFT Study of Structure and
Radical Scavenging Activity
of Natural Pigment Delphinidin
and Derivatives
Sumayya Pottachola, Arifa Kaniyantavida
and Muraleedharan Karuvanthodiyil

Abstract

A theoretical evaluation of the antioxidant activity of natural pigment
delphinidin (1a) and derivatives 1b, 1c, 1d & 1e was performed using the DFT-
B3LYP/6–311 + G (d, p) level of theory. Three potential working mechanisms,
hydrogen atom transfer (HAT), stepwise electron transfer proton transfer (SET-
PT), and sequential proton loss electron transfer (SPLET), have been investigated.
The physiochemical parameters, including O–H bond dissociation enthalpy (BDE),
ionization potential (IP), proton dissociation enthalpy (PDE), proton affinity (PA),
and electron transfer enthalpy (ETE), have been calculated in the gas phase and
aqueous phase. The study found that the most suitable mechanism for explaining
antioxidant activity is HAT in the gas phase and SPLET in the aqueous medium in
this level of theory. Spin density calculation and delocalization index of studied
molecules also support the radical scavenging activity. When incorporated into
natural pigment delphinidin, the gallate moiety can enhance the activity and
stability of the compounds.

Keywords: DFT, Multiwfn, Delphinidin, Radical scavenger, Gallic acid

1. Introduction

Dietary polyphenols have interesting spectrum biological properties, including
radical scavenging activity [1]. Anthocyanins are one of essential classes in the
polyphenol family [2]. These are the plant pigments responsible for the bright red-
orange to blue-violet colors of many fruits and vegetables [3]. Since these are
natural colored compounds, many pieces of literature come with their application as
coloring or coloring material, especially in the food industry [4–9]. Naturally, these
compounds found in glycoside form can collectively be called anthocyanins. At the
same time, their aglycon forms are commonly called anthocyanidins [10]. The
common aglycon forms are cyanidin, delphinidin, peonidin, petunidin, malvidin,
and pelargonidin. The color pigments are most abundant in berries like black cur-
rants, elderberries, blueberries, strawberries, etc., red and purple grapes, red wine,
sweet cherries, eggplants, black plums, and red cabbage, etc.
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The basic structure of anthocyanins is the flavylium cationic ring in which
oxygen carries a positive charge. The positively charged species exhibit several
equilibrium structures due to different transformations like proton transfer, isom-
erization, and tautomerization under various pH conditions [11]. All molecules of a
group of anthocyanins have their absorption range in the visible spectrum due to
effective π conjugation within the molecule. These are the largest group of water-
soluble pigments in the plant kingdom. Experimental and theoretical reports show
an exponential increase in findings related to its properties, color, co-pigmentation,
pH effect, antiradical properties, etc. [12–17].

The delphinidin (1a) and its four modifications (1b, 1c, 1d & 1e) are selected for
the study. The structure of 1a having three rings A, B, and C, where A & C are fused
rings and B connected with A-C through a single bond. The structures of com-
pounds under consideration are shown in Figure 1. The colored pigments with
other colorless natural products are now proven to be very impressive due to their
improved activity in the sense of color and property. Hence to enhance the prop-
erty, the colorless, most important, small, widely studied polyphenol gallic acid is
taken and coupled with 1a through their 3 and 4’OH bonds and respectively formed
delphinidin-3-O-gallate (1c) and delphinidin-4’-O-gallate (1e). Also, the results are
compared with its glucose forms delphinidin-3-O-glucoside (1b) and delphinidin-
4’-O-glucoside (1d).

Gallic acid (3,4,5- Trihydroxy benzoic acid) and its derivatives have been found
in various natural sources like nuts, tea, grapes, gallnut, oak bark, etc. Biological
studies show that gallic acid has variable effects, including antiviral, antioxidant,
and anticancer activities [18–20]. Due to its potent antioxidant activity against free
radicals is used in food, cosmetics, and pharmaceutical industries and as a source
material for ink and paints [21]. GA possesses the most robust antiradical property
than Trolox, and hence, in many cases, this molecule is widely used as a reference
compound for antioxidant studies. Green tea contains the highest concentration of
GA-based compounds responsible for the plant’s antioxidant capacity [22, 23].

Once the compound possesses potent antioxidant activity and a specific range of
absorbance in the visible spectrum can be effectively used for various purposes,
especially in the food industry, they seek less hazardous, highly protective materials

Figure 1.
Structures of compound considered for the study.
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for coloring purposes. Hence these are colored compounds, and this work concludes
the antiradical property of delphinidin and its derivatives with the help of compu-
tational methods.

2. Materials and method

2.1 Materials

The present work has utilized a theoretical approach to study the structure and
properties of all compounds under consideration. The molecular forms of 1a and 1b
were downloaded from the PubChem database in SDF file format and converted to
GJF file format by Open Babel [24]. The structures of 1c, 1d, and 1e were drawn
using the Gaussview 5.0.8 graphical user interface [25]. All the computational works
have been carried out through Gaussian 09 software package to get the output [26].
The spin density (SD) and electron delocalization (DI) analysis are explained with
the help of the software Multiwfn 3.6 [27].

2.2 Computational methodology

The present work was carried out using density functional theory (DFT) because
it is based on electron density, and antioxidant activity is mainly influenced by
electron density [28–32]. In DFT calculation, 6–311+ G (d, p) basis set with B3LYP
(Becke’s exchange functional in conjunction [33] with Lee-Yang–Parr [34]) corre-
lational functional has been used for geometry optimization, computation of har-
monic vibrational frequencies, BDE, IP, PDE, PA and ETE calculations. To obtain
antioxidant parameters BDE, IP, PDE, PA, and ETE, the geometry optimization of
neutral, radicals, anions, and radical cation structures of all the studied molecules
are conducted in the ground state both in the gas phase and aqueous phases. Solvent
effects on the calculated systems were investigated with the self-consistent reaction
field (SCRF) method via the integral equation formalism polarized continuum
model (IEF-PCM).

2.2.1 Frontier molecular orbital (FMO) analysis

Frontier molecular orbital theory is an application of MO theory that explains
HOMO/LUMO interactions. HOMO is the highest occupied molecular orbital, and
LUMO is the lowest unoccupied molecular orbital. Frontier molecular orbital anal-
ysis is fundamental because HOMO or LUMO energies and bandgap energies are
the key factors that drive the antiradical property of molecules. Since HOMO is in
the highest energy state, so easier to remove an electron from this orbital. So in a
chemical reaction or bond formation, HOMO is donating electrons, or it acts as a
Lewis base or undergoes oxidation. LUMO is the lower-lying orbital; it is empty, so
it is easier for LUMO to accept electrons into its orbital or acts as a Lewis acid or
undergoes reduction. Reactivity becomes lower when the molecule has a higher
bandgap. The distribution of HOMO orbitals and energies is calculated using the
DFT-B3LYP/6–311 + G (d, p) level of theory from the optimized structures of 1a
and its derivatives.

2.2.2 Radical scavenging activity

Several mechanisms have theoretically explained the radical scavenging mecha-
nism of phenolic compounds. The widely used mechanisms are hydrogen atom

275

DFT Study of Structure and Radical Scavenging Activity of Natural Pigment Delphinidin…
DOI: http://dx.doi.org/10.5772/intechopen.98647



transfer (HAT) mechanism (Eq. (1)), single-electron transfer followed by proton
transfer (SET-PT) mechanism (Eqs. (2)–(4)), and sequential proton loss electron
transfer (SPLET) mechanism (Eqs. (5) and (6)) [35–40]. These mechanisms have
been briefly addressed here.

1.HAT (hydrogen atom transfer) mechanism

ArOH þ X• ! ArO• þ XH (1)

By transferring the hydrogen atom of the –OH group to the radical species, the
antioxidant (ArOH) scavenges the free radical (X•) and transforms it into
phenoxide radical. The descriptor associated with the HATmechanism is bond
dissociation enthalpy (BDE), and the lower value indicates good radical
scavenging activity. The ArO∙ radical species’ stabilizing features, like the
resonance delocalization of the electron within the aromatic ring, are the basis
of lowest energy and increased antiradical activity.

2.SET (single electron transfer) mechanism

ArOH þ X• ! ArOH•þ þ X� (2)

Here, the reactive free radicals are neutralized by transferring electrons to
them, resulting in anions. The most reactive hydroxyl group in antioxidant
compounds provides these electrons and finally becomes a radical cation. The
descriptor associated with this mechanism is AIP (adiabatic ionization
potential).

3.SET-PT (single electron transfer followed by proton transfer) mechanism

ArOH þ X� ! ArOH•þ þ X� (3)

ArOH•þ ! ArO• þHþ (4)

The first process involves an electron transfer from the antioxidant (Eq. (2)),
and the second step consists of a proton transfer from the radical cation
(Eq. (4)) generated in the first step. Proton dissociation enthalpy is the
descriptor connected with the second phase (PDE).

4.SPLET (sequential proton loss electron transfer) mechanism

ArOH ! ArO� þHþ (5)

ArO� þ X• þHþ ! ArO• þ XH (6)

This is also a two-stage mechanism, with the dissociation of the antioxidant
into phenoxide anion and proton as the first step (Eq. (5)). The first-step
phenoxide anion then interacts with free radicals at a certain pH (Eq. (6)); the
compounds generated are similar to those developed in the HAT mechanism.
Proton affinity (PA) is the regulating descriptor for the first stage, and
electron transfer enthalpy is the driving descriptor for the second stage (ETE).

The Eqs. (7)–(11) are used for analyzing the type of mechanism involved by the
compound
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BDE ¼ H ArO•ð Þ þH H•ð Þ �H ArOHð Þ (7)

AIP ¼ H ArOH•þð Þ þH e�ð Þ �H ArOHð Þ (8)

PDE ¼ H ArO•ð Þ þH Hþð Þ �H ArOH•þð Þ (9)

PA ¼ H ArO�ð Þ þH Hþð Þ �H ArOHð Þ (10)

ETE ¼ H ArO•ð Þ þH e�ð Þ �H ArO�ð Þ (11)

Thus, in the present study, BDE, IP, PDE, PA, and ETE values were used as the
primary molecular descriptors to elucidate the radical scavenging activity of the
investigated compounds. The enthalpies of hydrogen radicals in the water and gas
phase are calculated by G09 software using the DFT/B3LYP/6–311 + G (d, p) level
of theory. The enthalpies of the electron (e�) and proton in the gas phase are taken
from the commonly accepted values 0.00236 Hartree for proton and 0.00120
Hartree for electron. In contrast, for water, these corresponding values are calcu-
lated with the help of the DFT/B3LYP/6–311 + G(d, p) level of theory. The
enthalpies of electron and proton in solvent water were computed using the same
level of theory with methodology suggested by Markovic et al. (Eqs. (12) and (13))
[41, 42].

Hþgas þ Ssol ! S�Hð Þþsol (12)

e�gas þ ssol ! S� eð Þ��sol (13)

Where Ssol is the solvent molecule solvated by the same kind of molecule,
S�Hð Þþsol and S� eð Þ��sol are the charged particles formed. The solvation enthalpies of
proton and electron are calculated using the Eqs. (14) and (15), respectively, and
that of H• by optimizing hydrogen atom using the same level of theory. The
enthalpy of hydrogen radical taken for gas is �0.49764 Hartree and � 0.497466
Hartree for water. The enthalpies of proton and electron in water, respectively, are
�0.37725431 Hartree and 0.093551 Hartree.

ΔHsol Hþð Þ ¼ H S�Hð Þþsol �H Ssolð Þ �H Hþgas
� �

(14)

ΔHsol e�ð Þ ¼ H S� eð Þ��sol �H Ssolð Þ �H e�gas
� �

(15)

3. Results and discussion

3.1 Conformation analysis and geometry optimization

To elucidate the reactivity of the compounds towards free radicals, the confor-
mational and geometrical features of compounds are very significant. The struc-
tures of 1a and 1b are downloaded from the PubChem database and 1c, 1d, and 1e
are constructed from the optimized structure of 1a. The potential energy surface of
all five molecules is scanned by using the B3LYP/3-21G level of theory by varying
the dihedral angles values in 12 steps of 30° from 0 to 360°. The dihedral angle
between aromatic ring B and AC bicyclic in 1a is performed on the dihedral Ф1 (C3,
C2, C1ˈ, C2ˈ), and the five OH groups are also scanned as above mentioned proce-
dure. All phenolic OH is in a position that forms hydrogen bonding with the nearest
OH. The dihedral Ф1 about (C3, C2, C1ˈ, C2ˈ) of 1a completely reveals the planar
geometry of the molecule, whereas other molecules are slightly becoming nonplanar
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because of the steric cloud around flavylium cationic ring. The dihedral (C3, C2,
C1ˈ, C2ˈ) of 1a, 1b, 1c, 1d, and 1e respectively are �179.95499, �158.12940,
�167.05569, �169.70713, and 171.29496 degrees.

The lowest energy conformer obtained after the last scan was then subjected to
geometry optimization, and B3LYP/6–311 + G(d, p) level of theory with a correla-
tion coefficient of 0.89281 are selected for the study. The crystal structure data of
cyanidin are considered for experimental validation of results obtained from the
computational analysis since these are not available for delphinidin molecules and
tabulated in Table 1 [43]. But the basic structural unit of 1a is similar, except in
cyanidin, one OH is missing from the 50 position. The optimized structures of the
five compounds are shown in Figure 2. These optimized structures are considered
for further calculations.

3.2 Molecular orbital analysis

Frontier molecular orbital analysis gives a detailed account of HOMO/LUMO
interactions in the molecule. It is very useful in describing optical and electronic
properties as well as the reactivity of a molecule. The HOMO value of the molecule
is strongly influenced by radical scavenging activity. The higher the HOMO energy,
the easier the electron is being excited and acts substantial donor of the electron.
The chemical reactivity of the molecule can be described by knowing the HOMO–
LUMO gap. Like that, the distribution of orbitals among the molecule reveals
probable sites for the attack of free radicals. The HOMO distribution among mole-
cule 1a is completely distributed on each atom, whereas the LUMO orbitals have
distributed all atoms except 3- OH, 3’- OH, and 5’-OH. For the molecules studied
here, the distribution of the LUMO distributed among each atom other than 3- OH,
30- OH, and 5’-OH. So these three bonds are involved in the HOMO-LUMO transi-
tion. In 1c and 1e, HOMO is present only on the gallate moiety, whereas the LUMO
is distributed only in the flavylium ring. The HOMO of 1b and 1d occur throughout
the flavylium ring though only negligible HOMO/LUMO contributions are present
on glucoside moiety.

Bond Experimental bond
length (AO)

Theoretical

B3LYP 6–
31 G (d)

B3LYP 6–31+
G (d, p)

B3LYP 6–311+
G (d, p)

B3LYP 6–311++
G (d, p)

C 2-C1’ 1.453 1.44380 1.44380 1.44173 1.44176

C10-C5 1.432 1.43007 1.43002 1.42770 1.42769

C1’-C2’ 1.409 1.41731 1.41735 1.41422 1.41423

C6 - C7 1.413 1.41392 1.41390 1.41107 1.41106

C2 –C3 1.396 1.42173 1.42177 1.41918 1.41920

C3’-C4’ 1.400 1.40858 1.40863 1.40599 1.40602

C4–C10 1.382 1.40615 1.40614 1.40553 1.40351

C6’-C1’ 1.404 1.41542 1.41539 1.41216 1.41218

C9–C10 1.408 1.41223 1.41222 1.40886 1.40888

C7 – C8 1.387 1.39860 1.39860 1.39517 1.39517

Table 1.
Comparison of bond length with experimental values in different basis sets.
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The increasing order of bandgap energies in the gas phase at 1e < 1c < 1d < 1a
< 1b reveals that the gallate-based compounds have the lowest bandgap energies
and higher in activity. In the aqueous phase, the band gaps are higher compared to
the gas phase, and the difference between the bandgap of water and gas is also
represented in Table 2. One of the difficulties associated with anthocyanins as color
pigments is their stability in polar solvents. When the medium changes from the gas
phase to water, the only difference in the bandgap is 0.17 for 1a and 0.20 for 1b, but
it is more significant for its gallates. So gallates are stable than others; hence expect
higher reactivity in water (Figure 3).

Figure 2.
The obtained optimized structures of the compounds using B3LYP /6–311 + G(d, p) level of theory
(delphinidin (1a), delphinidin-3-O-glucoside (1b), delphinidin-3-O-gallate (1c), delphinidin-4’-O-glucoside
(1d), and delphinidin-4’-O-gallate (1e).)
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3.3 Radical scavenging activity

The antioxidant activities of the compounds are studied using the antioxidant
mechanism described in Section 2.2.2. The BDE, IP, PA, PDE, and ETE values
obtained from the corresponding mechanism are used to analyze the activity of
compounds. Among the five parameters, one with the lowest value and the
corresponding mechanism is followed by the compound. The parameters of antiox-
idant activities are represented in the gas phase and aqueous phase, respectively, in
Tables 3 and 4.

3.3.1 Analysis of HAT mechanism

In the gas phase, all studied molecules follow the HAT mechanism because of its
lower BDE values. Hence, all compounds tending to form radicals by donating
hydrogen atoms in respective positions are higher in the gas phase. In the case of 1a,
the positions 3-OH (81.56 kcal/mol), 4’-OH (83.19 kcal/mol), and 5’-OH
(84.51 kcal/mol) have the lowest values of BDE, and hence these positions are
involved in radical scavenging activity in the gas phase. For a compound possessing
more than one phenolic hydroxyl group, its radical scavenging activity is deter-
mined by the one with the lowest value of BDE. Hence, in this case, 3-OH is the
most active site, followed by 4’-OH and 5’-OH.

Gas (eV) Water(eV)

EHOMO ELUMO Band gap (ΔEgas) EHOMO ELUMO Band gap (ΔEwater) ΔEwater - ΔEgas

1a �9.27 �6.63 2.64 �6.46 �3.65 2.81 0.17

1b �8.80 �6.10 2.70 �6.47 �3.57 2.9 0.2

1c �8.91 �6.36 2.55 �6.62 �3.69 2.93 0.38

1d �9.10 �6.56 2.54 �6.71 �3.74 2.97 0.43

1e �8.60 �6.55 2.05 �6.64 �3.78 2.86 0.81

Table 2.
FMO analysis of studied compounds in gas and water media at B3LYP/6–311 + G(d, p) level of theory.

Figure 3.
FMO of 1a, 1b, 1c, 1d, & 1e in the gas phase at B3LYP/6–311 + G(d, p) level of theory.
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1a

BDE IP PDE PA ETE

3-OH 81.56 242.73 153.33 245.94 150.12

5-OH 88.99 160.77 246.47 156.03

7-OH 90.99 162.76 246.89 158.61

3’-OH 92.17 163.94 269.82 136.85

4’-OH 83.19 154.96 246.50 151.19

5’-OH 84.51 156.28 258.11 140.90

1b

5-OH 87.97 228.97 173.50 227.47 175.01

7-OH 90.53 176.05 253.17 151.86

3’-OH 90.25 175.78 278.86 125.89

4’-OH 82.15 167.69 256.71 139.96

5’-OH 89.41 174.94 267.13 136.79

1c

5-OH 89.80 174.95 229.35 249.97 154.33

7-OH 91.99 231.55 248.88 157.61

3’-OH 91.49 231.04 273.24 132.76

4’-OH 83.12 222.67 249.81 147.81

5’-OH 84.18 223.73 260.56 138.12

5”-OH 89.16 228.71 256.98 166.80

6”-OH 83.09 222.64 266.51 131.08

7”-OH 83.60 223.15 270.08 128.02

1d

5-OH 88.91 232.11 171.30 248.31 155.10

7-OH 91.05 173.45 248.11 157.45

3’-OH 83.84 166.23 249.38 148.97

3’-OH 92.94 175.34 267.53 139.92

5’-OH 91.55 173.95 269.50 136.56

1e

3-OH 88.81 227.74 175.57 248.48 154.83

5-OH 90.88 177.65 248.24 157.15

7-OH 90.30 177.06 270.75 134.06

3’-OH 83.90 170.66 249.64 148.76

5’-OH 91.04 177.80 272.33 133.22

5”-OH 89.60 176.36 282.61 121.50

6”OH 82.80 169.56 267.24 130.06

7”-OH 83.22 169.98 271.13 126.59

Table 3.
The antioxidant mechanism study of compounds 1a, 1b, 1c, 1d, and 1e in gas using B3LYP/6–311 + G(d, p)
level of theory. All values are represented in kcal/Mol.
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1a

BDE IP PDE PA ETE

3-OH 80.87 201.36 13.64 37.88 177.12

5-OH 85.05 17.83 37.43 181.76

7-OH 86.13 18.91 36.98 183.28

3’-OH 85.33 18.10 49.18 170.29

4’-OH 77.52 10.30 35.27 176.39

5’-OH 81.79 14.57 43.17 172.76

1b

5-OH 86.30 200.34 20.10 37.08 183.36

7-OH 87.77 21.57 36.41 185.49

3’-OH 84.02 17.82 50.14 168.02

4’-OH 77.42 11.22 37.11 174.45

5’-OH 86.08 19.87 46.66 173.55

1c

5-OH 87.22 206.11 13.83 35.85 185.50

7-OH 89.19 15.88 35.10 188.22

3’-OH 85.39 15.16 42.42 177.10

4’-OH 78.65 11.53 34.39 178.38

5’-OH 82.09 14.16 42.42 173.80

5”-OH 84.08 13.04 51.41 166.81

6”-OH 78.66 7.47 42.22 170.58

7”-OH 81.34 10.13 45.07 170.40

1d

5-OH 85.72 204.22 15.64 36.36 155.10

7-OH 87.71 17.62 35.80 157.45

3’-OH 81.34 11.26 35.21 148.97

3’-OH 88.12 18.04 49.73 139.92

5’-OH 88.99 18.91 42.69 136.56

1e

3-OH 85.82 206.11 13.83 36.73 183.22

5-OH 87.86 15.88 36.07 185.93

7-OH 87.14 15.16 47.37 173.90

3’-OH 83.51 11.53 36.78 180.86

5’-OH 86.15 14.16 46.43 173.85

5”-OH 85.02 13.04 41.67 167.55

6”-OH 79.45 7.47 45.24 171.92

7”-OH 82.11 10.13 51.60 171.00

Table 4.
The antioxidant mechanism study of compounds 1a, 1b, 1c, 1d, and 1e in water using B3LYP/6–311 + G(d,
p) level of theory. All values are represented in kcal/Mol.
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The glucose substituted derivatives of 1a, 1b, and 1d in the gas phase also follow
the HAT mechanism due to its lowest value of BDEs comparing with other param-
eters. In 1b, 4’-OH has a higher tendency to participate in radical scavenging
mechanism due to its lowest BDE value (82.15 kcal/mol) compared to other pheno-
lic OH groups in the compound. When 4’-OH is substituted with glucose moiety or
1d, 3-OH is contributing to the radical mechanism. So in 1b and 1d radical scaveng-
ing activity is mainly through B-ring (4’-OH) and C-ring (3-OH).

As from Table 3 the antioxidant activity of compound 1c are through its phe-
nolic hydroxyl group at 4’ OH (83.12 kcal/mol), 5’ OH (84.18 kcal/mol), 6”OH
(83.09 kcal/mol), and 7” OH (83.60 kcal/mol) positions with an increasing order of
6”OH < 4’ OH < 7” OH < 5’ OH. The phenolic hydroxyl groups at 4’ OH and 5’ OH
situates on the B-ring of 1a, whereas 6”OH and 7” OH at gallic acid moiety. Here,
both rings, the gallate ring, and delphinidin ring moieties, contribute to the radical
scavenging activity through the hydroxyl groups. Since an ester relation connects
gallate and delphinidin moieties, the radicals produced in one ring do not delocalize
much to another ring and acts as separate contributors to radical scavenging activ-
ity. Like that, 1e also shows antioxidant activity through 3’ OH (83.90 kcal/mol), 6”
OH (82.80 kcal/mol) and 7” OH (83.22 kcal/mol). The 6” OH has a slightly lower
value of BDE than the other two OH groups because the radical formed at para OH
is highly stabilized through the aromatic system of gallate moiety. Similar to 1c,
compound 1e also possesses radical scavenging activity through B-ring and gallic
acid moiety. When comparing 1c and 1e with other molecules, when gallic acid is
substituted, the number of hydroxyl groups under lower BDE values increases.
Hence, the chance of enhancing activity is clear.

To explain the differences in BDE and consequently the differences in the
reactivity of OH sites, the spin density distribution of radicals was calculated and
presented in Table 5. The stability of radicals formed can be explained with the help

Bond

5 OH 7 OH 3 OH 3’ OH 4’ OH 5’ OH 5” OH 6”OH 7”OH

1a

SD 0.027 0.022 0.025 0.061 0.018 0.032 — — —

DI 1.889 1.911 1.855 1.831 1.937 1.825 — — —

1b

SD 0.027 0.022 — 0.033 0.019 0.032 — — —

DI 1.885 1.903 — 1.843 1.923 1.819 — — —

1c

SD 0.027 0.023 — 0.032 0.020 0.032 0.0317 0.025 0.032

DI 1.888 1.901 — 1.845 1.923 1.825 1.847 1.884 1.832

1d

SD 0.026 0.022 0.026 0.032 — 0.033 — — —

DI 1.892 1.910 1.860 1.829 — 1.813 — — —

1e

SD 0.026 0.022 0.026 0.031 — 0.032 0.031 0.025 0.032

DI 1.891 1.910 1.861 1.839 — 1.824 1.850 1.888 1.830

Table 5.
The SD distribution for the O-radical and delocalization index (DI) of C-O bond computed for 1a, 1b, 1c,
1d, & 1e in the gas-phase at B3LYP/6–311 + G (d, p) level of theory.
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of SD values; more delocalized SD means to be more stable is the radical formed.
Moreover, the delocalization index is also a supporting parameter for explaining the
stability of radicals created. The more stable the radical formed from an -OH bond,
the more the corresponding C-O bond will be the delocalization index. The DI of

Figure 4.
Electronic spin density distributions and optimized structures of 1c radicals in the gas-phase at B3LYP/6–
311 + G (d, p) level of theory.
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C-O bonds in each radical site are calculated using Fuzzy atomic space analysis
[44–46]. The SD contours of 1c are represented in Figure 4.

3.3.2 Analysis of SET-PT mechanism

In the SET-PT mechanism, the parameters involved are IP and PDE. In all
derivative IP is found to be higher in both media. The PDE values are higher in the
gas phase but lower in the water medium. But the lower value in the water medium
cannot be used for final judgment about contribution in antioxidant activity. In the
SET-PT mechanism, the PDE comes from the second step of this mechanism,
whereas the first step is the IP. Since all cases have the highest values for IP in the
water medium, they have to overcome this large energy barrier of IP to reach the
second step.

3.3.3 Analysis of SPLET mechanism

In water, the parameters BDE, IP, and ETE having higher enthalpy than PA and
are represented in Table 4. Hence SPLET is the mechanism followed by each
molecule in the water medium. In the SPLET mechanism, the heterolytic bond
cleavage of the phenolic hydroxyl group is considered, and the neutral molecule is
split into an anion and a proton. The numerical parameter associated with this step
is PA. The anion produced donates one electron to free radical species, and the free
radical receives one electron and forms an anion. The anion of free radical react
with proton forms a neutral compound by leaving the anion starting compound as
radical. The numerical parameter associated with this step is ETE. The values of PA
are found to be lower than BDE and other parameters in all studied cases when the
solvent was aqueous. In the case of 1a, 4’ OH possesses the lowest value of PA
(35.27 kcal/mol), contributing to the radical scavenging mechanism.

In the case of 1b, the PA value of 7 OH (36.41 kcal/mol) has a lower value, and 5
OH (37.08 kcal/mol) and 4’ OH (37.11 kcal/mol) have valued at the nearest. When
glucose at position 3 enhances the electron-donating capacity of A ring. When
glucose at 40 position called 1d, the lowest PA value at 3-OH (35.21 kcal/mol) and
followed nearest at 7 OH (35.80 kcal/mol) and 5-OH (36.36 kcal/mol) also enhances
the radical scavenging activity of A- ring. The lowest PA value of 1c in water is 4’
OH (34.39 kcal/mol), which is the lowest of all studied compounds in the water
medium. The PA values 35.10 kcal/mol of 7 OH and 5 OH are near the 4’OH. For 1e,
the lowest value of PA at 5-OH (36.07 kcal/mol). In the water medium, the gallate
moiety containing hydroxyl group does not affect radical scavenging activity due to
its higher PA values. In the gas phase, a considerable contribution is provided by
this group.

4. Conclusion

A theoretical study on the antioxidant activity of natural pigment delphinidin
and its derivative has been evaluated. The antiradical properties of all studied
molecules are finalized through an antioxidant mechanism. All compounds follow
the HAT mechanism in the gas phase and the SPLET mechanism in the aqueous
medium. In gas-phase gallic acid, substituted compounds possess considerable
enhancement in activities by providing more hydroxyl groups of near BDEs. In the
water medium, 1c posses a lower value of PA than other compounds. Frontier
molecular orbital analysis also supports the radical scavenging activity of com-
pounds. The HOMO-LUMO gap of each molecule increases when the medium
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changes from the gas phase to the water medium. Hence all these are more stable in
water especially gallic acid-based pigments, so the stability issue of bare pigments in
the solvent can be solved by its gallates.
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Chapter 17

Structure-Property Relationships
in Benzofurazan Derivatives:
A Combined Experimental
and DFT/TD-DFT Investigation
Hanen Raissi, Imen Chérif, Hajer Ayachi, Ayoub Haj Said,
Fredj Hassen, Sahbi Ayachi and Taoufik Boubaker

Abstract

In this work we seek to understand and to quantify the reactivity of
benzofurazan derivatives toward secondary cyclic amines, like pyrrolidine,
piperidine and morpholine, acting as nucleophile groups in SNAr reactions. For this
aim, physico-chemical and structural descriptors were determined experimentally
and theoretically using the DFT/B3LYP/6-31+ g (d,p) methodology. Thus, different
4-X-7-nitrobenzofurazans (X = OCH3, OC6H5 and Cl) and products corresponding
to the electrophilic aromatic substitution by pyrrolidine, piperidine and
morpholine, were investigated. Particularly, the HOMO and LUMO energy levels
of the studied compounds, determined by Cyclic Voltammetry (CV) and DFT
calculations, were used to evaluate the electrophilicity index (ω). The latter was
exploited, according to Parr’s approach, to develop a relationship which rationalizes
the kinetic data previously reported for the reactions of the 4-X-7-nitrobenzo-
furazans with nucleophiles cited above. Moreover, the Parr’s electrophilicity index
(ω) of these benzofurazans determined in this work were combined with their
electrophilicity parameters (E), reported in preceding papers, was found to predict
the unknown electrophilicity parameters E of 4-piperidino, 4-morpholino and
4-pyrrolidino-7-nitrobenzofurazan. In addition, the relationship between the Parr’s
electrophilicity index (ω) and Hammett constants σ, has been used as a good model
to predict the electronic effect of the nucleophile groups. Finally, we will subse-
quently compare the electrophilicity index (ω) and the electrophilicity parameters
(E) of these series of 7-X-4-nitrobenzofurazans with the calculated dipole moment
(μ) in order to elucidate general relationships between E, ω and μ.

Keywords: Benzofurazan, Structure–property correlations, Optical properties,
Mayr’s approach, Electrophilicity, Parr’s approach, Voltammetry Cyclic, DFT, ICT,
NLO properties

1. Introduction

4-Nitrobenzofurazan (NBD) is neutral 10π electron-deficient heteroaromatic
substrates. Organic materials containing the NBD moiety have been tested in
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potential biomedical and bio-analytical applications [1–7]. They have been also used
as an effective electron-withdrawing building block for organic solar cell materials
[8], and have been discovered to be nonlinear optical (NLO) materials [9]. In
addition, the strong electron withdrawing properties of nitrobenzofurazan (NBD)
derivatives make it an exceptional electrophilic product of the nucleophilic aromatic
substitution (SNAr).

In addition, the activated chlorine atom in 4-chloro-7-nitrobenzofurazan (NBD
chloride, namely NBD-Cl) can undergo electrophilic aromatic substitution by
phenoxide, primary or secondary cyclic amines [10–13] and some of 4,7
di-substituted benzofurazan compounds to generate weakly or non-fluorescents
products [14–18].

A previous kinetic study of amino-substituted NBD showed that methoxy and
aryloxy substituent’s are better leaving groups than chloro and that a red-colored
Meisenheimer complex immediate was formed during the reactions [19].

On the other hand, the frontier molecular orbital descriptors including HOMO
and LUMO energy levels play major roles in governing many chemical reactions as
function of reactivity and stability of related molecules [20, 21]. Alternatively,
contacts from intra-molecular interactions have been identified as an important
driving force on the stabilization of various planar molecular structures [22, 23].
However, these interactions lead to intra-molecular charge transfer of formed
compounds and thus provides a non-radiative decay from the excited state [24–26].

Recently, we reported a kinetic study for SNAr reactions of NBD with secondary
amines [27–30]. The present chapter is focused on the elucidation of the combined
experimental–theoretical investigation relationships between the optical (UV–Vis,
PL and time resolved photoluminescence (TR-PL), electrochemical (CV) properties
and the chemical structures of 4.7-di-substituted benzofurazans (NBDs), based on
the kinetic reactivity process of compounds. Parr’s approach was employed to
develop a relationship which rationalizes the kinetic data previously reported for
the reactions of 4-X-7-nitrobenzofurazans with various nucleophiles [27–29].

Then, the substituent effects were particularly limited only to morpholine,
piperidine and pyrrolidine groups. Thus, we seek to study the structure–property
relationships for molecules containing 4-nitrobenzofurazan moiety for a better
understanding of their optical behavior and their chemical reactivity. For this aim,
theoretical calculations using quantum chemical calculations within density func-
tional theory (DFT) and its extension TD-DFT in the 6-31 + g(d,p) basis set have
been developed to facilitate the in-depth understanding of structure–property
relationships.

The Molecular structures of the investigated compounds are illustrated in
Figures 1 and 2.

To the best of our knowledge, no similar study has been published on
electrochemical and photo-physical properties of the studied compounds. Cyclic
Voltammetry (CV) is used to estimate the band gaps, electron affinities (i.e. the

Figure 1.
Chemical structures of the studied electrophile compounds.
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energy of LUMO, εLUMO) and ionization potentials (i.e., the energy of HOMO,
εHOMO) [31]. Besides, the computed results from DFT and TD-DFT calculations
enable the access to the structure geometry, the Mullikan charge distribution and
the dipole moment of the 4,7 di-substituted benzofurazan at the ground- (S0) and
excited (S1)-states [32, 33].

2. Experimental details

2.1 Materials

The 7-chloro-4-nitrobenzofurazan (NBD-Cl) and the tetraethyl ammonium
tetrafluoroborate (TEAF) were commercial products (Aldrich, Darmstadt-
Germany). Samples of 7-methoxy-4-nitrobenzofurazan (NBD-OCH3) and 7-
phenoxy-4-nitrobenzofurazan (NBD-OC6H5) were prepared according to the stan-
dard methods described in the literature [27–29]. The secondary cyclic amines
(morpholine, piperidine and pyrrolidine) were commercial products (Aldrich,
Darmstadt-Germany) and were redistilled before use whenever necessary.

2.2 Apparatus

Cyclic Voltammetry (CV) measurements were carried out under nitrogen gas
with a Voltalab 10 apparatus from Radiometer driven by the Volta Master software
at a potential scan rate of 0.1 V/s, at room temperature, in 25 mL of CH3CN solution

Figure 2.
Reaction mechanism between NBD-Cl and three examples of nucleophiles (morpholine, piperidine and
pyrrolidine) groups.

293

Structure-Property Relationships in Benzofurazan Derivatives: A Combined Experimental…
DOI: http://dx.doi.org/10.5772/intechopen.99246



containing TEAF (0.1 M) as a supporting electrolyte. The cell used three electrodes.
The working electrode was a 2 mm diameter platinum disk (Tacussel type EDI) and
a platinum (Pt) wire as a counter electrode. The concentrations of the substrates
were 10�3 M. The potentials EOx and ERed give us the information on HOMO and
LUMO energy levels of studied materials.

The UV–visible absorption spectra of compounds have carried out on a
Shimadzu UV–visible model 1650 spectrometer. The samples were dissolved in
acetonitrile medium. The optical properties of the sample are secondly investigated
by photoluminescence spectroscopy. The 514.5 nm line of the continuous-wave
argon Ar + laser is used as an excitation source. Spectral analysis of the PL was
performed using a Jobin Yvon iHR320 monochromator through the lock-in ampli-
fier technique.

For the Time-Resolved PL (TRPL) study, the sample was illuminated by a pulsed
laser diode with photon energy of 1.58 eV with a repetition rate of 80 MHz, using
the time correlated photo counting technique. The details experiment was reported
elsewhere [34].

2.3 Computational methods

Ground-state (S0) optimized geometries of the studied compounds were
performed by means of DFT at B3LYP level of theory [35, 36] in conjunction with
the 6-31+ g(d,p) basis set. No constraints were used and all structures were free to
optimize in an acetonitrile solution by applying the conductor polarizable contin-
uum model (CPCM) with the Gaussian 09 program [37] and the output files were
visualized with the Gauss View (5.0.8) molecular visualization program [38]. To
predict the optical absorption properties of the studied compounds, UV–Vis
absorption spectra were simulated at the time-dependent TD-DFT level with the
same basis set. The electronic properties such as highest occupied molecular orbital
(εHOMO) and lowest unoccupied molecular orbital (εLUMO) energy levels and dipole
moment have been extracted from calculations.

The semi-empirical quantum-chemical ZINDO level was used to predict the
optical emission spectra on S1 optimized structures. Electronic transitions assign-
ment and oscillator strengths were also calculated using the same method of
calculations.

3. Results and discussion

3.1 Electrochemical analysis

Electrochemical comparative studies were undertaken using Cyclic
Voltammetry (CV) for the six compounds 4.7 di-substituted benzofurazan (See
Figures 3 and 4). The CVs profiles were performed in the potential range of �2.0 to
+3.0 V.

The potentials (EOX and ERed) peaks can be used to determine the HOMO and
LUMO energy levels of the studied compounds. Indeed, the value of their energy
gaps can be estimated from the potentials difference.

The highest occupied molecular orbital (HOMO) energy and the lowest unoc-
cupied molecular orbital (LUMO) energy were estimated from the first oxidation
and reduction potentials, respectively. The energy levels were calculated according
to an empirical method [39] and by assuming that the energy level of the ferrocene/
ferrocenium is 4.8 V below the vacuum level.
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εHOMO ¼ �e EOX � E0
Fc=Fcþ

h i
� 4:8 (1)

εLUMO ¼ �e ERed � E0
Fc=Fcþ

h i
� 4:8 (2)

Here, EOx and ERed are the potential of the oxidation peak and reduction peak,
respectively. These values were obtained from the CV curve for each compound;

Figure 3.
Oxidation and reduction voltammograms of NBD-Cl, NBD-OCH3 and NBD-OC6H5 products (10

�3 M)
recorded in acetonitrile.

Figure 4.
Oxidation and reduction voltammograms of NBD-Pyrr, NBD-pip and NBD-Morph products (10�3 M)
recorded in acetonitrile.
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E0
Fc=Fcþ is 0.59 eV, the average of oxidation and reduction peak potentials of ferro-

cene measured under the same experimental condition; 4.8 eV is the energy differ-
ence between the energy level of ferrocene and the vacuum. Note that when the
oxidation/reduction peak of the studied compound was reversible, the Eox/red was
replaced in the equation by E°ox/red determined experimentally.

For the electrophile compounds (Figure 3 and Table 1), the peaks appeared at
the reduction potentials of about: -0.440 V (NBD-Cl), �0.716 (NBD-OCH3)
and� 0.610 V (NBD-OC6H5). They correspond to LUMO energy levels at�3.77 eV,
�3.49 eV and � 3.60 eV, respectively. In the same way, the oxidation potentials
located at: 2.90 V, 2.28 V and 2.40 V led to HOMO energy level values of �7.11 eV,
�6.49 eV and � 6.61 eV for NBD-Cl, NBD-OCH3 and NBD-OC6H5, respectively.
The electrochemical energy gaps deduced from these measurements were: 3.34 eV
(NBD-Cl), 3.00 eV (NBD-OCH3) and 3.01 eV (NBD-OC6H5).

For the three first compounds used as electrophile groups, they were oxidized
and reduced at relatively distinct potentials. Indeed, the NBD-Cl is oxidized and
reduced at higher potentials than methoxy and phenoxy substituted NBD.

For the amino-substitued NBD (Figure 4 and Table 1), the oxidation potential
peak values were detected nearly 1.66 V, 1.58 V and 1.55 V for morpholine, piperi-
dine and pyrrolidine substituted NBD, respectively. They correspond to HOMO
energy levels at �5.87 eV, �5.79 eV and � 5.76 eV, respectively. However, the
reduction peaks of the studied compounds were reversible and thus the ERed was
replaced in the equation by E0

Red determined experimentally. Accordingly, the
estimated LUMO energy levels are of about: �3.62 eV (NBD-Morph), �3.55 eV
(NBD-Pip) and � 3.41 eV (NBD-Pyrr).

3.2 Photo-physical properties

3.2.1 UV-Vis optical absorption and emission (PL) analysis

The optical absorption spectra of the four substituted benzofurazans (NBDs)
compounds are illustrated in Figure 5. The NBD-Cl, as starting material, has two
distinct absorption bands (262 nm and 337 nm). The spectral characteristics of
NBD-Cl were maintained and appeared as the same general features for

Compounds Cyclic voltammetry (CV)

EOX (V vs.
FC/FC+)

ERed (V vs.
FC/FC+)

E0
Red Vð Þ Energy levels Chemical reactivity

descriptors

εCVHOMO

(eV)
εCVLUMO

(eV)
μ

(eV)
η

(eV)
WCV

(eV)

NBD-Cl 2.90 -0.44 — �7.11 �3.77 �5.44 1.67 8.86

NBD-OCH3 2.28 �0.71 — �6.49 �3.49 �4.99 1.50 8.30

NBD-OC6H5 2.40 �0.61 — �6.61 �3.60 �5.10 1.51 8.65

NBD-Morph 1.66 �0.64 �0.59 �5.87 �3.62 �4.74 1.13 9.94

NBD-Pip 1.58 �0.70 �0.66 �5.79 �3.55 �4.66 1.12 9.67

NBD-Pyrr 1.55 �0.84 �0.80 �5.76 �3.41 �4.58 1.18 8.88

Table 1.
Calculated HOMO and LUMO energy levels and extracted chemical reactivity descriptors for studied
compounds.
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amino-NBD derivatives. For the later systems, a new optical band in the range
478-488 nm was assigned to the formation of amino-NBD derivatives by SNAr
reactions. In fact, typical three distinct absorption bands are presented for NBD
substituted with pyrrolidine, piperidine or morpholine, similar to that previously
reported NBD-amino derivatives [1–3]. Besides, the maximum absorption wave-
lengths of amino-NBD derivatives shifted more bathochromically than that of
NBD-Cl.

According to assignments reported previously by Heberer and coworkers for
NBD-amino derivatives [40] the short-wavelength band is associated to the aro-
matic benzofurazan compounds. The middle band at around 340 nm was attributed
to a π! π* electronic transition. However, the band with lower energy in the range
of 478-487 nm has ascribed to ICT arranged between the electron-donor and the
nitro (NO2) electron-withdrawing groups within the molecule) (NBD-Cl, free
band). Importantly, the maxima for the charge transfer band in these systems are
detected in the visible region of the spectra.

In addition, similar profiles of optical absorption spectra for amino-NBD were
obtained. Thus, the excitation corresponding to the lowest energy band of title
compounds was used in order to investigate the excitation process from the ground
(S0) to the first excited state (S1).

Experimentally, the 4,7-disubstitued benzofurazan compound, NBD-Morph was
excited at the maximum absorption wavelength and show two distinct fluorescence
bands (See Figure 5). The PL spectrum shows of two dominant features peaking at
approximately 2.21 eV (559 nm) and 2.05 eV (603 nm), thus, a broad green to
orange emission band has been identified for the tested NBD-Morph compound.

3.2.2 Time-resolved photoluminescence (TR-PL) decay kinetics

The performed time-resolved photoluminescence (TR-PL) decay kinetics is
analyzed and illustrated by experiment (Figure 6). A particular attention is devoted
to the thorough analysis of non-exponential decay kinetics. However, the TR-PL
decay recorded at longer wavelength emission was relatively affected. It should be
mentioned that lifetimes are inaccessible from the decay process by the use

Figure 5.
Experimental UV–vis optical absorption spectra of studied compounds as well as experimental PL spectrum of
NBD-Morph.
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experimental equipment and could be related to an efficient intra-molecular charge
transfer occurred in NBD-Morph molecule. The result was supported by the ICT
characteristic optical band for a compound that had a lower intensity compared to
those of analogue compounds (See Figure 5). The flat TR-PL spectrum means that
the photo-carriers have a long lifetime (more than the nanosecond regime), leading
to an important diffusion length.

3.3 Quantum chemistry computation results

Complete geometry optimizations of studied compounds were firstly carried out
at DFT using B3LYP functional and the polarized 6-31 g+(d,p) basis set. The
optimized molecular structures are illustrated in Figure 7. Particularly, the title
amino-NBD compounds contain mainly three types of chemical bonds, namely
O—H, N—H and N—O which are associated to an intra-molecular non covalent
interactions.

The computed geometrical parameters related to the short contacts at ground
(S0) and excited (S1) states are given in Figure 7 and tabulated in Table 2. The S0
calculated short contact O—H was 2.39 Å (versus 2.38 Å, S1) in all systems,

Figure 6.
Time-resolved decay curves recorded at emission energy of 2.21 eV (560 nm) and 2.05 eV (603 nm) for
NBD-Morph film.

Figure 7.
Molecular optimized structures with intra-molecular short contacts.
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considerably smaller than the sum of the van der Waals radii (2.72 Å). The N—O
short contact is fond 2.78 Å versus 2.74 Å, S1) significantly too smaller than the sum
of the van der Waals radii (3.07 Å). In addition, the third short contact of N—H
(smaller than the sum of the van der Waals radii (2.75 Å)) is allowed to vary from
2.11 Å -2.47 Å (S0) to 2.22 Å-2.53 Å (S1). The later (N—H) contacts are sensitive to
amino substituted groups. As a result, these contacts have been identified as an
important driving force on the stabilization of the studied co-planar molecular
structures [41]. The major difference in the ground and excited state is the change
in torsional angle ϕ and in the dipole moment. Calculations reveal that the existence
of the amino groups significantly modifies the properties of their excited states.
While the ground state is predicted to be planar, the excited-state geometry is
twisted by about 2-7°. Due to conformational changes, the singlet excited-state
dipole moment was found to be greater than ground-state dipole moment, unex-
pected for NBD-Pip (16.84 D (S1) versus 16.53 D (S0)). Importantly, the C-NO2

bond lengths indexed as (1) decreases by 0.4 Å upon excitation, due the nitro strong
electron-withdrawing group effect.

Note that the band gap values estimated using the electrochemical method may
be different from those calculated by optical or theoretical methods (see Table 3).
This result could be explained by the fact that the oxidation/reduction process at the
electrode are reactions generating species in ground states, whereas the optical
electron transition leads to the formation of excited states. Moreover, the electro-
generation of a radical cation or radical anion in solution involves other thermody-
namic (salvation… ) and kinetic effects. Consequently, it is expected that the peak

Intra-molecular Short Contacts Covalent contacts Dihedral
Angle

Dipole
Moment

(D)
D1 O—H

(Å)
D2 N—O

(Å)
D3 N—H

(Å)
dC-N (1)

(Å)
dC-N (2)

(Å)
ϕ (°)

NBD-Pyrr 2.39 (2.38) 2.78 (2.74) 2.47 (2.53) 1.41 (1.37) 1.33 (1.32) 3.47
(5.75)

17.08
(17.45)

NBD-Pip 2.39 (2.38) 2.78 (2.74) 2.11 (2.25) 1.41 (1.37) 1.34 (1.33) 9.66
(16.76)

16.84
(16.53)

NBD-
Morph

2.39 (2.38) 2.78 (2.74) 2.11 (2.22) 1.41 (1.37) 1.35 (1.33) 5.16
(12.34)

13.57
(13.95)

Table 2.
Calculated non covalent interactions for O—H N—O and N—H participating in short intra-molecular
contacts within molecular at ground (S0) and excited (S1) states. The values presented in parentheses are
obtained at S1.

Compounds Energy levels Chemical reactivity descriptors IP(eV) EA(eV)

εHOMO eVð Þ εLUMO eVð Þ μ (eV) η (eV) W (eV)

X = Cl �7.648 �3.929 �5.788 1.859 9.009 7.481 4.195

X = OCH3 �6.988 �3.561 �5.274 1.713 8.117 6.806 3.830

X = OC6H5 �6.985 �3.684 �5.334 1.650 8.620 6.629 4.041

NBD-MORPH �6.349 �3.296 �4.822 1.526 7.617 6.081 3.672

NBD-Pip �6.238 �3.190 �4.714 1.524 7.290 6.013 3.607

NBD-Pyrr �6.262 �3.151 �4.706 1.555 7.120 6.044 3.420

Table 3.
Calculated HOMO and LUMO energy levels and extracted chemical reactivity descriptors for studied
compounds using DFT//B3LYP/6-31+ g(d,p) in acetonitrile.
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potential will be lowered due to fast chemical reactions following the primarily
electron transfer generating chemically reactive radical ions.

To better understand the optical responses, we used the time-dependent density
functional theory (TD-DFT) to simulate the optical absorption spectra (See
Figure 8). Their corresponding electronic transition assignments are given in
Table 4. The maximum absorption wavelengths and the molecular extinction coeffi-
cients (ε) of the chloro- and amino-substituted NBD, in acetonitrile, are also given.

It is worthwhile mentioning that the extensive DFT and TD-DFT calculations
show a good correlation between observed absorption and theoretical vertical
excitation.

For the emission properties, it should be noted that the ZINDO semi-empirical
quantum chemistry [42] was used to predict the emission spectra (See Figure 9).
Table 4 lists the emission optical bands of the amino substituted benzofurazan and
their assignments. The emission properties are mainly from LUMO and LUMO+1 to
HOMO.

It is found that compounds emit at appreciably higher wavelengths in the range
620-640 nm. It should be noted also that bathochromic effect is due to the NBD
moiety and the amino substituted groups. It should be noted that NBD-Morph
present absorption at wavelength maximum of 478 nm and emit orange light at
559-603 nm. This provides a large apparent Stokes shift of 81 nm attributed to the
ICT process (Table 5). The combined experimental and computed results suggest
that the new NBD-Morph compound is still considered fluorescent. Then,
considerable efforts have been undertaken to test the other analogue compounds.

4-amino substituted NBD is recognized among to the broad family of intra-
molecular charge transfer (ICT) complexes. The ICT characteristics are identified
by the presence of both electron donor and withdrawing acceptor substituent moi-
eties within the same molecule. Thus, the photo-initiated electron transfer from the
donor to the acceptor sites yields two kinds positive and negative charges within
separated functional parts of the molecule. Herein, we have extracted the atomic

Figure 8.
Simulated optical absorption spectra of Cl-NBD and its related amio-substituted NBD by means of DFT//
B3LYP/6-31+ g(d,p) level of theory, in acetonitrile.
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Mulliken charges from both ground- and excited-geometry structures. The results
are illustrated in Figure 10. In fact the 4-amino substituted NBD belongs to the
broad family of ICT molecules, with the amino group acting as an electron donor
upon photo-excitation, and the nitro (NO2) group as an electron acceptor.

As illustrated in Figure 11, we have presented the frontier molecular orbitals
(FMOs) to obtain insight into the molecular structure and optoelectronic changes
from the ground (S0) to excited (S1) States. We can observe that for all systems, the
nitro and the 4-amino substituent groups significantly contribute to the optoelec-
tronic properties. Particularly, the NBD-Morph differs from the other two com-
pounds, where the oxygen atom did not contribute exclusively in excited state. This
could explain the electron transfer from the nitrogen group of the electron donor
moiety.

3.4 Relationships of chemical structure and reactivity properties

It is relevant to note that good accuracy of computational predictions of optical
properties is already attainable. Accordingly, we utilize this approach for accurate
prediction of the global reactivity descriptors including chemical potential (μ),
Chemical hardness (η) and electrophilicity index (ω) (see Table 5).

Parr’s electrophilicity ω values are calculated according to Eq. (3) [43, 44] based
on μ and η which can be evaluated using Eqs. (4) and (5).

Compounds λabsmax (nm) Osc. strength Major contribs Minor contribs

NBD-Cl 341 0.2729 H! L (99%) —

255 0.0709 H-4! L (79%) H! L + 2 (10%)
H! L + 1 (6%)

λExpmax: 262 nm, 337 nm

NBD-Pyrr 227 0.0181 H! L + 3 (94%) H! L + 5 (3%)

341 0.2781 H! L + 1 (87%) H-1! L (6%)
H! L (5%)

438 0.4065 H! L (94%) H! L + 1 (5%)

λExpmax: 268 nm, 349 nm, 484 nm

NBD-Pip 230 0.0012 H-7! L (78%)
H-4! L + 1 (13%)

H-9! L (3%)
H-4! L(2%)

343 0.2083 H-1! L (30%)
H1! L + 1 (59%)

H-1! L + 1 (7%)
H! L (2%)

452 0.4129 H! L (94%) H! L + 1 (5%)

λExpmax: 272 nm, 347 nm, 487 nm

NBD-Morph 237 0.0859 H! L + 2 (64%)
H-3! L + 1 (15%)
H-6! L (12%)

H-6! L + 1 (2%)

341 0.2608 H! L + 1 (89%) H-1! L (5%)
H! L (4%)

451 0.4209 H! L (95%) H! L + 1 (4%)

λExpmax: 274 nm, 340 nm, 478 nm

Table 4.
The vertical excited energies (nm) and their oscillator strengths (f) for the ground (S0 ! S1) states of studied
compounds by TD//B3LYP/6-31+ g(d,p) level of theory.
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Figure 9.
Simulated emission spectra of amino-substituted NBD compounds (a,b,c). Superposition of emission spectra
with experimental data for NBD-Morph is given (Figure 9D).

Compounds λEmmax (nm) Osc. strength Major contribs Minor contribs

NBD-Pyrr 418 0.0498 L + 1! H (95%) —

623 0.6989 L! H (97%) —

NBD-Pip 418 0.0564 L + 1! H (95%) —

638 0.6806 L! H (97%) —

NBD-Morph 418 0.0552 L + 1! H (95%) —

631 0.6747 L! H (97%) —

λExpmax: 559 nm, 603 nm

Table 5.
The vertical excited energies (nm) and their oscillator strengths (f) for the S1! S0 states of studied compounds
obtained by ZINDO method. The wavelengths excitation was ranging from 424 to 435 nm.

Figure 10.
Mulliken charge distribution of ground- and excited (bold values) states optimized structures of studied compounds.
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w ¼ μ2

2η
(3)

μ≈
1
2

εHOMO þ εLUMOð Þ (4)

η≈
1
2

εLUMO � εHOMOð Þ (5)

3.4.1 Correlation analysis

In a recent study, we showed that the second-order rate constants for the
reactions of 7-X-4-nitrobenzofurazans 1 (1a, X = Cl, 1b, X = OC6H5 and
1c: X = OCH3) with secondary cyclic amines 2 (2a, morpholine, 2b, piperidine and
2c, pyrrolidine) in acetonitrile at 20°C [27, 29] can be described by the linear free

Figure 11.
Frontier molecular orbitals (FMOS) obtained at the ground- (S0) and excited- (S1) states of the optimized
geometries of studied compounds.
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energy relationship log k = sN(N+ E) [45–48], and we determined the E parameters
of these electrophiles 1a-c which are collected in Figure 12. We have now used
these parameters E in order to elucidate the relationship between Mayr’s electro-
philicities E [45] and Parr’s global electrophilicity index w values [49, 50]. As will be
seen, satisfactory correlations between experimentally electrophilic reactivities E
and other properties of these series of para-substituted nitrobenzofurazans 1a-c are
found and discussed. On the other hand, we discuss how the structure–property
relationships can be used to evaluate electrophilicity parameter E and Hammett
constant σ values which are not directly accessible.

3.4.2 Correlation between electrophilicity parameter (E) and global electrophilicity
index (w)

Based on the data listed in Table 6, the plot of electrophilicity parameters E for
these series of benzofurazans 1a-c against their global electrophilicity index w,
determined in this work, was constructed. As can be seen in Figure 13, the rela-
tionship between E and w values is linear (r2 > 0.9799) and results in the following
equation:

E ¼ �29:785þ 1:545 w (6)

It is interesting to note that the relationships parameters E versus w have also
been reported by many authors [51–56]. The data in Table 7 are illustrative in this
regard. Interestingly, the plot of Eq. (6) can be used to estimate the unknown
electrophilicity parameter E values of other para-substituted benzofurazans. Using
the w values calculated in the present work by DFT//B3LYP/6-31+ g(d,p), the E of
1d (X = morpholine, E = �18.01), 1e (X = piperidine, E = �18.52), and 1f
(X = pyrrolidine, E = -18.78) have been obtained (The structures of title compounds
are given in Figure 2). The detailed results are already listed in Table 6.

Figure 12.
Electrophilicity parameters E of 7-X-4-nitrobenzofurazans 1a-c. [27, 29].
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Benzofurazan 1a 1b 1c 1d 1e 1f

E �15.80a �16.60b �16.94a �18.01c
�16.80d

�18.52c
�17.04d

�18.78c
�17.20d

we 9.0090 8.6200 8.2670 7.6199 7.2908 7.1228
aThe E values were taken from Ref. [29].
bThe E value was taken from Ref. [27].
cThe E values estimated in this work.
dThe E values were taken from Ref. [27].
eThe w values calculated in this work.

Table 6.
Electrophilicity parameter (E) and global electrophilicity index (w).

Figure 13.
Correlation between experimentally determined electrophilicities (E) and global electrophilicity index (ω)
calculated at DFT//B3LYP/6-31+ g(d,p) in acetonitrile for the benzofurazans 1a-c.

Electrophile Eq. Ref. Electrophile Eq. Ref.

E = �0.24 + 0.153 w [51] E = -39.26 + 3.36 w [54]

E = 1.47 + 0.025 w [52] E = -27.71 + 6.18 w [55]

E = �12.30 + 0.45 w
E = �25.60 + 1.56 w

[53] E = - 34.73 + 10.37w [56]

Table 7.
Correlations of the electrophilicity parameters E of some representative electrophiles with their global
electrophilicity w values.
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It should be noted that these predicted values of electrophilicity parameters E
are smaller by 1.5 units than those reported values by Raissi and co-workers [27]. In
all cases, the agreement between the E values of benzofurazans 1d-f estimated using
DFT//B3LYP/6-31+ g(d,p) and previously reported with the same method of
calculation, but recorded in water medium [27] is remarkably good [57–61]. It is
noteworthy to mention that the observed deviations between results give lower
accuracy owing to their dependence on solvent polarity and to the added diffuse
basis functions, that have also been observed in numerous systems. Chamorro and
co-workers, have also observed a satisfactory correlations between the electrophi-
licity parameter E of various benzhydrylium cations and their global electrophilicity
index ω calculated at B3LYP/6- 31 g(d) and HF/6-31 g(d) levels of theory Model I
(E = �41.60+ 3.57 ω+), Model II (E = �40.42+ 2.08 ω+), Model III (E = �38.66
+ 2.44 ω+) and Model IV (E = �47.2+ 20.0 ω+) [62].

3.5 Effect of substituents X on electrophilicity: E vs. σ and w vs. σ correlations

Examination of the data in Tables 6 and 8 show that the electrophilicity param-
eter (E) or global electrophilicity index (w) of benzofurazans 1a-c appears to be
significantly dependent on the electronic nature of the substituents X, i.e. the E or w
decrease regularly from X = Cl to X = OCH3 leading to a nice Hammett-type plots
[63, 64] (Figure 14), which are defined by the following Equations

E ¼ �16:475þ 2:878 σ r2 ¼ 0:9984
� �

(7)

w ¼ 8:614þ 1:810 σ r2 ¼ 0:9897
� �

(8)

Correlations between E and σ parameters or E and w of various system have also
been reported by many authors [65–72]. Zenz and Mayr, have established that the E
parameters for a series of trans-β-nitrostyrenes correlate well with σp values of their
substituents (E = �13.95+ 2.08 σp (r2 = 0.9847)) [69]. Recently, Rammah and

Substituted Cl OC6H5 OCH3

σ 0.23a �0.03a �0.17a -0.52b

�0.54c
�0.70b
�0.72c

�0.79b
�0.81c

μd 7.23 10.29 9.26 13.57 16.84 17.08
aThe σ values were taken from Ref. [63, 64].
bThe σ values calculated by using Eq. (7) with E from Table 6.
cCalculated by using Eq. (8) with w from Table 6.
dThe dipole moment μ values calculated in this work.

Table 8.
Hammett constants (σ) values and dipole moment (μ, D) values.
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co-workers, have also observed a linear correlation between the electrophilicity
parameters E of a series of 2-N-(40-X-pheny1)-4,6-dinitrobenzotriazole 1-oxides
and the Hammett’s substituent constants σ (E = �11.15+ 2.28 σ (r2 = 0.9878)). [65]

In order to test the applicability of Eq. (7) for the prediction of the Hammett’s
constants σp of other groups, we have calculated the global electrophilicity index
(w) of benzofurazans 1 g-j (1 g: X = HNOH, 1 h: X = HNNH2, 1i: X = HNH and 1j:
X = HNCH3). The results are listed in Table 9 which also includes the σp values

Figure 14.
Correlations of the electrophilicity parameter E and global electrophilicity index w versus the Hammett’s
substituted σp values. The values of E and w are given in Table 6. The σp values were taken from Ref. [63, 64].

1

Substituent X wa μb σp Cal, c σp Exp, d

1 g 7.893 12.88 �0.34 �0.34

1 h 7.630 12.26 �0.53 �0.55

1i 7.501 13.69 �0.60 �0.66

1j 7.356 15.30 �0.68 �0.70

aThe w values calculated in this work.
bThe dipole moment μ values calculated in this work.
cThe σp

Cal values calculated by using Eq. (8) with w from Table 5.
dThe σp

Exp values were taken from Ref. [63, 64].

Table 9.
Comparison between calculated and experimental reported Hammett’s constants σp for the HNOH, HNNH2,
HNH and HNCH3 groups.
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previously published [63, 64]. As well be seen, Table 2 clearly shows that the
calculated σp values are in good agreement with the experimental data.

Most importantly, the satisfactory correlations shown in Figure 14 can be
employed to obtain more information about the unknown Hammett’s substituent
constants (σ) of morpholine, piperidine and pyrrolidine groups.

Substitution of the E and w values for benzofurazans 1d-f into the correlation
Eqs. (7) and (8), the Hammett’s σp values are thus obtained for the three leaving-
groups. As can be seen in Table 8, the σp values estimated in the present work using
work using Eqs. (7) or (8) are similar but relatively large compared with those
previously reported (�0.47 < σp < �0.24) [27]. The major reason for the
overestimation can, at least in part, be understood in terms of solvent polarity and
also the used on the basis set with diffuse functions.

3.6 Correlation between dipole moment (μ) and Hammett’s substituent
constants (σ)

As shown in Table 8 and Figure 15, the dipole moments (μ) calculated at DFT//
B3LYP/6-31+g(d,p) for these series of benzofurazans 1a-f are highly sensitive to the
electronic nature of the substituent X, e.g., it decreases from μ = 17.08 D to μ = 7.23
D as the substituent X changes from a strong electron-withdrawing group (X = Cl)
to a strong electron-donating group (X = morpholine). The linear relationship as
expressed by Eq. (9) relates the dipole moment μ for 1a-f directly to the Hammett’s
substituent constant σ.

Figure 15.
Correlation between calculated dipole moment (μ) for the benzofurazans 1a-f and Hammett’s substituent
constant σ calculated at DFT//B3LYP/6-31+ g(d,p) in acetonitrile.
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μ ¼ 9:135–9:839 σ r2 ¼ 0:9908
� �

(9)

On the other hand, comparing the electrophilicity parameter E and global elec-
trophilicity index w with the dipole moment (μ), we found that the E and values w
correlate well with the μ as shown in Figure 16. In addition, the high dipole moment
values being related to the strong effect exerted by the electron-donating group X
clearly indicate that our benzofurazans 1b-j can offer certain potential for nonlinear
optical (NLO) applications.

Figure 16.
Correlation E vs. μ andwvs. μ for the benzofurazans1a-f calculated atDFT//B3LYP/6-31+ g(d,p) in acetonitrile.

Figure 17.
Correlations of the global electrophilicity index wVC of the benzofurazans 1a-f versus the Hammett’s substituted
σp values. The values of w

CV are given in Table 1. The σp values were taken from Ref. [63, 64].
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3.7 Correlation between global electrophilicity index wCV and Hammett’s
substituent constants (σp)

To further extend the generality of the structure–property relationships to the
global electrophilicity index wCV calculated from the Cyclic Voltammetry (CV)
listed in Table 1, we examined correlations wCV vs. σp, wCV vs. E and wCV vs. w. As

Figure 18.
Correlations between global electrophilicity index wCV and experimentally determined electrophilicities E for
the benzofurazans 1a-c. the values of wCV are given in Table 1 and values of E are given in Table 6.

Figure 19.
Correlations of the global electrophilicity index wCV and global electrophilicity index ω calculated at DFT//
B3LYP/6-31 + g(d,p) in acetonitrile for the benzofurazans 1a-f. the values of wCV are given in Table 1 and
values of w are given in Table 6.
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can be seen, the plotting of the wCV values determined above (see Table 1) versus
the known Hammett’s constant σp values of substituent X gives rise to two separate
linear correlations corresponding to a different behavior of Cl, OCH3, OC6H5

groups and morpholinyl, piperidinyl and pyrrolidinyl groups (Figure 17).
Similar behaviors have also been obtained when the global electrophilicity index

wCV values were plotted against the electrophilicity parameter E or the global
electrophilicity index w (Figures 18 and 19). The reason for this apparent disparity
is not clear at this stage. Clearly, more investigate is necessary to explicate this
behavior.

4. Conclusion

The reaction between NBD-Cl and morpholine, piperidine or pyrrolidine, as
nucleophile group, proceeds normally by a SNAr attack affording 4.7-di-substituted
benzofurazans. They were thoroughly analyzed electrochemically and optically by
means of Cyclic Voltammetry (CV) and UV–Vis and time resolved photolumi-
nescence (TR-PL), respectively.

Complementary study based on density function theory (DFT) and its extent
TD-DFT were also conducted to unravel the electronic structure, the simulated
optical spectra and to further understand the structure property relationships of the
investigated compounds. The used procedure based theoretical calculations allows
deducing the electronic parameters related to the HOMO and LUMO energy levels
and their energy differences. These levels are accessible by measuring the peak
potentials of the oxidation and reduction reactions. It is found that the measured
energy levels are in close agreement with the values computed from DFT method.
Specific nucleophile-electrophile interactions in SNAr reactions were expected to be
governed by three main types of non-covalent bonds (O—H, N—O and N—H).
Importantly, the compounds absorb visible light at longer wavelengths. In addition,
the SNAr attack leads to intra-molecular charge transfer of formed compounds and
thus provides a remarkably slow non-radiative decay from the excited state. Inves-
tigation of photo-physical properties revealed importance of intra-molecular twist-
ing on excited (S1) states.

As verified by experimental and calculated results, the obtained molecules, by
SNAr reactions, were modulated by intra-molecular non-covalent interactions that
force the co-planarity and the rigidity of the structures yielding an efficient intra-
molecular charge transfer (ICT). Thus, the nucleophile substituents acting as
electron-donating groups in SNAr reaction afford to obtain materials with interest-
ing nonlinear optical (NLO) response. In addition, the photo-optical data corrobo-
rated with TD-DFT approach were discussed in correlation with the structural
architecture of each compound. We have shown the high efficiency fluorescent
NBD-Morph compound that emits green to orange color at wavelength maximum
of 559-603 nm.

The theoretical optimized parameters have been found to be in good agreement
with the corresponding experimental data and results in the literature. Satisfactory
linear correlation has been demonstrated between the parameters E and the global
electrophilicity index w for the electrophilic reactivity at the C-X position of
nitrobenzofurazans 1a-d. Accordingly, structure–property relationships were
found to be able to evaluate the unknown electrophilicity parameter E of 7-X-4-
nitrobenzofurazans 1d-f. Alternatively, the validity of Eqs. (7) and (8) has been
satisfactorily verified by comparison of calculated and previously reported, in the
literature, of the Hammett constant σp values of HNOH, HNNH2, HNH and HNCH3

groups.
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