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Preface

The distillation process has many applications, the most important of which is purifying water.

Water is one of the most significant resources in the world. Freshwater is of particular importance because it is increasingly being polluted, threatening human and animal health. One of the most common and effective techniques to purify and maintain the supply of freshwater is distillation, which separates dissolved solids or excess salt, other minerals, and impurities from seawater. Like distillation, membrane distillation uses a hydrophobic membrane between the feed and the condenser, allowing only solvent vapor to pass through. Thus, it has some advantages over conventional desalination by distillation. In the first section, this book presents some principles and studies of desalination by solar and membrane distillation.

Reactive distillation is a process in which chemical reactions and separation by distillation occur in a single operation. Reactive distillation can be used, for example, to separate azeotropic mixtures in equilibrium-limited reactions. Other advantages of reactive distillation are the reduction of investment and operational costs, increased efficiency of the separation process efficiency and improvement of reaction selectivity. Reactive distillation has been studied a lot in the last decades and researchers have proposed some modifications to the process, such as adding a reactive divided wall distillation column. In the second section, this book discusses reactive distillation.

A good way to better understand a process is to represent the process with a mathematical model based on conservation laws (mass, energy, and momentum), constitutive relationships, and empirical equations. The proposed mathematical model must be validated by experimental data to prove that it accurately represents the process behavior. Once there is a good mathematical model, it is possible to run simulations. After obtaining a good representation of process behavior, an optimization step can be carried out. This book presents some cases of mathematical modeling, simulation, and optimization of the distillation process. It also includes studies on the application of artificial neural networks in desalination and reactive distillation.

Vilmar Steffen
Departamento acadêmico de Engenharias,
Universidade Tecnológica Federal do Paraná,
Francisco Beltrão, Paraná, Brazil
Section 1

Desalination by Solar and Membrane Distillation
Chapter 1
Principles and Modes of Distillation in Desalination Process

Abubakar Sadiq Isah, Husna Takaijudin and Balbir Singh Mahinder Singh

Abstract

Distillation has been a very important separation technique used over many centuries. This technique is diverse and applicable in different fields and for different substances. Distillation is important in the desalination section. Various principles are used in desalting seawater and brackish water to fulfill the demands of freshwater. This work explains the modes and principles of distillation in desalination, their types, present improvement, challenges, and limitations as well as possible future improvements. The first and primary mode of distillation is the passive type. As times went by and the demand for freshwater kept increasing, other modes were introduced and these modes fall under the active distillation type. However, each mode has its own advantages, disadvantages, and limitations over each other. The principles and modes of distillation are as significant as understanding the energy sources needed for distillation. Hence, they are the basic knowledge needed for future innovation in the desalination industries.

Keywords: history of distillation, desalination, renewable and nonrenewable energy sources, modes of distillation, principles of distillation

1. Introduction

Over the ages, the world has been evolving in development and resources use, and this has led to enormous waste generation of different states (solid, liquid, and gas). The waste needs to be either treated or recycled, paving ways for different techniques for different wastes to be treated or recycled. One of the important resources on earth is water. It is used for everyday activities such as domestic, industrial, and commercial purposes. This has caused reduction in freshwater quantity globally and shortage in clean water supply because of pollution of the existing sources. Hence, different techniques and approaches are still being investigated that can provide adequate and sustainable freshwater. Distillation has been a promising process of separating components by heating/boiling, which causes evaporation, and cooling, which causes condensation. Distillation is a simple technique of converting liquid to vapor by heating and subsequently condensing it back to liquid after the vapor comes in contact with a cooler surface. Simple distillation may not be efficient for certain modes of treatment; therefore, some other advanced distillations were found like the fractional distillation for petroleum.
refining and multi-effect distillation (MED) for desalination. Generally, distillation is meant to separate a homogenous fluid mixture using the differences in the volatility or boiling point of the mixture’s components [1].

There are three definitions of distillation relevant to desalination. (a) Distillation is a process in which a liquid sample is volatilized into vapor that is later condensed into liquid with richer volatile components of the original sample. This can be achieved by heating, reducing pressure, or both. (b) Distillation is the process of separating a mixture of fluids using the differences in their boiling point or relative volatility. (c) Distillation is the application of heat to a liquid to cause its partial vaporization, and then, a separate vessel is used to collect the condensed vapor [2].

The cost for all distillation methods varies, but they have a similar process or working principle. The temperature difference allows water to evaporate even at 40°C leaving the dissolved solids behind, which require about 300°C to volatilize [3].

Distillation has various advantages such as (i) the capacity to take care of a wide range of feed flow rate range, meaning they can handle high and low flow rates contrary to some alternative techniques. For example, facultative, stabilization, oxidation, and maturation ponds all require a high flow rate of feed; (ii) it can remove various and lots of substances from feed concentrations. Numerous alternative treatments have different stages or include varied chemicals for a particular impurity removal. For example, alum is used mainly to reduce solids through coagulation and chlorine is used only for the elimination of pathogens; so, it cannot remove suspended solids or other impurities; (iii) it can produce water of very high quality (pure); this is contrary to other techniques that partially treat or only reduce the impurity level of the feed. Distillation is a very well-known technique for purification because of its robustness and versatility [1]. One of the major issues with distillation in desalination is the high energy demand for the process. Figure 1 shows a representation of the distillation process in desalination. After feedwater is transferred to the basin, the first step is the use of energy, mostly solar energy, to heat the basin water to cause it to evaporate to produce freshwater; the byproduct remains in the basin as brine solution, which can also be extracted.

The aim of this chapter is to elaborate the principles and modes of distillation in desalination and analyze their types, improvements, features, challenges, limitation, cost, gap, and future improvements needed.

---

*Figure 1.*
Distillation process in desalination.
2. History of distillation in desalination

Despite distillation being widely used in various disciplines lately, it was first used for desalination by the people of Babylonia in Mesopotamia, which was found on the Akkadian tablet dated c. 1200 BCE. Later, Aristotle (384–322 BC) established a hypothesis that when saltwater evaporates, it forms vapor, which becomes sweet, and the condensate is salt free. Pliny the elder (AD 23–70) explained on the purification of seawater, specifically the Red Seawater via pearl barley leaves, the leaves absorb the salt content in the seawater. The leaves are spread around the ship so that they can absorb seawater and this makes the leaves moist; then the clean water is extracted by squeezing. Alexandria the chemist in Roman Egypt during the first century narrated on how sailors used bronze vessels covered with sponges to boil seawater and how condensates are collected by the sponges [4].

Furthermore, evidence of baked clay retorts and receivers was found at old Indian subcontinent cities; cities such as Taxila, Charsadda, and Shaikan Dheri in modern Pakistan show evidence that during early centuries distillation was practiced there. The distillers were locally called Gandhara stills and they could only produce weak liquor because they lacked efficient means for vapor collection at low heat. However, the first distinct use of distillation specifically for water (distill water) was in 200 CE by Alexander of Aphrodisia. The process continued for other liquids in the early Byzantine Egyptian during the third century under Zosimus of Panopolis [5].

In the eighth and ninth centuries, wine distillation was attributed to Arabic work by Al-Kindi and Al-Farabi, and some were found in the 28th book of Al-Zahrawi commonly known as Abulcasis. During the centuries mentioned earlier, some Medieval chemists such as Jabir ibn Hayyan known as Geber and Abu Bakr al- Razi known as Rhazes did rigorous experiments on distillation using various substances. Later in the twelfth century, a popular recipe known as aqua ardens, which means burning water, which in turn means ethanol, was produced by distilling wine with salt and by the end of the thirteenth century, it became very common in the Western European chemists [5].

In China, distillation started during Eastern Han Dynasty between the first and the second centuries, then in Southern Song between the tenth and thirteenth centuries from archeological findings, and then later in Jin between the twelfth and thirteenth centuries, although the process was predominantly related to the distillation of beverages. In the thirteenth and fourteenth centuries in Qinglong, Hebei Province of China, distillation of beverages was common during the Yaun Dynasty [4, 5].

The trend continued and up to 1500 and a German alchemist Hieronymus Braunschweig published a book called “The book of the Art of Distillation.” This was the first book on distillation and in 1512, the scope was expanded. In 1651, a book titled “Art of Distillation” was published by John French even though most of the work was from Hieronmus [5].

Alchemy later evolved into the science of chemistry, and local equipment such as alembic and retorts now became vessels or glassware in general terms. Until recently, some of the equipment like pot still made of different materials are still used for domestic production or in the manufacture of essential oils [4, 5].

In the modern or middle civilization, that is, during 1822, Anthony Perrier developed continuous still, which was later improved by Robert Stein in 1826. Aeneas Coffey further improved the still in 1830. His unit is referred to as the archetype of modern petrochemical unit. Ernest Solvay was the first to develop a distillation unit that specifically targeted ammonia removal (ammonia distillation) [5].

Currently in the twenty-first century, from the knowledge of the predecessors, various modifications were made to enhance the yield of the distillate. This led to the development of different types of desalination systems and an increase in their
usage, especially to meet the need of providing water for workers on the sea or mining regions [6].

2.1 Distillation desalination

Distillation in water desalination is a technique to excess salts from saline water. Other minerals and impurities are from seawater or brackish water also removed during desalination and this treatment process can be extended to wastewater, industrial water, rivers, streams, lake, pond, and groundwater/wells. These salts and minerals occurred because of salts. Two products are obtained after desalination—freshwater and brine, which is the waste or byproduct [7].

Desalination can alleviate the pressure on water resources and has the capacity to provide adequate clean water especially to coastal regions and is increasingly becoming an alternative for domestic and industrial freshwater supply. Desalination requires a large amount of energy; however, various energy types can be used for desalination, which makes it a good alternative. Figure 2 shows the different energy sources that can be used for desalination. They are categorized into nonrenewable energy sources, which include nuclear, coal, petroleum, natural gas, and hydrocarbons, while the renewable energy sources include wind, geothermal, solar, and biomass. The nonrenewable sources are sometimes expensive or in some cases, not environmentally friendly. On the other hand, renewable energy sources such as solar, wind, and geothermal can replace the renewable energy and are abundant and cost efficient to harness, particularly, solar energy that can be used even in rural areas [7].

Globally, there are about 21,000 desalination plants, particularly in Saudi Arabia, United Arab Emirates, and Israel [8]. In the desalination field, distillation can occur as membrane desalination and nonmembrane (thermal) desalination.

Figure 2.
Energy sources for desalination.
The membrane desalination is the type that is not a complete thermal process; that is, a membrane is needed to complete the process unlike the thermal (non-membrane) process, which does not require such medium but undergoes complete thermal process. The membrane is a porous material with a thin film, which allows water molecules to pass through, while at the same time preventing salts, larger molecule, pathogens, and metals to pass through. The most common type of distillation in desalination is the membrane distillation. Membrane distillation majorly targets seawater and brackish water [9].

The membrane desalination process includes electrodialysis (ED) and reverse osmosis (RO), which are two major desalinations used recently. They are reverse osmosis and thermal desalination systems, which account for 63.7% and 34.2% of total capacity produced, respectively. The thermal desalination includes multi-effect desalination, multi-stage flash (MSF) desalination, humidification-dehumidification, vapor compression desalination (VCD), and solar still [9].

2.2 Principles of distillation in desalination

Distillation is an ancient method of desalination. It is a phase change process where the liquid known as feedwater, which is mostly seawater or brackish water, is heated to the gaseous state known as vapor and then condensed back to liquid. The condensed water is separated leaving behind brine (byproduct) during the process of evaporation and condensation. There are different distillation types in desalination, namely, solar distillation, multi-effect distillation, multi-stage flash distillation, vapor compression distillation, and membrane distillation.

2.2.1 Solar distillation

Solar distillation imitates the natural hydrological cycle in which solar energy heats the water, causes it to evaporate, and the vapor upon encountering cool surface condenses (Figure 3). The condensate is mostly referred to as distillate, which is the freshwater produced, while the impurities left behind is called the brine, which is the byproduct [8]. The first solar distiller was built by Carlos Wilson in Las Salinas in Chile in the year 1872. The distillation principle in this method is that the sun heats the feedwater in the basin and the water molecule evaporates. When the evaporated water molecule (vapor) touches the still cover, which is usually cooler than the vapor, it then condenses to form droplets on the cover. The droplets keep

![Figure 3. Schematic diagram of solar distillation.](image)
increasing in size until they reach a size that they can slide down *via* the cover and through the channel for collection. The brine remains in the basin [3]. The parts of a solar distiller are a glass cover and a basin.

The major advantage of solar distillation is the free energy sources, which is the solar energy. There are other numerous advantages of this process such as design simplicity, low cost of fabrication, and maintenance. However, the major disadvantage of this process is the limitation of the sun at night and during cloudy or rainy times. The scale can easily corrode the basin as well. Sometimes, they do not adequately treat nutrient pollutants. In addition, the distillation rate is slow, and the yield is usually small in quantity compared to the other techniques. The average volume of water produced from conventional solar still is 0.8 liters per hour of sun per meter square [10]. In 2014, globally the cost of freshwater from solar distiller ranged between 0.019$/m^3 and 0.02$/m^3 depending on the shape of the still [11].

2.2.2 Multi-stage flash distillation

This process is like a continuous process for solar distillation. In this process, the feedwater is first pretreated; it then gets heated and evaporated in the first chamber or stage and the released energy from the condensation is used to heat the water in the second stage and continuously to the last stage after which post-treatment occurs and freshwater is obtained (Figure 4). This means that each flash process uses the energy from the previous vapor [8]. The process has several series of flash chambers. Unlike multi-effect distillation in multi-stage flash distillation, heating and boiling occur in the same vessel. The estimated unit cost of freshwater produced from MSF is 1.40$/m^3 as of 2018 [12].

The advantage of this system is that it minimizes the operating cost because the heat released from each stage is being reused (waste heat). The second advantage is that the strength of the feedwater does not really affect the overall freshwater quality produced because of multiple distillation process for each chamber. Finally, a large quantity of freshwater is produced. The disadvantage of this process is the scale formation during heating, although the scale remains in the brine rather than the heating surface which majorly increases the maintenance cost and frequency but do not damage the system [3]. Features of MSF include Stages (spaces), heat exchanger, distillate collector, and brine heater.

2.2.3 Multi-effect distillation

The multi-effect distillation process involves spraying the feedwater on the pipe to heat the feedwater and generate steam. The steam is utilized to heat the subsequent feedwater and evaporate it to produce freshwater and brine as
byproduct (Figure 5). The energy is obtained through a solar collector. Flat plat collector and evacuated tube collector are energy sources for small-scale MED, while parabolic trough collector or any collector that concentrates solar energy is used for large scale. MED is a very ancient process, and only at the first stage, the first steam is independently generated. Subsequent stages use the vapor from the first and previous stage as energy source. There are about 8 to 16 effects for most MED. More number of effects means more efficiency [13]. The goal of MED is to use same heat to evaporate more feedwater. That is, the heat from the first stage helps in evaporation in the second stage and the heat from the second stage aids evaporation in the third. At the same time, each stage evaporator acts as a condenser for each previous stage. This way, large latent heat of vaporization is reused several times before dissipating to the surrounding, but it is significant that the temperature of the first effect is lower than the boiler heating steam [3]. These energy sources when tapped from the sun are converted to electrical energy to provide heat for the pump.

The advantages of MED include low consumption of energy in comparison with other thermal techniques; it works at low temperature and concentration to minimize scaling and corrosion. Pretreatment is not essential. It is very reliable and have low maintenance costs. The disadvantage of this distillation process is that there is heat and pressure losses at each stage because the process is not adiabatic and this can reduce the freshwater yield. There is corrosion and erosion at the contact surfaces between the brine and heat exchanging surface [13]. In 2003, it was found out that the average cost of freshwater worldwide that is produced from MED is 1.00$/m^3 which is lower than MSF [12]. Features of MSF include heat source, heat sink, stage and distillate collector, and a membrane (Figure 5).

2.2.4 Vapor compression distillation

This process requires a jet stream or mechanical compressor to compress the vapor above the liquid unlike MED and MSF that require energy sources such as crude oil, wind, natural gas, and so on. The compressed vapor supplies heat to the rest of the feedwater for evaporation. Even though the process is a complex type and is mostly used for small-scale distillation, it is far more effective than MED because one effect of VCD is almost as effective as 15 to 20 effects of MED. In Figure 6, the feedwater is preheated in the heat exchanger. Later, it is transferred to the tube of the evaporator where it is boiled, and the vapor goes to the mechanical compressor.
The vapor is compressed by the mechanical compressor. The hot compressed water vapor is transferred back to the evaporator, which is condensed outside the tube at the same time supplying the heating energy required for boiling feedwater. The non-condensing gases are removed with the help of a vacuum pump or ejector [3].

The advantages of this method are low operating and maintenance cost; it has a vast temperature range for operation; it is very efficient and reliable because it has good water recovery ratio and moderate energy consumption; and it is easy to use and maintain. The huge initial cost is a major disadvantage for this process. Second, it requires pretreatment to minimize fouling and scaling, and internal scaling can occur as a result of crystals accumulation in the pore [14]. Finally, quality materials are needed to prevent corrosion [15]. The average cost of freshwater produced from vapor compression distillation is 0.93$/m^3$ as at 2009 findings [16].

2.2.5 Membrane distillation

This process uses differences in temperature across the membrane to evaporate the feedwater and condensed the freshwater leaving the impurities, salts, and other minerals in the form of brine solution. The concept of membrane distillation is microfiltration, which allows only water molecules to pass through porous hydrophobic membrane [17]. Membrane distillation can use different low-grade energy
slopes like the sun or wind. The water molecules move from the region of high to low vapor pressure through the membrane. There are four methods by which the vapor is recovered through the membrane. The first is through the direct contact of the liquid phase with both sides of the membrane to obtain distillate and the condensation process is controlled by the thickness of the membrane (Figure 7). Although the heat loss in this method is higher than that in other methods because

Figure 8.
Schematic diagram of the sweep gas membrane.

Figure 9.
Schematic diagram of the vacuum membrane.

Figure 10.
Schematic diagram of air gap membrane.
of continuous contact between the membrane, the hot feed and cold permeate. This method is called the direct contact membrane distillation. The second method is vapor withdrawal by using a vacuum on the permeate region; in this method, the process is like the first but for the introduction of the condenser and the sweep gas that differentiate them (Figure 8). This is also known as the sweep gas membrane distillation. The third method is having an external condensation and in this case, the vapor is removed by using an inert gas stream (Figure 9). This method is called vacuum membrane distillation [18]. The fourth method is the addition of air gap interposed between the condensation surface and the membrane (Figure 10). This process is called the air gap membrane distillation [19].

The advantages of membrane distillation include a high-rate removal of macro-molecules and other substances, lower operating temperature and pressure, unadulterated interaction between the membrane and the process, and reduction in vapor spaces. The main disadvantage of membrane distillation is membrane wetting, which is caused as a result of fouling and excessive liquid entry pressure [18]. In 2004, the average cost of freshwater from membrane distillation was 0.705$/m³ [20].

2.3 Simple desalination system

This section will focus on the first concept of distillation in desalination, improvements made on them till date, the merits, and their demerits as well as the challenges and limitations of all the mentioned distillation desalination systems experienced so far. The first developed distillation system is known as the conventional desalination system. The first step is fabrication of a basin, which is usually made of metal material. Then, the fabrication of the cover that is mainly glass material was used. The cover generally is in a triangular shape. Afterward, the glass cover is placed on the basin to form a closed system that will allow distillation/desalination. In ancient times, they did not know how to seal the bottom edges between the glass cover and the basin because of which there were high heat losses and a low yield. Later, the system was sealed with mostly silicone gel to prevent or minimize heat loss and increase the yield. This is a simple way for conventional desalination that can be replicated anywhere in the world. Table 1 shows the different types of distillation systems, the improvisation made, current challenges, and limitations, with possible future improvements.

2.4 Modes of distillation in desalination

Distillation in desalination can occur in three different modes, although the third mode is a combination of the two independent modes. The first is the utilization of the solar irradiance directly from the sun causing heating/evaporation to the feedwater and condensation when it meets a cold surface. The second mode is the storage of the solar irradiance or any other sources of energy such as wind and geothermal to produce electricity that is used to heat and evaporate the feedwater and later condensed to obtain the distillate [18]. The third is the utilization of the solar irradiance directly and supplementing it with other energy sources that produce electricity or other forms of heating source to cause distillation.

2.4.1 Passive distillation

Passive desalination or distillation is the cheapest and most used method even in rural regions. This is because of its simplicity and because it can work on its own. It uses only energy from the sun (solar irradiance) directly to heat the water leading to
<table>
<thead>
<tr>
<th>Distillation desalination types</th>
<th>References</th>
<th>Present improvements</th>
<th>Challenges/limits</th>
<th>Gap/feature improvement</th>
</tr>
</thead>
</table>
| Solar Distillation            | [21–28]   | - Geometry improvement such as cover angle, shape, thickness. The cover angle ranges from 2 mm to 7 mm. The angle ranges from $10^\circ$ to $60^\circ$. The shapes include triangular, tubular, hemispherical, trapezoidal, and circular. These improvements are to minimize heat loss.  
- Use of different heat absorbers which include paraffin wax, sand, black stone, sponge, and wick to increase heat retention.  
- Use of nanoparticle such as Al$_2$O$_3$ nanoparticle, and SiC nanofluids to fastened evaporation.  
- Use of different sealants such as sawdust, glass wool, ply wool hey, and silicone gel to minimize heat loss.  
- Use of photovoltaic to augment solar irradiance. | - Low yield.  
- The conventional system cannot be used during rain, cloud, or at night because of the absence of sunlight.  
- Cost of solar photovoltaic can be overwhelming and limited energy storage capacity.  
- Some solar distillers cannot completely remove nutrient if it is in high concentration in the feedwater. | - More heat-retaining substances that can be used for the basin.  
- More heat-absorbing substance that can be used for the cover.  
- Advance usage of other energy sources such as biomass, wind to augment solar radiation. |
| Multi-stage flash (MSF)      | [29–36]   | - Increasing the number of brine heater to increase the evaporation rate.  
- Some materials such as aluminum, brass, or titanium tubing for evaporators, combination of Cu/Ni for the evaporator wall to enhance water production.  
- Use of certain energy sources such as super-critical carbon dioxide Brayton cycle, solar tower power, and parabolic trough solar-based power to increase energy harnessing.  
- Coproduction of electricity and water from steam turbines.  
- Use of solar steam as heat source for brine heater. | - Scale formation and corrosion.  
- Hot distillate.  
- High capital as cannot be used for small scale.  
- The need to pretreat feedwater to overcome thermal desalination problem.  
- System failure because of complexity. | - Use of alternative materials or locally made materials to reduce cost.  
- Reduction in scale formed through filtration membrane to increase plant efficiency. |
<table>
<thead>
<tr>
<th>Distillation desalination types</th>
<th>References</th>
<th>Present improvements</th>
<th>Challenges/limits</th>
<th>Gap/feature improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-effect distillation</td>
<td>[29, 37–42]</td>
<td>• Use of air-cooled condensers.</td>
<td>• More surface area may be needed for recirculation of energy.</td>
<td>• Improving hybrid systems (combining different system) for better performance.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Integrating MED and other desalination types such as membrane, adsorption cycle, and reverse osmosis to enhance freshwater recovery and reduce brine volume.</td>
<td>• Not suitable for small scale, because of high capital cost.</td>
<td>• Use of multiple energy sources.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Use of sprays to reduce internal heat loss.</td>
<td>• The special materials used for MED evaporator could be very costly and some have low thermal conductivity.</td>
<td>• Air cooled condensers specially made from nanoparticle with improved cooling effect.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• To reduce corrosion and increase system performance, special metal alloys, or polymers are used for the MED evaporator.</td>
<td>• System complexity.</td>
<td>• Special nanoparticle materials may be used to fabricate evaporator.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Use of equipment with high temperature.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Permeate reprocessing in different configuration.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Combination of MED with gas turbine plant.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vapor compression</td>
<td>[43–52]</td>
<td>• Use of substances such as polymer heat transfer elements to enhance freshwater production.</td>
<td>• High energy demand and the need to investigate to use cheaper energy technology.</td>
<td>• New different working fluids can be experimented to check their suitability for VC.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Use of high-temperature heat pumps to increase energy efficiency for VC as well as choosing a better working fluid like ammonia, carbon dioxide, hydrocarbons, and synthetic working fluid or their combination.</td>
<td>• High initial/capital cost.</td>
<td>• Investigate materials suitable for VC with little or no contamination.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Optimizing cycle configuration into different series to giver better system performance.</td>
<td>• Contamination of the vapor water with some vapor compressions system material such as SO2, NO and even H2SO4.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Making it a hybrid system like adding internal solution circuit.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Hybrid systems for multipurpose use by treating brine and recovering salts and minerals.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distillation desalination types</td>
<td>References</td>
<td>Present improvements</td>
<td>Challenges/limits</td>
<td>Gap/feature improvement</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>------------</td>
<td>---------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| Membrane                       | [53–62]    | • Use of carbon nanotube like polydimethylsiloxane in different format to increase system efficiency.  
• Use of thin film nanocomposite/nanomaterials like carbon to fabricate membrane systems to improve system efficiency.  
• Use of interfacial polymers to enable better heat recovery.  
• The use of different synthetic membranes.  
• The use of materials with anti-wetting properties like amphiphobic polyvinylidene fluoride co-hexafluoropropylene. | • One of the major challenges of membrane desalination is the high osmotic pressure generated because of high ionic concentrations of saline water in addition to the fouling problem.  
• Not reliable because of limitation of sun unless solar energy is harvested. | • More nanomaterials like Al₂O₃ can be investigated to check their suitability in improving membrane desalination.  
• Hybrid or integration of other approaches with membrane desalination can be experimented to find out their efficiency. |

**Table 1.**  
Challenges, present improvements, and future prospective of distillation desalination types.
its evaporation, and the vapor condenses when it touches the cold surface. For this type of distillation to occur, an enclosed system is needed, which basically consists of a water basin and a transparent cover usually made of glass or plastic. It is then sealed to prevent vapor or heat loss [2].

The advantage of this process is that it has a cheap source of energy, as the energy comes directly from the sun. This energy is abundant in most regions and does not need conversion or storage. It is simple to fabricate, use, and maintain. It can produce very clean water for drinking and other purposes without the need for further treatment. However, the major disadvantage of this process is that it can operate only during the day when there is sunshine. At nighttime or rainy times, since there is no sun, it is not possible to carry out this process. Solar stills, solar chimneys, and humidification-dehumidification are examples of this process.

2.4.2 Active distillation

In active distillation, the same process is observed. In other words, there is heating, evaporation, and condensation of feedwater to obtain freshwater. It is just that in this case, the sources of energy are other sources such as wind, geothermal, or stored solar energy in photovoltaic cells, which are later converted to alternative current to supply the energy/heat for the distillation process.

Some of the advantages of this process include faster distillation, as the feedwater gets heated faster than it does in the passive method. The method can also be used either nighttime or daytime, especially during cloudy or rainy days when there is no solar radiation. Evident research carried out at Universiti Teknologi PETRONAS, Malaysia, shows that this method produces cleaner freshwater than passive and combined distillation. This method, however, has some challenges like more scale formation and higher and more expensive energy usage. It may require semi-skilled persons to operate some of these distillers.

Solar stills, solar chimneys, and humidification-dehumidification can also be used for this process. In addition, membrane desalination can also fall in this category, since some part of it involves phase change of the feed (distillation) with the aid of a membrane.

2.4.3 Combined

In the combined state, this is also operated during the daytime, where both solar irradiance and other energy sources such as photovoltaic, wind, and biomass are used simultaneously for distillation. This produces more freshwater than the first two mentioned methods because of the effect of combined efforts. This process increases the frequency of performing maintenance tasks, as corrosion and scale formation is high.

3. Conclusions

Historical evidence has shown that distillation has been an old technique for water purifications. Distillation in desalination has proven to be an effective technique for freshwater production. Various distillation types have a similar quality of distillate. However, they differ in distillate quantity. The mode of distillation can also have an impact on the quality of freshwater yield as evidently carried out in the laboratory where the active mode had cleaner water production. The distillation types in desalination have advantages and disadvantages over one another. Therefore, the quantity and quality of distillate needed determines the most
appropriate distillation type to choose for the desalination process. Currently, there are numerous researches that are exploring on how to enhance the distillation process in desalination. There is still the need for technological advancement to enhance yield in the case of solar distillation and reduce cost, especially in the vapor compression desalination process. The carbon nanotube membrane has been a promising solution for membrane desalination and can be exploited further. Overall, desalination has been an effective and efficient solution to augment conventional clean water supply. If given proper attention, it can be a lasting solution for clean water supply.
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Appendices and nomenclature
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MSF Multi-Stage flash distillation
MED Multi-effect distillation
VCD Vapor-compression distillation
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Chapter 2

Thermal Desalination Systems: From Traditionality to Modernity and Development

Fadl A. Essa

Abstract

As well known, the basic birthrights of human are the clean air, clean water, healthy food, and green energy. So, clean water is the second important requested need of all living organisms on Earth. To know the importance of water to our human bodies, a deficiency of just 2% in our body’s water supply indicates dehydration. Nowadays, all countries suffer from the problem of freshwater shortage. Despite the importance of clean water for our lives, only 0.01% is available as surface water such as the rivers, lakes, and swamps. These frightening facts have made it a national and humanitarian duty for scientists to research how to overcome the water problem and how to provide alternative sources of safe drinking water using renewable energies. Desalination is the most famous and operative technique used to overcome this problem. In this chapter, the different desalination techniques are reviewed and reported. Also, the solar distillation processes are mentioned with an extended review on the solar distillers. Besides, the application of artificial intelligence in improving the performance of desalination systems is reported. The main conclusions are stated at the end of this chapter.

Keywords: desalination, thermal desalination processes, stage flash, reverse osmosis, solar distiller

1. Introduction

Any human being needs the water as the second most important fluid after air to be able to live on the Earth. Actually, around two-thirds of the Earth is covered by water (~ 71%), but more than 7% of this water cannot be used because they are in the form of ocean, ice caps, glaciers, ground, and aquifers [1]. Therefore, the freshwater that is available to use by the people is only around 1% all over the globe. So, the need for desalinated freshwater arises day by day [2]. In addition, the applications of freshwater such as cooking, drinking, and farming make it in a difficult situation. As a result, providing safe drinking water is a major challenge all over the world [3, 4]. The predicted freshwater shortage problem in 2030 is illustrated in Figure 1.

The simplest well-known cycle for the water is the hydrological cycle, which had sequentially the steps of water surface evaporation, condensation, cloud creation, runoff, and rain. So, the water controls the ecosystem of any society [6, 7]. This is because the potable water shortage is a problem of both the remote and urban communities [8].
The thermal desalination processes follow the same principles of the natural hydrological cycle, but they use huge energy amounts. Distillation is accomplished by introducing saltwater into the process, which produces two output streams: one of freshwater and the other of brine water. Distillation of seawater produces freshwater [9–13].

Distillation becomes a key source of freshwater for most of the world’s regions. Because of the ample water, the distillation procedure is mostly considered in coastal places. The most significant feature of this procedure is that it is completely safe for everyone involved—in other words, it has no negative consequences for the environment [14]. According to a survey conducted in the preceding decade, roughly 75 million people around the world rely on distillation for their everyday requirements. Distillation is the only source of freshwater for many countries. Saudi Arabia, the United States, the United Arab Emirates, Spain, and Kuwait are the top five countries in terms of desalination plant capacity, with 17.4, 16.2, 14.7, 6.4, and 5.8%, respectively [15]. The capacity of distillation processes for various countries is depicted in Figure 2; for (a) the globe, (b) USA, and (c) Middle East countries in 2002 [16].

Till 2015, the total capacity of desalinated freshwater is 86.55 million cubic meter a day, which were obtained from around 18,000 plants for desalination around the globe. The Middle East and North Africa account for almost 44% of the above total capacity. Over the last 20 years, 80% of the energy utilized for freshwater producing has been lowered because of contemporary advancements in distillation technologies [16].
2. Desalination techniques

Desalination of brackish/saline water can be done in a variety of ways. Among the distillation methods, multistage flash desalination (MSFD), multi-effect distillation (MED), and reverse osmosis (RO) are considered the most commercial and economic viable technologies for distillation. These techniques are the most effective, and they will continue in the future [17]. Desalination can be done in several ways, as listed below.

2.1 Multistage flash distillation (MSFD)

MSFD is based on flashing of evaporation. Evaporation of saltwater occurs as a result of a decrease in pressure rather than a rise in temperature. Broadly speaking, regenerative heating is used to achieve a maximal production and best MSFD’s economics. The seawater flashing in the flashing chamber regenerates and transfers its thermal energy to the saltwater passing via the flashing action. Because this is a regenerative heating system, it must be completed in stages. Then, it would be better if we increased the incoming saline water temperature [18]. The condensation heat (released when condensing the water vapor) is responsible for the progressive raise in saline water temperature. The heat input, heat recovery, and heat rejection are the most important factors for MSFD unit [19].

Multistage evaporators, with roughly 19–28 stages, are utilized in recent MSFD plants [20]. The MSFD operating temperatures are between 90 and 120°C. The more the operating temperature of unit, the higher the efficiency of the system. Also, the pressure should be controlled under the water saturation temperature.

In the unit (see Figure 3), various devices or accessories such as demisters, decarbonators, and vacuum deaerators are employed for various reasons. Demisters are used to prevent the carryover of saline water into condensed distillate. Removing the dissolved gases in brine is the function of decarbonator and vacuum deaerator [22].

2.2 Multiple-effect distillation (MED)

MED method is the earliest of all distillation techniques. Thermodynamically, it is the most constitutional technique among all other distillation methods. The term “effect” of the MED name refers to how many evaporators’ series. Then, the main fundamental of MED is the decrease in ambient pressure through various effects. In this process, no additional heat is required after the first effect. This is due to that

Figure 3.
Illustration of processes of MSFD [21].
MED automatically makes the saline water to be boiled many times through the corresponding pressure.

In this process, the saline water temperature is increased to its boiling value at the first effect through the heat exchanger tubes. The entering saline water is sprayed over the evaporator surface for better vapor generation. The created vapor is condensed on the other side of tubes. On the second hand, the condensation process is utilized on the same time to heat up the saline feedwater. Figure 4 illustrates the desalination with solar energy.

MED economy relies on its effects number regarding its chained processes [8]. So, the first effect has some generated vapor from the seawater entering the effect. After that, the remaining water is fed to the next effect. The amid tubes are warmed up using the first-effect created vapor. Also, that vapor is condensed to produce potable water. Besides, the generated vapor heats up the remaining saline water of the next effect. This action is repeated from one effect to another under low pressure and temperature till the end of process with around 4–21 effects [23].

2.3 Vapor compression distillation (VCD)

As it is known, raising the pressure of steam vapor leads to increase its temperature, and hence, the heat released from this vapor is increased. This concept is utilized in the VCD method, where the vapor-increased heat is utilized to evaporate the incoming...
saline water. So, the main key of VCD is reducing the medium pressure, which leads to decrease the boiling temperature of water [24]. This process can be achieved by either steam jet technique (thermo-compressor technique) or mechanical compressor device (electrically driven technique), and these techniques are utilized to condense vapor content into distillate and use the corresponding latent heat as a heat source for evaporating the incoming saline water.

In the technique of thermo-compressor, a venturi orifice is used in the stream of steam jet to create low pressure. After that, the vapor content is compressed via the steam jet with the help of the venturi orifice device. Therefore, the generated vapor content is condensed over the tubes’ surfaces with releasing heat to vaporize the incoming salt water.

In addition, there is another kind of VCD, which depends on lowering the temperature inside the VCD, and hence, this kind needs only power to run. This technique of VCD is useful for small desalination units due to its simple construction, better efficiency, and process reliability [25]. As a result, VCD is applicable in resorts, industries, and drilling sites.

2.4 Reverse osmosis (RO)

It is known that the water flows naturally from the freshwater direction to saltwater direction. RO depends mainly on a critical parameter called osmotic pressure, which should force the saltwater to flow in the opposite direction of natural flow. As a result, we need an external source of pressure to overcome the osmotic pressure. That external pressure must be more than the osmotic pressure. Hence, the name of this method (reverse osmosis) refers to the process meaning reversing the direction of normal water flow through the membrane. By applying this process, the salts in the saline water are left behind and not allowed to cross the membranes [26]. This process produces potable water (permeate) and brine water (concentrate) as illustrated in Figure 5. Also, Figure 5 illustrates the main components of RO unit such as the pretreatment, membranes, high-pressure pumps, and post-treatment.

The pretreatment process is important for eliminating the undesirable materials that damage the membrane [27]. It relies on the membrane kind and configuration, properties of feedwater, recovery ratio, and required permeate quantity and quality. According to those parameters, the pretreatment process has different techniques to be applied such as chlorination, coagulation, acid addition, micron cartridge filtration, multimedia filtration, and dechlorination. Moreover, to overcome the osmotic pressure, high-pressure pumping system such as the centrifugal pump is utilized. Additionally, the different membrane configurations such as the spiral wound and hollow fine fiber (HFF) strongly affect the performance of the RO unit [28]. Besides, adjusting the pH and adding H₂S and CO₂ are performed in the post-treatment process [29].

2.5 Freezing

Another type of desalination processes is nominated freezing, which is simple to conduct and operate. This process depends mainly on the fact that the dissolved salts are removed while forming the ice crystals from the saline water. First, we clean and wash the saline water mixture to leave the salt in the left water behind before freezing the whole water. Then, we can get the freshwater via melting the ice crystals. As a result, freezing has the processes of saline water cooling, partial creation of ice, separation of ice from saline water, ice melting (obtaining freshwater), and finally refrigeration and heat rejection [30].
Freezing units have the merits of low power consumed, few corrosions, and eliminated scaling factors. But it has the demerits of handling water and ice mixtures because it is mechanically hard to treat. Unfortunately, this method still needs numerous improvements to be applied on the commercial level. Limited freezing stations exist all over the globe such as that was built in Saudi Arabia [31].

2.6 Solar desalination

Here, the sun energy is the driving force for such solar desalination systems, which actually are alike the natural hydrological cycle. The natural hydrological cycle takes every day in the form of heating the seawater using the solar radiation to produce vapor, and this vapor content is condensed due to the low temperature in the heights. An application on the solar distillation systems is the greenhouse solar distiller [25, 32].

2.7 Potabilization

This process is almost linked to MSFD systems. This is because MSFD produces distillate with small impurities amounts, and then, the potabilization is utilized to eliminate these impurities [33]. The potabilization process can be conducted via two different methods: injecting CO₂ and hydrated lime [34] and carbonated water is passed through limestone bed filters [35]. Potabilization has four main processes: carbonation, liming, chlorination, and aeration. The main functions of liming and carbonation are increasing the hardness, alkalinity, mineral content, and pH of the targeted water. Also, chlorination (performed via using chlorine gas or calcium hypochlorite) aims at avoiding the infected water [36], while aeration aims at replacing the oxygen inside the water to enhance its taste.

3. Desalination economics

The economics of any system determine its success. In desalination stations, the parameters of fixed cost, running costs, station location, maintenance cost, and
energy consumption are the controlling factors of the station economics. There are two opposite directions for determining the economics of the desalination systems. First is the improvements in desalination systems, which leads to reduce the cost of the system as a whole. Second is the pollution and contamination of water, which raises the cost of the desalination system.

The economics and technical properties of the desalination method with the targeted quantity of freshwater are the factors based on which we select the distillation technique. The technical properties include the energy-driving source, consumed energy, freshwater specifications, land space of unit, station reliability, operational aspects, plant size, and the maintenance of spare parts, while the economic parameters include the fixed costs of the station, operating costs, interest rate, life cycle of station, and maintenance costs etc. [37]. The cost of distilled freshwater is described by $/m^3. The cost of desalinated water is determined using the following equation.

\[
\text{Cost of desalinated water} = \frac{\text{All spent and estimated costs through station lifetime}}{\text{Total produced water quantity}}
\]

(1)

4. Solar distillers

As explained before, solar distillation is one of the desalination techniques. Solar distiller is one of the solar distillation devices’ family. It is a simple in construction, cheap, and easy to maintain device [38]. But it has the demerit of few freshwater production. As a result, the scientists do their best to improve the yield of solar distillers [39–45]. The solar distiller has the parts of glazing cover, basin, collecting trough, and some instruments as shown in Figures 6 and 7. The basin is fed by saline water to be heated and vaporized inside the distiller. Then, the vapor is condensed on the inner glazing surface. After that, the condensed droplets are taken out using a hose into the calibrated flasks. The surfaces of the solar distiller are painted with black for maximizing the absorbed solar radiations. Also, the device body is insulated by saw dust or fiberglass for avoiding the thermal losses. Moreover, the measuring instruments are utilized to be able to evaluate the solar distiller performance.
5. Methods of improving the solar distiller performance

One of the biggest problems of the twenty-first century is the global freshwater scarcity, which has numerous side effects on the mankind [47, 48]. The widespread of the water problem on a global level has made more impacts on the lives of people who live far from urbanization and remote areas, and more and more on the lives of the poor who do not have the costs of using high technology to produce water. As a result, the science developed various high and low water desalination technologies to be used at the level of industrial and commercial production and at the level of individuals and families [49]. The water desalination technologies can be categorized by membranes or thermal processes. Nevertheless, the high technologies demand building complex and large central installations, which causes them to be infeasible for developing regions such as distributed, poor, and remote areas. In addition, the rural, arid, and remote areas need desalination methods with no or minimum maintenance, supervising, and operating requirements [41, 45]. Consequently, the solar-powered desalination units such as solar distillers meet all these conditions, which make them as an efficient candidate to provide drinkable water in these regions [42, 43].

Nevertheless, the solar distillers have low output productivity (1.5–2.5 L/m² day) and low thermal efficiency (≈ 30%), which are the main bottlenecks of this distillation technique [50–52]. As a result, numerous investigations focused on improving the performance of solar distillers. Consequently, the solar stills such as stepped type [53–55] (the absorber of the basin takes the steps shape), disk type [56] (the main effective absorber is a rotating disk), vertical type [57] (the distiller horizontal width is very small compared to its vertical height), tubular type [58–60] (the outer shape of the distiller is tubular/cylindrical), drum type [61, 62] (the absorber is a rotating drum inside the basin still), PV/T active type [63, 64] (distiller powered by PV panels), finned type [65] (the absorber of the distiller is a collection of fins), trays type [66–69] (the main effective absorber has trays to enlarge the surface area), inclined type [70] (the absorber is inclined), wick type [10, 71, 72] (the wick material is spread over the absorber of distiller), corrugated type [73, 74] (the absorber of the distiller is a collection of corrugated shapes), spherical type [75] (the distiller takes the shape of sphere), double-effect type [76–78] (the distiller has two stages of water basins), multistage type [79] (the distiller has multistages of water basins), inverted absorber type [80] (the distiller has inverted absorber inside it), hemispherical type [81] (the distiller takes the shape of sphere), convex type [82, 83] (the absorber has a convex shape), and pyramid type [84–86] (the distiller...
takes the form of pyramid) are found in the literature. In addition, numerous modifications were performed to improve the distiller performance. These modifications included the use of condensation unit [87–89], nanofluids [90, 91], heat exchanger [92], floating aluminum sheet [93], desiccant [94], solar ponds [95], glass cooling [44], volcanic rocks [96], wick materials [71], rotating parts [97–99], coated absorbers [100, 101], phase change materials (PCM) [102–104], fins [105], half barrel and corrugated absorbers [106], solar collectors [107], sun-tracking systems [108], multiple-effect basins [109], reflectors [110], vapor extraction [111–113], and reusing latent heat of evaporation [114].

6. Solar distiller types

The solar distillers can be classified into single-effect and multi-effect distillers (according to the number of effects of distiller) with a subcategory of active and passive distillers (according to the vaporization heat source) inside every classification [2]. In the passive distillers, the vaporization occurs directly without external sources of heat, while using external heat sources such as collectors and concentrators are used in the active solar distillers.

6.1 Single-effect distillers

This is the traditional solar distiller (or conventional distiller) without any modifications [115]. Also, it is used as a reference for the other modified distillers’ performances. Here, in this type of distillers, there is just one glass cover over the basin water. Also, the thermal losses in this type of distiller are large due to the single glass cover, which hence decreases its performance. Therefore, the efficacy of this distiller is low around 30–40% [2]. As a result, numerous experimental and empirical investigations were performed to augment the distiller performance. This type of distillers (single-effect solar distillers) is categorized into active and passive distillers.

6.1.1 Active solar distiller

The word “active” means that the solar distiller is integrated with somewhat external source of heat such as the solar concentrators and collectors [2]. Then, the active distillers include the following items:

1. Regenerative distillers
2. Air bubbled distillers
3. Waste heat recovery distillers
4. Distiller with heat exchangers
5. Distiller integrated with concentrators
6. Distiller incorporated with hybrid units
7. Distiller incorporated with heaters

Figure 8 shows the active distiller integrated with evacuated collector.
6.1.2 Passive solar distiller

Here, the heat source for basin water vaporization is only from inside of distiller [2]. Then, the passive solar distillers include the following kinds.

1. Basin distiller (conventional distiller).
2. Wick distiller.
3. Weir-type distiller.
4. Spherical distiller.
5. Tubular distiller.
6. Pyramid distiller.
7. Diffusion distiller.

For example, Figure 9 obtains a passive distiller incorporated with condenser, and Figure 10 reveals a passive distiller incorporated with internal and external mirrors.

6.2 Multi-effect distillers

Multi-effect solar distillers are different in design from the single-basin distillers. Also, the modified design of multi-effect distillers helped enhancing...
the performance of the distillers. Here, in these types of distillers, the condensation latent heat is utilized as a recovery source of heat to obtain more vaporization through the effect of the distillers, and hence, the freshwater production is augmented [119]. Now, multi-effect solar distillers are categorized into two main sections: active and passive distillers as the following.

6.2.1 Active distiller

It is the same concept of the single-effect distiller. The word “active” means that the solar distiller is integrated with somewhat external source of heat such as the solar concentrators and collectors. Various distiller kinds can be found in the literature under the category of active distiller-based multi-effect distillers.

1. Multistage evacuated active distiller.

2. Multi-basin inverted absorber active distiller.
3. Waste heat recovery active distiller.


5. Distiller integrated with collectors such as flat plate and tube collector.

A multi-effect active distiller with collector is illustrated in Figure 11. Also, Figure 12 shows a condensation-evaporation active distiller.

**Figure 11.**
Double-effect single-slope active still: a coupled with solar collector in thermosiphon mode and b coupled with solar collector in forced circulation mode [120].

**Figure 12.**
Condensation–evaporation active distiller [121].

**Figure 13.**
Wick-passive distiller [122].
6.2.2 Passive distiller

Here, the passive multi-effect distillers include the following designs of distillers.

1. Wick distillers.
2. Conventional distillers.
3. Weir-type distillers.
4. Diffusion distillers.

Figure 13 illustrates a passive wick distiller, and Figure 14 shows a double-basin double-effect passive distiller.

7. ANN as a prediction method for the performance of desalination systems

Artificial intelligence (AI) is quickly progressing every day. Computers can easily perform the difficult tasks for the humans to do. AI is first contrived in 1950. AI passed with steps and stages; some failed and others succeeded. Deep learning with powerful computers is the main keys of the success of AI. With time, AI can solve numerous industrial problems including the image processing, recognition of speech, language processing, optimization, prediction, robotic automation, categorization, self-driving cars...etc. AI is of numerous branches, and we will focus, in this chapter, on the neural networks (NNs). NNs help the computers to teach themselves from observing the data to predict the system performances. Preparing data for neural network processing is typically the most difficult and time-consuming task you will encounter when working with neural networks. In addition to the enormous volume of data that could easily reach millions and even billions of records, the main difficulty is in preparing the data in the correct format for the task in question.

7.1 Application of ANN on desalination systems

Contemporary experience indicates that artificial neural networks (ANN’s) may be specifically appropriate to offer tools to assist desalination plant operators...
in day-to-day operations. Prediction of the productivity of the desalination units is an essential consequence to evaluate its potentiality to provide potable water with involving in conducting more experiments. AI-based methods are stated as robust tools to obtain the correlation between the process parameters and responses [123–127]. This chapter suggests that ANNs are particularly appropriate as the basis for the development of tools to aid in the various phases of operating a desalination plant. In solar energy applications, different kinds of ANNs predicted and optimized the performance of collectors, cells, distillers, etc. [128]. The most application of ANNs is solving the issues of designing and procedures in electric power systems. Due to the similarities between power plants and desalination plants, the methods of ANNs can be used to predict the performance of desalination plants [129]. The merits of applying ANN included that it handles large amounts of datasets, can discover complex nonlinear relationships among all parameters (dependent and independent), and can find all interactions among all tested parameters.

Zarei and Behyad [130] introduced an ANN to test the effective parameters of the greenhouse on water productivity such as width, length, height of evaporator, and roof transparency. The method obtained an acceptable agreement with the experimental results. Tayyebi and Alishiri [131] used a nonlinear inverse model control strategy based on neural network for predicting the performance of MSF desalination plant. The proposed NNs consisted of three layers identified from input–output data and trained with a descent gradient algorithm. The set point tracking performance of the proposed method was studied when the disturbance is present in MSF unit. Three controllers were provided for checking the saline temperature, last stage level, and salinity. The results obtained that a neural network inverse model control strategy is robust and highly promising to be implemented in such nonlinear systems. An ANN model based on field data was built to investigate the vacuum membrane distillation (VMD) performance at various factors [132]. The introduced model could accurately predict the unseen data of VMD. The correlation coefficient of the overall agreement between ANN predictions and experimental data was found to be more than 0.994. Aish et al. [133] utilized ANN to forecast reverse osmosis performance in Gaza Strip through predicting the next week values of total dissolved solids (TDS) and permeate flow rate of the product water. Multilayer perceptron (MLP) and radial basis function (RBF) neural networks were trained and developed with reference to feedwater parameters including the pressure, pH, and conductivity to predict permeate next week values of flow rate. MLP and RBF neural networks were used for predicting the next week TDS concentrations. Both networks are trained and developed with reference to product water quality variables including the water temperature, pH, conductivity, and pressure. The prediction results showed that both types of neural networks are highly satisfactory for predicting TDS level in the product water quality and satisfactory for predicting permeate flow rate.

Santos et al. [134] simulated the distiller yield based on local weather data such as the solar irradiance, air temperature, glass temperature, and air speed and direction by ANNs. Essa et al. [51] introduced an enhanced ANNs incorporated to Harris Hawks optimizer to anticipate the distiller yield. The optimizer was utilized to get the optimal structure and network factors. Nevertheless, traditional artificial neural networks suffer from trapping in local optima problem during learning process. To overcome this problem, RVFL is proposed as it determines the output weights without involving in time-consuming learning process. Besides, RVFL has a direct connection among the input and output nodes, which is of a substantial impact on the network performance. This aids in avoiding the overfitting issue occurring in other ANNs. Using these merits, the conventional RVFL networks has some restrictions like that there are various conformations can be utilized, and
this can affect the quality of water productivity final prediction. Then, Ensemble Random Vector Functional Link Networks (EnsRVFL) [135], which relies on RVFL as a basic modeling, were utilized to eliminate these restrictions of RVFL. A random vector functional link (RVFL) network integrated with artificial ecosystem-based optimization (AEO) algorithm was introduced to predict the seawater greenhouse (SWGH) performance [52]. Power consumption and yield of SWGH were predicted via RVFL-AEO modeling. Besides, the statistical analyses with various statistical tools were conducted to find out the neural network efficacy. The statistical tools revealed a complete match between the field and modeling data. The RVFL-AEO performance was compared with that of conventional RVFL. RVFL-AEO obtained an improved performance as compared by RVFL, which indicates the role of AEO in obtaining the optimal RVFL factors that improved the model accuracy.

8. Conclusions

Based on the above explained sections, the following points can be concluded. The most economic and efficient method to get freshwater is desalination. Demisters are the main component of MSFD technique to prevent mixing the distillate by brine. The thermal performance of MED is better than that of MSFD. For example, GOR is 10 and 15 for MSFD and MED, respectively. RO is considered as the most commercial, economic, and efficient techniques of distillation. The economics and technical properties of the desalination method with the targeted quantity of freshwater are the factors based on which we select the distillation technique. Solar distillers are the simplest and easiest way to get potable water, but they suffer from the few yields. The solar distillers can be classified into single-effect and multi-effect distillers (according to the number of effects of distiller) with a subcategory of active and passive distillers (according to the vaporization heat source) inside every classification.
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Chapter 3

Generating Artificial Weather Data Sequences for Solar Distillation Numerical Simulations

Bao The Nguyen

Abstract

According to the natural geographical distribution, developing countries are concentrated in tropical climates, where radiation is abundant. So the use of solar energy is a sustainable solution for developing countries. However, daily or hourly measured solar irradiance data for designing or running simulations for solar systems in these countries is not always available. Therefore, this chapter presents a model to calculate the daily and hourly radiation data from the monthly average daily radiation. First, the chapter describes the application of Aguiar’s model to the calculation of daily radiation from average daily radiation data. Next, the chapter presents an improved Graham model to generate hourly radiation data series from monthly radiation. The above two models were used to generate daily and hourly radiation data series for Ho Chi Minh City and Da Nang, two cities representing two different tropical climates. The generated data series are tested by comparing the statistical parameters with the measured data series. Statistical comparison results show that the generated data series have acceptable statistical accuracy. After that, the generated radiation data series continue to be used to run the simulation program to calculate the solar water distillation system and compare the simulation results with the radiation data. Measuring radiation. The comparison results once again confirm the accuracy of the solar irradiance data generation model in this study. Especially, the model to generate the sequences of hourly solar radiation values proposed in this study is much simpler in comparison to the original model of Graham. In addition, a model to generate hourly ambient temperature data from monthly average daily ambient temperature is also presented and tested. Then, both generated hourly solar radiation and ambient temperature sequences are used to run a solar distillation simulation program to give the outputs as monthly average daily distillate productivities. Finally, the outputs of the simulation program running with the generated solar radiation and ambient temperature data are compared with those running with measured data. The errors of predicted monthly average daily distillate productivities between measured and generated weather data for all cases are acceptably low. Therefore, it can be concluded that the model to generate artificial weather data sequences in this study can be used to run any solar distillation simulation programs with acceptable accuracy.

Keywords: solar stills, solar distillation numerical simulations, monthly average daily solar radiation, hourly solar radiation values, monthly average daily temperature, hourly monthly-average ambient temperature, Markov Transition Matrix
1. Introduction

With the development of computers, simulation programs are increasingly developed and become useful and indispensable tools for researchers and designers. It helps users to optimize design and system parameters without having to spend money to build experimental models and waste time to conduct experiments. Prophylactic programs in the field of solar water distillation are no exception. To run solar water distillation simulations, users need to provide weather data such as solar irradiance and ambient temperature measured in days, hours or smaller time periods. According to the requirements of the software. However, hourly weather data is not always available, especially in developing countries because measuring hourly weather data requires equipment, time and money. According to Duffie and Beckman [1], these weather data must be collected for at least 8 years to get the average value to remove the anomalies of the weather such as El Nino, La Nina phenomena, etc.

Another solution is to use typical meteorological year (TMY) data. In fact, the concept of TMY is derived from long-term weather data, which is determined in the correlation and statistical distribution to determine the characteristic indexes to produce the average value [2]. These data are then extracted from the selection criteria to produce month-by-month data from 23 years’ data. TMY data were established for 26 Canadian sites, and were applied to the concept of a similar test reference year (TRY) for Europe [2]. While this approach reduces computational effort and the data base required to run simulations, the metric is also based on long-term data, something not available in most places in the world, especially in developing countries.

As pointed out by Nguyen and Hoang [3], the shortage of weather data, especially solar radiation data is very serious in developing countries. For example, in Vietnam, out of a total of 171 hydro-meteorological stations, only 12 have total solar radiation data, of which only 9 have continuous measurements. The remaining meteorological stations only record the number of hours of sunshine. Furthermore, radiation metrics are manually measured by humans every 3 hours instead of hourly. Therefore, hourly radiation data at hydro-meteorological stations in this country are not reliable enough to be used for simulation programs using solar energy systems.

There are two ways to solve the problem of lack of measurement data at the survey site: (i) using extrapolation to process data from hydrometeorological sites adjacent to similar climate features, and (ii) use aggregate generation to generate a series of weather data from the data requiring at least monthly averages. However, the first method can lead to large errors, moreover, very few developing countries have such data available [2]. Therefore, the following method has been studied and developed by many researchers.

Many researchers have proposed mathematical models to calculate the complete series of weather data. Fernandez-Peruchena et al. [4] and Boland [2] used numerical methods to probabilistically simulate daily and hourly solar irradiance data series. Brecl and Topic [5] used a similar approach to generate daily and hourly solar irradiance data from average daily irradiance values. Bright et al. [6] and Hofmann et al. [7] also apply statistical probabilistic techniques to generate a series of solar irradiance values per minute or every 5 minutes from hourly solar irradiance data. Soubdhan and Emilion [8] even used a random method to generate a sequence of solar radiation in seconds. Magnano et al. [9] applied the same technique to generate a synthetic sequence of half an hour’s temperature. A common feature of the aforementioned studies is the use of a probability distribution function (PDF) of the data to normalize random variables to bring them to a Gaussian distribution [10].
Gafurov et al. [11] another approach was to incorporate the spatial correlation of solar irradiance (SCSR) into random solar irradiance data generation models to generate monthly solar irradiance time series and daily.

Recently, several researchers have used different types of artificial neural networks (ANNs) to model the values of total solar irradiance on horizontal surfaces, such as [12–16]. Wu and Chan [17] used a new combined model of ARMA (Automatic Recovery and Moving Average) and TDNN (Time Delayed Neural Network) to predict hourly solar irradiance in Singapore. However, Mora-Lopez [10] pointed out that the limitation of these methods is that they are “black boxes” for outputting and analyzing averages of daily global irradiance, resulting in no important information can be obtained from these methods. Mora-Lopez et al. [18] proposed to use machine learning theory with a combination of probability finite automata (PFA) to calculate the values of total daily solar irradiance. The limitation of this method is that the use of PFA is complex and the method has not been shown to be universally applicable.

The results of the above review and analysis show that the stochastic methods are still globally applicable, simple and require minimal input data. Therefore, in this study, randomization technique was chosen to generate series of weather data, including solar irradiance and daily and hourly ambient temperature from monthly averages. These are important weather metrics for running the numerical simulations of solar distillation systems. First, a stochastic model is used to generate a composite of daily irradiance from monthly average daily solar irradiance values. The generated daily radiation sequences are then used to generate the hourly solar radiation sequences. Similarly, a model for generating hourly temperature series from monthly mean temperature values is also presented.

2. Stochastic model for daily radiation data generation

2.1 Model of generating daily solar radiation sequence

When analyzing data of 300 months of solar radiation taken from 9 hydro-meteorological stations with different weather characteristics, Aguiar et al. [19] discovered the analyzed solar irradiance values in For any time period, there is a probability distribution function that seems to be related to the monthly mean clearness index, $\bar{K}_T$, for that time period. Furthermore, they also found that the daily radiation value of any given day is statistically related to the value of the previous day. Based on this finding, Aguiar and colleagues built up 10 Markov matrices (called MTM library) from the data analysis of 300 months of solar radiation mentioned above. 10 subdivided matrices include: 1 matrix with $\bar{K}_T \leq 0.3$ typical for months with very low direct radiation components; The next 8 matrices are for the months where $\bar{K}_T$ varies from 0.3 to 0.7 with the increment of $\bar{K}_T$ increasing by 0.05 for the next matrix; the final matrix with $\bar{K}_T > 0.7$ is for months with a high direct radiation component. The MTM library was then used to generate the daily radiation series from the average daily irradiance values for the locations in the United States for which the irradiance data were not used to generate the aforementioned MTM library. This simulation result was compared with the measured radiation results and compared with the simulation results from Graham’s model [20]. When comparing statistical parameters such as mean, variance, and probability density functions as well as statistic characteristics (e.g. autocorrelation functions), Aguiar’s model produced more accurate data series than with the Graham model. Furthermore, Aguiar’s model is computationally simpler than Graham’s model [21].
To calculate the $K_T$ values from the monthly mean $\overline{K_T}$, in this study, the Aguiar method was chosen for the following reasons:

- The calculation expressions given by Graham are based on results that are built from the data of the United States, so certainly not suitable for tropical climates [22]. This was confirmed by the Nguyen and Pryor [21] in their study, and even in high $K_T$ regions, the above expressions do not fit the curve due to Liu and Jordan [21].

- The above disadvantage of Graham’s method can be overcome by adding the expressions for tropical climates developed by Aguiar group [19], but the use of this expression has not been fully verified by scientists and will create a complex, climate-dependent computational model.

- The locations where the Aguiar group used the measured data to build the MTM matrices include many characteristic climate zones, in these locations there is one location with a central tropical rainforest (Caw) climate, which is Macao. and one location with a rainforest climate (Aw) is Polana, Mozambique. The use of this method would therefore be suitable for the study’s objective of tropical climates, where most developing countries are often located.

2.2 The data are used to evaluate the accuracy of the model

Solar irradiance data were measured in 2 cities representing 2 tropical climates to evaluate the accuracy of daily solar radiation data generated from the calculated model selected in this study. They are Ho Chi Minh City representing the tropical forest climate ($A_w$) and Da Nang representing the tropical monsoon climate ($A_m$). Pyranometers were used to measure total irradiance on a horizontal plane in the two cities every 5 minutes, measuring continuously from 5:30 a.m. to 6:30 p.m. Since these two cities have low latitudes ($10^\circ$N and $16^\circ$N respectively), the day length does not change much during the year, so there is no need to extend the seasonal solar irradiance measurement period of the year [3]. Then, solar irradiance by hour, by day and by day of month average is calculated from the measured data. Table 1 presents the average daily solar irradiance of the two cities mentioned above, used to run the program to generate date and time irradiance data in this study.

From the series of daily radiation values of 365 days of the year, the series of 365 values of the daily clearness index is calculated according to the following Eq. (1):

$$K_{T\text{mea.}} = \frac{H}{H_0}$$  \hspace{1cm} (1)

where $H$ is the total daily solar radiation measured on a horizontal plane and $H_0$ is the daily radiation outside the atmosphere, calculated by the equation:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>HCM</td>
<td>13.0</td>
<td>18.0</td>
<td>18.1</td>
<td>18.7</td>
<td>16.7</td>
<td>17.4</td>
<td>17.3</td>
<td>17.6</td>
<td>15.9</td>
<td>15.0</td>
<td>14.7</td>
</tr>
<tr>
<td>Danang</td>
<td>10.3</td>
<td>18.8</td>
<td>18.6</td>
<td>22.1</td>
<td>22.9</td>
<td>23.9</td>
<td>20.3</td>
<td>18.7</td>
<td>17.2</td>
<td>14.8</td>
<td>11.9</td>
</tr>
</tbody>
</table>

Table 1. Total monthly average solar irradiance measured on a horizontal plane in Ho Chi Minh City and Da Nang (MJ/m². day).
\[
H_0 = \frac{24}{\pi} G_{SC} 3600 \left( \left[ 1 + 0,033 \cos \left( \frac{360n}{365} \right) \right] \times \left[ \cos \phi \cos \delta \sin \omega + \frac{\pi}{180} \omega \sin \phi \sin \delta \right] \right)
\]

(2)

with \(G_{sc}, n, \phi, \delta\) and \(\omega\) respectively are solar constance, day of the year, latitude of the investigated location, declination angle and sunset hour angle, defined in [1].

From the values of daily clearness index \(K_T\), the monthly average daily values of clearness index \(\overline{K}_T\) for 12 months of the year are calculated:

\[
\overline{K}_T = \frac{H}{H_0}
\]

(3)

where the monthly average daily irradiance values \(H\) are taken in Table 1 and monthly average daily irradiance values outside the atmosphere \(H_0\) are calculated by Eq. (2) with day \(n\) being the average day of the month, given in [1]. Table 2 presents the \(\overline{K}_T\) values of the 2 investigated cities.

### 2.3 Applying Aguiar’s model

Figure 1 presents the procedure for calculating the series of daily clearness index from the monthly average daily values.

After 365 values of the daily photometric index are calculated for each location, these value series are compared with the measurement series through statistical functions such as cumulative distribution function (CDF), density function, etc. probability (PDF). Figures 2 and 3 present the cumulative distribution function of CDF of the calculated and measured \(K_T\) in Ho Chi Minh City and Da Nang while Figures 4 and 5 represent the probability density function PDF for these two cities. Statistical parameters including mean, median, minimum, maximum, standard deviation, mean absolute error (MAE) and mean square error (RMSE) were also compared between the \(K_T\) series. Calculated and measured, as shown in Tables 3 and 4.

The results shown in Figures 2–5 show that the Aguiar model produced a \(K_T\) daily value series with an acceptable level of accuracy compared with the measured series. Similarly, the statistical parameters in Tables 3 and 4 also show that the statistical error between the calculated and measured series is relatively small. Specifically, the mean and median error percentages of generated chains are 1% and – 4% for Ho Chi Minh City and 6% and 14% for Da Nang, respectively. Therefore, this model is expected to be able to be used to generate a series of daily cloud optical coefficients for any location because the Aguiar model has been proven to be universally applicable in the world [2, 4, 5, 19, 22]. As shown above, this model only requires input of 12 average daily solar irradiance values at the location to be calculated.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>HCM</td>
<td>0.42</td>
<td>0.53</td>
<td>0.50</td>
<td>0.50</td>
<td>0.45</td>
<td>0.47</td>
<td>0.47</td>
<td>0.44</td>
<td>0.42</td>
<td>0.47</td>
<td>0.46</td>
<td></td>
</tr>
<tr>
<td>Danang</td>
<td>0.36</td>
<td>0.59</td>
<td>0.53</td>
<td>0.59</td>
<td>0.60</td>
<td>0.63</td>
<td>0.53</td>
<td>0.50</td>
<td>0.48</td>
<td>0.45</td>
<td>0.40</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Table 2.
Monthly average daily values of clearness index in Ho Chi Minh City and Da Nang.
Figure 1.
The procedure for calculating the series of $K_T$ from $K_T$.
3. Model of generating hourly solar radiation

3.1 Choosing a model to create hourly solar radiation chains

There are many studies in the world on establishing mathematical models to generate daily and hourly radiation data series [2, 4, 5]. Basically, these studies are based on the approach of Aguiar [19] and Graham [20].

With the assumption that the sky clarity index $k_t$, depends only on the cloudiness coefficient of the $K_T$ day, Graham et al. [20] analyzed $k_t$ into two components: an average (or trend) component and a random component.

Figure 2. Cumulative distribution function of $K_T$ for Ho Chi Minh City.

Figure 3. Cumulative distribution function of $K_T$ for Da Nang.
The formula for calculating the trend component or the regular component:

\[ k_t = k_{tm} + \alpha \]  

(4)

The formula for \( k_{tm} \):

\[ k_{tm} = \lambda + \rho \exp(-\kappa m) \]  

(5)

Table 3.

Statistic parameters of \( K_T \) series of Ho Chi Minh City.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Median</th>
<th>Min</th>
<th>Max</th>
<th>Std. dev.</th>
<th>MAE (%)</th>
<th>RMSE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_{Tmea} )</td>
<td>0.47</td>
<td>0.47</td>
<td>0.14</td>
<td>0.69</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( K_{Tgen} )</td>
<td>0.46</td>
<td>0.49</td>
<td>0.05</td>
<td>0.78</td>
<td>0.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error (%)</td>
<td>1</td>
<td>-4</td>
<td></td>
<td></td>
<td></td>
<td>16.8</td>
<td>8.1</td>
</tr>
</tbody>
</table>

Figure 4.

Probability density function of \( K_T \) for Ho Chi Minh City.

Figure 5.

Probability density function of \( K_T \) for Da Nang.
where \( m \) is the air mass, the value calculated at the time of the middle of the hour. The parameters \( \lambda, \rho \) and \( \kappa \) are the identity function of \( K_T \):

\[
\lambda(K_T) = K_T - 1.167K_T^3(1-K_T)
\]

(6)

\[
\rho(K_T) = 0.979(1-K_T)
\]

(7)

\[
\kappa(K_T) = 1.141(1-K_T)/K_T
\]

(8)

The standard deviation \( \sigma_\alpha \) of the variable \( \alpha \) is expressed as:

\[
\sigma_\alpha(K_t) = 0.16 \sin (\pi K_t / 0.90)
\]

(9)

Then use the Gaussian normalization technique to transform this variable \( \alpha \) into a Gaussian variable \( \beta \) with the relation between \( \alpha \) and \( \beta \) as follows:

\[
\alpha = -\frac{1}{1.158} \ln \left\{ \frac{1}{0.5 \left[ 1 + \text{erf} \left( \frac{\beta}{\sqrt{2}} \right) \right]} - 1 \right\}
\]

(10)

Then apply ARMA models to the data series \( \beta \) and determine that \( \beta \) follows the model as AR(1):

\[
\beta_t = \phi \beta_{t-1} + \theta_t
\]

(11)

where:

\( \beta_{t-1} \) is the value of the variable at \( t-1 \).

\( \Phi \) is the automatic regression coefficient.

\( \theta_t \) is a random number from a normal distribution with zero mean and a standard deviation \( \sqrt{1 - \phi} \).

As in the case of using date values, the coefficient \( \Phi \) varies slightly by locality but the value 0.54 can be chosen as the value to use in the model for all localities.

Aguiar’s method [23] to generate \( K_T \) is similar to Graham’s method but has some differences as follows:

- First, the standard deviation \( \sigma_\alpha \) depends not only on \( K_T \) but also on the altitude angle of the sun \( h_s \):

\[
\sigma_\alpha(K_T, h_s) = A \times \exp \left\{ B \times [1 - \sin (h_s)] \right\}
\]

(12)

with:

\[
A = 0.14 \times \exp \left[ -20.0(K_T - 0.32)^2 \right]
\]

(13)

\[
B = 3.0(K_T - 0.45)^2 + 16.0K_T^2
\]

(14)

Table 4:

Statistic parameters of \( K_T \) series of Da Nang.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Median</th>
<th>Min</th>
<th>Max</th>
<th>Std. dev.</th>
<th>MAE (%)</th>
<th>RMSE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_{T\text{mea}} )</td>
<td>0.50</td>
<td>0.56</td>
<td>0.01</td>
<td>0.75</td>
<td>0.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( K_{T\text{gen}} )</td>
<td>0.47</td>
<td>0.49</td>
<td>0.05</td>
<td>0.80</td>
<td>0.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error (%)</td>
<td>6</td>
<td>14</td>
<td>4.5</td>
<td>5.1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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• Second, the coefficient $\Phi$ depends on $K_T$ according to the following expression:

$$\Phi = 0.38 + 0.06 \cos (7.4K_T-2.5)$$

(15)

• Third, the calculated $k_t$ values are limited by the clear sky clearness index $k_{cs}$.

$$k_{cs}(t) = 0.88 \times \cos \left[ \pi (t - 12.5) \right] / 30$$

(16)

With $t$ is the hour considered.

Aguiar’s model has been successfully applied to generate hourly solar irradiance in Spain and Slovenia [4, 5], while Graham’s approach to generate hourly solar irradiance sequences at different locations has been successfully applied for locations in the United States in particular and many parts of the world in general [24]. On the other hand, Aguiar and Graham’s models were used in generating and comparing hourly solar irradiance for 6 locations in Australia and the results showed that Graham’s model produces a global solar irradiance sequence which better fit for all six sites [21]. Therefore, Graham’s model was chosen to generate hourly solar radiation in this study.

However, Graham’s model also has some disadvantages as follows:

• The use of Gaussian mapping technique to process the random component of $k_t$ values is very complicated and time consuming.

• The error of the hourly series of transparency index generated from Graham’s model in comparison to the measured series is larger than the error from the model suggested in this study.

To solve the complicated and time consuming problem of the Graham model, the $\beta$ values given in Eq. (10) are transformed to a non-standard distribution $h$ by using Norminv function in MATLAB. The random components of the $k_t$ value are then calculated by:

$$\alpha = h \times \sigma_a (K_T)$$

(17)

with $\sigma_a (K_T)$ is the standard deviation computed by using Eq. (9).

This suggested model are not only much simpler than Graham’s method, but also produces more accurate results. Table 5 demonstrates the hourly solar irradiance sequence error generated by Graham’s model and this study’s modified model compared with the measured solar irradiance sequence for Ho Chi Minh City over 20 times run a program written in MATLAB.

### 3.2 Modified Graham model to create a series of hourly clearness indices

**Figure 6** shows the process of creating a series of hourly clearness index series. This procedure is modified from the Graham model, as analyzed above. In this Figure:

- $\phi$ is the investigated location’s latitude.
- $L_{st}$ and $L_{loc}$ are respectively the longitude of the standard meridians and the considered location.
- $j$ is the month of the year.
- $i$ is the day of a month.
- $\omega_s$ is the angle of sunset for the calculated day.
- $K_T [i][j]$ is the daily clearness index of the $i^{th}$ day in the $j^{th}$ month.
ω is the calculated hour angle.
k_{tm} is the “long-term” average value of k_t
σ_{kt} is the standard deviation of k_t toward the values of the “long-term” average value
ε_t is a Gaussian distribution’s random number
hr. is the investigated hour.
χ is a Gaussian distribution’s random variable with “0” mean and “1” variance.
θ is the parameter of the AR1 model.
F_{normal} is a function to convert a Gaussian variable into a non-normally distributed variable.
MATLAB is used to write generation program for hourly k_t series.

3.3 Validate generated hourly clearness index strings

The daily generated transparency index values were used as input to the hourly k_t series generation program. The calculated k_t values are then compared with k_{tmea} values, where k_{tmea} is the measured hourly clearness index values given by:

$$k_{tmea} = \frac{I}{I_0}$$  \hspace{1cm} (18)
Figure 6.
Flow chart for generating hourly $k_t$ series from daily optical clearence index series $K_T$. 
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where $I$ is the horizontal total solar irradiance measured from $\omega_1$ to $\omega_2$ in Ho Chi Minh City and Da Nang; $I_0$ is the solar radiation outside the atmosphere from hour angle $\omega_1$ to $\omega_2$, given by [1]:

$$I_0 = \frac{12}{\pi} G_{SC} \times 3600 \left\{ 1 + 0.033 \cos \left( \frac{360n}{365} \right) \right. \left. \times \left[ \cos \phi \cos \delta (\sin \omega_2 - \sin \omega_1) + \frac{\pi}{180} (\omega_2 - \omega_1) \sin \phi \sin \delta \right] \right\}$$ (19)

The cumulative distribution function (CDF) graphs of $k_t$ over the hours for Ho Chi Minh City and Da Nang are shown in Figures 7 and 8 respectively while the probability density function (PDF) of $k_t$ over the hour for these cities are shown in Figures 9 and 10. Additionally, several statistical parameters, including mean, median, minimum, maximum, standard deviation, mean absolute error (MAE) and mean square error (RMSE) of the measured and generated $k_t$ series in Ho Chi Minh City and Da Nang are also shown in Tables 6 and 7, respectively.

**Figure 7.**
Cumulative distribution function (CDF) of hourly $k_t$ for Ho Chi Minh City.

**Figure 8.**
Cumulative distribution function (CDF) of hourly $k_t$ for Da Nang.
As presented in Figures 7–10 and Tables 6 and 7, the hourly $k_t$ series for the two investigated cities have been successfully generated by the suggested model with very high accuracy. The mean and median error percentages of generated sequences were $-1.5\%$ and $-2.4\%$ for Ho Chi Minh City and $-1.3\%$ and $0.3\%$ for Da Nang,
respectively. Since stochastic models have been approved to have universal characteristics, as mentioned above, the model in this study is expected to be applicable to any location in the world.

4. Model to generate hourly ambient temperature sequences

The procedure to generate hourly ambient temperature sequences from monthly mean ambient temperature, \( T_a \), and monthly mean daily clearness index, \( K_t \), was described by Knight et al. [25]. The model to generate artificial hourly ambient temperature sequences for Australia was developed by Nguyen and Pryor [21].

First, to generate the deterministic component of the hourly ambient temperatures series, the concept of the average normalized diurnal temperature variation, developed by Erbs et al. [26], is applied. Hourly measured ambient temperature data from two locations (Ho Chi Minh city and Da Nang) are used to calculate the hourly monthly-average ambient temperature, \( T_{a,h} \), at each hour of the day for each month. These curves are standardized by subtracting the monthly-average daily temperature, \( T_a \), from each of the hourly values and then dividing by the amplitude of the curve (defined as the difference between the maximum and minimum hourly average temperatures over the day), \( A \). Subsequently twelve cosine curves are derived for each location.

The average of these 24 (ie., 12 curves * 2 locations) standardized curves are calculated. Interestingly, the equation originally derived by Erbs and his colleagues is found to fit the average standardized curve in this study. The equation is expressed:

\[
\frac{T_{a,h} - T_a}{A} = 0.4632 \cos (t* - 3.805) + 0.0984 \cos (2 t* - 0.360) \\
+ 0.0168 \cos (3 t* - 0.822) + 0.0138 \cos (4 t* - 3.513)
\]

(20)

\( t* \) is given by: \( t* = \frac{2\pi(t-1)}{24} \) where temperature is in hours with 1 and 24 corresponding to 1 am and midnight, respectively.

The relation between the amplitude \( A \) and the monthly mean clearness index, \( \bar{K}_t \), is calculated as [26]:

\[
A = 20.231 \bar{K}_t - 3.103
\]

(21)

After the trend components are removed from the ambient temperature values, the variable component of the data is converted into a normal distribution and then tested with many ARMA models. The AR2 model is finally selected:

\[
\chi_t = \Phi_1 \chi_{t-1} + \Phi_2 \chi_{t-2} + \epsilon_t
\]

(22)
here, $\chi_{t-1}$ and $\chi_{t-2}$ are the values of the weather data variables at $t-1$ and $t-2$, respectively, and $\Phi_1$ and $\Phi_2$ are calculated from the available ambient temperature data and are found to be 0.9072 and $-0.1430$, respectively. $\epsilon_t$ is a random number from a normal distribution with zero mean and a standard deviation $\sqrt{1 - \Phi_1r_1 - \Phi_2r_2}$. $r_1$ and $r_2$ are the corresponding autocorrelation coefficients.

The generated $\chi$ is transformed to an hourly temperature by equating the cumulative function of $\chi$, $F_{\text{normal}}$, and hourly ambient temperature, $F_{\text{temp}}$. $F_{\text{normal}}$ is given by:

$$F_{\text{normal}} = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\chi} \exp\left(-\frac{1}{2}t^2\right) dt = \frac{1}{2} \left[1 + \text{erf}\left(\frac{\chi}{\sqrt{2}}\right)\right]$$

whereas $F_{\text{temp}}$ is calculated as follows:

$$F_{\text{temp}} = \frac{1}{1 + \exp(-3.396h)}$$

with:

$$h = (T - T_{a,h})(\sigma_m\sqrt{N_m/24})$$

in which $N_m$ is the number of hours in the months and $\sigma_m$ is the standard deviation of the monthly-average daily temperature $\bar{T}_a$ given by:

$$\sigma_m = 1.45 + 0.029\bar{T}_a + 0.0664\sigma_{yr}$$

$\sigma_{yr}$ is the standard deviation of the yearly average ambient temperature.

Solving these equations, hourly ambient temperature is given by:

$$T = \bar{T}_a - \frac{\sigma_m}{3.369} \times \ln \left\{ \frac{1}{0.5 \left[1 + \text{erf}\left(\frac{\chi}{\sqrt{2}}\right)\right]} - 1 \right\}$$

**Figure 11** shows the schematic diagram of the procedure to generate hourly ambient temperature sequences.

In this figure:

- $L_{st}$ and $L_{loc}$ are the standard meridian for the local time zone and the longitude of the location considered, respectively.
- $T_{a}[j]$ and $K[j]$ are the monthly mean ambient temperature and monthly mean daily radiation of $j$th month, respectively.
- $T_{a,yr}$ is the year average ambient temperature, calculated from the 12 monthly values.
- $\sigma_m[j]$ is the monthly standard deviation of the $j$th month, obtained from the yearly average value and the monthly average temperature for that month.
- $A[j]$ is the amplitude of the diurnal variation (peak to peak) of ambient temperature, and is a function of monthly average daily clearness index.
- $T_{a,h}[\text{avhr}]$ is the hourly monthly-average ambient temperature; the subscript “avhr” indicates the calculated monthly-average hour (avhr = 1 to 24).
- $\epsilon_t$ is a random number from a Gaussian distribution.
- $hr$ is the hour considered.
- $N_{max}$ is the number of hours in the respective month.
- $\chi$ is the normally distributed stochastic variable with a mean of 0 & a variable of 1.
Figure 11.
Schematic diagram of the procedure to generate hourly ambient temperature sequences.
Φ₁ and Φ₂ are the first and second parameters of the AR2 model.
F_{normal} is the cumulative distribution of a normally distributed variable.

**Figure 12** shows the cumulative distribution of hourly ambient temperature sequences for Ho Chi Minh City. The figure compares the results using measured data and artificial data generated from the equations described in this section. As shown, the model presented here produced accurate hourly ambient temperature in comparison with measured data.

5. Validating generated versus measured weather data by running a solar distillation simulation program

The main objective of this study is to build a model to generate weather data, including daily and hourly solar radiation sequences and ambient temperature series; then these weather data chains must be used to run simulation programs. Therefore, the generated weather data is used as input for SOLSTILL – a simulation program for solar distillation systems [27]. This simulation program was designed to enable to simulate both passive solar stills and active solar distillation systems. **Figure 13** presents the heat and mass diagrams in a passive solar still whereas **Figures 14 and 15** respectively shows the schematic diagram and heat and mass transfer process in a forced circulation solar still.

The inputs for SOLSTILL can be in form of hourly weather data if the measured hourly solar radiation and ambient temperature are available. If not, the weather data generation function in SOLSTILL can be called to generate weather sequences with input as monthly average daily solar radiation and ambient temperature values of 12 months [27]. Both modes of weather data in SOLSTILL (i.e., input hourly weather data and generation mode) are used in this study. For Mode 1, hourly measured weather values, achieved from National Center for Hydro-Meteorological Forecasting [28], are input the program. For Mode 2, the weather data generation function in SOLSTILL does its job. The outputs of SOLSTILL consist of hourly amounts of distillate water, hourly temperatures of the cover, basin water and the basin, etc. In this study, only hourly amounts of distillate water are considered.
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Figure 13.
The heat and mass transfer processes in a conventional solar still.

Figure 14.
Schematic diagram of a forced circulation solar still with enhanced water recovery.
Then, daily and monthly average daily amounts of distillate water are achieved. **Figures 16 and 17** show the monthly average daily distilled water of a conventional solar still for Ho Chi Minh City and Da Nang whereas **Figures 18 and 19** show those of a forced circulation solar still with enhanced water recovery, respectively.

As shown in **Figures 16–19**, the errors of the predicted monthly average daily distillate productivity of both a conventional passive solar still and a forced circulation solar still with measured and generated weather series as input data are very...
small. The largest error is 9.3%, occurred in April in Ho Chi Minh City for a conventional solar still. The errors of predicted yearly average daily distillate productivities are less than 5%. Therefore, it can be expected that the weather data generated from the proposed models can be used to run any simulation programs for solar distillation systems.

6. Conclusion

In this study, to generate daily clearness index sequences for Ho Chi Minh City and Da Nang, two cities presenting for two climate types in tropical region, Aguiar’s model was chosen. Then a modified model of Graham was proposed to generate hourly clearness index sequences from generate daily clearness index series for these
two locations. After that, a model to generate hourly ambient temperature sequences from monthly average daily ambient temperatures was presented. Having been proved by some statistic configurations and the predicted distillate productivities of solar still simulations, the models in this study are accurate in predicting daily and hourly irradiances and ambient temperature sequences. Especially, the model proposed in this study to generate the hourly solar radiation values is much simpler compared with Graham model. Therefore, both solar radiation and ambient temperature generating models in this work are believed to be used to calculate daily and hourly weather data for any numerical simulation programs of solar distillation systems with very limited input parameters, including the latitude, monthly average daily clearness index and ambient temperature values of the investigated locations.

Figure 19. 
Monthly average daily distillate productivity of a forced circulation solar still in Da Nang.
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Chapter 4

Desalination by Membrane Distillation

Mustakeem Mustakeem, Sofiane Soukane, Muhammad Saqib Nawaz and Noreddine Ghaffour

Abstract

At present, around 25% of water desalination processes are based on distillation. Similar to classical distillation, membrane distillation is a phased-change process in which a hydrophobic membrane separates two phases. Membrane distillation is considered an emerging player in the desalination, food processing and water treatment market. Due to its high salt rejection, less fouling propensity, operating at moderate temperature and pressure, membrane distillation is considered as a future sustainable desalination technology. The distillation process is quite well known in desalination. However, membrane distillation emerged a few decades ago, and a thorough understanding is needed to adapt this technique in the near future. This review chapter introduces the classical distillation and membrane distillation as an emerging technology in the desalination arena. Heat and mass transfer and thermodynamics in membrane distillation, characteristics of the performance metrics of membrane distillation are also described. Finally, the performance evaluation of MD is presented. The possibility of using low-grade heat in membrane distillation allows it to integrate directly to solar energy and industrial waste heat.

Keywords: membrane distillation, desalination, vapor flux, vapor transport, evaporation

1. Introduction

Distillation is a thermal process in which a component separates out from a multi-component mixture by a phase-change process. When a membrane is put in between the feed and condensing solution, the feed can be vaporized and condensed at the membrane interface (thickness \( \approx 200 \mu m \)). Figure 1 shows a schematic of a single-stage distillation and membrane distillation setup. The membrane distillation (MD) process combines the use of conventional distillation and membranes processes. It is a hybrid technology that uses the advantages of membrane separation and thermal distillation processes. In MD, the separation process employs a porous hydrophobic membrane between feed and permeate, allowing only solvent vapor to pass through, retaining the liquid/solid phase. Although the membrane provides a mass transfer resistance to the vapors, its employment allows water to condense within a minimal distance. This gives an advantage in creating a large partial pressure gradient across the membrane.

In a typical MD setup, the trans-membrane temperature difference (temperature difference between two sides of the membrane) creates the vapor pressure
difference, which drives mass transport [1–5]. The vapor is generated at the feed side and moves through the membrane pores to condense/get collected at the permeate side of the membrane. The salts, due to their non-volatile nature, remain in the feed solution.

MD has advantages over conventional desalination techniques. These include [6]:

- Low feed temperature in the range 50–90°C.
- Low fouling propensity.
- Capable to treat high saline water.
- High product water quality.
- Good compromise between specific enthalpy and efficiency.

Based on the distillate collection methods, MD can be classified into four broad configurations: (1) air gap membrane distillation (AGMD); (2) sweeping gas membrane distillation (SGMD); (3) vacuum membrane distillation (VMD); and (4) direct contact membrane distillation (DCMD) [7]. In all configurations, the feed solution remains in direct contact with one side of the membrane, while on the other side, distillate collection differs based on the type of the variant.

1. Air gap membrane distillation: In AGMD, the permeate side has an air gap followed by a condensing plate. A typical AGMD set up is shown in Figure 2(A). The vapor transfers from the hot feed to the air gap and eventually condenses at the cooling plate. The cooling plate can be cooled with multiple ways such as liquid cooled, air cooled, evaporative cooled; and gives the flexibility to use any coolant liquid as it does not mix with the condensate. AGMD is the most practical configuration in water production. However, due to high mass transfer resistance at permeate side, the flux is less as compared with other configurations. The air gap reduces the conduction heat loss from feed to permeate [8–10].

2. Sweeping gas membrane distillation: The SGMD uses a stream of gas to strip off the vapors from the permeate channel, after which they are either condensed externally or discarded as waste. Figure 2(B) shows a typical SGMD set up. SGMD shows less conduction heat loss than DCMD due to less conductivity of
gases at the permeate side. The pore wetting possibility is very less as the flow of gas takes off the distillate without condensing it [11]. The main disadvantage of this configuration is the high gas flow to sweep a unit volume of the permeate product. SGMD can be used in desalination and concentration of non-volatile liquids [7, 8].

3. **Vacuum membrane distillation**: The VMD and SGMD are very much similar in stripping out the permeate product. The VMD uses vacuum suction to strip off the vapors from permeate channel and either condense those externally or discarding as waste. **Figure 2(C)** shows a typical VMD configuration. The main advantage of this configuration is to separate the volatile organics from the main stream. However, it requires an additional pump and a condenser, increasing both CAPEX and OPEX. Also, the possibility of wetting the membrane is high due to the negative pressure at the distillate side [5, 8].

4. **Direct contact membrane distillation**: The DCMD is the most widely used MD configurations due to its simplicity, low capital cost and comparatively higher
flux [12–14]. In DCMD, as the name suggests, the membrane remains in direct contact with both solutions, i.e., feed and permeate. Figure 2(D) shows a schematic of a typical DCMD set up. The vapors transfer through the membrane and condense in the circulating coolant at the other side of the membrane. To achieve high thermal efficiency, the feed and coolant stream runs in counter-current directions. DCMD is best suited for applications where water is a major permeate, such as desalination and concentration of fruit juices. Also, the condensation step is carried out inside the module itself. High conduction losses across the membrane are the main disadvantage of DCMD [8, 15].

Table 1 summarizes the applications, advantages and disadvantages of different MD configurations [4, 6–9, 11, 15–17].

1.1 Transport phenomena

The temperature gradient between the feed and distillate sides of the MD system result in heat transfer from hot feed to cold distillate accompanied by mass transfer.

1.1.1 Heat transfer

MD is a non-isothermal process. Due to the difference in temperature at feed and permeate sides, three main heat transfer mechanisms take place: convective heat transfer, conduction heat transfer, and latent heat transfer. At the feed side and permeate side, convective and latent heat transfer take place. Across the membrane, conductive and convective heat transfer takes place. The two interfaces show convection with the bulk fluid, and membrane pores demonstrate the conduction phenomenon associated with vapor heat transfer. Due to a positive temperature gradient, it is clear that the heat transfer takes place only from feed to permeate.

<table>
<thead>
<tr>
<th>MD configuration</th>
<th>Application area</th>
<th>Advantage</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCMD</td>
<td>• Seawater desalination</td>
<td>• High distillate flux</td>
<td>• High conductive heat loss</td>
</tr>
<tr>
<td></td>
<td>• Industrial wastewater</td>
<td>• Simple design and operation</td>
<td>• High heat transfer coefficient</td>
</tr>
<tr>
<td></td>
<td>• Dye effluents</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AGMD</td>
<td>• Seawater desalination</td>
<td>• Low conductive loss</td>
<td>• Low permeate flux</td>
</tr>
<tr>
<td></td>
<td>• Industrial wastewater</td>
<td>• Low TP</td>
<td>• High mass transfer resistance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Less chances of distillate contamination</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• High thermal efficiency</td>
<td></td>
</tr>
<tr>
<td>SGMD</td>
<td>• Brackish water desalination</td>
<td>• Low conductive loss</td>
<td>• High gas volume needed</td>
</tr>
<tr>
<td></td>
<td>• Azeotrophic mixture separation</td>
<td>• Less pore wettability</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• VOC removal</td>
<td>• No in-system condensation</td>
<td></td>
</tr>
<tr>
<td>VMD</td>
<td>• Seawater desalination</td>
<td>• Low conductive loss</td>
<td>• Membrane wetting</td>
</tr>
<tr>
<td></td>
<td>• Aroma recovery</td>
<td>• High permeate loss</td>
<td>• High pump power</td>
</tr>
<tr>
<td></td>
<td>• Industrial effluents</td>
<td>• Condensate obtained externally</td>
<td>• Heat recovery is difficult</td>
</tr>
<tr>
<td></td>
<td>• VOC removal</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Summary of the applications, advantages and disadvantages of different MD configurations [4, 6–9, 11, 15–17].
1.1.1.1 Feed side

At feed side, hot bulk solution come in contact with the MD membrane. Convective heat transfer \( Q_f \) (W\( \cdot \)m\(^{-2}\)) takes place and can be expressed as per Newton’s law of cooling [14]:

\[
Q_f = h_f \times (T_{fb} - T_{f,m})
\]  

(1)

Where \( h_f \) is the feed convective heat transfer coefficient (W\( \cdot \)m\(^{-2}\)K\(^{-1}\)), \( T_{fb} \) is the bulk feed solution temperature (K), \( T_{f,m} \) is the temperature (K) at feed-membrane interface.

1.1.1.2 Membrane pore

Heat transfer through membrane occurs in two parallel routes: first is latent heat transfer \( Q_v \) at pores mouth and second is conduction heat transfer \( Q_c \). The \( Q_c \) is the conduction heat loss and does not contributes to the vapor mass. Hence, for an efficient system, it is required to minimize \( Q_c \) as low as possible. It can be expressed by the Fourier’s law of conduction. Therefore, thicker membrane contributes less to conduction heat transfer. The \( Q_m \) (W\( \cdot \)m\(^{-2}\)) is the sum of both heat transfers and can be expressed as [2, 5]¹:

\[
Q_m = Q_v + Q_c = \frac{k_m}{\delta_m} \times (T_{f,m} - T_{p,m}) + J * h_{fg}
\]  

(2)

\[
h_m = \frac{k_m}{\delta_m}
\]  

(3)

Where \( Q_v \) is the conduction heat transfer (W\( \cdot \)m\(^{-2}\)), \( k_m \) is the membrane thermal conductivity (W\( \cdot \)m\(^{-1}\)K\(^{-1}\)), \( \delta_m \) is the membrane thickness (m), \( J \) is the distillate flux (kg\( \cdot \)m\(^{-2}\)h\(^{-1}\)), \( h_{fg} \) is the latent heat of evaporation (kJ\( \cdot \)kg\(^{-1}\)), \( T_{p,m} \) and \( T_{f,m} \) are the temperature of permeate-membrane interface and feed-membrane interface respectively.

The thermal conductivity \( k_m \) (W\( \cdot \)m\(^{-1}\)K\(^{-1}\)) of the membrane can be calculated from the thermal conductivity of vapor \( k_g \) and the polymer material \( k_p \) as per following relations [18]:

\[
k_m = \varepsilon k_g + (1 - \varepsilon)k_p
\]  

(4)

Where \( \varepsilon \) is the porosity of the membrane.

1.1.1.3 Permeate side

Vapor that pass through membrane pores condense at the permeate side at the expense of latent heat of condensation. The heat transfer at the permeate side \( Q_p \) (W\( \cdot \)m\(^{-2}\)) can be expressed as [15, 18]:

\[
Q_p = h_p \times (T_{pb} - T_{p,m})
\]  

(5)

¹ The influence of mass transfer on heat transfer was ignored.
Where $h_p$ is the permeate convective heat transfer coefficient ($\text{W} \cdot \text{m}^{-2} \cdot \text{K}^{-1}$), $T_{pb}$ is the bulk permeate solution temperature, $T_{p,m}$ is the temperature (K) at permeate-membrane interface.

### 1.1.1.4 Overall heat transfer

At steady state, heat transfer from feed to membrane, across the membrane and from membrane to permeate are equal. **Figure 3** shows with the electrical analogy of local heat transfer coefficients and their relationship with the overall heat transfer coefficient. The overall heat transfer $Q$ ($\text{W} \cdot \text{m}^{-2}$) can be expressed in terms of universal (overall) heat transfer coefficient as $U$ [2, 18]

$$Q = Q_f = Q_m = Q_p = h_f \ast (T_{fb} - T_{f,m}) + J \ast h_{fg} = h_p \ast (T_{pb} - T_{p,m})$$

Where $U$ ($\text{W} \cdot \text{m}^{-2}$) can be expressed as:

$$\frac{1}{U} = \frac{1}{h_f} + \frac{1}{\frac{k_m}{\delta_m} \ast \frac{J h_{fg}}{T_{f,m} - T_{p,m}}} + \frac{1}{h_p}$$

The membrane interface temperatures, i.e. $T_{f,m}$ and $T_{p,m}$ can not be measured experimentally. Therefore, mathematical iterative procedure is generally used to evaluate both interface temperatures. The membrane interface temperature can be derived from the Eq. (6) and expressed as [15, 19]:

$$T_{f,m} = T_{fb} - \frac{J h_{fg} + \frac{k_m}{\delta_m} (T_{f,m} - T_{p,m})}{h_f}$$

$$T_{p,m} = T_{pb} - \frac{J h_{fg} + \frac{k_m}{\delta_m} (T_{f,m} - T_{p,m})}{h_p}$$

The heat transfer coefficients $h_f$ and $h_p$ can be calculated using Nusselt number relation as shown in Eq. (10), while the $h_m$ can be calculated from Eq. (3). The Nusselt number correlations are available in the literature [2, 4, 5].

![Figure 3](image)

**Figure 3.**
Electrical equivalent of heat transfer resistance in MD process. An overall heat transfer resistance is an equivalent of all three heat transfer resistance of feed, membrane and permeate.
Heat transfer coefficient \( = \frac{Nu \times k_m}{D_p} \)  

(10)

Where \( h_m \) is defined in Eq. (3)

1.1.2 Mass transfer

Mass transport in MD can be explained by three sequential stages: vapor generation, vapor transport, and vapor condensation, which respectively take place at the feed-membrane interface, membrane pores, and permeate-membrane interface. Figure 4 shows the mass transfer process, including vapor generation at the feed side, vapor transport through the porous membrane, and finally, vapor condensation at the permeate side. There is resistance to mass transfer at each stage, which is defined by a correlation explained in the sequel. The overall mass transfer in the MD system is often expressed using Darcy’s law i.e., the vapor pressure difference between two sides of the membrane, and is given as [1, 2]:

\[
J = C_m \times (p_{f,m} - p_{p,m})
\]

(11)

Figure 4.  
A schematic of vapor transfer from vapor generation at the feed side, to the permeate side through the membrane pores. Mass transfer is the transport mechanism within the membrane pores. Finally, the distillate condenses at the permeate side.
Where \( C_m \) is the membrane mass transfer coefficient (kg·m\(^{-2}\)·h\(^{-2}\)·Pa\(^{-2}\)), \( p_f \) and \( p_p \) are the partial pressures of water at feed and permeate sides, respectively. The three stages of mass transport are explained as below:

### 1.1.2.1 Stage 1 (Vapor generation)

At the feed side of the membrane, liquid feed remains in contact with the membrane pores. The vapors are generated at the feed-membrane pore interface when the hot feed solution passes over the hydrophobic MD membrane. The partial pressure of the vapor generated is directly proportional to the temperature as per Antoine’s equation \([19]\). In the case of water, Antoine equation can be rewritten as Eq. (12):

\[
p_v = \exp \left[ 23.19 - \left( \frac{3816.44}{T_{f,m} - 46.13} \right) \right]
\]

where \( p_v \) is the vapor pressure of water (Pa) and \( T_{f,m} \) is the temperature at the feed-membrane interface (K).

The presence of non-volatile solute in the feed water decreases the vapor pressure of the feed solution. Therefore, the vapor pressure is a function of mole fraction of that component and can be expressed as \([4]\):

\[
p_{(x)} = (1 - x_s) \cdot p_w^0
\]

Where \( x_s \) mole fraction of non-volatile solute in feed water and \( p_w^0 \) is the partial pressure of pure water.

**Figure 5** shows a control volume of heat and mass transfer of length \( dz \). A feed of mass flow rate \( \dot{m} \) fed into the feed channel, and heat and mass transfer takes place along the membrane surface. The width \( dy \) is taken as unity. The mass balance at feed side can be explained mathematically as \([13, 20]\):

\[
\dot{m}_{f(z+dz)} v_{fb} = \dot{m}_{f(z)} v_{fb} + (J h_{fb} + q_m) dA
\]
The mass flux of water that passes through the membrane can be expressed as:

$$J = k_f \rho_f \ln \frac{x_{f,m}}{x_f}$$  \hspace{1cm} (15)$$

Where $k_f$ is the mass transfer coefficient and can be calculated using Sherwood number as follow [4]:

$$Sh = \frac{k_f}{D_s} \frac{d_h}{D_s}$$  \hspace{1cm} (16)$$

Where $d_h$ is the hydraulic diameter (m), $D_s$ is the solute diffusion coefficient in bulk feed (m$^2$s$^{-1}$). The Sherwood number can be calculated using following semi-empirical relationship [4]:

$$Sh = \alpha \Re^\beta \Sc^\gamma$$  \hspace{1cm} (17)$$

Where $\alpha$, $\beta$, and $\gamma$ are the coefficients calculated from experiments. $\Sc$ is the Schmidt number and $\Re$ is the Reynolds number, which can be expressed as [2]:

$$\Sc = \frac{\eta_f}{\rho_f D_s}$$  \hspace{1cm} (18)$$

$$\Re = \frac{\rho_f \nu_f d_h}{\eta_f}$$  \hspace{1cm} (19)$$

Where $\eta_f$ is the viscosity of the bulk fluid (Pa·s), $\rho_f$ is the density of the bulk fluid (kg·m$^{-3}$), and $\nu_f$ is the fluid flow velocity (m·s$^{-1}$). Different correlations used for Sherwood number are listed in Appendix 1A.

1.1.2.2 Stage 2 (Vapor transport)

Two major factors control the vapor transfer in MD membrane pores. One is the vapor pressure difference $\Delta p$, and the second is the mass transfer coefficient of the membrane. The vapor transfer through the membrane may be the limiting step for mass transfer in MD, which is influenced by the physical properties of the membrane and other characteristics which expresses with the relation $J \propto \frac{D_h}{\chi \cdot \delta_m}$ [1].

1. **Porosity ($\varepsilon$):** In general, regardless of the type of MD configuration, membranes with high porosity have more distillate flux as well as lower conductive heat loss. The porosity of MD membranes lies between 30 and 85% [4, 21].

2. **Tortuosity ($\chi$):** In a simple assumption, membrane pores are considered as straight cylindrical channels. However, they possess many curved paths. High tortuosity value leads to lower distillate flux due to vapor permeation through tortuous paths. Therefore, membrane permeability is inversely proportional to the membrane tortuosity. In most theoretical models in MD studies, a tortuosity value of 2 is frequently considered to predict the transmembrane flux [15].

3. **Pore size:** Large pore size allows more vapor to pass through. However, after a certain point, it will limit the applied pressure to avoid pore wetting. On the other hand, small pore size enables working at high pressures but at the cost of lower fluxes [4].
The vapor transport mechanism through MD membrane pores is governed by three basic mechanisms known as Knudsen diffusion ($K_n$), Molecular-diffusion, and viscous (poiseuille flow). The mass transport through the membrane is described by the simple Darcy’s law, expressed in Eq. (11). For dilute solutions, it can be written as [7, 22]:

$$J = C_m \frac{dP}{dT} (T_{f,m} - T_{p,m})$$  \hspace{1cm} (20)

The Pressure term $\frac{dP}{dT}$ can be calculated from Clausius-Clapeyron equation as:

$$\frac{dP}{dT} = \frac{\Delta H}{RT^2} P_{av}(T_m)$$  \hspace{1cm} (21)

The pressure $P_{av}$ for non-ideal aqueous solution can be calculated from Raoult’s law as expressed by Eq. (13).

As per Darcy’s law Eq. (11), membrane mass flux is mainly governed by the partial pressure difference between feed and permeate side and the membrane mass transfer coefficient $C_m$. The membrane mass transfer coefficient is primarily a function of membrane properties (thickness, pore size, tortuosity) and the process conditions (temperature and pressure). Its value depends upon the mass transfer mechanism inside the membrane pore.

The air molecules (particles) act as a medium in the pores. Knudsen number ($K_n$) determines the type of governing mechanism of mass transport inside the membrane pore and can be expressed as [1]:

$$K_n = \frac{\lambda}{D_p}$$  \hspace{1cm} (22)

Where $D_p$ is the pore diameter (m) $\lambda$ is the mean free path (m) of the vapor molecule and can be written as [19]:

$$\lambda = \frac{k_B T_r}{\sqrt{2\pi P_m \sigma_v^2}}$$  \hspace{1cm} (23)

where $k_B$ is the Boltzmann constant ($1.38 \times 10^{-23}$ J•K$^{-1}$), $P_m$ is the mean average pressure in membrane pores (Pa), $T_r$ is the average temperature in the pore, and $\sigma_v$ is the water vapor collision diameter (0.2641 nm).

Depending on the value of $K_n$, three possible mass transfer modes exist as follows: (a) Knudsen diffusion ($K_n > 1$) in which molecular collisions with the walls dominate as compared to the molecule-molecule collisions, (b) molecular diffusion ($K_n < 0.01$) in which the frequency of gas molecule collisions is much higher than those with the pore walls, and (c) Knudsen-molecular diffusion ($0.01 < K_n < 1$) in which the frequency of molecular collisions with the pore walls is similar to that of the gas-gas collisions (often referred to as “transitional regime”) [4, 19]. Figure 6 shows a schematic of three possible mass transfer mechanisms through the pores of an MD membrane.

i. **Knudsen diffusion**: If the mean free path of water molecules is greater than the pore diameter ($\lambda > D_p$), the frequency of collision between water molecules are less than the molecule–pore wall. The Knudsen number in this regime is $\geq 1$ [19]. Therefore, it is the dominating process of mass transport in DCMD. The mass transfer resistance arises from the momentum transfer of vapor molecules with the sidewalls of the pores.
Therefore, Knudsen diffusion decreases with the increase of temperature. In this case, the membrane mass transfer coefficient is shown in Table 2.

ii. Molecular diffusion: Molecular diffusion occurs when the mean free path of vapor molecule ($\lambda << D_p$) is much shorter than the pore diameter. The Knudsen number in this case is below 0.01 [5, 7]. Therefore, the intramolecular (within own molecules) and intermolecular (with the air molecules) collisions prevail vapor molecule-wall collisions. The mass transfer resistance comes from the collision of vapor molecules with the air molecules entrapped inside the membrane pores. In this case, the membrane mass transfer coefficient and mass transfer mechanism are shown in Table 2 and Figure 6 respectively. Since the feed and permeate in DCMD is deaerated, therefore, molecular diffusion in DCMD is minimum [2]. Similarly, in the case of VMD, the vacuum in the permeate side remove the entrapped air in the pore. Therefore, molecular diffusion is neglected there as well.

iii. Poiseuille flow: In poiseuille flow (viscous flow), vapor molecule acts as a continuous fluid flow under a pressure gradient between two sides of membrane. It occurs in deaerated membrane pores under a stream vacuum. It applies when the mean free molecular path of vapor molecule is smaller that the pore size ($d_p > 100\lambda$) [2, 25]. The membrane mass transfer resistance is due to momentum transfer to the pore walls through viscous drag and its coefficient is shown in Table 2.

iv. Knudsen-molecular diffusion: Transport of water vapors is a complex phenomenon and can encounter mass transfer resistance from both air molecule and the pore walls. In practical, there exist more than one type of transport phenomenon, therefore, called transition flow. This type of transport occurs when the mean free path of the vapor molecule is in the range (1–100) $\lambda$ and the flow is a kind of transition flow between pure
1.1.2.3 Stage 3 (Vapor condensation)

At permeate side, each configuration of MD uses different methods to collect permeate. In some cases, the permeate is the waste and is discarded, while in other instances, permeate is the product and collected using various methods based on the configuration. In DCMD, the permeate is stripped by circulating pure water. Therefore, it offers no mass transfer resistance. In the case of VMD, the presence of vacuum also negates the existence of mass transport resistance. However, AGMD show a significant resistance due to the presence of an air gap between the membrane and the condensing plate. In AGMD, the mass transfer occurs through molecular diffusion between the membrane pore surface to the condenser plate. The mass transfer resistance can be expressed by:

\[ k_s = \frac{P_{av}}{P_a} \frac{\varepsilon}{\delta + b} \frac{D_w M_w}{\mu R T_m} \]  

(24)

Where \( b \) is the thickness of the air gap (m) [2, 4].

1.1.3 Temperature polarization

The phenomenon of evaporation at the feed-membrane interface and condensation at the permeate-membrane interface creates a temperature gradient with the bulk solution. Temperature polarization (TP) is a condition when the temperature at the membrane interface differs from its bulk solution [26–28]. TP is considered a critical factor that impacts the vapor flux of an MD system. The evaporation phenomenon at the liquid-air interface draws the latent heat from the bulk solution. Similarly, at the permeate side, the liquid-membrane interface releases heat of condensation to the coolant liquid. This creates a temperature difference between the bulk solution and the membrane interface. Figure 7 shows a schematic representation of temperature profile across the membrane [28].

There exist a thermal boundary layer at each side of the membrane. However, this thermal boundary layer does not have a significant effect in the case of AGMD, VMD, and SGMD. Moreover, the salt concentration at the feed-membrane interface increases due to mass transfer, leading to the concentration polarization (CP) phenomenon. However, the effect of CP is negligible in MD [18, 29]. The operation parameters such as fluid velocity, concentration, and temperature of feed solution

---

Table 2.

<table>
<thead>
<tr>
<th>Knudsen number</th>
<th>Type of transport</th>
<th>Condition</th>
<th>Mass transfer coefficient ( C_m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; 1</td>
<td>Knudsen diffusion</td>
<td>( \lambda &gt; D_p )</td>
<td>1.1.2.3 Stage 3 (Vapor condensation)</td>
</tr>
<tr>
<td>0.01 – 1</td>
<td>Knudsen-molecular diffusion</td>
<td>( \lambda &lt; D_p &lt; 100 \lambda )</td>
<td></td>
</tr>
<tr>
<td>&lt; 0.01</td>
<td>Molecular diffusion</td>
<td>( \lambda &lt; D_p )</td>
<td></td>
</tr>
<tr>
<td>&lt; 0.01</td>
<td>Poiseuille flow</td>
<td>( \lambda &lt; D_p )</td>
<td></td>
</tr>
</tbody>
</table>

**Note:** The mass transfer coefficient \( (C_m) \) of each mechanism is shown [1, 2, 4, 5, 19, 23, 24].
affect the TP. Higher velocity increases the heat transfer by creating turbulences locally, hence diminishing the thermal boundary layer. Additionally, the lower concentration and higher temperature of the feed solutions produce high vapor pressure as per Rault’s law and Antoine’s Eq. (12) respectively. All the above parameters decrease the effect of TP. In addition, the membrane also plays an important role in TP due to the heat transfer across it. High porosity decreases the TP, while higher thermally conductive polymers show high TP. However, high thickness decreases the heat loss across the membrane as per Fourier’s law Eq. (2) and hence decreases TP. It is observed that TP decreases the vapor flux significantly [21].

1.1.3.1 Temperature polarization coefficient

The quantification of TP is expressed in temperature polarization coefficient (TPC). Figure 7 shows the temperature difference at the membrane interfaces with its bulk. TPC represented as $\Theta$ is expressed as [19]:

---

**Figure 7.**

A profile of temperature deviation at interfaces with the bulk fluid on both sides of the membrane. The temperature change at the membrane interface $\Delta T_m$ and bulk $\Delta T_b$ is shown to determine the polarization coefficient.
The thermal boundary layer at both sides of the membrane acts as resistances to heat transfer. In other words, TPC is the ratio of thermal boundary layer resistance to the total heat transfer resistance. In the case of VMD, TPC can be simplified as the ratio of feed-membrane interface temperature to the bulk feed temperature [1], as expressed in Eq. (26).

\[
\Theta = \frac{\Delta T_m}{\Delta T_b} = \frac{T_{f,m} - T_{p,m}}{T_{f,b} - T_{p,b}}
\]  

The TPC value lies between 0–1 and most of the literature reports results between 0.4 and 0.7 [1, 3, 5, 30]. When the TPC value approaches zero, the system is limited by heat transfer at the feed side, which indicates an inefficient design. In contrast, TPC value 1 indicates that the system is affected by mass transfer resistance.

Several studies have been proposed to mitigate TP by using turbulence promotors such as spacers. However, this approach creates additional energy requirements [27, 31–34]. Considering that TP and conduction heat loss is an intrinsic process deficiency that cannot be fully mitigated, it is highly desirable to seek alternative approaches to alleviate heat loss and achieve a sustainable MD performance.

2. Parameters that affect MD vapor flux

Most of the MD research is focused on maximizing vapor flux. However, taking vapor flux as a matrix to evaluate the thermal performance, may not be a correct approach since vapor flux depends upon many factors including MD system configurations, active membrane area, type of energy input, heat recovery from exiting feed etc. Therefore, the highest flux may not lead to the best thermal efficiency. Following are the parameters affecting the vapor flux:

1. **Effect of feed temperature**: The feed temperature is the most important factor and has a major effect on the vapor flux of an MD system. An exponential increase in vapor flux was observed with the increase in inlet feed temperature. This is due to the exponential increase of vapor pressure with temperature resulting in increase in driving force. Figure 8 shows the effect of feed temperature on permeate vapor flux on DCMD.

   Further, the conduction heat transfer is also higher at higher feed temperatures, leading to higher temperature polarization. Though, at high inlet feed temperature, the thermal efficiency is higher due to higher vapor flux, as shown in the Figure 8.

2. **Effect of permeate temperature**: In most of lab scale MD systems, the permeate temperature varies from 10 to 40°C. Increase in permeate temperature resulted in decrease in trans-membrane driving force, hence, vapor flux decreases. The effect varies from linear to exponential depending upon the membrane module characteristics [15, 35].

3. **Effect of feed and permeate flow rate**: The feed and permeate velocity influence the temperature polarization by creating the hydraulic turbulences in the feed
and permeate channel respectively. The turbulences increase the heat and mass transfer coefficient ($h_f$, $h_p$) at the MD membrane's feed and permeate boundary layer. The increased flow rate decreases the effect of concentration polarization. The vapor flux increases to an asymptotic value with an increase in feed velocity. Further, the thermal boundary layer thickness decreases at higher feed velocities. Kubota et al. (2020) revealed that the permeate flux increases with the feed velocity until it reaches a maximum and then decreases [7, 36].

4. Effect of the presence of non-condensable gasses: Non-condensable gasses such as CO$_2$ present in the feedwater stream. These gasses may mask the membrane pores, producing mass transfer resistance. Feedwater is generally aerated with N$_2$ gas before feeding in the MD system. However, this effect does not affect the VMD process. The process of deaeration consumes energy, and hence it decreases the overall performance [36].

5. Effect of solute concentration: High salt concentration decreases the vapor flux due to decrease in vapor pressure as per Roul't's law. Additionally, concentration polarization may develop at the vicinity of the membrane, producing mass transfer resistance. A reduction in coefficient of polarization ($\theta$) and thermal efficiency were observed with the increase in salt concentration [37]. Martinez et al. demonstrated that vapor flux decreased only by 1.15 fold by increasing the salt concentration by fivefold [38]. Therefore, MD can be used to treat high saline water with a slight decrease in productivity [1, 39].

6. Effect of module geometry: The configuration arrangement and the modular dimensions affect the TP in an MD system. Longer channel (keeping the width constant) leads to higher water production capacity, however, the flux decreases due to continuous decrease in feed water temperature along the length. The higher water production capacity is due to high water residence time with the MD membrane [40].
As the feed water moves along the length (with constant width), it loses heat due to latent heat and heat of conduction, which results in temperature decrease. Therefore, the permeate flux decreases. However, due to more residence time, the total water capacity increases. Therefore, there is an optimum length of the feed channel length. The water flux variation with the length, length/width ratio, surface area have been investigated to underline the affect. [40] presented a mathematical model simulation which shows that the total residence time of feed water in the feed channel has a positive effect until a limit, after that it started decreasing. The peak of the curve shows the optimum length of the feed channel.

Figure 9 shows the vapor flux data of four MD module types having surface area 4.5, 9.3, 19.5, 54, and 231 cm². The vapor flux was plotted with various variables. Figure 9(A) It is observed that the small active surface area membranes performance is higher than large surface area. This was a general consideration because the MD types were of different length and width. This can be deduced that regardless of width and length, the flux of lower active membrane surface area is higher than the larger ones, which is shown in the Figure 9(B). This shows a negative exponential correlation of the flux with the surface area.

The length has a negative effect on the vapor flux as demonstrated in a simulation by Lee et al. [40]. Our experimental data verifies this relation as shown in Figure 9(C). If the length was kept constant, increasing the width was a positive effect on vapor flux [40]. The length to width ratio versus flux is plotted in the Figure 9(D) shows a positive slope.

As the length increases, the temperature of the feed drops due to the effect of latent heat and conduction heat loss along the length. The temperature drop increases. This was confirmed by the simulated results demonstrated by [40].

3. Membrane properties

Unlike Reverse Osmosis, MD membranes are not chemically involved in the mass transfer phenomenon. However, they are involved in the heat transfer
phenomenon. MD membranes require some specific physical and chemical characteristics to perform well in the MD process. Mainly two types of membranes are used: Polyvinylidene Fluoride (PVDF) and Polytetrafluoroethylene (PTFE). Figure 10(A) shows the required characteristics of an ideal MD membrane, and Figure 10(B–C) shows an SEM topography of typical PVDF and PTFE membranes. PVDF membranes have round pores that could be seen on the top surface, while PTFE has pores strangled between the polymer fibers. The required physical and chemical characteristics of an MD membrane include:

1. **High Porosity ($\varepsilon$)**: Membrane porosity is the volume of pores to the total volume of the membrane. Membranes with high porosity produce more distillate flux due to more available channels for mass transfer and lower conductive heat loss. However, it decreases the mechanical strength and make membrane prone to crack under mild pressure. Porosity of MD membranes lies between 30 and 85% [21].

2. **Adequate thickness ($\delta_m$)**: The membrane thickness offsets both membrane permeability and heat transfer. Thicker membranes are suitable to prevent heat loss but will affect water vapor permeability [21].

3. **Lower tortuosity ($\chi$)**: Tortuosity is the deviation of pores from a straight cylindrical path in porous media. In a simple assumption, membrane pores can be considered as straight cylindrical. However, this assumption is often far from reality. High tortuosity values lead to lower distillate flux due to vapor permeation through tortuous paths. Therefore, membrane permeability is in inverse relation to membrane tortuosity. In most theoretical models in MD studies, a value of 2 is frequently considered to predict the transmembrane flux [15].
4. **Low thermal conductivity** \((k_m)\): The high thermal conductivities facilitate sensible heat transfer, which leads to a decrease in temperature difference across the two sides of the membrane. Hence, vapor flux decreases. Therefore, low thermal conductivity is desired for MD membranes [22].

5. **Low surface energy**: Low surface energy correlates with high hydrophobicity. Materials with high hydrophobicity can transform to membranes with larger pores, which eventually increases the vapor flux. Also, high hydrophobic materials allow membrane processes to operate at high pressure for a given pore size [22].

### 3.1 MD module design

DCMD is one of the most used MD configurations due to its simplicity. Different MD modules have been developed to address a variety of process requirements. Based on membrane type and design principle, MD modules have been developed into three different designs:

1. **Flat sheet module**: In the flat sheet module, a flat sheet membrane is put tangentially with the feed flow. Flat sheet membranes offer simple fabrication and assembly, easy cleaning and maintenance. The main disadvantages of the flat sheet are its low packing density, and high propensity to wetting [41]. Figure 11(A) shows a typical set up of flat sheet DCMD.

2. **Hollow fiber module**: In this type of module, hollow fiber membranes are used. Membranes are set in parallel bundles in the shell of a cylindrical casing. The main advantage of the hollow fiber module is the high packing density (surface area to volume ratio) and lack of membrane support. However, the
permeate flux of the hollow fiber module is lower to that of the flat sheet. Additionally, the cleaning process and the membrane replacement is difficult in the hollow fiber module [4, 41]. Figure 11(B) shows a typical set up of hollow fiber DCMD.

3. Spiral wound: Flat sheets are spirally coiled in a cylindrically wound shape. The membrane is rolled with the spacer between the feed and coolant fluids, creating evaporator and condenser channels. Such type of system was first commercialized by Solar Springs as Oryx unit as shown in Figure 11(C) [42]. The condensation process first preheats the cold feed as a condenser stream in the spiral wound design. Then, preheated feed is heated to a required temperature before entering from its center. The feed solution flows axially in the evaporator channel, and the permeate which passes through the membrane flows spirally. The condenser channel is placed toward the shell side while feed towards the core side to get the advantage of counter-current circulation [6].

4. Performance evaluation

The MD performance metrics can be divided into two thermodynamic categories: local and system level. Local metrics are impacted by local properties such as porosity, pore size, thickness, membrane conductivity etc. These include permeate flux and thermal efficiency. On the other hand, the system-level metrics are impacted by the process parameters such as temperature, energy flow, etc. These can be divided into first law efficiencies (GOR, SEC) and second law efficiencies (thermal efficiency-II) [43]. In the context of MD, these can be described as follows:

1. **Permeate flux**: The permeate flux \( J \) (kg\(\cdot\)m\(^{-2}\)h\(^{-2}\)) is the amount of distillate transported through a unit membrane area. It is the most significant parameter to evaluate the performance of an MD system. It can be expressed as:

\[
J = \frac{\dot{m}_d}{A_m}
\]

Where \(A_m\) is the active surface area (m\(^2\)) of the membrane, and \(\dot{m}_d\) is the amount of distillate that passes through the membrane (kg\(\cdot\)s\(^{-1}\)).

2. **Gained output ratio**: Gained output ratio (GOR) is the first law efficiency of a thermal desalination system and is often used to quantify energy efficiency. It is defined as the ratio of thermal energy required to vaporize the distillate mass to actual heat input. Mathematically, it can be expressed as [44, 45]:

\[
GOR = \frac{\dot{m}_d \cdot h_{fg}}{Q_{in}}
\]

Where

\[
Q_{in} = \dot{m}_f \cdot c_p \cdot \Delta T_{12}
\]

Where \(c_p\) is the specific heat capacity of fluid (Jkg\(^{-1}\)K\(^{-1}\)). For a system, with no heat energy recovery, GOR is simply a thermal efficiency without a heat exchanger. The GOR is a dimension-less quantity and its value lies between 0 and 1 for a single pass system without any heat recovery, and more than 1 if
the evaporation and condensation heat is reused. In other words, GOR tells how many times the enthalpy of evaporation is reused. For most of the commercial systems and large distillation units, the condensation heat is utilized, therefore, shows values greater than 1.

3. **Specific energy consumption:** Specific energy consumption (SEC) is the energy consumed to produce a unit amount of distillate volume [42, 44, 46]. It is expressed as:

\[
SEC = \frac{Q_{in}}{m_d} = \frac{\dot{m}_f \cdot c_p \cdot \Delta T_{12}}{m_d}
\]  

(30)

Where \(\dot{m}_f\), \(c_p\), \(\Delta T_{12}\), and \(m_d\) are the mass flow rate of feed solution (kg \(\cdot\) s\(^{-1}\)), specific heat of water (kJ \(\cdot\) kg\(^{-1}\)K\(^{-1}\)), the temperature difference of inlet and outlet feed streams (K), the total input energy (kWh) consumed by the circulating feed, and the total mass of distillate produced (m\(^3\)), respectively.

4. **Thermal efficiency:** Thermal efficiency \(\eta_{th}\) in MD is the ratio of energy of distillate to that of actual energy used [44]. It is also called first law efficiency. It can be expressed as:

\[
\eta_{th} = \frac{Q_v}{Q_v + Q_c}
\]

(31)

\[
\eta_{th} = \frac{J \cdot A_m \cdot h_{fg}}{Q_{in}}
\]

(32)

Where \(J\), \(A_m\), \(h_{fg}\), \(Q_m\), \(Q_v\), and \(Q_c\) are distillate flux (kg \(\cdot\) m\(^{-2}\)h\(^{-1}\)), membrane active area (m), latent heat of vaporization (kJ \(\cdot\) kg\(^{-1}\)K\(^{-1}\)), heat flux through membrane (W \(\cdot\) m\(^{-2}\)), heat energy of vaporization (kJ \(\cdot\) kg\(^{-1}\)K\(^{-1}\)) and heat of condensation (kJ \(\cdot\) kg\(^{-1}\)K\(^{-1}\)), respectively. The \(Q_{in}\) can be expressed as shown in Eq. (29)

To improve the thermal efficiency, the heat conduction \(Q_c\) should be minimized by using higher thickness membranes, an air gap etc. However, this may require optimizing other parameters as well. Thermal efficiency matches with the GOR if there is no heat recovery [43].

5. **Second law efficiency:** First law efficiency generally used to compare systems with same energy source. However, if the energy source is different, the two systems can not be compared fairly. Using second law efficiency, exergies are compared instead. Therefore, systems can be compared regardless of their energy source. Exergy is the maximum available work extracted from the system when the system moves from its initial state to equilibrium. **Figure 12** shows a representation of second law efficiency. The first law expression can be deduced as [47]:

\[
\dot{Q}_H + (\dot{m} \cdot h)_{sw} = \dot{Q}_0 + (\dot{m} \cdot h)_{d} + (\dot{m} \cdot h)_{br}\]

(33)

\[
\dot{Q}_H - \dot{Q}_0 = (\dot{m} \cdot h)_{d} + (\dot{m} \cdot h)_{br} - (\dot{m} \cdot h)_{sw}\]

(34)

The second law can be expressed as:

\[
\frac{\dot{Q}_H - \dot{Q}_0}{T_0} = (\dot{m} \cdot s)_d + (\dot{m} \cdot s)_{br} - (\dot{m} \cdot s)_{sw} + \dot{s}_{gen}
\]

(35)
Multiplying second law equation Eq. (35) by \( T_0 \) and subtracting from Eq. (34):

\[
\left(1 - \frac{T_0}{T_H}\right) \frac{\dot{Q}_H}{\dot{m}_d} = \left(G_d - G_{br}\right) - \frac{1}{RR} \left(G_{sw} - G_{br}\right) + T_0 \frac{\dot{S}_{gen}}{\dot{m}_d} = \frac{\dot{W}_{sep}}{\dot{m}_d}
\]

Where \( RR \) is the recovery ratio \( \frac{\dot{m}_d}{\dot{m}_{sw}} \), \( G \) is the Gibbs free energy \((h - TS)\). The second law efficiency can be expressed as:

\[
\eta_{II} = \frac{\dot{W}_{separation}}{\dot{W}_{used}}
\]

6. Recovery ratio: Recovery rate (RR) is the distillate production relative to the input feed stream flow in the MD system [48]. It is expressed as:

\[
RR = \frac{\dot{m}_d}{\dot{m}_f} \times 100\%
\]

A high recovery means a high distillate flow rate is obtained by a given feed flow. In a single pass MD system, feed recovery is very low as compared to other membrane systems. It is reported that the maximum recovery attained in single pass MD reached 10% even if 100% thermal efficiency is attained [49].

In the latest developments, hybridization of MD with existing technologies is used to improve the energy efficiency of MD. The MD has been successfully integrated with other processes as hybrid such as RO, MED, and FO. MD unit has been
successfully realized to treat RO brine and FO draw solution which is a challenging part of the process. A comprehensive review of different hybrid technologies with the MD is described by Ghaffour et al. [50]. Additionally, in-situ heating of the feed water inside the MD module, so-called localized heating, has been introduced recently. Localized heating has shown a decreased TP effect which ensures the delivery of heat energy at the site of the feed-membrane interface. It eliminates the circulation heat loss associated with the conventional bulk heating [17, 51]. Photothermal energy source is the prime consideration due to its renewable and ever-existing energy source where the heat is delivered directly to the MD membrane. Politano et al. introduced the photothermal concept in MD first time using surface plasmon effect of silver nanoparticles [52, 53]. Various organic, inorganic, and polymeric materials have also been investigated as photothermal materials in the MD system [6, 54–56].

Similarly, Joule heating elements and spacers have been used to deliver localized heating to the feed channel [57, 58]. Ahmed et al [17] recently demonstrated the TP reduction by using the electrothermal property of carbon nanostructure. They obtained a decrease of SEC by 58%. Hence, localized heating provides a relatively simple infrastructure for small-scale clean water generation in remote off-grid regions.

5. Conclusions

Membrane distillation (MD) is a promising technology for the separation and purification industry. It is a specific distillation process in which vapor molecules travel through a hydrophobic membrane. MD has several advantages, including low-grade heat input, less fouling propensity, ability to treat high saline water. Four typical membrane configurations, membrane characteristics, membrane modules, heat and mass transfer mechanisms, thermal efficiency, and operating parameters have been presented. The most important limitation that has to be considered with membrane distillation is temperature polarization, which reduces the trans-membrane temperature difference, hence the performance. MD is found to be most suitable when the input energy source is solar or waste heat, due to energy intensive nature of distillation process. The recent development in membrane technology allows MD to run in compact modular configurations such as spiral module configurations. The performance of MD is expressed in terms of flux output and the specific energy. Although flux is an important but not the only factor to demonstrate the performance of an MD system, energy input also plays an important role. The recent advances in localized heating make the MD more promising to operate on a bigger scale.
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Nomenclature

AGMD  Air gap membrane distillation
CAPEX  Capital expenditure
DCMD  Direct contact membrane distillation
EE  Energy efficiency
FS  Flat sheet
GOR  Gain output ratio
MD  Membrane distillation
OPEX  Operational expenditure
RO  Reverse osmosis
RR  Recovery ratio
SEC  Specific energy consumption
SEM  Scanning electron microscope
SGMD  Sweeping gas membrane distillation
TP  Temperature polarization
TDS  Total dissolved solids
TPC  Temperature polarization coefficient
VMD  Vacuum membrane distillation

Symbols

\( A_m \)  membrane surface area (m²)
\( C \)  concentration (mol·L⁻¹)
\( C_m \)  membrane mass transfer coefficient (kg·m⁻²·s⁻¹·Pa⁻¹)
\( c_p \)  specific heat capacity (J·kg⁻¹·K⁻¹)
\( \alpha \)  water activity (–)
\( \chi \)  membrane tortuosity (–)
\( \delta \)  membrane thickness (M)
\( \dot{m} \)  mass flow rate (kg·s⁻¹)
\( \dot{Q} \)  heat transfer rate (W)
\( \eta \)  efficiency (–)
\( \gamma \)  activity coefficient (–)
\( \lambda \)  molecular mean free path (m)
\( \mu \)  viscosity (Pa·s)
\( \pi \)  osmotic pressure (Pa)
\( \Pi \)  pi (3.14) (–)
\( \rho \)  density (kg·m⁻³)
\( \sigma \)  molecular collision diameter (m)
\( \Theta \)  temperature polarization (–)
\( \varepsilon \)  membrane porosity (–)
\( D_p \)  diameter of pore (m)
\( D_w \)  diffusion coefficient of water (m²·s⁻¹)
\( G \)  Gibbs free energy (kJ·kg⁻¹)
\( h \)  heat transfer coefficient (W·m⁻²·K⁻¹)
\( h_{fg} \)  latent heat of vaporization (kJ·kg⁻¹)
\( J \)  vapor flux (kg·m⁻²·h⁻¹)
\( k_B \)  Boltzmann constant (J·K⁻¹)
\( k_m \)  thermal conductivity (W·m⁻¹·K⁻¹)
\( K_n \)  Knudsen number (–)
\( M \)  molecular weight (kg·mol⁻¹)
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\( \dot{m} \quad \text{mass flow rate (mg-s}^{-1}) \)

\( N_A \quad \text{Avagadro’s number } (6.023 \times 10^{23}) \) (mol\(^{-1}\))

\( Nu \quad \text{Nusselt number (–)} \)

\( p \quad \text{partial pressure (Pa)} \)

\( P \quad \text{total pressure (Pa)} \)

\( Pr \quad \text{Prandtl number (–)} \)

\( q \quad \text{heat flux (W-m}^2) \)

\( \dot{Q} \quad \text{heat transfer rate (kW)} \)

\( r \quad \text{pore radius (m)} \)

\( R \quad \text{universal gas constant (J-mol}^{-1}\text{K}^{-1}) \)

\( Sc \quad \text{Schmidt number (–)} \)

\( s \quad \text{specific entropy generation (kJ-kg}^{-1}\text{K}^{-1}) \)

\( T \quad \text{temperature (K)} \)

\( t \quad \text{time (s)} \)

\( U \quad \text{overall heat transfer coefficient (W-m}^{-2}\text{-K}^{-1}) \)

\( v \quad \text{specific volume (m}^3\text{-kg}^{-1}) \)

\( W \quad \text{work (kW)} \)

\( X \quad \text{mole fraction (–)} \)

**Subscripts**

0 \quad \text{natural state (–)}

12 \quad \text{between input and output (–)}

av \quad \text{average (–)}

b \quad \text{bulk (–)}

br \quad \text{brine (–)}

c \quad \text{conduction (–)}

d \quad \text{distillate (–)}

f \quad \text{feed (–)}

fb \quad \text{bulk feed (–)}

fg \quad \text{fluid-gas (–)}

g \quad \text{gaseous state (–)}

gen \quad \text{generation (–)}

H \quad \text{heat (–)}

m \quad \text{membrane (–)}

p \quad \text{permeate (–)}

pb \quad \text{bulk permeate (–)}

sw \quad \text{seawater (–)}

sat \quad \text{saturation (–)}

v \quad \text{vapor (–)}
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Chapter 5

Modeling of Solar-Powered Desalination

Zafar Abbas, Nasir Hayat, Anwar Khan and Muhammad Irfan

Abstract

The scarcity, global, and local demand of pure water for SDGs become prominent issue. The global emissions of CO2 and GHGs have put pressure to develop the solar-powered desalination plants. This article discussed the selection of site for the solar thermal desalination in Pakistan keeping the eye on sustainability and modeling and cost analysis of single solar stills technology at Lyari River in Karachi, Pakistan. Pakistan is among the water-deficit countries having 35% of population having lack of pure drinkable water. The plenty of solar irradiance and saline water in Pakistan make it very favorable for solar-powered desalination. The solar stills technology is one of the best technologies to meet the local demand of pure water. The modeling is composed of governing equations based on the law of conservation of mass and law of conservation of energy. The solar irradiance at Lyari River is taken from MERRA–2. The result depicted that the hourly production of distill water is 1 kg/m³ and 8 kg/m³ with and without the FRL lens. The cost of distill water produced from the solar stills having FRL lens is 33% less as compared with solar stills without FRL lens.

Keywords: SDGs, GHGs, desalination, solar powered, solar stills

1. Introduction

Water is the resource that sustains all life on the planet earth and key element of sustainable development [1]. The rapid growth in population, and industrial and economic development needs high demand of water. The need of freshwater for drinking and potable water in arid areas is increasingly important issues in most part of the world. In 2000, the world annual demand for water is 4000 billion cubic meter. By 2030, it is estimated to increase over 58% [2]. Water availability per person in Pakistan was 5,600 cubic meter in 1960, and it is reduced to 1000 cubic meter in 2018. The demand of water in Pakistan is important because of its agrarian nature of economy and the agriculture sector shares 24% of gross domestic product (GDP). The regional conflicts on the availability and use of water have pressure on the demand of water. The water sources in Pakistan are surface water, rainfall, glaciers, and groundwater. Surface water consists of rivers, lakes, dams, and runoff during and after heavy rains. Mostly, the groundwater is the source in urban areas except in Karachi, Hyderabad, and some part of Islamabad use surface water. Water for rural areas is also from groundwater source except in saline groundwater areas where irrigation canals are used for domestic purpose [3]. Currently, the water
availability per capita in Pakistan is 1000 cubic meter. According to Population Action International, 1993, the countries with water availability below 1000 cubic meter experience chronic water stress [1]. Presently, more than 65% people of total population have access to safe drinking water including 85 and 55% urban and rural areas, respectively. The 35% of population has lack of drinkable water in Pakistan [3]. According to WHO, a drinkable water should have dissolved salt concentration less than 500 ppm. The normal seawater and brackish water have dissolved salt and ion concentration of 3500 ppm and 1000 ppm. Therefore, desalination of seawater and brackish water is the way to make the water drinkable. Most of the desalination plants use conventional methods of energy. But the fossil fuel methods of energy sources have adverse impact on environmental sustainability by producing air pollution, global warming, and GHGs emission. The utilization of fossil fuels for the desalination plants is contributing in CO₂ emissions. The total installed power plant for the desalination processes is responsible for the emission of 76 million tons (Mt) of carbon dioxide per year. In 2040, the emission of CO₂ is expected to 218 million tons per year [4]. The cuse of fossil fuels for desalination plant is neither sustainable nor environment friendly. Therefore, there is a need of alternative sources of energy to achieve the world demand of freshwater. At a same time, the alternative source should be sustainable and environmental friendly. The renewable energy sources of energy are the alternatives to power desalination processes. Thus, the solar power desalination is one of the most suitable alternatives for desalination plant that meets water demand and also environmental friendly.

Therefore, in this research paper the focus is on the demand of water in Pakistan as the result of rapid growth in population and industrialization. It has become necessary to install the desalination plant in Pakistan by keeping in mind the energy available as well as economic situation. The main ambitions of this research are to select a site having plenty of solar radiations and salt or brackish and suitable solar technology having low capital and operational cost to fulfill the demand of pure water at minimum cost. Thus, the development of mathematical model of solar stills and cost analysis at Lyari River, in Karachi, follows the solution of mathematical model using MATLAB.

2. Methodology

The methodology of this research is composed of the selection of site in Pakistan for solar power desalination following the mathematical modeling of the single slope of solar stills and employs modern software for the solution of mathematical model. The governing equations for mathematical model of the solar stills are based on the law of conservation of mass and law of conservation of energy for the system. The equations for convective heat transfer coefficients and radiation heat transfer coefficients are based on the Dunkle’s model. The MATLAB r2019 is employed to solve the equations.

2.1 Site selection in Pakistan

The availability of 1900–2200 kWh/m² annual global irradiance makes Pakistan highly favorable for solar power-based desalination [5]. The Balochistan and Sindh province of Pakistan is rich in solar energy with an average daily direct normal irradiance of 5.3–5.6 kWh/m² and 2.5–3.0 kWh/m² with sunshine duration of 8–8.5 hours a day [6]. Therefore, in this research paper the site at Lyari River Karachi has been selected for the modeling the single-slope solar stills.
2.2 Mathematical modeling of solar stills

The basic assumptions while modeling the solar stills take negligible temperature stratification within the evaporator basin. Temperature is uniform within each still component. Temperature is time dependent. The evaporated water is assumed only pure water; that is, the evaporated water has no dissolved salt or ion. The stills have no vapor leakages. The governing equations are based on law of conservation of mass and law of conservation of energy. The schematic of single slope solar stills is shown in Figure 1.

The law of conservation of mass can be written as [7].

\[ m_{sw} = m_{ev} + m_b \]  

(1)

If \( X_{sw} \) is the concentration of salt in the feed saline water, \( X_b \) is the concentration of salt in the brine within the basin. Then, the salt balance is [7].

\[ m_{sw} X_{sw} = m_b X_b \]  

(2)

The solubility of salt determines the salt content in the brine. The salt content in the brine is important in practice to avoid the problem of forming layer and blockage. The factor \( f_c \) for concentration is defined as the ratio of brine concentration to feed concentration.

\[ f_c = \frac{X_b}{X_{sw}} \]  

(3)

This factor is used to fix a threshold limit to not exceed during evaporation and condensation. By solving Eq. (2)) and Eq. (3), we have the following equation.

\[ m_b = \frac{1}{f_c} m_{sw} \]  

(4)
Eq. (5) is for the stationary conditions, the rate of evaporated water as a function of rate of feed saline water. Now, the distilled water or recovery rate can be defined as

$$\varphi = \frac{f_c - 1}{f_c}$$

(6)

The recovery rate is an important parameter, which indicates the possible amount of distillate water from the saline feed water without scaling [7]. It means that only 40% of saline water can be transformed into distillate water without encrustation and blockage.

The law of conservation of energy gives the following set of equations for the respective components in the solar stills.

The energy balance equation for the outer of the transparent glass cover is as follows [7]:

$$\frac{\rho g V_g C_{pg}}{2A_g} \frac{dT_{ge}}{dt} = \frac{\lambda_g}{e_g} (T_{gi} - T_{ge}) - h_{ge-amb} (T_{ge} - T_{amb}) - h_{ge-sky} (T_{ge} - T_{sky})$$

(7)

The energy balance equation for the inner of the transparent glass cover is as follows:

$$\frac{\rho g V_g C_{pg}}{2A_g} \frac{dT_{gi}}{dt} = \dot{\alpha}_g I(t) + (h_{sw-gi} + h_{rs-wgi}) (T_{sw} - T_{gi}) + \frac{m_{ev} L_v}{A_g} - \frac{\lambda_g}{e_g} (T_{gi} - T_{ge})$$

(8)

The energy balance for the seawater inside the basin of solar still is as follows [7]:

$$\frac{\rho_{sw} V_{sw} C_{psw}}{A_{sw}} \frac{dT_{sw}}{dt} =$$

$$\dot{\alpha}_{sw} I(t) + h_{csw-ct} (T_{c} - T_{sw}) + \frac{\rho_{sw} D_{sw}}{A_{sw}} (c_{p,sw} T_{sw,in} - c_{p,b} T_{b,out}) - \frac{m_{ev}}{A_{sw}} (h - c_{p,b} T_{b,out})$$

$$- (h_{csw-ig} + h_{rs-wgi}) (T_{sw} - T_{gi})$$

(9)

The convective heat transfer coefficient of between the outer of the transparent glass cover and the ambient temperature depends on the wind velocity. According to McAdams correlation [8], this coefficient is approximated by the following equation.

$$h_{cge-amb} = \begin{cases} 
5.621 + \frac{1151.2 \nu}{T_{amb}} & \text{if } \nu < 4.88 \text{ ms}^{-1} \\
604.29 \left( \frac{\nu}{T_{sw}} \right)^{0.78} & \text{if } 4.88 \leq \nu < 30.48 \text{ ms}^{-1}
\end{cases}$$

(10)

The heat transfer coefficient between the saline water and the inner of the transparent glass cover is given by the second form of Dunkle’s model and can be written as [9].
The radiation heat transfer coefficient between the outer of the transparent glass cover and the sky is given by

\[
h_{rge-sky} = \varepsilon \sigma (T_{ge}^2 + T_{sky}^2) (T_{ge} + T_{sky})
\]  

(12)

\(\sigma\) is the Steffen Boltzman constant.

The sky temperature is determined by [10].

\[
T_{sky} = T_{amb} (0.74 + 0.006\theta)^{0.25}
\]  

(13)

Where \(\theta\) is the dew point temperature given by [11].

\[
\theta = \frac{273.3}{17.27 - \ln e} + \frac{17.27 T_{amb} - 4061}{T_{amb} - 35.85} \left( \ln e + \frac{17.27 T_{amb} - 4061}{T_{amb} - 35.85} \right)
\]  

(14)

\(e\) is the relative humidity.

The radiation heat transfer coefficient between the saline water and the sky is expressed as

\[
h_{rge-sky} = e_{eff} \sigma (T_{sw}^2 + T_{gi}^2) (T_{sw} + T_{gi})
\]  

(15)

Emissivity is given by,

\[
e_{eff} = \left( \frac{1}{e_{sw}} + \frac{1}{e_{gi}} - 1 \right)^{-1}
\]  

(16)

The equation in the second part of the (Eq. (9)) in given by Dunkle’s model as [9].

\[
\dot{m}_{ev} h_{L} = h_{ev} A_{sw} (T_{sw} - T_{gi})
\]  

(17)

The latent heat of vaporization \(h_{L}\) is given by [9].

\[
h_{L} = 3146 - 2.36 T_{sw}
\]  

(18)

The evaporative heat transfer coefficient \(h_{ev}\) is given by [9].

\[
h_{ev} = 0.016273 h_{csw-gi} \frac{P_{sw} - P_{gi}}{T_{sw} - T_{gi}}
\]  

(19)

The evaporative heat transfer coefficients Eq. (11) and Eq. (19) can only be estimated through correlations when the following conditions is satisfied: the aspect ratio \(2.5 \leq a \leq 5.5\), the inclination angle \(10^0 \leq i \leq 30^0\), and Rayleigh number \(5 \times 10^6 \leq Ra \leq 5 \times 10^7\).

If the above conditions are not fulfilled, then it could be done either experimentally or by using 2D modeling of the problem such as considered in some other systems [12, 13].
The Nusselt number is obtained through a correlation in the form by to express the convective heat transfer coefficients [14].

\[ Nu = c(Ra)^n = c(GrPr)^n \]  \hspace{1cm} (20)

The Grashof and Prandtl number is given by,

\[ Gr = \frac{\beta g \rho^2 L^3 \Delta T}{\mu^2} \]  \hspace{1cm} (21)

\[ Pr = \frac{\mu c_p}{\lambda} \]  \hspace{1cm} (22)

The correlation that gives Nusselt number is [14].

\[ Nu = \begin{cases} 
1 & \text{if } Gr < 10^5 \\
0.5(Ra)^{0.25} & \text{if } 10^5 < Gr < 2 \times 10^7 \\
0.15(Ra)^{0.33} & \text{if } Gr > 2 \times 10^7 
\end{cases} \]  \hspace{1cm} (23)

When the Nusselt number is known, the heat transfer coefficient between the basin liner plate and the saline water can be calculated for an active solar still as

\[ h_{cv_{c-sw}} = \frac{Nu_{c-sw} \lambda_{sw}}{L} \]  \hspace{1cm} (24)

The convective heat transfer coefficient between the fluid and the plate for an active solar still is calculated as [15].

\[ h_{cv_{h-c}} = \frac{Nu_{h-c} \lambda_h}{L} \]  \hspace{1cm} (25)

The heat loss coefficient is approximated by the following equation [15].

\[ U_{loss} = \frac{\dot{\lambda}_{is}}{e_{is}} \]  \hspace{1cm} (26)

\( T_{b,\text{out}} \) can be assumed to be equal to that of the plate \( T_p \) for larger length of basin liner for an active solar stills [15].

The MATLAB’s solver for ordinary differential equations (ODEs), MATLAB ode45 function, has been employed for the efficient computation of the differential equations.

The material properties and dimensions of solar still are given in Table 1 and thermophysical properties of glass, basin, and insulation are given in Table 2 in Appendix A.

3. Results

The hourly production of distill water in \textit{kg/hour} at Lyari River, Karachi, with and without Fresnel (FRL) lens. The results are depicted in Figure 2.
The maximum ambient temperature and sky temperature on the hottest day is 39.5°C and 14.7°C. The result is showing that the maximum water temperature with and without Fresnel (FRL) lens is 82.3°C and 47.2°C. And also the maximum glass temperature with and without FRL lens is found to be 80°C and 39.5°C. The production of water is calculated using the temperatures. The maximum water production with and without FRL lens is 8 kg/hour and 1 kg/hour. Using FRL lens, the production of water is 330% more than without using FRL lens.

4. Cost analysis

The cost analysis of the solar still with and without FRL lens includes the capital, operational, and maintenance cost. The major contributor is FRL lens that cost 90$. The details of the costs are given in Appendix A (Table 3).

The economic performance is estimated by the following,

\[ P = \frac{\text{Capital cost} + \text{Operational cost/\text{year}} + \text{Maintenance cost/\text{year}}}{\text{water production/\text{year}}} \]  

(27)

The monthly operating cost is about 1.25$. There is no maintenance cost is required in this case but only the cleaning cost. The accidental cost is not considered in this study. The cost with FRL is 122.3$ and without FRL is 22.27$. The production of distilled water per cubic meter with and without FRL is found to be 1.37$ and 1.66$, respectively.

5. Conclusion

It is concluded that the scarcity of pure water can be compensated by desalination processes to meet the global demand of water as some developing countries...
have already done. The developed and developing countries have the capacity to install the conventional source of desalination plant but this attitude is greatly impacting on the environmental issues such as global emissions of CO₂ and greenhouse gases (GHGs). Currently, the desalination plants are based on the conventional sources of thermal energy. The sustainable development goals (SDGs) can only be achieved using the renewable source of energy for the desalination processes. This will eliminate two main problems: global emissions and scarcity of water. The alternative and most effective source for desalination processes keeping in mind the SDGs is the solar thermal desalination processes. The capital and operational cost of the conventional thermal desalination processes are high enough that under developing countries cannot afford it. Therefore, the solar thermal desalination processes are the best option for those countries. The plenty of solar irradiance, water, and land make Pakistan the best suited area for the solar thermal desalination. Baluchistan, Sindh, and Southern Punjab are the most suitable area for the solar energy applications. The Lyari River at Karachi in Sindh province is one of the most suitable areas for the solar thermal desalination processes. The solar stills technology for the distillation of saline water is one of the most favorable technologies to distill water to meet the water demand of Pakistan at effective cost. The governing equations of mathematical modeling of solar still were based on law of conservation of mass and law of conservation of energy. MATLAB was employed to solve the governing equations of the mathematical model. The result is showing that the utilization of Fresnel (FRL) lens makes the solar stills more productive of distill water as compared with solar stills without Fresnel lens. At the same time, the cost of pure water is less while using FRL lens in the solar stills. The solar stills technology works more efficiently at the remote areas of Pakistan where high-cost desalination plants are far enough to install. And ease of installation, capital, operational, and maintenance cost make it possible to reach to all people.
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Nomenclature

Symbols

- $A_{sw}$: Area of saline water (m$^2$)
- $A_g$: Area of glass cover (m$^2$)
- $A_b$: Area basin (m$^2$)
- $A$: Aspect ratio (dimensionless)
- $c$: Constant in Nusselt correlation (dimensionless)
- $c_{p,b}$: Specific heat of brine (J kg$^{-1}$ K$^{-1}$)
- $c_{p,sw}$: Specific heat of saline water (J kg$^{-1}$ K$^{-1}$)
- $c_{p,g}$: Specific heat of glass (J kg$^{-1}$ K$^{-1}$)
- $e_g$: Thickness of glass cover (mm)
- $e_{gs}$: Thickness of insulation material (mm)
- $F_c$: Feed concentration factor (dimensionless)
- $I(t)$: Solar Intensity (W m$^{-2}$)
- $I_O$: Constant solar intensity (W m$^{-2}$)
- $I$: Inclination angle of glass cover (degree)
- $Gr$: Grashof number
- $G$: Acceleration of gravity (m s$^{-2}$)
- $H_l$: Height of the higher side of the still (m)
- $H_r$: Height of the lower side of the still (m)
- $H$: Mean height of the still (m)
- $h_L$: Latent heat of vaporization (kJ kg$^{-1}$)
- $h_{ev}$: Evaporative heat transfer coefficients (kJ kg$^{-1}$)
- $h_{c_{ge-amb}}$: Convective heat transfer coefficient between outer glass cover and ambient (W m$^{-2}$ K$^{-1}$)
- $h_{c_{sw-gi}}$: Convective heat transfer coefficient between saline water and inner glass (W m$^{-2}$ K$^{-1}$)
- $h_{ge-sky}$: Heat transfer coefficient between outer glass cover and sky (W m$^{-2}$ K$^{-1}$)
- $m_{sw}$: Mass flow rate of Saline water (kg m$^{-3}$)
- $m_b$: Mass flow rate of brine (kg m$^{-3}$)
- $m_w$: Mass yield hourly (kg m$^{-3}$)
- $m_{ev}$: Mass rate of produced vapor (kg m$^{-3}$)
- $Nu$: Nusselt number (dimensionless)
- $N$: Exponent in Nusselt correlation (dimensionless)
- $Pr$: Prandtl number (dimensionless)
- $P_{gi}$: Partial pressure of the water at the interior of the glass cover (Pa)
- $P_{sw}$: Partial pressure at saline water surface temperature (Pa)
- $Ra$: Rayleigh number (dimensionless)
- $T_{amb}$: Ambient temperature (K)
- $T_{b, out}$: Brine output temperature (K)
- $T_{ge}$: Temperature at the outer side of cover glass (K)
- $T_{gi}$: Temperature at the inner side of cover glass (K)
- $T_{sw}$: Temperature of saline water (K)
- $T_{sw,in}$: Inlet temperature of saline water (K)
\( T_{\text{sky}} \)  Sky temperature (K)
\( t \)  Time (s)
\( t_c \)  Time period for calculation of the yield (s)
\( U_{\text{loss}} \)  Loss factor per unit surface (W m\(^{-2}\) K)
\( V_g \)  Volume of glass cover (m\(^3\))
\( V_{sw} \)  Volume of saline water (m\(^3\))
\( v \)  Wind speed (m s\(^{-1}\))
\( w \)  Width of the solar stills (m)
\( x_b \)  Concentration of salt in brine (mg l\(^{-1}\))
\( x_{sw} \)  Concentration of salt in feed saline water (mg l\(^{-1}\))

**Greek letters symbols**

\( \alpha_c \)  Fraction of solar energy absorbed by basin liner material (dimensionless)
\( \alpha_g \)  Fraction of solar energy absorbed by glass cover material (dimensionless)
\( \alpha_{sw} \)  Fraction of solar energy absorbed by saline water (dimensionless)
\( \beta \)  Coefficient of volumetric thermal expansion (K\(^{-1}\))
\( \beta_{sw} \)  Coefficient of volumetric thermal expansion for saline water (K\(^{-1}\))
\( \epsilon_{\text{eff}} \)  Effective emissivity (dimensionless)
\( \epsilon_g \)  Emissivity of cover glass (dimensionless)
\( \epsilon_{sw} \)  Emissivity of saline water (dimensionless)
\( \phi \)  Feed recovery rate (dimensionless)
\( \Gamma \)  Yield (kg)
\( \lambda \)  Thermal conductivity (W m\(^{-1}\) K\(^{-1}\))
\( \lambda_g \)  Thermal conductivity of glass cover (W m\(^{-1}\) K\(^{-1}\))
\( \lambda_{sw} \)  Thermal conductivity of saline water (W m\(^{-1}\) K\(^{-1}\))
\( \lambda_{in} \)  Thermal conductivity of insulation material (W m\(^{-1}\) K\(^{-1}\))
\( \mu \)  Viscosity (N s m\(^{-2}\))
\( \mu_{sw} \)  Viscosity of saline water (N s m\(^{-2}\))
\( \rho \)  Density (kg m\(^{-3}\))
\( \rho_g \)  Glass cover density (kg m\(^{-3}\))
\( \rho_{sw} \)  Saline water density (kg m\(^{-3}\))
\( \sigma \)  Stefan-Boltzmann\(^\wedge\) s constant \((5.6697 \times 10^{-8})(W\ m^{-2}K^{-4})\)
\( \theta \)  Dew point temperature (K)
\( \varepsilon \)  Relative humidity (dimensionless)
\( \Delta T \)  Temperature difference in transfer by natural convention (K)
Appendix A

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basin Area</td>
<td>0.2</td>
</tr>
<tr>
<td>Thickness</td>
<td>2</td>
</tr>
<tr>
<td>Basin Material</td>
<td>Aluminum</td>
</tr>
<tr>
<td>Insulation</td>
<td>Wool</td>
</tr>
<tr>
<td>Thickness</td>
<td>20</td>
</tr>
<tr>
<td>Channels</td>
<td>PVC</td>
</tr>
<tr>
<td>Glass</td>
<td>Tempered</td>
</tr>
<tr>
<td>Glass Area</td>
<td>0.234</td>
</tr>
<tr>
<td>Thickness glass cover</td>
<td>0.04</td>
</tr>
<tr>
<td>FRL Lens</td>
<td>R18</td>
</tr>
<tr>
<td>Lens Area</td>
<td>0.2839</td>
</tr>
</tbody>
</table>

Table 1.  
*Material properties of solar stills.*

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basin absorptivity</td>
<td>0.90</td>
</tr>
<tr>
<td>Glass absorptivity</td>
<td>0.05</td>
</tr>
<tr>
<td>Water reflectivity</td>
<td>0.05</td>
</tr>
<tr>
<td>Glass reflectivity</td>
<td>0.05</td>
</tr>
<tr>
<td>Glass emissivity</td>
<td>0.94</td>
</tr>
<tr>
<td>Water emissivity</td>
<td>0.95</td>
</tr>
<tr>
<td>Specific heat</td>
<td>4.002</td>
</tr>
<tr>
<td>Glass thermal conductivity</td>
<td>1.03</td>
</tr>
<tr>
<td>Insulation thermal conductivity</td>
<td>0.0363</td>
</tr>
<tr>
<td>Water depth</td>
<td>0.02</td>
</tr>
<tr>
<td>Wind velocity</td>
<td>4.6</td>
</tr>
</tbody>
</table>

Table 2.  
*Thermophysical properties.*

<table>
<thead>
<tr>
<th>Cost(PKR)</th>
<th>Without FRL</th>
<th>With FRL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital</td>
<td>3550</td>
<td>19500</td>
</tr>
<tr>
<td>Operational</td>
<td>1200/year</td>
<td>1200/year</td>
</tr>
<tr>
<td>Maintenance</td>
<td>500/year</td>
<td>500/year</td>
</tr>
</tbody>
</table>

Table 3.  
*Cost of solar stills with and without FRL lens.*
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Chapter 6

Performance Investigation of the Solar Membrane Distillation Process Using TRNSYS Software

Abdelfatah Marni Sandid, Taieb Nehari, Driss Nehari and Yasser Elhenawy

Abstract

Membrane distillation (MD) is a separation process used for water desalination, which operates at low pressures and feeds temperatures. Air gap membrane distillation (AGMD) is the new MD configuration for desalination where both the hot feed side and the cold permeate side are in indirect contact with the two membrane surfaces. The chapter presents a new approach for the numerical study to investigate various solar thermal systems of the MD process. The various MD solar systems are studied numerically using and including both flat plate collectors (the useful thermal energy reaches 3750 kJ/hr with a total area of 4 m²) and photovoltaic panels, each one has an area of 1.6 m² by using an energy storage battery (12 V, 200 Ah). Therefore, the power load of solar AGMD systems is calculated and compared for the production of 100 L/day of distillate water. It was found that the developed system consumes less energy (1.2 kW) than other systems by percentage reaches 52.64% and with an average distillate water flow reaches 10 kg/h at the feed inlet temperature of AGMD module 52°C. Then, the developed system has been studied using TRNSYS and PVGIS programs on different days during the year in Ain Temouchent weather, Algeria.

Keywords: solar desalination, membrane distillation, photovoltaic system, solar-thermal system, cooling system

1. Introduction

Nowadays, on the world level, the demand for drinking water is in strong growth. In fact, to face the rapid increase in water demand in the irrigation and industrial sectors, as well as in the incompressible needs of the population in the large agglomerations of the various countries, highlights the research in the desalination of water as a capital due to the fact that the water scarcity increases in countries where water resources are too low in relation to population and agriculture [1].

Solar membrane distillation (SMD) was considered an appropriate water provision option in decentralized regions. For rural arid populations with less robust infrastructure availability, it is not cost effective to scale down conventional desalination technologies, such as reverse osmosis (RO) or multistage flash distillation (MSF) [2]. Moreover, MD requires less vapor space and building material quality
compared to conventional thermal distillation processes leading to potentially lower construction costs [3]. As mentioned earlier, another reason for coupling membrane distillation technology with solar energy sources is due to its high tolerance to fluctuations in operating conditions and operation with low-grade thermal energy. Since MD is operated at a similar range of temperatures obtained from low-temperature solar heaters, integration is straightforward [4]. The selection of solar collectors depends upon the location, and low-grade thermal energy-absorbing collectors like flat plate (FPC) and evacuated tubular (ETC) collectors have been considered as thermal sources for MD by many researchers. Apart from these, compound parabolic collectors (CPC), solar stills, and solar gradient ponds were also considered as thermal sources for various MD systems [5–7].

Recently, various MD processing technics have appeared as solutions that have a free energy source and diversity of membrane distillation technologies such as direct contact membrane distillation (DCMD), vacuum membrane distillation (DMV), air gap membrane distillation (AGMD), and sweeping gas membrane distillation (SGMD) [8]. According to the high-energy costs associated with existing desalination methods, there is a great demand for technologies that can use low-temperature sources like waste heat or solar energy. DCMD is the most MD configuration technology studied due to the simplicity and ease of handling, where its energy efficiency, called the membrane thermal efficiency (MTE), is commonly related to the operating conditions [9]. In the MD process field, the DCMD process has a lower MTE against the AGMD procedure because of conduction heat losses. The mechanism functions of the AGMD systems are based on the stagnant air gap interposition between the membrane and condensation area, which leads to an inherently increase in the thermal energy efficiency of the process [10]. Consequently, the first patent to discuss the principle of AGMD appeared with Hassler [11] and Weyl [12] for the basics knowledge, in which the concept and behavior of AGMD systems can be found in different literature studies [13–15]. Hanemaaijer et al. [16] introduced an idea of internal heat recovery that is called memstill membrane distillation. Sequentially, Duong et al. [17, 18] conducted a study that allowed only AGMD to restore the latent heat without any external heat exchanger. Minier-Matar et al. [19] found through their study that AGMD provides a higher resistance to mass transfer and runs at low water flow.

Although recent developments in AGMD configurations, the first flat plate AGMD system was developed by the Swedish Svenska Utvecklings AB in 2016 [20], while such modules today have been manufactured and commercialized by Scarab development. Each module is made up of 10 planar cassettes with an overall membrane surface of 2.3 m² and a global capacity of 1 to 2 m³/day of distillate water [21]. The single stage consists of injection-molded plastic frames containing two parallel membranes, feed and exit channels for warm water, and two condensing walls [20, 22]. Achmad et al. [23] developed a portable hybrid solar membrane distillation system for the production of freshwater using vacuum multi-effect MD. The total volume distillate output during the test was approximately 70 L with an approximate conductivity of 4.7 μS/cm. The average distillate output rate was 11.53 L/hr. with a maximum of 15.94 L/hr. at noontime, whereas the distillate flux was in the range of 1.5 to 2.6 L/m² hr.

Dynamic simulation of the combined system using tools such as TRNSYS and parametric analysis enables to design of a functional system and then optimizes it. In this study by Kumar et al. [24], the application of the cogeneration system for residential households in the UAE is considered for per capita production of 4 L/day of pure water and 50 L/day of domestic hot water. The optimized cogeneration system utilizes more than 80% of the available solar energy gain and operates between 45 and 60% collector efficiencies for FPC and ETC systems, respectively.
The cogeneration operation reduces 6–16% of thermal energy demand and also enables 25% savings in electrical energy demand.

The configuration studied in this article for seawater desalination is AGMD. It is a thermal membrane process, the driving force behind the transfer being a partial pressure difference on either side of the membrane created by a temperature difference. Compared to other membrane distillation techniques, AGMD seems interesting for its aspects of low membrane wetting and the fact that there is no additional energy consumption linked to the use of an additional pump. In recent years, AGMD has experienced more sustained development, mainly in research, thanks to developments in membrane manufacturing techniques. Seawater desalination is one of the most promising fields for the application of solar thermal energy due to the coincidence, in many places of the world, of water scarcity, seawater availability, and good levels of solar radiation (like Algeria). The solar membrane distillation (SMD) is recently an under-investigation desalination process that is suitable for developing self-sufficient, small-scale applications. The use of solar energy considerably reduces operating costs. The main objective of this project is to analyze and optimize renewable-driven AGMD systems.

This objective can contribute to ensure the availability of distillate water by using the solar desalination process. In this work, a complete test rig to evaluate the performance of the membrane distillation module driven by solar energy during the flat plate and evacuated tube collector heating process is studied throughout Ain Temouchent weather, Algeria. Additionally, this study contains a comparison of different renewable energy systems integrating an air gap membrane distillation module.

2. Materials and methods

2.1 Description of the thermal system

The studied system contains the thermal energy loop, as shown in Figure 1. The system incorporating a flat plate collector (FPC) with an area of 4 m² providing heat via a freshwater heat transfer fluid to a storage tank containing 300 L with heat exchanger internal and auxiliary heaters, a pump, and a controller in differential temperature. Figure 2 shows the total volume of daily consumption of 100 L/day and the volume of consumption in each hour of the day.

![Diagram of a solar hot water system.](image1.png)

**Figure 1.**
*Diagram of a solar hot water system.*
2.1.1 The thermal tank storage

The thermal tank is equipped with inlet and outlet pricking and installation of accessories, in all there are 10 prickings, the cold water inlet is at the bottom of the tank at reference A, the exit is at the top of the tank (J), the inlet of the hot fluid coming from the panel is connected to the point C and its exit to the B, in the case of a recirculating installation we use the pricking D, the auxiliary resistance is connected to the E reference, the installation of temperature probes is positioned at references G and H, the thermometer has been connected to the position I, and the point F is reserved for a manhole or a second auxiliary resistance; for more details see Figure 3.

![Diagram of the thermal storage tank](image1)

Figure 2. Daily seawater consumption profile (100 L/day).

Figure 3. The thermal storage tank using SolidWorks software.
The thermal tank is completely covered with a layer of 100-mm-thick glass wool insulation and a mild steel cover sheet of 7/10 mm. A thermovitrification lining should be applied against the corrosions of the product to be heated, and a magnesium anode is installed at the top of the tank.

2.1.2 The thermal system in the TRNSYS software

The model of the solar water heating system is developed by using transient simulation software TRNSYS, as shown in Figure 4. The following solar system components are used:

- Reading and processing of meteorological data (TYPE109-TM2)
- Single speed pump (Type 3b)
- Flat plate collector (Type 1b)
- Storage tank with optional internal auxiliary heaters and optional internal heat exchangers with 1 input and 1 output (Type 60d)
- Distribution Water Supply Profile (Type 14e)
- Differential temperature controller (Type 2b)
- Online plotters with files (Type 65c)

The parameters of the solar system components of this model appear in Tables 1–3.
2.2 The cooling system

Desalination using distillation membranes requires a very accurate study of all aspects, and because the cooling system has a significant role in the production of distilled water, in this research we study the numerical model of cooling the membrane with the use of the heat exchanger. Therefore, the power load of the heat exchanger is calculated, and the cooling system is studied with the help of the TRNSYS program in Ain Temouchent weather, Algeria.

2.2.1 Description of the cooling system

In the distillation membrane cooling unit, the distilled water tank is filled with at least half a liter and is circulated by a pump to be passed to the distillation membrane. On the opposite side, water vapor produces from the hot system. Thus, when
water vapor is increased, the volume of distilled water is increased. The role of the heat exchanger is to reduce the temperature of the distilled water mixed with steam that is 50–60°C to 20–25°C. This makes the mixture state liquid “distilled water” as shown in Figure 5.

2.2.2 Cooling system in the TRNSYS software

A unit for cooling the distillation membrane is created at the program TRNSYS as shown in Figure 6 with the following tools:

- Reading and processing of meteorological data (TYPE109-TM2)
- Single speed pump (Type 3b)
- Storage tank with 1 input and 1 output (Type 60d)
- The counterflow heat exchanger (Type 5b)
- Online plotters with files (Type 65c)
This system used to cool the distillation membrane relies on the heat exchanger in particular because it reduces the temperature coming out of the membrane, and thus be there more flow for distillated water and increases the production.

In order to obtain good harmonic results, we chose the time from 8 AM to 6 PM to operate the distillation membrane-cooling unit as shown in Figure 7. This the time when human needs in it distilled water in many fields.

2.3 Photovoltaic (PV) system

Solar PV system includes different components that should be selected according to the system type, site location, and applications. The major components for solar PV system are solar charge controller, inverter, and battery bank.

To save costs, a photovoltaic system uses based on renewable energy (solar energy). Therefore, the energy needed calculates for the pumps and replaces by photovoltaic panels, each one has an area of 1.6 m² by using an energy storage battery (12 V, 200 Ah). Figure 8 presents a photovoltaic system with energy storage.
2.4 The AGMD module

AGMD is a configuration of membrane distillation (MD) in which an air layer is interposed between a porous hydrophobic membrane and the condensation surface. The module contains the cassette in a plate and frame configuration and the layout of components in the bench-scale MD module. The cassette of the AGMD module has the following specifications [24]—hydrophobic PTFE membrane with a pore size of 0.2 μm, the thickness of 280 μm, and total membrane area of 0.2 m².

3. Equations and methods

The most significant influential design variables on the AGMD performance are the feed inlet temperature (T_{Hin}), the cooling inlet temperature (T_{Cin}), which is condensation temperature, the feed flow rate (V_f), and feed concentration (C_f).

The selected performance indicators of the AGMD process are distillate flux (D_w) and specific performance ratio (SPR), whereas $D_w$ is calculated by [24]:

$$ D_w = \frac{M_d}{S t} $$

where $M_d$ (kg) is the mass of distillate water collected within the time $t$ and $S$ (m²) is the effective membrane surface area of evaporation. SPR is obtained by [20]:

$$ SPR = \frac{M_d}{Q_{md}} $$

$Q_{md}$ (KWh) is the thermal energy supplied to the AGMD module.

The regression quadratic model with coded parameters [24] can be expressed as follows:

$$ Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3 + \beta_{12} X_1 X_2 + \beta_{13} X_1 X_3 + \beta_{23} X_2 X_3 + \beta_{11} X_1^2 + \beta_{22} X_2^2 + \beta_{33} X_3^2 $$

Kumar et al. [24] determined the final regression equations for $D_w$ and $T_{Hout}$ in terms of actual operating parameters as follows:

$$ D_w = -6.57 + 0.16 \times T_{Cin} + 0.15 \times T_{Hin} - 5.86 \times 10^{-3} \times V_f - 5.77 \times 10^{-3} \times T_{Cin} T_{Hin} - 2.5 \times 10^{-4} \times T_{Cin} V_f + 3.44 \times 10^{-4} \times T_{Hin} V_f + 2.48 \times 10^{-3} \times T_{Hin}^2 $$

$$ T_{Hout} = 3.097 + 6.82 \times 10^{-2} \times T_{Cin} + 0.772 \times T_{Hin} + 3.5 \times 10^{-3} \times V_f + 1.42 \times 10^{-3} \times T_{Cin} T_{Hin} $$

The basic method of measuring collector performance is to expose the operating collector to solar radiation and measure the fluid inlet and outlet temperatures and the fluid flow rate. The useful gain is

$$ \dot{Q}_u = m_0 C_{pf} (T_0 - T_1) $$
$m_0$ is the solar fluid mass flow rate (kg/hr), $C_{pf}$ is the specific heat capacity of solar fluid (kJ/hr), and $T_0$ and $T_i$ are the inlet and outlet temperatures of the solar fluid (K).

The efficiency of flat plate collectors is expressed as follows [5]:

$$\eta = n_0 - a_0 \times \frac{(T - T_{amb})}{G} - a_1 \times \frac{(T - T_a)^2}{G}$$  \hspace{1cm} (7)

With $G$ the solar flux and $T_a$ the ambient temperature, $a_0$ and $a_1$ (W/m² K²) are characteristic constants of the efficiency of the collector.

Heat exchanger counterflow effectiveness is [5]:

$$\epsilon = \frac{1 - \exp \left( -\frac{UA C_{min}}{C_{max}} \frac{1 - \frac{C_{min}}{C_{max}}} \right)}{1 - \left( \frac{C_{min}}{C_{max}} \right) \exp \left( -\frac{UA C_{min}}{C_{max}} \frac{1 - \frac{C_{min}}{C_{max}}} \right)}$$  \hspace{1cm} (8)

$UA$ is the overall loss coefficient between the heater and its surroundings during operation (kg/hr), $C_{max}$ is the maximum capacity rate (kJ/hr. K), and $C_{min}$ is the minimum capacity rate (kJ/hr. K).

Required heating rate including efficiency effects in the auxiliary heaters is [6]:

$$Q_{aux} = Q_{loss} + Q_{fluid}$$  \hspace{1cm} (9)

With:

$$Q_{loss} = U A \left( T - T_{env} \right) + (1 - \eta_{htr})Q_{max} \quad \text{and} \quad Q_{fluid} = m_0 C_{pf} \left( T_{set} - T_i \right)$$

$Q_{aux}$ is the required heating rate including efficiency effects (kg/hr), $Q_{fluid}$ is the rate of heat addition to fluid stream (kg/hr), $Q_{loss}$ is the rate of thermal losses from the heater to the environment (kg/hr), $Q_{max}$ is the maximum heating rate of the heater (kg/hr), $\eta_{htr}$ is an efficiency of the auxiliary heater, $m_0$ is the outlet fluid mass flow rate (kg/hr), $T_i$ is the fluid inlet temperature (K), $T_{set}$ is the brackish water average temperature, $T_{set}$ is the set temperature of heater internal thermostat (K), and $T_{env}$ is the temperature of heater surroundings for loss calculations (K).

The PV system is calculated the following equations [7]:

The peak power of the autonomous photovoltaic installation is

$$P_c = P_{pv} = \frac{D}{N \times F}$$  \hspace{1cm} (10)

$P_c$ Power of the PV field, $D$ Daily need kWh/day, $F$ Form factor, $N$ Number of hours equivalent.

$$N = \frac{G_T(t)}{G_{T,STC}}$$  \hspace{1cm} (11)

$G_T(t)$ is the solar radiation incident on the solar PV array in the current time step kW/m²; $G_{T,STC}$ is the incident radiation at standard test conditions kW/m².

4. The solar AGMD system

The model of the solar thermal AGMD system is developed by using TRNSYS software, which is a quasi-steady-state simulation program. TRNSYS is a transient.
systems simulation program. A TRNSYS simulation project consists in choosing a set of mathematical models of physical components (by relying either on existing models in the TRNSYS model libraries or by creating them) and in describing the interactions between these models. TRNSYS contains a large number of standard models (utilities, thermal storage, equipment, loads and structures, heat exchangers, hydraulics, regulators, electrical/photovoltaic components, solar collectors).

The main component of the model is the AGMD unit, which is represented by a new equation in TRNSYS. As shown in Figure 9, additional components to the model include TYPE109-TM2 reading and processing of meteorological data, Type 91 heat exchanger, Type 60 storage tank, Type 1 flat plate collector, Type 2 differential temperature controller, Type 3 single speed pump, Type 6 auxiliary heaters, Type 94 photovoltaic panels, Type 47 storage battery, Type 48 inverter, Type 14 forcing functions, Type 57 unit conversion, and Type 65 online plotter. Tables 1–3 show the values of parameters that are used in the TRNSYS model.

5. Results and discussion

5.1 Weather data

This model is installed in Ain-Temouchent weather (latitude 35° 3'0"N, longitude 1° 1'0"E in Algeria). Figure 10 shows changing climate conditions throughout the year:

The weather of the state Ain-Temouchent is pleasant, warm, and moderate in general. At an average temperature of 25.7°C, August is the hottest month of the year. At 10.8°C on average, January is the coldest month of the year. Therefore, in this Figure 10a, we notice a change in temperature throughout the year, which reaches up to 40°C in the month of August, and we note that the wind is fairly moderate and does not exceed the speed of this one 15 m/s. For the irradiation,
changes during the months of the year and reaches up to 220 kWh/m$^2$ in the month of August and July, as shown in Figure 10b, because the temperature is high in this period of the year.

5.2 The outlet temperatures and the useful thermal energy $Q_u$ for FPC system

The change of outlet temperatures of collectors and storage tank for the thermal system without using an auxiliary heater is illustrated in Figure 11 on day 1st of January and August. The results show that the temperature decreases in January that reaches between 51 and 79°C (tank storage and collectors), but it increases in August when the temperature is high and reaches between 59 and 87°C, respectively. This change is due to the change in ambient temperature and radiation in the daytime and their difference from month to month as shown in Figure 10.
Figure 11.
The outlet temperatures of the solar energy collector and hot water outlet tank.

Figure 12 illustrates the amount of useful thermal energy obtained from collectors in different climatic conditions in January and August. We note that the productivity of the useful thermal energy is low in January and reaches 3250 kJ/hr. and increases in August, which reaches 3750 kJ/hr. Consequently, the changes in temperature and climatic conditions as clarified in Figure 10 affect the useful thermal energy in different months selected. Therefore, when the temperature decreases, the useful thermal energy also decreases and vice versa.

Figure 12.
The useful thermal energy Qu for FPC system.
5.3 The outlet temperatures in the storage tank

Figure 13 shows the temperature at the outlet of the storage tank at 60°C. In the storage tank, the initial temperature of the specified nodes into the tank’s stratification (T1, T2, T3, T4, and Tout system) coming out from the heat exchanger in the tank has been calculated. They reach a maximum of 37°C on this first day of the cold month of January. For this reason, the auxiliary heater should be added to reach the temperature at 60°C when the weather temperature is low.

![Figure 13](image)

*Figure 13. The outlet temperatures in the storage tank for the FPC system.*

5.4 Outlet cold and hot temperatures of the cooling system

Table 4 represents the changes of outlet cold and hot temperatures coming out of the heat exchanger (HX) at the heat transfer coefficient of the counter flow HX using the inlet temperatures between 20 and 50°C, respectively.

<table>
<thead>
<tr>
<th>U A (kJ/hr. k) “Heat Exchanger”</th>
<th>Outlet hot temperature (°C)</th>
<th>Outlet cold temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>28.87</td>
<td>41.16</td>
</tr>
<tr>
<td>150</td>
<td>26.56</td>
<td>43.47</td>
</tr>
<tr>
<td>200</td>
<td>25.20</td>
<td>44.82</td>
</tr>
<tr>
<td>250</td>
<td>24.31</td>
<td>45.72</td>
</tr>
<tr>
<td>300</td>
<td>23.68</td>
<td>46.35</td>
</tr>
<tr>
<td>350</td>
<td>23.21</td>
<td>46.82</td>
</tr>
<tr>
<td>400</td>
<td>22.85</td>
<td>47.18</td>
</tr>
<tr>
<td>500</td>
<td>22.32</td>
<td>47.70</td>
</tr>
</tbody>
</table>

*UA, overall heat transfer coefficient of the counterflow heat exchanger.*

*Table 4. Outlet cold and hot temperatures of the heat exchanger with (UA).*
In order to improve the distillation membrane-cooling unit, the temperature changes and the overall heat transfer coefficient of the counter flow heat exchanger were calculated. We note that increasing the overall heat transfer coefficient increases the temperature on the cold side of the heat exchanger by 20 to 47.7°C. In addition, using the overall heat transfer coefficient (400–500 kJ/hr) is obtained the maximum production of distilled water in the membrane distillation process.

In Figure 14, the temperature coming from the distillation membrane is the same as the temperature entering the heat exchanger. This curve shows that the temperature of the distillation membrane reduces from 50 to 22.32°C in the hot side and increases from 20 to 47.7°C in the cold side. Therefore, the temperature of the hot side from the heat exchanger is reverse on the cold side.

![Graph showing outlet cold and hot temperatures of the cooling system.](image)

**Figure 14.**
Outlet cold and hot temperatures of the cooling system.

5.5 The inlet temperatures and distillate water flows of the AGMD module

**Figure 15** presents the inlet temperatures and distillate water flows of the AGMD module on the day of 1st January. The MD solar systems are studied numerically using and including both flat plate collectors and photovoltaic panels. Therefore, the power load of solar AGMD systems is calculated and compared for the production of 100 L/day of distillate water. It was found that the developed system obtains an average distillate water flow that reaches 10 kg/hr. at the feed inlet temperature of AGMD module 52°C.

5.6 The daily power consumption and variations of energy of the PV panels

To save costs, a photovoltaic system is used based on renewable energy (solar energy). Therefore, the energy needed calculates for the pumps and replaces by four photovoltaic panels, each one has an area of 1.6 m² by using a TRNSYS help program.
Estimated electricity requirements (kWh/day): The daily power consumption [or daily requirement in (kWh/day)] is given by the product of the nominal power of the load (kW) and the number of hours of daily use (hr/day). The daily power consumption is shown in Table 5.

As shown in Table 6, increasing the daily power consumption increased the number of PV panels for AGMD process. Therefore, the various solar thermal systems of the MD process should be investigated to find the developed system that consumes less energy and with an average distillate water flow reaches 10 kg/hr. at the feed inlet temperature of AGMD module 52°C.

5.7 The various solar thermal systems of the MD process

Figure 16 presents a new approach for a numerical study to investigate the various solar thermal systems of the MD process: (1) tank storage with auxiliary heaters, (2) tank storage with two auxiliary heaters, (3) tank storage with a heat exchanger and without auxiliary heaters, and (4) tank storage with a heat exchanger and auxiliary

<table>
<thead>
<tr>
<th>Devices</th>
<th>Number</th>
<th>Unit power</th>
<th>Frequency or duration of daily use</th>
<th>Power</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pump of water</td>
<td>1</td>
<td>0.1 kW</td>
<td>10 h</td>
<td>0.1 kW</td>
<td>1 kWh</td>
</tr>
<tr>
<td>Pump of collectors</td>
<td>1</td>
<td>0.1 kW</td>
<td>10 h</td>
<td>0.1 kW</td>
<td>1 kWh</td>
</tr>
<tr>
<td>Pump of AGMD</td>
<td>1</td>
<td>0.1 kW</td>
<td>10 h</td>
<td>0.1 kW</td>
<td>1 kWh</td>
</tr>
<tr>
<td>Pump of cooling system</td>
<td>1</td>
<td>0.1 kW</td>
<td>10 h</td>
<td>0.1 kW</td>
<td>1 Kwh</td>
</tr>
<tr>
<td>Heat exchanger of cooling system</td>
<td>1</td>
<td>0.37 kW</td>
<td>10 h</td>
<td>0.37 kW</td>
<td>3.7 kWh</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td>0.77 kW</td>
<td>7.7 kWh</td>
</tr>
</tbody>
</table>

Table 5. The daily power consumption (water consumption profile 100 L/day).
The various MD solar systems are studied numerically using and including both flat plate collectors and photovoltaic panels. Therefore, the power load of solar AGMD systems is calculated and compared for the production of 100 L/day of distillate water. It was found that the developed system in case (2) consumes less energy (1.2 kW) than other systems by percentage reaches 52.64% and with an average distillate water flow reaches 10 kg/hr. at the feed inlet temperature of AGMD module 52°C. Then, the developed system has been studied using TRNSYS and PVGIS programs on different days during the year in Ain Temouchent weather, Algeria.

### Table 6.
Variations of energy of the PV panels.

<table>
<thead>
<tr>
<th>Total energy</th>
<th>PV panels</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.1 kWh</td>
<td>7 Panels</td>
</tr>
<tr>
<td>9.1 kWh</td>
<td>6 Panels</td>
</tr>
<tr>
<td>8.1 kWh</td>
<td>5 Panels</td>
</tr>
<tr>
<td>7.7 kWh</td>
<td>4 Panels</td>
</tr>
</tbody>
</table>

**Figure 16.**
Power to load of the auxiliary heaters of the thermal system for AGMD.

heaters. The various MD solar systems are studied numerically using and including both flat plate collectors and photovoltaic panels. Therefore, the power load of solar AGMD systems is calculated and compared for the production of 100 L/day of distillate water. It was found that the developed system in case (2) consumes less energy (1.2 kW) than other systems by percentage reaches 52.64% and with an average distillate water flow reaches 10 kg/hr. at the feed inlet temperature of AGMD module 52°C. Then, the developed system has been studied using TRNSYS and PVGIS programs on different days during the year in Ain Temouchent weather, Algeria.

### 6. Conclusion

A complete test rig to evaluate the performance of the membrane distillation module is driven by solar energy during the flat plate collectors heating process is simulated in Ain-Temouchent, Algeria.

The chapter presents a new approach for a numerical study to investigate the various solar thermal systems of the MD process: (1) tank storage with an auxiliary heater, (2) tank storage with two auxiliary heaters, (3) tank storage with a heat exchanger and without auxiliary heaters, and (4) tank storage with a heat exchanger and an auxiliary heater. The various MD solar systems are studied numerically using and including both flat plate collectors and photovoltaic panels.
Therefore, the power load of solar AGMD systems is calculated and compared for the production of 100 L/day of distillate water. It was found that the developed system in case (2) consumes less energy (1.2 kW) than other systems by percentage reach 52.64% and with an average distillate water flow reaches 10 kg/hr. at the feed inlet temperature of AGMD module 52°C. Then, the developed system has been studied using TRNSYS and PVGIS programs on different days during the year in Ain Temouchent weather, Algeria. The simulation results show that a very simple AGMD system with a total collectors area of 4 m² for the production of 10 L/hr. of distilled water flow throughout the entire year. To save costs, a photovoltaic system is used depending on renewable energy (solar energy). Therefore, the energy needed is calculated for the pumps and is replaced by 4 photovoltaic panels, and each one has an area of 1.6 m² using an energy storage battery (12 V, 200 Ah) via TRNSYS and PVGIS to help programs. Accordingly, the purpose of this study is the use of solar panels in the photovoltaic system to produce the necessary electrical energy. The AGMD system using solar energy for seawater desalination will be useful for further simulations or applications of the technology. Finally, these systems of projects that integrate renewable energy technologies with additional services are in principle attractive in terms of the associated socioeconomic benefits.
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Reactive Distillation Applied to Biodiesel Production by Esterification: Simulation Studies
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Abstract

Reactive distillation is an operation that combines chemical reaction and separation in a single equipment, presenting various technical and economic benefits. In this chapter, an introduction to the reactive distillation process applied to the biodiesel industry was developed and complemented by case studies regarding the production of biodiesel through esterification a low-cost acid feedstock (corn distillers oil) and valorization of by-products (glycerol) through ketalization. The kinetic parameters of both reactions were estimated with an algorithm that performs the minimization of the quadratic differences between experimental and calculated data through a Nelder-Mead simplex method. A 4th order Runge Kutta method was employed to integrate the conversion or concentration equations used to describe the kinetics of the reactions in a batch reactor. Both processes were simulated in the commercial software Aspen Plus with the estimated kinetic parameters. The results obtained are promising and indicate that the productivity of both processes can be improved with the application of reactive distillation technologies. The simulated esterification process with an optimized column resulted in a fatty acids conversion increase of 84% in comparison to the values lower than 50% obtained in the experimental tests. Solketal production through ketalization also achieved a high glycerol conversion superior to 98%.

Keywords: reactive distillation, biodiesel, esterification, transesterification, simulation

1. Introduction

Reactive distillation is an operation that incorporates chemical reaction and physical separation in a single unit [1]. This process, when applicable, has several potential advantages for the industry when compared to conventional systems, such as the reduction of capital costs, improvement of component separations, use of fewer instruments for monitoring, reduction of energy costs, and improvement in reaction selectivity [2–6]. Among the possible applications of reactive distillation, the separation of azeotropic mixtures and compounds with similar boiling points can be carried out by adding a reagent that promotes the consumption of one component of the mixture and forms a product with markedly different physical
properties, thereby favoring separation. However, the use of reactive distillation is more frequent in systems where product formation is limited by chemical equilibrium. This separation technique allows for the constant removal of one or more products promotes or increases reactant conversion [7].

The first patents for the reactive distillation process were published in the 1920s, developed by Backhaus for the production of esters [8–10]. However, few industrial applications were developed before the 1980s [11], when the commercial process for methyl acetate synthesis via reactive distillation with a homogeneous catalyst was patented by Agreda and Partin [12], in collaboration with the Eastman Chemical Company. This application of reactive distillation is considered an exemplary case because of the substantial reduction in process costs (~80%) [13] achieved through the elimination of units, such as reactors and separation columns, and the possibility of heat integration. The conventional methyl acetate synthesis process (Figure 1), which comprises 11 different steps and 28 pieces of equipment, was replaced by only a highly integrated reactive distillation column (Figure 2), enabling the aforementioned reduction in process costs. Recent uses of reactive distillation in chemicals production such as acetic acid and methanol [14], alkyl carbonates [15], butadiene [16], butyl acetate [17], carboxylic acids and ether [18] and carboxylic esters [19] are described in patents.

Reactive separation conveniently combines the production and removal of one or more products, enabling improvements in reaction productivity and selectivity. However, despite the benefits of this process, the planning and control of reactive distillation columns are hindered by complex interactions between reaction and separation. Operation conditions resulting in the formation of equilibrium between liquid–liquid–vapor phases, low mass transfer rates between liquid and vapor phases or diffusion inside the catalyst (for heterogeneous reactions) and chemical kinetics with reduced reaction rate need to be avoided or minimized [20]. Additionally, since both separation and reaction take place simultaneously in the same unit, the temperatures and pressures required for the two steps must have similar values [21]. If the overlap of operating conditions is not significant, the use of reactive distillation is not recommended [2].

Figure 1.
Schematic representation of the conventional process for the synthesis of methyl acetate. Caption: R01: reactor; S01: mixer; S02: extractive distillation; S03: solvent recovery; S04: methanol recovery (MeOH); S05: extractor; S06: azeotropic column; S07–S09: flash columns; S08: acetic acid recovery; V01: decanter.
2. Reactive distillation - biodiesel applications

The trend toward the use of biofuels has resulted from increased attention to topics related to mitigating environmental impacts by reducing the consumption of fossil fuels [22]. In this context, biodiesel is considered the main substitute fuel for diesel oil due to its lower polluting potential and the possibility of being used in diesel engines without the need for significant modifications [23, 24].

Biodiesel (alkyl esters) can be obtained by several reaction routes. The most conventional of them is the transesterification of triglycerides (oils) with short-chain alcohols (Eqs. (1)–(3)), such as methanol and ethanol, with homogeneous alkaline catalysts [25]. However, the raw material needed for this reaction must have reduced levels of acidity and moisture to avoid saponification reactions [26]. Due to the high costs of obtaining feedstocks that meet these specifications and competition with the food industry, studies aimed at the production of biodiesel from residual oils with a high content of fatty acids have been published [27–30].

\[
\text{Triglyceride} + R_1\text{OH} \rightleftharpoons \text{Diglyceride} + \text{RCOOR}_1 \quad (1)
\]

\[
\text{Diglyceride} + R_1\text{OH} \rightleftharpoons \text{Monoglyceride} + \text{RCOOR}_1 \quad (2)
\]

\[
\text{Monoglyceride} + R_1\text{OH} \rightleftharpoons \text{Glycerol} + \text{RCOOR}_1 \quad (3)
\]

One of the alternatives to reduce the typical acidity of residual oils is to carry out a previous fatty acid esterification step [25] (Eq. (4)). However, in this process, with reaction and separation occurring in different units, chemical equilibrium limits the yield because the reaction that forms one of the products, water, is reversible [31].
\[ R_1\text{COOH} + R_2\text{OH} \rightleftharpoons R_1\text{COOR}_2 + \text{H}_2\text{O} \]  \hspace{1cm} (4)

Therefore, the use of a reactive distillation column can be justified and may result in higher fatty acid conversions compared to those achieved in conventional systems. Tables 1 and 2 provide an overview of the literature on esterification and transesterification reactions aimed at producing biodiesel.

In general, the main objective of the evaluated studies on esterification in reactive distillation columns is to increase the yield of the biodiesel production process by shifting the chemical equilibrium of the reaction. However, for transesterification studies, reactive distillation systems are considered mainly due to the possible reduction in the reaction time or in the purification costs of the biodiesel alkyl esters formed. This difference in purpose presumably originates from the necessity of milder transesterification reaction conditions when compared to the esterification route for the attainment of high biodiesel yields.

3. Mathematical Modeling

Mathematical modeling of a reactive distillation column was developed in [51] with considerations described in [52]. In their study, the authors assume the absence of chemical equilibrium in the stages and steady-state operation, with reaction rates being explicitly considered in the model of each stage, Murphree separation efficiency equal to 100% and feeding performed by single-phase streams.

Such methodology, presented in this section, was used in the studies of the references [2, 38, 39,53]. The nomenclature for the terms used in the equations is described in Table 3.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Feedstock</th>
<th>Catalyst</th>
<th>Temperature</th>
<th>Simulation software</th>
<th>FFA conv.</th>
</tr>
</thead>
<tbody>
<tr>
<td>[31]*</td>
<td>Oleic acid</td>
<td>H2SO4 (1–3 FFA wt%)</td>
<td>130–150°C</td>
<td>—</td>
<td>79.6%</td>
</tr>
<tr>
<td>[32]*</td>
<td>Dodecanoic acid</td>
<td>Solid acid catalyst (0–5 FFA wt%)</td>
<td>120–180°C</td>
<td>AspenOne 2004</td>
<td>~95.0%</td>
</tr>
<tr>
<td>[33]*</td>
<td>Dodecanoic acid</td>
<td>Metal oxides (0–10 FFA wt%)</td>
<td>120–180°C</td>
<td>AspenOne 2004</td>
<td>~72.0%</td>
</tr>
<tr>
<td>[34]*</td>
<td>Non-edible oil mixture</td>
<td>Tin (II) chloride (1–9 oil wt%)</td>
<td>40–60°C</td>
<td>Aspen Plus V8.8</td>
<td>78.3%</td>
</tr>
<tr>
<td>[35]b</td>
<td>Dodecanoic acid</td>
<td>Sulfated Zirconia</td>
<td>130°C (FFA feed)</td>
<td>Aspen Plus V9</td>
<td>99.9%</td>
</tr>
<tr>
<td>[36]*</td>
<td>Fatty acids mixture</td>
<td>Nb2O5 (5 FFA wt%)</td>
<td>90–170°C</td>
<td>Aspen Plus V7.3</td>
<td>96.0%</td>
</tr>
<tr>
<td>[37]b</td>
<td>Fatty acids mixture</td>
<td>Sulfuric acid</td>
<td>417°C (FFA feed)</td>
<td>Aspen Plus</td>
<td>—</td>
</tr>
<tr>
<td>[38]b</td>
<td>Fatty acids</td>
<td>Solid acid catalysts</td>
<td>58, 145, 207°C (FFA feed)</td>
<td>Fortran Algorithm</td>
<td>&gt;98.0%</td>
</tr>
<tr>
<td>[39]b</td>
<td>Hydrolyzed soybean oil</td>
<td>Niobium oxide</td>
<td>207°C (FFA feed)</td>
<td>Fortran Algorithm</td>
<td>&gt;98.0%</td>
</tr>
<tr>
<td>[40]*</td>
<td>Fatty acids</td>
<td>Sulfuric acid (0.33–0.66 wt%)</td>
<td>50–70°C</td>
<td>Aspen Plus V10</td>
<td>~90.0%</td>
</tr>
</tbody>
</table>

*aExperimental tests performed by the authors.
bNo experimental tests performed by the authors.

Table 1.
Reactive distillation studies aimed at the production of biodiesel through esterification.
Table 2.
Reactive distillation studies aimed at the production of biodiesel through transesterification.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Feedstock</th>
<th>Catalyst</th>
<th>Temperature</th>
<th>Simulation software</th>
<th>Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>[41]</td>
<td>Soybean oil NaOH (0.5–1.5 oil wt%)</td>
<td>—</td>
<td>50°C (oil feed)</td>
<td>—</td>
<td>98.2%</td>
</tr>
<tr>
<td>[42]</td>
<td>Canola oil KOH, KOCH₃ (0.73–1.83 oil wt%)</td>
<td>—</td>
<td>100–160°C (reboiler)</td>
<td>—</td>
<td>94.9%</td>
</tr>
<tr>
<td>[43]</td>
<td>Canola oil KOH</td>
<td>—</td>
<td>95–150°C (reboiler)</td>
<td>—</td>
<td>94.4%</td>
</tr>
<tr>
<td>[44]</td>
<td>Cooking oil 12-Tungstophosphoric acid hydrate</td>
<td>—</td>
<td>20–30°C (oil feed)</td>
<td>—</td>
<td>93.8%</td>
</tr>
<tr>
<td>[45]</td>
<td>Palm oil KOH (0.5–2 oil wt%)</td>
<td>—</td>
<td>85–120°C (reboiler)</td>
<td>—</td>
<td>92.3%</td>
</tr>
<tr>
<td>[46]</td>
<td>Triolein NaOH</td>
<td>—</td>
<td>55°C (oil feed)</td>
<td>CHEMCAD/MATLAB</td>
<td>90.3%</td>
</tr>
<tr>
<td>[47]</td>
<td>Soybean oil NaOH</td>
<td>—</td>
<td>25–90°C (oil feed)</td>
<td>HYSYS</td>
<td>~97.0%</td>
</tr>
<tr>
<td>[48]</td>
<td>Algal oil H₂SO₄</td>
<td>—</td>
<td>&lt;150°C (reboiler)</td>
<td>MATLAB</td>
<td>—</td>
</tr>
<tr>
<td>[49]</td>
<td>Trilinolein NaOH/ Magnesium methoxide</td>
<td>—</td>
<td>60–150°C (column)</td>
<td>Aspen Plus</td>
<td>98.3%</td>
</tr>
<tr>
<td>[50]</td>
<td>Soybean oil NaOH/CaO + Al₂O₃</td>
<td>—</td>
<td>60°C/25°C</td>
<td>Aspen Plus V8.4</td>
<td>—</td>
</tr>
</tbody>
</table>

*Experimental tests performed by the authors.
*No experimental tests performed by the authors.

Symbol | Description
---|---
Ci,j | Molar concentration
C²p,i | Molar specific heat in the liquid phase
E_j | Relationship between vapor and liquid streams
F_i,j | Feed molar flow
f^eq_i,j | Phase equilibrium function
f^m_i,j | Mass balance function
f^vl_i,j | Function that correlates liquid and vapor streams
f_k_i,j | Reaction rate function
H_j | Total enthalpy of the vapor stream
H^l_j | Total enthalpy of the liquid stream
k_k_i,j | Kinetic reaction constant
n_i,j | Molar flow of vapor
n^l_i,j | Molar flow of liquid
nc | Number of components
nr | Number of chemical reactions
p^sat_i,j | Liquid saturation pressure
P_j | Pressure
Q_i | Heat added or removed
R | Universal gas constant
R_j | Liquid withdrawal fraction
T_j | Temperature
T_ref | Reference temperature (298.15 K)
The generic plate scheme adopted by the authors is represented in Figure 3.

Eq. (5), which represents the mass balance of component i in stage j of the column as a residual function, is given by:

$$f_{m,i,j} = (R_j + 1)n_{i,j}^I + (Z_j + 1)n_{i,j}^L - \left( n_{i,j+1}^I + n_{i,j-1}^L + F_{i,j} + \sum_{k=1}^{nr} \nu_{i,j,k} \xi_{k,j} \right) = 0$$ (5)

Assuming that the streams that leave the stage are in phase equilibrium, Eq. (6) relates the mole fractions in the liquid and vapor phases:

$$f_{eq,i,j} = \ln x_{i,j}^L P_j - \ln \left( x_{i,j}^I y_{i,j}^L P_{sat} \right) = 0$$ (6)

In this expression, the Poynting correction and the fugacity coefficient of the pure saturated compounds are neglected. In addition, and the vapor phase is considered to be an ideal gas mixture as a consequence of the

---

**Table 3.**

Nomenclature of terms used in mathematical modeling.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_{II,j}$</td>
<td>Liquid molar volume of pure compound</td>
</tr>
<tr>
<td>$x_{I,i,j}$</td>
<td>Molar fraction in vapor phase</td>
</tr>
<tr>
<td>$x_{II,i,j}$</td>
<td>Molar fraction in liquid phase</td>
</tr>
<tr>
<td>$Z_j$</td>
<td>Lateral vapor withdrawal fraction</td>
</tr>
<tr>
<td>$a_{i,k}$</td>
<td>Kinetic order of reaction</td>
</tr>
<tr>
<td>$\Delta h_{vap,i}$</td>
<td>Molar enthalpy of vaporization</td>
</tr>
<tr>
<td>$\gamma_{vap,i,j}$</td>
<td>Activity coefficient in the liquid phase</td>
</tr>
<tr>
<td>$v_{i,k}$</td>
<td>Stoichiometric coefficient</td>
</tr>
<tr>
<td>$\xi_{k,j}$</td>
<td>Reaction rate</td>
</tr>
</tbody>
</table>

(References: i = component, j = column stage, k = reaction.)
assumption that the column operates at low pressure, close to atmospheric conditions.

The equation for the rate of reaction \( k \) in stage \( j \) is represented by Eq. (7), which can be expressed as a residual equation by applying the logarithm function (Eq. (8)).

\[
\xi_{k,j} = k_{k,j} \prod_{i=1}^{nc} C_{i,j}^{\kappa_{i,k}}
\]  

\[
f_{k,j}^r = \ln k_{k,j} + \sum_{i}^{nc} \alpha_{i,k} \ln \left( \frac{x_{i,j}^{II}}{y_{i,j}^{II}} \right) - \ln \xi_{k,j} = 0
\]  

Assuming that the molar volume of the liquid phase is that of an ideal solution and describing Eq. (8) as a function of the activity coefficients of the components in the liquid phase, Eq. (9) is obtained.

\[
f_{k,j}^r = \ln (k_{k,j}) + \sum_{i}^{nc} \alpha_{i,k} \ln \left( x_{i,j}^{II} + \gamma_{i,j}^{II} \right) - \ln (\xi_{k,j}) = 0
\]  

Eq. (10), which describes the energy balance of stage \( j \), is needed to calculate the temperature, which is different at each stage of the reactive distillation column. Positive and negative values of \( Q_j \) correspond to the heat being supplied to or removed from the column, respectively.

\[
f_{h,j} = (R_j + 1)H_j^{II} + (Z_j + 1)H_j - \left( H_{j+1}^{II} + H_{j-1}^{I} + H_{F,j} + Q_j \right) = 0
\]  

The ratio between the molar flows of vapor and liquid leaving each stage of the column is represented using Eq. (11). This equation is intended to make the condenser and reboiler specifications more flexible by associating the relationship between the liquid and vapor streams that leave the column stages.

\[
E_j = \frac{(Z_j + 1) \sum_{i=1}^{nc} n_{i,j}^{II}}{(R_j + 1) \sum_{i=1}^{nc} n_{i,j}^{II}}
\]  

When written in the residual form, as in Eq. (12), the equation has the following form:

\[
f_{vl,j}^r = (Z_j + 1) \sum_{i=1}^{nc} n_{i,j}^{II} - E_j(R_j + 1) \sum_{i=1}^{nc} n_{i,j}^{II} = 0
\]  

The values of the \( E_j \) parameter for each form of operation of the condenser and reboiler (partial or total) are shown in Table 4.

In the study developed by [2, 36, 37, 48], all cases of simulated reactive distillation column configurations used a partial reboiler and total condenser (\( E_1 \neq 0 \) and \( E_N = 0 \)).

Solving the set of equations that describe a reactive distillation column is an arduous task, and rigorous mathematical models aimed at a computer simulation of this type of equipment were not developed until the 1970s [54].
In recent decades, commercial software that has specific models and algorithms for reactive distillation operations has been widely used, as shown previously in Tables 1 and 2. The simulations developed in the subsequent section, referring to case studies applied to biodiesel production and co-product valuation, use the RADFRAC module present in the commercial Aspen Plus software, which solves the equations of mass balance, energy balance, phase equilibrium and the sum of molar fractions (MESH) [55] through the “inside-out” algorithm [54].

### 4. Fatty acid esterification simulation

#### 4.1 Methodology

##### 4.1.1 Kinetic parameters estimation

The kinetic parameters for the esterification of fatty acids (FFA) present in corn distillers oil from DDGS (dried distillers grains with solubles) were estimated by a model fitting of the FFA conversion data (Table 5) obtained by our group. The reaction (Eq. (13)) was carried out at the temperatures of 150, 175 and 200°C, with ethanol and NbOPO₄ (catalyst), following a molar alcohol:FFA ratio of 10:1 and catalyst load of 10% (FFA mass).

The methodology applied aims to estimate the pre-exponential factor \( k_0 \) and the activation energy \( E_a \) of the reaction. To fit the kinetic parameters, the objective function to be minimized is the squared difference between the experimental values of the FFA conversion and those calculated with a reversible pseudo-homogeneous model (Eq. (14)). The reaction rate \( r_F \) equation was applied to Eq. (15), which describes a batch reactor in terms of the FFA conversion \( x \) in a given time \( t \).

A Nelder–Mead [56] simplex algorithm and a 4th order Runge–Kutta [57] method were used to perform the objective function minimization and conversion equation integration steps, respectively. The reaction rate \( r_F \) was obtained through the model and the specific reaction rate constants \( k \) (L/mol.s) were expressed by the Arrhenius equation (Eq. (16)). Through this methodology, the parameters \( E_a \) and \( k_0 \) for the reaction rate constants of the forward and reverse esterification reactions were estimated.

\[
P + A \leftrightarrow E + W \quad (13)
\]

\[-r_F = k_1 C_P C_A - k_2 C_E C_W \quad (14)\]

\[
\frac{dx}{dt} = \frac{r_F}{C_F(t=0)} \quad (15)
\]

\[
k = k_0 e^{-\frac{E_a}{RT}} \quad (16)
\]

### Table 4.
Characteristics of column heaters (reboiler and condenser).

<table>
<thead>
<tr>
<th>Partial</th>
<th>Total</th>
<th>Partial</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Z_1 \neq 0 )</td>
<td>( Z_1 = 0 )</td>
<td>( Z_N = 0 )</td>
<td>( Z_N = 0 )</td>
</tr>
<tr>
<td>( R_1 \neq 0 )</td>
<td>( R_1 = 0 )</td>
<td>( R_N = 0 )</td>
<td>( R_N \neq 0 )</td>
</tr>
<tr>
<td>( E_1 = 0 )</td>
<td>( E_1 \to \infty )</td>
<td>( E_N \neq 0 )</td>
<td>( E_N = 0 )</td>
</tr>
</tbody>
</table>
In these equations,
T = Absolute temperature at which the kinetic test was performed (K).
R = Universal gas constant (J/K.mol).
F = Fatty Acids (FFA).
A = Alcohol (ethanol).
E = Ethyl Esters (FAEE).
W = Water.
C_n = Concentration of compound n (mol/L).
t = time (s).

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Time (min)</th>
<th>FFA conversion (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>15</td>
<td>1.68</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>3.99</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>5.25</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>9.68</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>12.23</td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>19.44</td>
</tr>
<tr>
<td></td>
<td>360</td>
<td>28.39</td>
</tr>
<tr>
<td>175</td>
<td>15</td>
<td>10.13</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>15.36</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>19.36</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>24.21</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>34.74</td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>43.06</td>
</tr>
<tr>
<td></td>
<td>360</td>
<td>37.88</td>
</tr>
<tr>
<td>200</td>
<td>15</td>
<td>9.46</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>17.97</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>29.41</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>38.35</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>45.89</td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>48.53</td>
</tr>
<tr>
<td></td>
<td>360</td>
<td>49.55</td>
</tr>
</tbody>
</table>

Table 5.
FFA conversion of the esterification reaction kinetic tests.

In these equations,
T = Absolute temperature at which the kinetic test was performed (K).
R = Universal gas constant (J/K.mol).
F = Fatty Acids (FFA).
A = Alcohol (ethanol).
E = Ethyl Esters (FAEE).
W = Water.
C_n = Concentration of compound n (mol/L).
t = time (s).

4.1.2 Process simulation

The compounds defined for the simulation of the fatty acid esterification with ethanol were specified in the Aspen Plus V.12 process simulator, with the fatty acid and oil fraction represented by oleic acid and trilinolein, respectively. A similar approach was used by other researchers as a simplification of the numerous components of the acid and oil fraction of the feedstock [58–60]. The NRTL thermodynamic model [61] was selected to evaluate the activity coefficients of the components of the reaction mixture and the NRTL binary interaction parameters missing from the simulator database were estimated directly through the Aspen Plus estimation tool that uses the UNIFAC model [62].
The flowsheet developed for the process simulation is shown in Figure 4 and consists of two columns, the first being responsible for the reactive distillation of the reactants fed to the process (C-EST) and the second for removing approximately 95% of the ethyl esters (FAEE) produced (C-DIST).

The simulated reactive distillation column has 22 total stages, of which 14 compose the reactive zone (5 to 18), while the C-DIST column consists of 10 total stages. The columns operating parameters are presented in Tables 6 and 7. Both the distillation columns have kettle-type reboilers, however the C-EST column is equipped with a total condenser, while the C-DIST with a partial condenser to separate the ethyl esters from the remaining oil and excess ethanol. It is noteworthy that the liquid phase composition and temperature profile graphs, as well as the conversions obtained follow the data referring to the process after the optimization described later.

Figure 4. Flowsheet of the FFA esterification process (F = feed, P = product, S = intermediate stream, H = heat exchanger, B = pump, V = valve, C = column).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Before optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stages</td>
<td>22</td>
</tr>
<tr>
<td>Oil feed stage</td>
<td>5</td>
</tr>
<tr>
<td>Ethanol feed stage</td>
<td>18</td>
</tr>
<tr>
<td>Absolute pressure (bar)</td>
<td>4</td>
</tr>
<tr>
<td>Distillate: feed molar ratio</td>
<td>0.62</td>
</tr>
<tr>
<td>Reflux molar ratio</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Table 6. Reactive distillation column operating parameters (C-EST).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Distillation column</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stages</td>
<td>10</td>
</tr>
<tr>
<td>Feed stage</td>
<td>4</td>
</tr>
<tr>
<td>Absolute pressure (bar)</td>
<td>0.03</td>
</tr>
<tr>
<td>Distillate: feed molar ratio</td>
<td>0.51</td>
</tr>
<tr>
<td>Reflux molar ratio</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Table 7. Distillation column operating parameters (C-DIST).
The H-1 and H-2 heat exchangers are responsible for heating the oil (F-OIL) and ethanol (F-ETOH) streams up to 200°C and 50°C, respectively, shown in Table 8, while the pumps B-1 and B-2 increase the pressure of the feed streams from 1 bar to 10 bar.

4.1.3 Optimization of the reactive distillation column

The optimization of the process parameters of the esterification reactive distillation column was performed using the MATLAB® R2020b software by implementing the MEIGO package (Metaheuristics for Bioinformatics Global Optimization) [63], an optimization supplement for global optimal search which can be used to optimize industrial processes [64, 65]. The results obtained through Aspen Plus simulations were provided to MATLAB, where the optimization algorithm was performed, and new obtained values of the variables evaluated were used to carry out new simulations iteratively.

The Particle Swarm Optimization (PSO) method was applied to minimize the objective function that describes the conversion of fatty acids (Eq. (17)), starting from an initial population of 50 particles (solution vectors) defined by the algorithm in the pre-defined search intervals.

For the simulation, the varied parameters were molar reflux ratio, internal pressure, molar ratio between distillate stream and total feed, and oil and ethanol feed stages. As restrictions, the reboiler temperature, the recovery of the desired product (ethyl esters) at the bottom of the column and the feed stages of the reagents were evaluated with Eqs. (18)–(20). The reboiler temperature upper limit was defined as 200°C to avoid degradation of the reagents or products and excessive use of the hot utility. It is observed that the minimization of the negative value of the conversion corresponds to the maximization of its positive value.

\[
\text{min } (\text{conversion } \%) = -\left(1 - \frac{\text{Prod}_{\text{Bot}}}{\text{FFA}_{\text{in}}}\right) \times 100 \quad (17)
\]

\[
T_{\text{Reboiler}} \leq 200°C \quad (18)
\]

\[
\text{Rec}_{\text{Prod}} = \frac{\text{Prod}_{\text{Bot}}}{\text{Prod}_{\text{Top}} + \text{Prod}_{\text{Bot}}} \geq 0.99 \quad (19)
\]

\[
\text{FS}_{\text{Oil}} \leq \text{FS}_{\text{ETOH}} \quad (20)
\]

<table>
<thead>
<tr>
<th>Stream</th>
<th>F-OIL</th>
<th>F-ETOH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (°C)</td>
<td>20.00</td>
<td>20.00</td>
</tr>
<tr>
<td>Absolute pressure (bar)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Enthalpy (kW)</td>
<td>-4058.33</td>
<td>-2461.46</td>
</tr>
<tr>
<td>Mass Flow (kg/h)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oleic acid (FFA)</td>
<td>900</td>
<td></td>
</tr>
<tr>
<td>Ethanol</td>
<td></td>
<td>1467.86</td>
</tr>
<tr>
<td>Triolein</td>
<td>5100</td>
<td></td>
</tr>
<tr>
<td>Ethyl oleate (FAEE)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Water</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8. Properties of the oil feed and ethanol streams (F-OIL and F-ETOH).
In these equations,
\[ FFA_{\text{in}} \] = Molar flow of fatty acids in the feed stream (kmol/h).
\[ T_{\text{Reb}} \] = Reboiler temperature (°C).
\[ \text{Rec}_{\text{Prod}} \] = Desired product fraction recovered at the column bottom.
\[ \text{Prod}_{\text{Bot}} \] = Molar flow of the desired product at the column bottom (kmol/h).
\[ \text{Prod}_{\text{Top}} \] = Molar flow of the desired product at the column top (kmol/h).
\[ \text{FS}_{\text{Oil}} \] = Acid oil (corn distillers oil) feed stage.
\[ \text{FS}_{\text{EtOH}} \] = Ethanol feed stage.

4.2 Results

4.2.1 Kinetic parameters fitting

The kinetic constants obtained through the discussed methodology are presented in Table 9, with the direct reaction of ethyl esters formation indicated by the subscript “1” and the reverse reaction of fatty acids formation indicated by the subscript “2”. Figure 5 shows the comparison between the experimental and calculated conversions, along with the R² coefficient of the fit for each temperature.

Observing the results presented, it is noted that the data fitting at 200°C presented a high coefficient of determination, while the data fitting at 175°C obtained a reduced R². However, as the temperature in the reactive section of the esterification column is, on average, close to 195°C, it was concluded that due to the excellent results achieved in the data fitting at 200°C, the use of the estimated

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_{0,1} ) (L/mol.s)</td>
<td>252.786</td>
</tr>
<tr>
<td>( K_{0,2} ) (L/mol.s)</td>
<td>207.093</td>
</tr>
<tr>
<td>( E_a_1 ) (J/mol)</td>
<td>51,357.1</td>
</tr>
<tr>
<td>( E_a_2 ) (J/mol)</td>
<td>39,244.1</td>
</tr>
</tbody>
</table>

Table 9.
Estimated kinetic constants for the esterification reaction.

![Figure 5](image)

Experimental (-) and calculated FFA conversion at 150°C (∆), 175°C (◇) and 200°C (○).
kinetic parameters would not hinder the development of a simulation faithful to the real behavior of the reaction.

4.2.2 Esterification of fatty acids

The composition and temperature profiles along the stages of the reactive distillation column (column C-EST in Figure 4) are presented in Figures 6 and 7.

The liquid phase composition profile of the C-EST column (Figure 6) indicates that the major component for all stages with values higher than 5 (closer to the bottom) is triolein, while in the others there is a predominance of oleic acid, ethyl oleate (FAEE), ethanol and water, since only negligible amounts of triolein are evaporated along the column, as seen in the vapor phase mass composition profile. Additionally, there is a significant increase in the fraction of ethanol and water in the liquid state in the first stage due to the use of a total condenser in the reactive distillation column.

The composition of the streams that characterize the main products of the process (S-FAEE, P-OIL and P-FAEE) are presented in Table 10 and, based on the simulation results, there is a final fatty acids conversion (mol) of 83.97% inside the column.
column, 94.00% of which is recovered in the P-FAEE stream, while 5.83% is recovered in the P-OIL stream. The remaining 0.17% of FAEE is located at the P-ETOH2 stream. The resulting stream of the desired product (P-FAEE) has a purity (FAEE) greater than 98%, resulting in an ester content superior to the value described in Brazilian and European specifications [66, 67].

In Table 10, it is possible to observe that there are still traces of ethyl esters present in the oil stream. However, this amount corresponds to less than 1% of the total mass fraction of the stream. P-OIL, therefore, was considered to be non-significant. Furthermore, of the 900 kg/h of FFA fed to the process, only 132.41 kg/h remain, characterizing a reduction of 85.29% of the total fatty acid mass. Finally, the energy demands for H-1, H-2, condensers and reboilers of columns C-EST and C-DIST are presented in Table 11.

### 4.2.3 Optimization of the reactive distillation column

Table 12 shows the limits and initial estimates for the variables evaluated for the optimization of the esterification process. Table 13 displays the constraints imposed on the reboiler temperature, ethyl ester recovery fraction (FAEE), and conversion. The values chosen as initial estimates were obtained by manually setting different values for the reflux molar ratio, condenser pressure, and distillate feed molar ratio, and adopting the best result obtained.

The results obtained are shown in Figure 8, with a maximum conversion of 83.97% and the final values of the variables are added to Table 14.
An additional simulation performed in a CSTR reactor achieved an FFA conversion of 51.06%, while the maximum average conversion in the kinetic tests (200°C) was 49.55%. The simulated CSTR operated at a constant temperature of 200°C with the residence time of 3 h (same duration of the experimental tests) and was fed with streams following equal mass flows and compositions to the RDC column feed streams. Thus, the optimization results represent a significant improvement of 64.45% and 69.46% compared to the CSTR and experimental tests, respectively, inferring that the use of a reactive distillation column could be beneficial to the process.

### Table 12.
Lower, upper limits and initial estimates for the variables evaluated in the esterification reaction optimization process.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Molar reflux ratio</th>
<th>Condenser pressure (bar)</th>
<th>Distilled molar ratio: feed</th>
<th>Oil feed stage</th>
<th>Ethanol feed stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower Limit</td>
<td>0.005</td>
<td>0.01</td>
<td>0.50</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Upper Limit</td>
<td>2</td>
<td>10</td>
<td>0.70</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>Initial Estimate</td>
<td>0.08</td>
<td>4</td>
<td>0.62</td>
<td>5</td>
<td>18</td>
</tr>
</tbody>
</table>

### Table 13.
Initial constraints for the response variables for the variables evaluated in the esterification reaction optimization process.

<table>
<thead>
<tr>
<th>Restrictions</th>
<th>Reboiler temperature (°C)</th>
<th>Recovery fraction of FAEE</th>
<th>Conversion (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower Limit</td>
<td>–273.15</td>
<td>0.99</td>
<td>0</td>
</tr>
<tr>
<td>Upper Limit</td>
<td>200</td>
<td>1.00</td>
<td>100</td>
</tr>
</tbody>
</table>

### Figure 8.
Evolution of the FFA conversion as a function of the number of optimization iterations.

### Table 14.
Response vector of input variables for the esterification reaction optimization process.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Molar reflux ratio</th>
<th>Condenser pressure (bar)</th>
<th>Distilled molar ratio: feed</th>
<th>Oil feed stage</th>
<th>Ethanol feed stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result</td>
<td>0.1130</td>
<td>8.1314</td>
<td>0.6806</td>
<td>5</td>
<td>18</td>
</tr>
</tbody>
</table>
5. Solketal production simulation

5.1 Justification

As biodiesel production increases so do the production of glycerol as for each liter of biodiesel produced, approximately 100 mL of crude glycerol are obtained [68]. Among the transformation processes for glycerol to viable chemical intermediates, glycerol ketalization for the production of solketal has gained prominence. Solketal can be used as an additive to increase the octane and fluid dynamic properties of the fuel. The addition of up to 5% by volume of solketal to gasoline leads to a significant decrease in gum formation [69]. With this motivation, this study aims to simulate the operation of a reactive distillation column for the production of solketal from glycerol with acetone using heterogeneous catalysis, with high conversion of reagents and separation of the components of the reaction.

5.2 Methodology

The applied methodology considers the ketalization reaction of glycerol (G) with acetone (A), forming solketal (S) and water (W). The reaction is considered reversible and elementary, being described by Eq. (21):

\[ G + A \xrightleftharpoons[k_{-1}]{k_1} S + W \]  

(21)

A pseudo-homogeneous model was used to describe the reaction kinetics through a system of differential equations of concentration over time, at different temperatures, in which the kinetic constants of the direct and inverse reaction are represented, respectively, by \( k_1 \) and \( k_{-1} \) (L/mol.s), while the molar concentrations (mol/L) of the species involved are given by \( C_G, C_A, C_S \) and \( C_W \) (Eq. (22)).

\[ -r_G = k_1 C_G C_A - k_{-1} C_S C_W \]  

(22)

The solution of the system of differential equations using a 4th order Runge Kutta method [57] and the fitting of the kinetic parameters, \( k_1 \) and \( k_{-1} \), and subsequent estimation of the Arrhenius equation parameters were performed by a Nelder–Mead simplex algorithm [56]. The experimental data used was retrieved from the study of [70].

The kinetic parameters evaluated were later used to predict the solketal formation reaction in a reactive distillation column, using the rigorous RADFRAC distillation model of the Aspen Plus commercial simulation software. The system considered in this study is shown in Figure 9.

Using the estimated kinetic parameters, the glycerol ketalization reaction for the production of solketal was modeled in the Aspen Plus software. For the process simulation, the pressure inside the column was set at 10 atm. The feeding of the 13-stage column, RDC in Figure 9, are streams GLI-02 and ACE-02, originated from the heating of the currents GLI-01 and ACE-01 up to 95°C and 55°C, by the heat exchangers H1 and H2, respectively.

The ACE-01 stream is composed only of acetone, while GLI-01 contains 80% glycerol and 20% water by mass, disregarding other components such as methanol or dissolved salts normally present in glycerol from biodiesel production processes [71]. The products of reactive distillation are characterized by TOP-P and BOT-P streams, which correspond, respectively, to the streams rich in the most volatile and least volatile substances in the process.
5.3 Results

Figure 10 shows the concentrations as a function of time according to the fitted kinetic parameters data.

Analyzing Figure 10, it is observed that the curves generated using the fitted parameters represented the experimental data satisfactorily. Table 15 presents the process specifications obtained after a sensitivity analysis, aiming to simulate a column with optimal operating conditions. Figure 11 shows the composition profile in the liquid phase as a function of the column stage number (1 = condenser and 13 = reboiler).

The conversion of glycerol obtained for the operational conditions defined for the simulation was 98.2%, indicating the reaction occurred inside the column.

The SOLKETAL stream in Figure 9 has 99.53% solketal and the WATER stream consists of 99.82% water, on a mass basis. Thus, the simulations show that the
methodology employed results in a high purity solketal product stream with solketal conversion superior to 98%. However, additional studies are needed to assess the effect of possible intermediate reactions on the process yield.

6. Conclusions

In this chapter, a general introduction regarding reactive distillation technology and its application to the biodiesel production process was presented. A literature-based mathematical model to describe reactive distillation columns was discussed, along with experimental and simulation studies developed by the authors of this chapter, using commercial software such as Aspen Plus.

Table 15. 
RDC column specifications.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of stages</td>
<td>13</td>
</tr>
<tr>
<td>Condenser type</td>
<td>Total</td>
</tr>
<tr>
<td>Reboiler type</td>
<td>Kettle</td>
</tr>
<tr>
<td>Molar reflux ratio</td>
<td>0.69</td>
</tr>
<tr>
<td>Reboiler/condenser heat duty</td>
<td>55.000 / -43.723 cal/s</td>
</tr>
<tr>
<td>Column pressure</td>
<td>10 bar</td>
</tr>
<tr>
<td>Glycerol feed</td>
<td>3rd stage</td>
</tr>
<tr>
<td>Acetone feed</td>
<td>11th stage</td>
</tr>
<tr>
<td>Feed properties</td>
<td>95 and 55°C - 1 bar</td>
</tr>
<tr>
<td>Glycerol feed molar flow</td>
<td>2.500 kmol/h</td>
</tr>
<tr>
<td>Water feed molar flow</td>
<td>0.625 kmol/h</td>
</tr>
<tr>
<td>Acetone feed molar flow</td>
<td>15.000 kmol/h</td>
</tr>
<tr>
<td>Ketalization reaction stages</td>
<td>3 to 11</td>
</tr>
</tbody>
</table>

Figure 11. 
RDC column liquid phase composition profile.
In the case study of biodiesel production through the esterification of a low-cost feedstock, the application of an optimized reactive distillation column promoted an improvement of approximately 70% about FFA conversion. The resulting product stream attained purity above 98% in relation to alkyl esters. Additionally, the production of solketal aiming at the valorization of a co-product of the biodiesel production process (glycerol), was studied through the development of a flowsheet in the Aspen Plus simulator, resulting in a solketal stream with purity above 99%.

The results obtained through the developed studies indicate that the reactive distillation technology, applied to fatty acid esterification reactions for the production of biodiesel and ketolization of glycerol for the production of solketal, is promising and attractive in technical terms, however, further studies are necessary to analyze the economic feasibility of both processes.
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Chapter 8

Reactive Distillation Modeling Using Artificial Neural Networks

Francisco J. Sanchez-Ruiz

Abstract

The use of artificial intelligence techniques in the design of processes has generated a line of research of interest, in areas of chemical engineering and especially in the so-called separation processes, in this chapter the combination of artificial neural networks (ANN) is presented and fuzzy dynamic artificial neural networks (DFANN). Applied to the calculation of thermodynamic properties and the design of reactive distillation columns, the ANN and DFANN are mathematical models that resemble the behavior of the human brain, the proposed models do not require linearization of thermodynamic equations, models of mass and energy transfer, this provides an approximate and tight solution compared to robust reactive distillation column design models. Generally, the models must be trained according to a dimensionless model, for the design of a reactive column a dimensionless model is not required, it is observed that the use of robust models for the design and calculation of thermodynamic properties give results that provide better results than those calculated with a commercial simulator such as Aspen Plus (R), it is worth mentioning that in this chapter only the application of neural network models is shown, not all the simulation and implementation are presented, mainly because it is a specialized area where not only requires a chapter for its explanation, it is shown that with a neural network of 16 inputs, 2 hidden layers and 16 outputs, it generates a robust calculation system compared to robust thermodynamic models that contain the same commercial simulator, a characteristic of the network presented is the minimization of overlearning in which the network by its very nature is low. In addition, it is shown that it is a dynamic model that presents adjustment as a function of time with an approximation of 96–98% of adjustment for commercial simulator models such as Aspen Plus (R), the DFANN is a viable alternative for implementation in processes of separation, but one of the disadvantages of the implementation of these techniques is the experience of the programmer both in the area of artificial intelligence and in separation processes.

Keywords: reactive distillation, neural networks, dynamic fuzzy neural network, thermodynamics properties, design column, azeotropic mix

1. Introduction

Reactive distillation is a separation process that is implemented for the separation of complex mixtures because it combines a chemical reaction in a single piece of equipment, that is, one or more of the stages of the separation column has the function of a chemical reactor, in which the catalyzed or uncatalyzed reaction will...
be carried out, this type of process is implemented for mixtures that present azeo-
tropes, these with very close boiling points that can be complex or require an excess 
of energy for the separation of the components, on some occasions the process 
is implemented for the purification of substances through a thermally integrated 
process, the reactive distillation process is carried out by mass transfer both in the 
liquid phase and in the vapor phase, or on the surface of the catalyst [1].

The calculation and design of a reactive distillation system introduce a term in 
the mass balances of the stages which makes it become reactive stages $M_{i,j}$ Eq. (1) 
thus becomes.

\[
M_{i,j} = n_{L,j-1}x_{i,j-1} + n_{V,j+1}y_{i,j+1} + n_{F,j}x_{F,j} \\
(n_{i,j} + n_{SL,j})x_{i,j} - (n_{ij} + n_{SV,j})y_{i,j} - (V_{L,H}) \sum_{n=1}^{n_{Re}} v_{i,n}r_{j,n} = 0
\]  

where $(V_{L,H})_j$ is the volumetric liquid holdup at stage $j$, $\nu_{i,n}$ is the stoichiometric 
coefficient of component $i$ in reaction $n$, $r_{p,n}$ rate of reaction $n$ on stage $j$, and $n_{Re}$ is 
the number of chemical reactions.

The modification of stage energy balance is in the definition of $Q_j$ in Eq. (2), 
where the heat of reaction is included.

\[
H_j = n_{L,j-1}h_{L,j-1} + n_{V,j+1}h_{V,j+1} + n_{F,j}h_{F,j} - \\
(n_{i,j} + n_{SL,j})h_{i,j} - (n_{ij} + n_{SV,j})h_{ij} - Q_j = 0
\]

In these equations, $n$ represents mole flow, $x$ mole fraction in the liquid phase, $y$ 
mole fraction in the vapor phase, $K$ equilibrium constant, $h$ molar enthalpy, and $Q$ 
heat flow. The subscript $i$ represents a component, $j$ stage, $L$ liquid, $V$ vapor, $SV$ side 
vapor, $SL$ side liquid, $F$ feed, and $N$ last stage, respectively [1].

A first approximation is carried out using a mathematical model based on equa-
tions in steady-state, these equations are taken as the basis for modeling in a 
dynamic state, which is necessary for the implementation of fuzzy dynamic artifi-
cial neural networks, therefore; the models presented in this chapter are those that 
are implemented for artificial intelligence systems.

Dynamic fuzzy neural networks have been implemented to solve non-linear 
mathematical models. In the areas of process engineering, it has been implemented 
in temperature control systems. In this chapter the use of artificial intelligence 
techniques to calculate a temperature is shown. Reactive column, where azeotropes 
are present in a ternary mixture.

2. Artificial neural networks

Artificial neural networks arise from the analogy that is made between the 
human brain and computer processing, from the first analyzes of the human brain 
carried out by Ramón y Cajal [2]. This analogy is made from the aspects of the 
nearal structure to processing capacity.

Artificial neural networks are mathematical models that attempt to mimic the 
capabilities and characteristics of their biological counterparts. Neural networks are 
made up of simple calculation elements, all of them interconnected with a certain 
topology or structure, such as neurons called perceptron’s, which are the simplest 
elements of a network. The basic model of a neuron is formed as observed by the 
following elements (Figure 1) [3, 4]:
A set of synapses, which are the inputs of the neuron weighted by a weight.

An added that simulates the body of the neuron and obtains the level of excitation.

The activation function generates the output if the excitation level is reached and restricts the output level, thus avoiding network saturation.

The output of the neuron is given by the expression:

$$y_i = \phi \left( \sum_{j=1}^{n} w_{ij} s_j + w_{i0} \right)$$

where $n$ indicates the number of inputs to neuron $i$ and $\phi$ denote the excitation function [5, 6]. The argument of the activation function is the linear combination of the inputs of the neuron. If we consider the set of inputs and the weights of neuron $i$ as a vector of dimension $(n + 1)$, the expression is concluded as follows:

$$y_i = \phi \left[ W_i^T s \right]$$

where

$$s = [-1, s_1, s_2, ..., s_n]^T$$

$$w_i = [w_{i0}, w_{i1}, ..., w_{in}]^T$$

Neural networks are classified into static and dynamic networks, the first of these have a broader field of application mainly due to their characteristic of no change for time, dynamic networks are applied more specifically to problems that present changes for time [7, 8].

The static and dynamic neural networks have the characteristics of similar this in mathematical structures, training in addition to principles of architectures of the same neural networks, the most commonly used networks are the so-called multilayer neural networks this mainly because they resemble structures of the human brain, they can be networks with forwarding propagation but also networks with backward propagation. The selection of the same depends on the type of study system and the application of the network [9, 10]. For prediction systems of breakdown curves in adsorption processes, the so-called multilayer neural networks with forwarding propagation are generally used, this is because it is not necessary to use a backward propagation of information as a means of comparison, the latter are most commonly applied in control processes [11–13].

Figure 1. Elementary neuron.
2.1 Multilayer networks

A multilayer network has a defined structure, it consists of an input layer, hidden layers and an output layer (Figure 2), the definition of structure of a multilayer neural network has the characteristic of avoiding problems with the training of the network which generally results in prediction problems of the breakdown curve of the adsorption process, the process of establishing the architecture of the neural network is mainly based on a series of trial and error although in some of the cases if the programmer is an expert this is significantly reduced, mainly to the fact that there are already established mechanisms to determine architecture, Hecht-Nielsen (1989) [14] based on Kolmogorov’s theorem [15–17], “The number of neurons in the hidden layer does not need to be greater than twice the number of inputs” using this theorem, the neuron approximation equation is established in the hidden layer [18, 19] Eq. (7).

\[ h = \left( \frac{2}{3} \right) (n + m) \]  

where \( h \) represents the number of neurons in the hidden layer, \( n \) number of inputs and \( m \) is defined as the number of hidden layers, using this rule a stop parameter is established which means that the number of neurons in the hidden layer will never be required. More than twice the number of entries \( h < 2n \). When it comes to a multilayer network with a single hidden layer, it is recommended that the number of neurons is 2/3 of the number of inputs [20, 21].

The next step in structuring a neural network is the establishment of the excitation functions, these functions can propagate the information and use them for the training of the same network, the information introduced into the network is known as synaptic weights, alluding to the synapses of biological neurons [22, 23]. The excitation functions are of different types, their choice depends on the type of process to be modeled, each excitation function is found in each of the neurons, both in the hidden layers and in the inputs and outputs. The most commonly used functions are the type function: tangential sigmoidal Eq. (8), logarithmic Eq. (9) and radial base type functions Eq. (10), this last function is one of the complex ones generally used for systems dynamic, in non-dynamic processes it can be used but this increases the computing time and information processing mainly because it becomes more specific in its application Eqs. (11)–(16) [24–27].

Figure 2.
Multilayer network.
Once the excitation function or also called the transfer function has been selected, the neural network is trained for which there are different types of training, as with the selection of the architecture, the training is also selected by trial and error but if the experienced programmer can initiate selection with training for a certain type of neural structure, the most commonly used training is backward propagation (BP) training [28, 29], other types of training most used are Levenberg-Maquart (LM) and Broyden Fletcher Goldfarb Shanno (BFGS). Backward propagation training is the basis for all other training, for that reason, only this type of training will be discussed [30, 31].

The error signal at the output of neuron \( j \) in iteration \( k \) is defined by:

\[
e_j(k) = d_j(k) - y_j(k)
\]  

(17)

The instantaneous value of the error is defined for neuron \( j \), the sum of the instantaneous errors squared is formulated as:

\[
e(n) = \frac{1}{2} \sum_{j \in h_{out}} e_j^2(k)
\]  

(18)

where \( h_{out} \) is the set of output neurons, \( h_{out} = \{1, 2, \ldots, l\} \). The average error \( \langle e_{av} \rangle \) it is obtained by averaging the instantaneous errors corresponding to the \( N \) training pairs.
The objective is to minimize $e_{av}$ with respect to weights. You need to calculate $\Delta w_{ji}(k)$.

$$\frac{\partial e(k)}{\partial w_{ji}(k)} = \frac{\partial e(k)}{\partial e_j(k)} \frac{\partial e_j(k)}{\partial y_j(k)} \frac{\partial y_j(k)}{\partial v_j(k)} \frac{\partial v_j(k)}{\partial w_{ji}(k)}$$

$$v_j(k) = \sum_{i=0}^{P} w_{ji}(k) y_j(k)$$

$$y_j(k) = \phi(v_j(k))$$

The components to calculate the error are defined as follows.

$$\frac{\partial e(k)}{\partial e_j(k)} = e_j(n)$$

$$\frac{\partial e_j(k)}{\partial y_j(k)} = -1$$

$$\frac{\partial y_j(k)}{\partial v_j(k)} = \phi_j(v_j(k))$$

$$\frac{\partial v_j(k)}{\partial w_{ji}(k)} = y_j(k)$$

The gradient of the error is determined with Eq. (35).

$$\frac{\partial e(k)}{\partial w_{ji}(k)} = -e_j(k) \phi_j(v_j(k)) y_j(k)$$

2.2 Dynamic fuzzy artificial neural network (DFANN)

The DFANNs use an excitation function based on asymmetric radial type function, which implies that the system behaves like a Takegi-Sugeon model (T-S) which has a characteristic pulse of a radial function bias. For the inputs of the fuzzy neural network, it is necessary to establish the limits of the inputs within a known interval, when this type of network is applied in the determination of properties, the inputs must be defined within known ranges, to avoid overlearning of the same artificial neural network. The structure of DFNN is shown in Figure 3, which is similar to the traditional models of artificial neural networks with the difference of the propagation of the synaptic weights in the radial basis excitation function, which can be biased or unbiased, the structure is defined below [32]:

Layer 1: Each node represents an input linguistic variable.

Layer 2: Each node represents a membership function (MF) which is in the form of Gaussian function Eq. (29).
Where $MF_{ij}$ is the $j$th membership function of $x_i$, $c_{ij}$ is the center of $j$th Gaussian membership function of $x_i$, and $\sigma_j$ is the width of the $j$th Gaussian membership function of $x_i$, $r$ is the number of input variables and $u$ is the number of membership function [32].

Layer 3: Each node represents a possible IF, part for fuzzy rules. For the $j$th rule $R_j$, its output is:

$$OR_j = \exp \left[ -\frac{\sum_{j=1}^{r} (x_i - c_{ij})^2}{\sigma_j^2} \right] \quad j = 1, \ldots, u \quad (30)$$

$$OR_j = \exp \left[ \frac{\|X - C_j\|^2}{\sigma_j^2} \right] \quad (31)$$

Where $X = (x_1, \ldots, x_r)$ and $C_j$ is the center of the $j$th Radial Basic Function (RBF) unit.

Layer 4: Nodes as N (Normalized) nodes. The number of N nodes is equal to that of layer 3 the output of $N_j$ is:

$$ON_j = \frac{OR_j}{\sum_{k=1}^{u} OR_k} = \frac{\exp \left[ \frac{\|X - C_j\|^2}{\sigma_j^2} \right]}{\sum_{k=1}^{u} \exp \left[ \frac{\|X - C_k\|^2}{\sigma_k^2} \right]} \quad (32)$$

Layer 5: Each node in this layer represents an output variable, which is the weighted sum of the incoming signals. Have:

$$y(x) = \sum_{k=1}^{u} ON_k w_{2k} = \frac{\sum_{k=1}^{u} w_{2k} \exp \left[ \frac{\|X - C_k\|^2}{\sigma_k^2} \right]}{\sum_{k=1}^{u} \exp \left[ \frac{\|X - C_k\|^2}{\sigma_k^2} \right]} \quad (33)$$
Where y is the value of an output variable and \( w_{2k} \) is the connection weight of each rule:

For the TSK (Takagi Sugeon and Kang),

\[
w_{2k} = k_0 + k_1 x_1 + \ldots + k_p x_p \quad j = 1, 2, \ldots, u
\]

(34)

3. Methodology

3.1 Reactive distillation using neural networks artificial

Reactive distillation is implemented to separate mixtures of components that generally have more than one azeotrope, artificial human networks can be implemented to determine thermodynamic properties, for the solution of the differential equations of mass and energy transfer, the case study that presents artificial neural networks were implemented to determine the thermodynamic properties, as well as the solution for the mass transfer equations and the output compositions at the top of the column and the bottom (Figure 4).

3.2 Case study

A multicomponent mixture of ethanol, water, ethyl acetate, acetic acid and butanol is studied, the latter in a small proportion, it is observed that according to the multicomponent mixture, 2 azeotropic mixtures and azeotrope are formed in a ternary mixture of water-ethyl acetate-ethanol, which means that it is a complex reaction system, for the determination of thermodynamic properties as well as the design of a conventional distillation column.

Figure 4.
Schematic distillation reactive [33].
Figure 5 shows the binary azeotrope between ethanol-water, Figure 6 shows the azeotrope between ethyl acetate-water, Figure 7 between ethanol-ethyl acetate, at different temperatures; this implies that the conventional distillation column must be large in a number of plates, as geometry. Figure 8 shows the ternary diagram of azeotrope formation.

In the compartment model (CM), one of the compartments is defined to consist of multiple single stages. Without loss of generality, balance equations for one single stage, the so-called sensitivity stage, can be replaced by the overall compartment balances. Assuming that stages $N_c$, 1 to $N_c$, 2 form compartment c (Figure 9), we obtain [1].

$$M_c = \sum_{i=N_c, 1}^{N_c, i} M_i$$ (35)
\[ x_c^j = \frac{1}{M_c} \sum_{i=Nc,1}^{Nc,i} M_i x_i^j \quad j = \text{Component} \] (36)

\[ h_c^L = \frac{1}{M_c} \sum_{i=Nc,1}^{Nc,i} M_i h_i^L \] (37)

Assuming the compartments to be sufficiently large, single-stage dynamics can be neglected compared to overall compartment dynamics. Consequently, single-stage balance equations are assumed stationary. Thus, the entire equation system for compartment \( c \) consists for stages \( j = Nc, 1 \ldots Nc, 2 \) and the steady-state versions for stages \( j = Nc, 1 \ldots Nc, 2 \) except for the sensitivity stage [1].

Figure 7.
Azeotrope ethanol-ethyl acetate.

Figure 8.
Ternary diagram ethanol-ethyl acetate-water.
We derive the proposed model from the representation of the original compartment model as an:

\[
\dot{x}(t) = \tilde{f}(\dot{x}(t), \dot{u}(t), \dot{y}(t))
\]

(38)

\[
0 = \tilde{g}(\dot{x}(t), \dot{u}(t), \dot{y}(t), \dot{z}(t))
\]

(39)

In Eqs. (38) and (39), we introduce the following notation: differential compartment states are denoted by \(x(t)\). Compartment inputs, which are handed over by the neighboring compartments, are denoted by \(\dot{u}(t)\) which corresponds to states of column stages \(N_c, 1-1\) and \(N_c, i+1\). Compartment outputs, which are required in the equation system of neighboring compartments, are denoted \(\dot{y}(t)\), which corresponds to the states of column stages \(N_c, 1\) and \(N_c, i\). The remaining (algebraic) compartment states are denoted \(\dot{z}(t)\).

When solving Eqs. (40) and (41), the main computational effort is spent in the solution of the highly nonlinear algebraic that mainly originates from the thermodynamic relations (Eqs. (38) and (39)). To reduce the computational effort, Linhart and Skogestad [34], propose interpolation between tabulated solved solutions.

\[
\begin{pmatrix}
\dot{y}(t) \\
\dot{z}(t)
\end{pmatrix} = \tilde{g}^{-1}(\dot{x}(t), \dot{u})
\]

(40)

Sophisticated computer codes are readily available for efficient training of the ANNs. In particular, ANNs can also be fitted very efficiently to large data sets, which arise from a sampling of the high-dimensional input space.
\[ \dot{x}(t) = \dot{f}(\dot{x}(t), \dot{u}(t), \dot{y}(t)) \]  
\[ \dot{y}(t) = \dot{g}_{ANN}(\dot{x}(t), \dot{u}(t)) \]  

We highlight that model formulation Eqs. (41) and (42) is only one possibility of an ANN-based compartmentalization approach. The choice of this system, however, seems appealing as it shows an analogy to the dynamic modeling of simple flash units, that is, the model outputs can be calculated as an explicit function of the model inputs (Tx-flash or single-stage). Other possibilities for using ANNs exist as well. For instance, using a surrogate model for the ordinary differential equation (ODE) form thermodynamic system. Such are, the ANN could also be used to replace specific parts of mapping or searching thermodynamics properties.

Where a combination of ANN and CM result in a new model of reactive distillation, but new mathematical model show relationship between stochiometric and mass transfer, such relation to be.

\[ T_i(t) = \sum_{i=N_{c1}}^{N_{c2}} O_{M_{c1}}T_{2i} = \frac{\sum_{k=1}^{m} \sum_{i=N_{c1}}^{N_{c2}} M_i T_{2i} \exp \left[ \frac{-T-T_i^2}{\varphi_i^2} \right]}{\sum_{k=1}^{m} \sum_{i=N_{c1}}^{N_{c2}} \exp \left[ \frac{-T-T_i^2}{\varphi_i^2} \right]} \]  
\[ P_i(t) = \sum_{i=N_{c1}}^{N_{c2}} O_{K_{c1}}P_{2i} = \frac{\sum_{k=1}^{m} \sum_{i=N_{c1}}^{N_{c2}} K_i P_{2i} \exp \left[ \frac{-P-P_i^2}{\varphi_i^2} \right]}{\sum_{k=1}^{m} \sum_{i=N_{c1}}^{N_{c2}} \exp \left[ \frac{-P-P_i^2}{\varphi_i^2} \right]} \]  

Subsequently, for reactive distillation, an approach to reaction kinetics of study mixture is necessary, this is established by the following Eq. (45).

\[ r(t) = k_1 x_2 \bar{x}_0 - k_1 x_3 \bar{x}_3 \]  

where \( x_0 \) represents the liquid fraction of acetic acid, \( x_1 \) of water, \( x_2 \) ethanol fraction, and \( x_3 \) ethyl acetate fraction.

Starting from the reaction kinetic equation, balances are established for each of the components as a function of time, for each stage of the separation process, that is, for each plate in the reactive column with DFANN.

\[ \sum_{i,j}^{m} \omega_{ij} \sum_{i}^{n} L x_{i,j-1} + V y_{i,j-1} - L x_{i,j} - V y_{i,j} + \zeta M_{j,R} \]  

where \( i = 0, 2, 3 \) components and \( j = 1, ..., n \) number plates, \( y_{i,j} \) is fraction steam in column \( \zeta \) stoichiometric coefficient.

In condenser with DFANN

\[ \sum_{i,j}^{m} \omega_{ij} \sum_{i}^{n} L x_{i,n-1} - V y_{i,n-1} - D_h x_{i,n} + \zeta M_{n,R} \]  

Reboiler with DFANN

\[ \frac{d(M_0, x_{i,0})}{dt} = L x_{i,0} - V y_{i,0} + \zeta M_{0,R} \]
\[
\sum_{i,j} w_{i,j} \prod_{i,j} x_{i,j}(t) M_0 = \sum_{i,j} \sum_{i,j} \left[ L x_{i,j} - V y_{i,j} + \zeta M_0 R \right]
\]  
(51)

where \( \frac{dM_0}{dt} = L - V \) and \( x d c_j = 1 - \sum_{i=Ac} x_{i,j} \) from \( j = 0, 1, ..., n \); the mole fraction of vapor meets the constraint.

\[
\sum_{i=Ac} x_{i,j} = \sum_{i=Ac} \frac{P_{i,j}}{P_j} T_{i,j} = 1.
\]  
(52)

where \( D_{c,j} \) represents the amount of bottom distillate, likewise the partial pressures of the vapor and liquid phase are determined and \( M_j \) represents. Table 1 shows the constants for the simulation.

The density with DFANN of the mixture is calculated by Eq. (53).

\[
\rho_l = \sum_{i=1}^{m} \left[ \prod_{d=1}^{n} \left( A_d B_d \right)^{1-T_r^{2/7}} \cdot w_{d,i,j} \right]
\]  
(53)

The case study simulation was performed through modular programming in Aspen Plus®, using code linking in Matlab®, the simulation parameters in Aspen Plus are shown in Figures 10–16, shows in a summarized way the parameters entered in a RadFrac column of Aspen, the calculation of properties was carried out with the binding of Matlab® and Aspen using both the NRTL methods for Aspen, as well as the DFANN methods in Matlab®.

### 3.3 Training dynamic fuzzy artificial neural network

The neural network has a structure of 16 inputs, two hidden layers with 12 neurons in each of the layers, and 16 output neurons, the training is based on an unsupervised training of the Quasi-Newton-Function (QSF) type, without backward propagation.

| \( M_0 \) (kg/s) | 4.798 | \( k_1 \) | 2900exp(−7150/T(K)) |
| \( M_j \) (kg/s) | 0.0125 | \( k_2 \) | 7380exp(−7150/T(K)) |

Table 1. Constants for simulation.

---

![Global design](image-url)  
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Global design.
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It is worth mentioning that the structure of the neural network was optimized using a supervised algorithm, which is based on the heuristic rule of 2n, where n is the number of inputs to the neural network, which implies that the minimum
Figure 14. Condenser design.

Figure 15. Reboiler design.

Figure 16. Reaction equilibrium.
number of neurons present is sought. To avoid overlearning, Figures 17 and 18 show the learning settings.

3.4 Results and discussion case study

Figure 19 schematically shows a distillation column using the commercial Aspen Plus® simulator, two streams are introduced, the acetic acid stream separated from the azeotropic mixture, this to facilitate the transfer of mass and energy, each stream is fed in one stage superior and in under stage, to facilitate the mentioned phenomena.

Simulations are performed using the same configuration with 17 separation stages (Table 2), the feeds were carried out in stages 4 and 5 respectively, the compositions of the dome and the bottom of the column are compared to determine the purity of the components, where $y_i$ is the output composition in mole fraction, it
is observed that the column that simulates the process with artificial intelligence provides better results based on its ability to displace the azeotropes present.

The reaction that takes place in the reactive stages is as follows:

\[
\text{Ethanol} + \text{Acetic Acid} \rightarrow \text{Ethyl Acetate} + \text{Water}
\]

In Figure 20 the behavior of the liquid in each of the stages of the column is shown (Figure 21), it is observed that in the initial stages there is a transfer of both mass and energy, this can be verified in Figure 22 where shows the temperature profile across the reactive column, in Figures 23 and 24 represent the liquid and vapor profiles in each of the stages.

In the same simulations, comparisons were made between thermodynamic properties such as: Enthalpy and Entropy, these used in the thermodynamic models used.

![Figure 20. Composition profile per stage using DFANN.](image-url)
Figure 21.
Composition profile per stage using Aspen plus®.

Figure 22.
Temperature profile per stage using DFANN.

Figure 23.
Profile per stage vapor flow using DFANN.

Figure 24.
Profile per stage liquid flow using DFANN.
In Figure 25, properties thermodynamic calculated using the intelligence algorithm are shown.

4. Conclusion

The implementation of artificial intelligence techniques such as artificial neural networks to the separation processes, provides promising results in matters of feasibility and process dynamics, in computational time the use of robust models for the calculation of properties compared to the use of networks. Similarly, with a significant decrease for neural network models, prediction-based fit and azeotrope separation based on variables such as temperature and pressure, neural networks provide better results compared to robust thermodynamic models with Aspen Plus®, which are models that in some cases implement statistical molecular mechanics. Fuzzy artificial neural networks adjust to the dynamics of the reactive column process, where separation of 99% is obtained, which implies that the azeotrope moves, in comparison with traditional models, adjusting the parameters according to the change in stoichiometry, one of the advantages in the ability to predict the change of azeotrope as a function of temperature and pressure; system, as well as the ability to establish the variables in permissible limits and limitations of the number of stages, without being a large design as the robust models mentioned, can give.
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Chapter 9

Heat Integration of Reactive Divided Wall Distillation Column

Rajeev Kumar Dohare and Parvez Ansari

Abstract

In this chapter, the esterification reaction of methyl acetate with methanol and acetic acid is proposed by the new column configuration that is a reactive divided wall distillation column (RDWC). The heat integration of the proposed column configuration is studied and found that heat integration techniques are efficient to save energy up to 14.23% in comparison to the conventional reactive divided wall distillation column.

Keywords: methyl acetate, reactive dividing wall column, simulation, heat integration

1. Introduction

Distillation Technique is a chief process division extensively used in chemical manufacturing, and the growth of distillation column strategy has involved more and more consideration in the latest ages [1, 2]. Reactive distillation (RD) is a mixture of synthetic reaction and partition simultaneously. Catalytic distillation (CD) is a Reactive distillation process in which chemical reactions happen in a solid catalyst. The blend of the split process with catalytic reactions in a catalytic distillation column has many benefits, for example, improved conversion for stability and expected improvement of item selectivity because of the removal of the yields over in situ partings. In accumulation, the produced heat in the reaction might practice for distillation. Thus, the investment and operative expenses can be reduced [3, 4]. The reactive distillation process has been a part of importance most recent 20 years. The mixture of reaction and separation in a single unit is a substitute to traditional distillation, which incorporates reaction, and division in the number of units consequently expands the investment cost of the plant. The three significant useful areas of the reactive distillation column are:

1. Distillation column comprises a reactive unit, which prompts the transformation of reactants into items

2. It works on the partition in the section by changing the part volatilities

3. Intensifications the selectivity of the item [5].

To feat the likelihood of reactive distillation, procedures have been established for initial process design. Two major methods happen for the group of substitutes for a given reaction-parting problem: mathematical optimization and graphically
based conceptual design methods. Mathematical optimization methods are generally very powerful for generating and evaluating design alternatives [6]. Reactive distillation technology is an encouraging process that can rise reaction change, overcome energy feeding, and recover selectivity and investment yield [7]. In previous years, Reactive distillation was widely inspected due to the projecting benefits, and excessive successes have been gained in positions of dynamic control and development strategy [8–12]. The results of the simulation proved that this novel technology is economical on the process charges and easily controls the purity of the product with the only use of a temperature control loop, which shows the potentials of the heat-integrated reactive distillation methodology. To complete additional energy savings, scientists have focused on the project of DWC to superior distillation structures, for example, reactive divided wall distillation, extractive distillation, or azeotropic distillation [10, 13, 14]. Reactive dividing wall column (RDWC) has newly involved countless importance since it has the rewards of together RD and DWC. A technique for the theoretical strategy of the RDWC created on the smallest vapor stream process planned the rate-based modeling method for RDWC [15]. Therefore, it is necessary to study the Heat integrated reactive distillation performances of reaction systems with different characteristics.

ASPEN PLUS simulation provides the benefits in covering steady-state to dynamic simulation for safety analysis and control process. The physical properties methods are required during the Aspen model, to calculate enthalpy, density viscosity, heat capacity, etc. ASPEN PLUS simulator has been used for physical chemistry, chemical thermodynamics, mass and energy balances, chemical reaction engineering, unit operations, and process design and control. It uses an inbuilt numerical model equation to stabilized the process performance. The perfect showing of thermodynamic properties is mainly significant in the parting of non-ideal mixtures and ASPEN PLUS has big information of retreated factors. Methanol (MeOH) and acetic acid (HAc) are essential raw materials in polyvinyl alcohol plants, and they could produce from Methyl Acetate (MeAc) hydrolysis process. Therefore, this process is considering for heat integration purposes.

1.1 Dividing wall column (DWC)

The petrochemical and chemical divisions are the major manufacturing power clients, representing generally 10% of overall global energy interest and 7% of worldwide greenhouse gases (GHG) outflows. In the chemical process industry, roughly distillation processes utilize 40% of absolute energy [16]. In the distillation procedure, high temperature is utilized, for example, an isolating means. Heat is provided to the lower section of the reboiler to vanish a fluid saturation at a more temperature and it decreases at less temperature while melting in the condenser at the upper section of the distillation column. Hence, the situation is extremely unproductive in the utilization of power. In the 1970s and 1980s, the start of oil emergencies, the power costs turned into the central point in column rate and made a resolve to discover to decrease the energy requirements of distillation. Subsequently, in the new distillation process, the essential objective is process strategies in distillation systems is that how to cut the power utilization. Different strategies have been used to utilized to make the process of distillation more energy effective and extra economical like divided wall columns (DWC), heat integrated distillation columns (HIDiC), and thermally coupled distillation columns (Petyuk column).

In Figure 1, Wright’s patent the divided wall column (DWC) in 1949. DWC can save both energy requirements and economic expenses related to conventional distillations. The energy utilization decreases about 20–30% associate with another conventional distillation column [17, 18].
The Divided wall column contains more than two distinctive split process units into single and more than one vertical section in the middle area. Dividing walls also differentiate a single column into two sections: a pre-fractionator area and the main column. It also used the condenser and reboiler at the top and bottom respectively [19].

Advantages and disadvantages of divided wall columns

1. Lower capital investment
2. Reduced energy requirements
3. High purity for all products
4. Less construction volume

A divided wall column might be offered the potential for decreasing both economic and energy prices, the dividing wall columns have main disadvantages. They are:

1. Higher columns dues to the increased number of theoretical stages.
2. Due to the higher number of theoretical stages, the increase in pressure drops.
3. Operating pressure is available only once.

1.2 Reactive distillation column (RDC)

Many numerical problems arise in the modeling, design, and optimization of the RDC, which results in simpler and intensified processes with fewer recycle streams, and decreasing waste handling reflects lower investments and operating costs. RDC offers an advanced reaction rate and selectivity; stops the performance of azeotrope, less energy intake, and solvent treatment. Despite all these benefits, the RDC has partial commercial applications; it is because of the control performance and the complexity in the operation of the RDC. For modeling, we have supposed that it operates in adiabatic conditions with the liquid phase. There is no vapor hold-up.
in any stage of the distillation column (DC). No hydrodynamic effects have been considered escaping the modeling difficulties [20]. Figure 2 is an actual sketch of the reactive distillation column.

1.3 Reactive dividing wall distillation column (RDWC)

A reactive dividing-wall column (RDWC) incorporates a reactor and a separator in a single distillation column. The multiple products, non-reacting components, or excessive reagents can be isolated in such a column, that reactive systems have. Because of the strong corporation among control loops, control engineers have a provoking position to control RDWC. Up until now, the investigation of reactive distillation in one divided wall column is scant, particularly for the control. The reason for this work is to consolidate the advantages of reactive distillation with DWC to deliver MeAc and afterward examine the design and control of an RDWC with an exceptional focus on the foundation of control structures. Initially, a subjective connection between the process flow sheet and phase equilibria is set up, and then an RDWC flow sheet is set up.

The reactive distillation column (RDC) and dividing wall column (DWC) both are genuine instances of process heat intensification. Uncertainty reactive distillation and DWC have combined, a reactive divided wall column (RDWC) has been produced. RDWC has an extremely integrated arrangement that contains one condenser, one reboiler, reactive zones, a pre-fractionator, and the main column together in a single distillation setup. The synthesis of Methyl Acetate has been chosen as a test reaction for heat integration purposes.

The synthesis of Methyl Acetate and its reverse reaction are given below.

\[
\text{Methanol} + \text{Acetic Acid} \leftrightarrow \text{Methyl Acetate} + \text{Water} \quad (1)
\]

In reactive distillation, it is likely to get more conversion by continuously removing the products from the reaction section. Products have been removed from the lower part of a reactive distillation column and isolated into the distillation column. By joining the reactive distillation column and separation column into the single column, which turns into the reactive divided wall column with side product methanol stream, also the residence period of methanol with acetic acid and water in the sump has come to a minimum level.
It has achieved greater attention in the chemical industry for the separation process and saves both energy and capital cost. The RDWC technology has not been confined up to ternary separation only but it can also carry out azeotropic separations. The feasibility of the RDWC in the industry depends upon the thermodynamic properties, the composition of the stream that has separated, and the product requirements. Figure 3 shows the actual pictorial diagram of the RDWC. Although, Figure 4 shows the simulation sheet of the two-column reactive divided wall distillation column.

1.4 Heat integration of reactive dividing wall column

The main approach to improve the energy efficiency of the distillation system is by providing heat integration technology [21]; vapor recompression (VRC) and internally heat-integrated distillation column (HIDiC) [22] are two popular techniques for the same. The energy demands and expenses are expanding due to joined hazards, global warming, and the improved requirement upon lubricant introduced from electorally insecure quantities of the sphere have caused in the importance of the thermodynamic efficiency of recent engineering progress for
improving. Expanding power efficiency in compound routes not individual offers cost-effective profits and turns into the decreasing radiations resultant from the development activity. The distillation technology is maybe the important significant and extensively used removable technique in the world today about 95% of all liquid split in the synthetic production industry used. Regardless of its evident significance, in general, most of the thermodynamic efficiency of a conventional distillation is about 5–20% [23]. The concept of process intensification has presented to the distillation development in 1970 for further development of energy efficiency [24]. Nevertheless, the energy efficiency of RDWC is not constantly high since the entire heat can only be added to the bottom reboiler at the maximum temperature and impassive from the top condenser at the final temperature. The heat integration technology such as VRC the exciting energy intake has been reduced [25, 26]. The conventional VRC and side VRC techniques are combined into one RDWC; to deliver the intensified heat integrated technique of VRC that are associated with the RWDC structure. Into intensified heat integrated structures, the unoriginal VRC has further divided between the top and bottom of the RDWC to improve overheat vapor through the heat flow as greatly as possible, into more temperature, compressed fluid from the downward reboiler has recycled into the adjacent fluid to vaporize in a transitional reboiler (IR) [27]. The fundamental thought of heat integration technology is that the high-temperature route streams that exchanged heat with cold route streams, which affect in financial use of assets. Subsequently, numerous sorts of exploration on heat-integrated distillation column (HIDiC) has been done in the past few years to research its achievability and reasonableness in certifiable applications as shown in Figure 5. Distillation columns such as the Petlyuk column, divided-wall column, heat pump assisted column, adiabatic distillation column, ideal HIDiC (i- HIDiC), and many more this investigation has led to the formation of different technology. The HIDiC structure has until not accepted by many industries then later small scale trials are accepted by the New Energy and Industrial Technology Development Organization (NEDO), Japan; a combined organization between NEDO and TERI (The Energy & Resources Institute), India undertakings more projects in the field of process intensification technology at a conference at New Delhi in January 2017 [28]. This tends to an original thought of process integration by joining reactive dividing wall column and ethics of heat integrated distillation column i.e. R-HIDiC that accepted the synthesis of methyl acetate with significantly lesser energy consumption. The mixture of methyl acetate employing a reactive dividing wall column system is the most Figure 5. Flowsheet of heat integrated reactive dividing wall column.
effective and main application of process intensification [29]. Nevertheless, the greatly needed attention to decrement the energy feeding and intensification the efficiency of the current reactive dividing wall column has considered in this research.

2. Methodology

2.1 Column configuration

The method used for the simulation is the UNIQAC method, RadFrac model is used for the design of RDWC and Hi-RDWC in ASPEN simulation. The UNIFAC method is used for the estimate of activity coefficients calculated on the idea that a fluid mixture might be measured as a result of the structural elements after which the particles are produced slightly than a result of the particles themselves. The RadFrac model is the chief partition block option in Aspen Plus. The block option can execute sizing, simulation, rating of the tray, and packed columns. The ideal requirement, completed in the Format form, needs full conditions of column structure, feed, product, and any side streams. The feed material was methanol and acetic acid. The detailed operating parameters are shown in Table 1.

2.2 Intensified heat integration configurations

The standard VRC assisted RDWC configuration (VRC-RDWC) presented in Figure 6, the overhead vapor has compacted to a surpassing temperature to turns into vapor the lowermost fluid, and formerly converts the saturated condensed fluid into the reboiler, and the condensed fluid must be low to the topmost pressure through the throttle valve (TV) that returning at the RDWC at the upper section. Now this method, in the isentropic compressor the less amount of saturated vapor was condensed and less amount of saturated fluid will flash into the throttle valve, so a heater was essential to preheat the overhead vapor and the flew vapor condensed totally by the use of cooler. While the compression ratio (CR) is

<table>
<thead>
<tr>
<th>Sr. no</th>
<th>Parameters</th>
<th>Value (unit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Feed-Methanol</td>
<td>100 mol/hr</td>
</tr>
<tr>
<td>2</td>
<td>Feed-Acetic Acid</td>
<td>80 mol/hr</td>
</tr>
<tr>
<td>3</td>
<td>Pressure</td>
<td>1.013 bar</td>
</tr>
<tr>
<td>4</td>
<td>Reflux Ratio (RDC)</td>
<td>6.7</td>
</tr>
<tr>
<td>5</td>
<td>Distillate Rate (RDC)</td>
<td>80 mol/hr</td>
</tr>
<tr>
<td>6</td>
<td>Side Rate (RC)</td>
<td>20 mol/hr</td>
</tr>
<tr>
<td>7</td>
<td>Bottom Rate (RC)</td>
<td>80 mol/hr</td>
</tr>
<tr>
<td>8</td>
<td>Feed Tray location (a) Methanol</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td>Feed Tray location (b) Acetic Acid</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>Number of Stages</td>
<td>36</td>
</tr>
<tr>
<td>11</td>
<td>Number of Stages RDC</td>
<td>25</td>
</tr>
<tr>
<td>12</td>
<td>Number of Stages RC</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 1. Operating parameters.
insignificant, the heater and cooler have been discounted due to the heat duties, then below large CR, these heat duties will convert huge and straight shrink the power effectiveness of VRC knowingly. The unused heat created by the VRC has recovered by intensifying the process of the heat integration technique between the VRC and RDWC (Figure 5).

3. Results and discussion

3.1 Temperature and composition profile

The temperature difference between the overhead and the bottom product is high i.e. 98°C. Therefore, the compression ratio (CR) has been regulated to meet the heat transfer needed in VRC-RDWC structures as shown in Figure 5. The total number of stages used in both columns including i.e. RDC and Rectifying column (RC) are 36. The composition profile of the RDC column is shown in Figure 7. As per the physical phenomena that the excess amount of reactant and products should be at the output side. Although, the full consumption of the limiting reactant. The graph shows a similar response as per the process phenomena. The temperature of the column continuously increases with the increase in the number of the stages as
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The maximum has risen the temperature is 85°C but with the implementation of the heat integration technique, the temperature is decreasing about 65°C. There are no changes in composition profile by the use of heat integration technique as shown in Figure 7.

3.2 Heat integration of two column RDWC

To analyze the heat recovery in two columns design, a rigorous simulation has performed for the heat integrated simulation flowsheet. The Aspen simulation flowsheet of the RDWC is shown in Figure 4. Therefore, an enormous amount of condensed fluid flashed in the throttle valve (TV) from the compression ratio. The cooler with a heat duty of 0.020 kW condenses the flashed liquid. The reboiler duty of RDWC is 0.6667 kW after the Heat Integration of RDWC the reboiler duty was decreased by 0.5718 kW. However, the energy-saving of the intensified configuration technology is significant in comparison to the conventional column. The heat-integrated data of the divided wall distillation column is given in Table 2.

4. Conclusion

In this book chapter, Aspen Plus software is used to simulate the process of producing methyl acetate. The new technology used in this research was reactive dividing wall distillation technology. The position of methanol and acetic acid feed stream is set to be on the Reactive Distillation column (RDC) at 10 and 2 respectively. It is concluded that after the VRC-RDWC heat integration technique the reboiler duty is reduced from 0.6667 to 0.5718 kW and the condenser duty
is reduced from $-1.386$ to $-1.358$ kW in the case of two-column configuration. Therefore, it is observed after the integration the heat load on the reboiler is reduced up to 14.23% and condenser duty is to reduce up to 0.020% in case of two-column configuration. Results also showed that all products compositions could be kept at desired purity against feed disorder.
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Chapter 10

Centralized and Decentralized Control System for Reactive Distillation Diphenyl Carbonate Process

Shirish Prakash Bandsode and Chandra Shekar Besta

Abstract

Reactive distillation (RD), a process-intensified technique, involves the integration of reaction and separation in a single unit. High non-linearities associated with the reactive distillation process constrict the control degrees of freedom and set the key challenge in the design of a robust control system. In this chapter, reactive distillation diphenyl carbonate (RD-DPC) design is optimized, and a decentralized as well as centralized feedback control configuration is applied to carry out the control studies. To execute the control scheme, a dynamic model of RD-DPC process is developed using Aspen Dynamic and interfaced with MATLAB Simulink for online control implementation. A comparative multi-loop feedback controller control performance study is done for different transfer function models obtained by using analytical- and optimization-based process identification techniques. The controller parameters obtained from the simple internal model control (SIMC) tuning relations for decentralized controller and Tanttu & Lieslehto (TL) tuning relations for centralized controller are applied to (i) the linear transfer function model and (ii) non-linear plant model. Set-point tracking, load rejection studies and robust stability analysis are carried out to compare the performance of different models and to investigate the controller performance of the non-linear model.

Keywords: reactive distillation, diphenyl carbonate (DPC), decentralized controller, centralized controller, robustness, non-linear model

1. Introduction

Polycarbonates, containing carbonate groups in their chemical structures, are an important group of thermoplastic polymers. Diphenyl carbonate (DPC), an acyclic carbonate ester, is a monomer in the production of polycarbonate polymers. The production of DPC is carried out by the transesterification reaction between dimethyl carbonate (DMC) and phenyl acetate (PA). The reactive distillation process, involving the integration of reaction and separation in one place, is usually associated with high non-linearities. The interaction of reaction and separation, responsible for the occurrence of multiple steady states, sets a challenge in designing a robust controller. Furthermore, the high non-linearity and dynamic interactions cannot be effectively controlled by single-input
single-output (SISO) controller and hence urges for multi-input multi-output (MIMO) controller.

In this work, RD-DPC process model is simulated using Aspen Dynamic V11. The transfer function model and controller development are performed using MATLAB 2019b Simulink Control system and custom proportional-integral-derivative (PID) coding. An online control environment is created by interfacing Aspen Dynamic with MATLAB Simulink via AM System block and similarly linking the centralized controller to MATLAB Simulink via S-function block.

This chapter reflects the designing of RD-DPC two-column indirect sequence and a control system for maintaining the molar purity of DPC and methyl acetate (MA) greater than 99%. The chapter also shows a comparative study between control performance of decentralized and centralized feedback controllers.

2. RD-DPC multivariable process

DPC is produced by reacting phenyl acetate (PA) and dimethyl carbonate (DMC) in a reactive distillation column. The involved reactions and the corresponding reaction rates are mentioned subsequently (Eqs. (1)–(3)). The reaction kinetic constants for the forward and backward reactions are taken from the work done by Cheng et al. [1]. There is a rectification and a reaction zone in the RD column, as shown in Figure 1. Column design specifications and additional parameters are reported in Table 1. Although high-purity DPC is obtained at the bottoms of the RD column, the purity of methyl acetate (MA) obtained at the distillate of the RD column is low. To obtain MA at the desired purity, we have to use another separation column, thus reactive distillation plus non-reactive distillation.

\[
\begin{align*}
C_3H_6O_3 + C_8H_8O_2 &\rightleftharpoons C_8H_8O_3 + C_3H_6O_2 \quad r_1 = k_{f1}CDMC_{PA} - k_{b1}CMPC_{MA} \quad (1) \\
C_8H_8O_3 + C_8H_8O_2 &\rightleftharpoons C_{13}H_{10}O_3 + C_3H_6O_2 \quad r_2 = k_{f2}CMPC_{PA} - k_{b2}CDPCCMA \quad (2) \\
2C_8H_8O_3 &\rightleftharpoons C_{13}H_{10}O_3 + C_3H_6O_3 \quad r_3 = k_{f3}C_{2MP}^2 - k_{b3}CDPC_{DMC} \quad (3)
\end{align*}
\]

Aspen Plus/Dynamics is used to design and simulate the RD-DPC indirect sequence. The steady-state simulation results are shown in Table 2. In terms of the model validation, the required data are taken from the original case study [1, 2].
This case study is close to a real RD-DPC process in terms of sizing, as reported by the researchers; thus, the validation data can be regarded as industrial data as well. Here, the liquid mole fraction profile is chosen for validation. Figure 2 depicts the performance of simulating the RD-DPC liquid mole fraction profile and validation results. Aspen model managed to present accurate results by validating the data having an $R^2$ value of $\approx 0.9$.

### 3. Open-loop dynamic analysis

In general, reactive distillation is usually associated with the occurrence of multiple steady states [3]. Occurrence of multiplicity is a consequence of the high non-linearities associated with the RD process. The cause of multiplicity is connected with the presence of multiple reactions, heat of reaction, and the crossing of non-reactive distillation boundary via reaction. Multiplicity in the form of input multiplicity or output multiplicity exists in the RD process. Input multiplicity alters

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Parameters</th>
<th>RD</th>
<th>SC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Total number of stages</td>
<td>65</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td>Number of reactive stages</td>
<td>4–65</td>
<td>—</td>
</tr>
<tr>
<td>3</td>
<td>Feed stage</td>
<td>4, 59</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>Reflux ratio</td>
<td>1.25</td>
<td>2.48</td>
</tr>
<tr>
<td>5</td>
<td>Operating pressure (kPa)</td>
<td>125</td>
<td>101</td>
</tr>
<tr>
<td>6</td>
<td>Stage pressure drop (kPa)</td>
<td>0.625</td>
<td>0.63</td>
</tr>
<tr>
<td>7</td>
<td>Tray holdup</td>
<td>0.097</td>
<td>—</td>
</tr>
<tr>
<td>8</td>
<td>Column diameter (m)</td>
<td>1.022</td>
<td>0.642</td>
</tr>
<tr>
<td>9</td>
<td>Height of column (m)</td>
<td>32.5</td>
<td>12.5</td>
</tr>
<tr>
<td>10</td>
<td>Condenser duty (kW)</td>
<td>$-839.704$</td>
<td>$-296.229$</td>
</tr>
<tr>
<td>11</td>
<td>Reboiler duty (kW)</td>
<td>892.996</td>
<td>297.697</td>
</tr>
</tbody>
</table>

Table 1. Design specifications and parameters.

<table>
<thead>
<tr>
<th>Description</th>
<th>PA</th>
<th>DMC</th>
<th>TDMC</th>
<th>BTMS1</th>
<th>DIST1</th>
<th>BTMS2</th>
<th>DIST2</th>
</tr>
</thead>
<tbody>
<tr>
<td>T (C)</td>
<td>204.54</td>
<td>103.5</td>
<td>95.5</td>
<td>330.1</td>
<td>84.7</td>
<td>94.2</td>
<td>57.1</td>
</tr>
<tr>
<td>P (kPa)</td>
<td>127</td>
<td>152</td>
<td>163</td>
<td>165.32</td>
<td>125</td>
<td>116.12</td>
<td>101</td>
</tr>
<tr>
<td>Mole Flow (kmol/hr)</td>
<td>10</td>
<td>5.06</td>
<td>35.26</td>
<td>5.02</td>
<td>40.24</td>
<td>30.2</td>
<td>10.04</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mole fraction</th>
<th>MA</th>
<th>PA</th>
<th>DMC</th>
<th>DPC</th>
<th>MPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00618</td>
<td>0</td>
<td>0.0072</td>
</tr>
<tr>
<td>0.26</td>
<td>0</td>
<td>0</td>
<td>0.0054</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.74</td>
<td>0</td>
<td>0</td>
<td>0.994</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.993</td>
<td>0</td>
<td>0</td>
<td>0.992</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.0067</td>
<td>0</td>
<td>0</td>
<td>0.0028</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2. Steady-state simulation results.
the selection of controlled variables, whereas output multiplicity affects the choices of control structure and the operating range [4]. In open-loop analysis, a series of step changes were applied to the manipulated variable ($u_1$ and $u_2$) in order to check for the presence of multiplicity and to set up the operating range.

4. RD-DPC control system design

To analyze the control performance of the RD-DPC process, a two-input two-output (TITO) multivariable system with time delay is considered [5]. $G_p(s)$ represent the process transfer function. Similarly, $G_{c-D}(s)$ and $G_{c-C}(s)$ represent the decentralized controller [6–10] and centralized controller [11–15], respectively. Controller output and process output are represented by $u_i$ and $y_i$, respectively.

\[
G_p(s) = \begin{bmatrix} g_{p,11}(s) & g_{p,12}(s) \\ g_{p,21}(s) & g_{p,22}(s) \end{bmatrix} \quad (4)
\]

\[
G_{c-D}(s) = \begin{bmatrix} g_{c,11}(s) & - \\ - & g_{c,22}(s) \end{bmatrix} \quad (5)
\]

\[
G_{c-C}(s) = \begin{bmatrix} g_{c,11}(s) & g_{c,12}(s) \\ g_{c,21}(s) & g_{c,22}(s) \end{bmatrix} \quad (6)
\]
For controller settings, the SIMC tuning relations [16] are used to design the decentralized controller. Similarly, Tanttu & Lieslehto (TL) [17] tuning relations are used for calculating centralized controller settings. The controller performance is assessed by considering the setpoint tracking, settling time, and disturbance rejection tests. The controller’s ability to properly move to another purity level is assessed in the grade transition test. The disturbances variables are the feed flow rate of PA to the RD column (\(d_1\)) and the reboiler heat duty of the separation column (\(d_2\)). These variables are typically more exposed to disturbances since they are originated from outside of the system. The controller disturbance rejection potential is evaluated by doubling the amount of disturbance to the standard reported in the industry. The controller’s performance is evaluated by employing integral square error (ISE).

5. Results and discussion

5.1 Open-loop analysis

In open-loop analysis, the existence of multiple steady states is observed, and the operating window for the variables is set. This section is divided into two parts. (i) **Step changes in RD reboiler heat duty:** A series of step changes were applied to the reboiler heat duty of the RD column (the manipulated variable for controlling the molar purity of DPC), to fix the operating range. A step change of \(\pm 1.5\%\) was applied to the reboiler heat duty, and the corresponding dynamic response was observed for the controlled variables \(y_1\) and \(y_2\). It was found that the column sets at other steady state and the desired molar purities are not achieved. Thus, reduced step changes were applied to \(u_1\). For a series of step changes of \(\pm 1\%\) applied to \(u_1\), the desired molar purities were not achieved. Similarly, for step changes of \(\pm 0.75\%\) to \(u_1\), the desired molar purities of DPC and MA are obtained. Thus, the manipulated variable for the RD column is operated between 886.237 kW and 899.631 kW.

(ii) **Step changes in separation column condenser heat duty:** Here, step changes were applied to the condenser heat duty of the separation column (the manipulated variable for controlling the molar purity of methyl acetate (MA)), in order to fix the operating region. For step changes of \(\pm 3\%\) and \(\pm 2\%\) to the condenser heat duty of separation column, the desired molar purities are not achieved and the process sets at another steady state, indicating the presence of multiplicity. Similarly, a step change of \(\pm 1\%\) is applied to \(u_2\), Figure 3, and the responses in \(y_1\) and \(y_2\) are observed. It was observed that the desired molar purities are obtained, and thus the manipulated variable for separation column is operated between \(-293.240\) kW and \(-299.164\) kW.

5.2 RD-DPC model identification

This section describes how the model Identification for RD–DPC process is carried out [18]. When the matching process employs optimization, a model prediction is aligned with the measured values with the use of a solver. Eq. (A1) has variables \(y(t)\) and \(u(t)\) and two unknown parameters \(K_p\) and \(\tau_p\). These variables may be adjusted to match the data. The solver often minimizes a measure of the alignment, such as a sum of the squared errors or sum of absolute errors. The optimization solver used in excel is “generalized reduced gradient (GRG) non-linear.” Here, we have two manipulated variables \(u_1\) and \(u_2\). When we give a step change in \(u_1\), we observe the response in \(y_1\) and \(y_2\), respectively, and similarly a step input to \(u_2\) gives a response in \(y_1\) and \(y_2\). So, in total we have four data sets, \(u_1-y_1\), \(u_1-y_2\), \(u_2-y_1\), and \(u_2-y_2\).
For the obtained datasets, the variables when adjusted give us four models – g₁₁, g₂₁, g₁₂, and g₂₂, respectively. Similarly, the optimization solver “SciPy.Optimize.Minimize” function in Python, changes the unknown parameters of Eqs. (A2) and (A3) to best match the data at specified time points. The sum-of-squared errors and the obtained values of the unknown parameters for first order, first-order plus time-delay (FOPTD) and second-order plus time-delay (SOPTD) model are given in Table 3.

[Supporting material of process identification is given in a separate compressed file (excel, python, Aspen Plus/Dynamics and MATLAB-Simulink programs) and readers can access files from the authors home page (https://sites.google.com/site/bcs12614/)].

From data fit and θ/τ values in Table 3, it can be inferred that g₁₁ is best fit by the FO model whereas g₁₂, g₂₁, and g₂₂ are best fit by the SOPTD model. The non-linear model, under the constraint given subsequently, can be represented by the transfer function given by Eq. (7). This can also be referred to as the original plant transfer function model. For the non-linear model, the manipulated variable is varied within the given range and the corresponding molar purities are obtained in the given range.

\[
G_p(s) = \begin{bmatrix}
0.00449 & 0.00040 e^{-0.21647s} \\
1.00226s + 1 & 1.0116s^2 + 1.8510s + 1 \\
0.00205 e^{-0.65557s} & 0.00052 e^{-0.40216s} \\
1.065s^2 + 1.9988s + 1 & 4.1925s^2 + 3.07522s + 1
\end{bmatrix}
\] (7)
To evaluate the open-loop dynamic interactions between the PVs and MVs, the relative gain array (RGA) and the Niederlinski Index (NI) are applied [19]. The RGA for the RD-DPC process is:

\[
\text{RGA} = \begin{bmatrix} 1.5413 & -0.5413 \\ -0.5413 & 1.5413 \end{bmatrix}
\]  \hspace{1cm} (8)

The NI for the original linearized plant model is 0.6488.

### Table 3.
Transfer function model parameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>First order (GRG – Excel)</th>
<th>FOPTD (Opt – Python)</th>
<th>SOPTD (Opt – Python)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_{11} )</td>
<td>( K_p ) 0.00449</td>
<td>0.0045</td>
<td>0.0045</td>
</tr>
<tr>
<td></td>
<td>( \tau_p ) 1.00226</td>
<td>1.43951</td>
<td>0.67663</td>
</tr>
<tr>
<td></td>
<td>( \theta ) —</td>
<td>0.33062</td>
<td>0.21039</td>
</tr>
<tr>
<td></td>
<td>( \xi ) —</td>
<td>—</td>
<td>1.10372</td>
</tr>
<tr>
<td></td>
<td>SSE 0.01054</td>
<td>0.005402</td>
<td>0.005268</td>
</tr>
<tr>
<td>( g_{12} )</td>
<td>( K_p ) 0.0004</td>
<td>0.0004</td>
<td>0.0004</td>
</tr>
<tr>
<td></td>
<td>( \tau_p ) 1.12152</td>
<td>1.00226</td>
<td>1.00579</td>
</tr>
<tr>
<td></td>
<td>( \theta ) (s) —</td>
<td>0.01</td>
<td>0.21647</td>
</tr>
<tr>
<td></td>
<td>( \xi ) —</td>
<td>—</td>
<td>0.92018</td>
</tr>
<tr>
<td></td>
<td>SSE 0.00127</td>
<td>0.000296</td>
<td>0.000288</td>
</tr>
<tr>
<td>( g_{21} )</td>
<td>( K_p ) 0.00203</td>
<td>0.00205</td>
<td>0.00205</td>
</tr>
<tr>
<td></td>
<td>( \tau_p ) 1.00058</td>
<td>2.26224</td>
<td>1.03203</td>
</tr>
<tr>
<td></td>
<td>( \theta ) —</td>
<td>0.69118</td>
<td>0.65557</td>
</tr>
<tr>
<td></td>
<td>( \xi ) —</td>
<td>—</td>
<td>0.96838</td>
</tr>
<tr>
<td></td>
<td>SSE 0.004382</td>
<td>0.004048</td>
<td>0.00407</td>
</tr>
<tr>
<td>( g_{22} )</td>
<td>( K_p ) 0.0005</td>
<td>0.0005</td>
<td>0.0005</td>
</tr>
<tr>
<td></td>
<td>( \tau_p ) 2.83704</td>
<td>2.67442</td>
<td>2.04758</td>
</tr>
<tr>
<td></td>
<td>( \theta ) —</td>
<td>0.52164</td>
<td>0.40216</td>
</tr>
<tr>
<td></td>
<td>( \xi ) —</td>
<td>—</td>
<td>0.75094</td>
</tr>
<tr>
<td></td>
<td>SSE ( \approx 0 )</td>
<td>( \approx 0 )</td>
<td>( \approx 0 )</td>
</tr>
</tbody>
</table>

\[
\begin{bmatrix} 1.5180 & -0.5180 \\ -0.5180 & 1.5180 \end{bmatrix}
\]

\[
\begin{bmatrix} 1.5240 & -0.5240 \\ -0.5240 & 1.5240 \end{bmatrix}
\]

\[
\begin{bmatrix} 1.5240 & -0.5240 \\ -0.5240 & 1.5240 \end{bmatrix}
\]
5.3 Closed-loop analysis

5.3.1 Controller settings

The decentralized controller settings are calculated by using IMC tuning relations [20, 21], and the centralized controller settings are calculated using TL tuning relations. The controller transfer functions are given in Table 4.

5.3.2 Simulations on linear and real non-linear model

The simulations on the linear model are carried out in MATLAB SIMULINK, first by employing the decentralized controller and then the centralized controller.

<table>
<thead>
<tr>
<th>Controller Transfer Functions</th>
<th>Table 4. Controller transfer functions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decentralized controller</td>
<td></td>
</tr>
<tr>
<td><strong>FO PI</strong></td>
<td>[ G_{c-D} = 12.3732 \left(1 + \frac{1}{1.0023s}\right) ]</td>
</tr>
<tr>
<td></td>
<td>[-104.8218 \left(1 + \frac{1}{2.8370s}\right) ]</td>
</tr>
<tr>
<td><strong>FOPTD PI</strong></td>
<td>[ G_{c-D} = 17.7403 \left(1 + \frac{1}{1.4395s}\right) ]</td>
</tr>
<tr>
<td></td>
<td>[-155.3488 \left(1 + \frac{1}{2.6744s}\right) ]</td>
</tr>
<tr>
<td><strong>PID</strong></td>
<td>[ G_{c-D} = 17.7403 \left(1 + \frac{1}{1.4395s}\right) ]</td>
</tr>
<tr>
<td></td>
<td>[-155.3488 \left(1 + \frac{1}{2.6744s}\right) ]</td>
</tr>
<tr>
<td><strong>SOPTD PID</strong></td>
<td>[ G_{c-D} = 59.9937 \left(1 + \frac{1}{1.4936s} + 0.3065s\right) ]</td>
</tr>
<tr>
<td></td>
<td>[-391.6324 \left(1 + \frac{1}{3.0752s} + 1.3633s\right) ]</td>
</tr>
<tr>
<td>Centralized controller</td>
<td></td>
</tr>
<tr>
<td><strong>FO PI</strong></td>
<td>[ G_{c-C} = 18.7819 \left(1 + \frac{1}{1.3165s}\right) ]</td>
</tr>
<tr>
<td></td>
<td>[-14.1750 \left(1 + \frac{1}{3.3303s}\right) ]</td>
</tr>
<tr>
<td></td>
<td>[-71.9384 \left(1 + \frac{1}{3.7328s}\right) + 159.1149 \left(1 + \frac{1}{3.7266s}\right) ]</td>
</tr>
<tr>
<td><strong>FOPTD PI</strong></td>
<td>[ G_{c-C} = 17.7404 \left(1 + \frac{1}{1.4395s}\right) ]</td>
</tr>
<tr>
<td></td>
<td>[-0.0110 \left(1 + \frac{1}{3.8412s}\right) ]</td>
</tr>
<tr>
<td></td>
<td>[-1.7261 \left(1 + \frac{1}{1.7018s}\right) + 155.3498 \left(1 + \frac{1}{2.6744s}\right) ]</td>
</tr>
<tr>
<td><strong>PID</strong></td>
<td>[ G_{c-C} = 22.1556 \left(1 + \frac{1}{1.6048s} + 0.1483s\right) ]</td>
</tr>
<tr>
<td></td>
<td>[-0.0084 \left(1 + \frac{1}{4.6766s} + 7.0832s\right) ]</td>
</tr>
<tr>
<td></td>
<td>[-1.1484 \left(1 + \frac{1}{1.8063s} + 0.1175s\right) + 190.8056 \left(1 + \frac{1}{2.9352s} + 0.2377s\right) ]</td>
</tr>
<tr>
<td><strong>SOPTD PID</strong></td>
<td>[ G_{c-C} = 104.1324 \left(1 + \frac{1}{1.7074s} + 0.4503s\right) ]</td>
</tr>
<tr>
<td></td>
<td>[-66.5370 \left(1 + \frac{1}{2.8368s} + 1.124s\right) ]</td>
</tr>
<tr>
<td></td>
<td>[-450.9374 \left(1 + \frac{1}{2.6268s} + 1.1533s\right) + 679.7656 \left(1 + \frac{1}{3.5153s} + 2.0050s\right) ]</td>
</tr>
</tbody>
</table>
Here, setpoint tracking (servo problem) and load rejection (regulator problem) simulations to the linearized plant transfer function model are carried out. The setpoint tracking is done by giving setpoint changes in \( y_{r1} \) and \( y_{r2} \). \( y_{r1} \) is the setpoint to the controlled variable \( y_1 \) and similarly \( y_{r2} \) is the setpoint to \( y_2 \). Similarly, the disturbances are set to the input variable \((u_1 \text{ and } u_2)\) of the process.

The simulations on the non-linear model are done by replacing the linearized plant transfer function model with the original non-linear model. Here, the same controller settings of the linear model are applied along with base value \((i.e., u_{i,0} + \Delta u_i)\) to the non-linear model in order to check the controller performance. The setpoint tracking is carried out by changing the setpoint in the range of 0.921 to 0.996 for \( y_{r1} \), whereas \( y_{r2} \) is changed between 0.995 and 0.999. Particularly for the present case, the setpoints were set at 0.975 for \( y_{r1} \) and 0.996 for \( y_{r2} \). Similarly, disturbances for the real model were considered as the feed flow rate of PA to the RD column \((d_1)\) and reboiler heat duty of the separation column \((d_2)\). The disturbances are in the range of \( 10 \text{ kmol/hr} < d_1 < 10.0185 \text{ kmol/hr} \), and \( 296.697 \text{ kW} < d_2 < 297.697 \text{ kW} \).

**Linear model:** Figures 4 and 5 show the response for all the transfer function models to setpoint changes and load changes, respectively, indicating the SOPTD model-based controller giving the best load rejection, less settling time, and reduced interactions. Similarly, Figure 6 shows the comparative performance of the decentralized and the centralized SOPTD-PID controller for setpoint change, indicating centralized controller giving best performance.

![Figure 4](image_url)

**Figure 4.** Centralized controller – setpoint tracking and interactions for change in \( y_{r1} \) and \( y_{r2} \). (a) and (d) represent the responses in \( y_1 \) and \( y_2 \), respectively, for the setpoint change in \( y_{r1} \) and \( y_{r2} \). (b) and (c) represent the corresponding interactions.
Non-linear model: Similarly, for non-linear model, it can be observed from Figures 7–9 that SOPTD-PID centralized controller gives better load rejections and reduced interactions, as compared to other model-based controllers.

It is clear that both centralized and decentralized SOPTD-PID controllers show faster settling time, reduced interactions, and lower oscillations. From Figures 6 and 9, it is clear that the centralized controller gives faster settling, reduced interactions, and lower oscillations, as compared to the decentralized controller.

5.3.3 Robust stability analysis

The presence of model uncertainties necessitates the stability robustness of the multi-loop control system [22–26]. The dynamic perturbations existing in the system can be lumped into one single perturbation block $\Delta$. To evaluate the robustness of the control system, inverse maximum singular value method is considered [17]. First, for a process multiplicative input uncertainty, $G(s)[I + \Delta_i(s)]$, the closed-loop system is stable if:

$$\|\Delta_i(j\omega)\| < \frac{1}{\sigma} \left\{ [I + G_D(j\omega)G(j\omega)]^{-1}G_C(j\omega)G(j\omega) \right\}$$

(9)

where $\sigma$ is the maximum singular value of the closed-loop system. Similarly, for process multiplicative output uncertainty, $[I + \Delta_O(s)]G(s)$, the closed-loop system is stable if:

Figure 5.
Decentralized controller – load rejections and interactions for change in $d_1$ and $d_2$. (a) and (d) represent the responses in $y_1$ and $y_2$, respectively, for the load change in $d_1$ and $d_2$. (b) and (c) represent the corresponding interactions.
The closed-loop system stability bounds are indicated by the frequency plots for the right-hand side part of Eqs. (9) and (10). The controller stability can be easily compared by comparing the area under the curve (more the area, more is the stability).

Figures 10 and 11 show the stability bounds for decentralized and centralized RD-DPC control, respectively. In these figures, the region above the curve indicates the instability region and that below the curve indicates the stable region. From Figures 10 and 11, it is clear that the FO-PI controller has more area under the curve, as compared to other controllers. Thus, the FO-PI controller gives robust control as compared to others, but this contradicts the above conclusions of SOPTD-PID controller performance being the best model. This can be explained as follows: For any magnitude of change to setpoint and lower magnitudes for disturbances, the SOPTD model-based controller gives the best performance. However, if the magnitude of disturbances is high, the first-order model-based controller gives the best performance. This can be easily interpreted from Figures 12 and 13. Figure 12 shows that for lower frequency range (10^{-2} to 1 \ rad/s), the centralized FO-PI controller gives better robust stability as compared to the decentralized FO-PI controller. Similarly, from Figure 13, SOPTD-PID decentralized controller shows better robustness for higher frequency range (1 \ rad/s and above).

\[
\| \Delta_{G}(j\omega) \| < \frac{1}{\sigma} \left\{ [I + G(j\omega)G_C(j\omega)]^{-1}G(j\omega)G_C(j\omega) \right\}^{10}
\]
Figure 7.
Decentralized controller – setpoint tracking and interactions for a given step change in $y_{r1}$ and $y_{r2}$. (a) and (d) represent the responses in $y_1$ and $y_2$, respectively, for the setpoint change in $y_{r1}$ and $y_{r2}$. (b) and (c) represent the corresponding interactions.

Figure 8.
Centralized controller – load rejections and interactions for a given step change in $d_1$ and $d_2$. (a) and (d) represent the responses in $y_1$ and $y_2$, respectively, for the load change in $d_1$ and $d_2$. (b) and (c) represent the corresponding interactions.
Figure 9. SOPTD-PID controller – load rejections and interactions for a given step change in $d_1$ and $d_2$. (a) and (d) represent the responses in $y_1$ and $y_2$, respectively, for the load change in $d_1$ and $d_2$. (b) and (c) represent the corresponding interactions.

Figure 10. Decentralized controller—Robustness—(a) input multiplicative and (b) output multiplicative uncertainties.
Figure 11.
Centralized controller—Robustness—(a) input multiplicative and (b) output multiplicative uncertainties.

Figure 12.
FO-PI controller—Robustness—(a) input multiplicative and (b) output multiplicative uncertainties.
6. Conclusion

This chapter discusses the presence of multiple steady states indicating non-linear reactive distillation process. The presence of multiple steady states urged to fix the operating range for the manipulated variable. For achieving the purity of DPC \( (y_1) \), more than 99% of the reboiler heat duty of the RD column \( (u_1) \) must be varied between 886.237 kW and 899.631 kW. Similarly, for purity of MA \( (y_2) \), more than 99% of the condenser heat duty of the separation column \( (u_2) \) must be constrained between \(-293.240\) kW and \(-299.164\) kW. This smaller operating range shows that the process is highly sensitive. Furthermore, if we start up the plant avoiding the given operating ranges, we end up at another steady state and hence undesirable product purities. The controller settings, derived from IMC and TL tuning relations, when applied to linear model as well as to non-linear model show proper setpoint tracking and load rejections. From the quantitative performance measures, setpoint tracking, and load rejection tests, the SOPTD–PID controller gives the best performance amongst the FO-PI, FOPTD-PI, FOPTD-PID, and SOPTD-PID controllers. Also, the centralized controller gives better performance, as compared to decentralized controller. Thus, the centralized controller regulates away the interactions more effectively than the decentralized controller. Even for \( \lambda_{ij} > 1 \), the centralized controller shows better performances. However, the SOPTD model-based controller gives the best performance for any magnitude of setpoint value change and low value of load change. If the load value is high, FO model-based controller gave the best performance, as indicated by robust stability analysis.
In other words, for lower frequency range (10^{-2} to 1 rad/s), the centralized FO-PI controller gives better robust stability as compared to decentralized FO-PI controller, and SOPTD-PID decentralized controller shows better robustness for higher frequency range (1 rad/s and above). We also conclude that the setpoint changes are tracked effectively for higher order models, whereas the load changes may or may not be regulated by higher order models. Thus, a proper trade-off has to be done between performance and robustness when selecting the control configuration and the model-based controller.
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Distillation is an important separation technique that has been used for many centuries to exploit the volatility differences between components in a mixture. The distillation process has many variations and applications. This book includes two sections on desalination and reactive distillation. It discusses desalination in the processes of solar and membrane distillation, with a focus on the reduction of energy costs to obtain potable water. It also discusses reactive distillation, which can be used in some cases to reduce the power duty in the separation process by using the reaction heat directly in the separation. The book includes cases of mathematical modeling, simulation, and optimization of the distillation process.