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Preface

Soil Science – Emerging Technologies, Global Perspectives and Applications presents 
a compelling insight into the rapidly evolving discipline of soil science. The 
“Emerging Technology” section addresses issues including discriminating soil 
organic matter with ultraviolet light, TDR sensor systems, precision agriculture, 
supporting the microbial populations to sequester soil carbon, diagnosing soil qual-
ity and plant nutrition, and reducing arsenic uptake in rice. The section on “Global 
Perspectives” addresses issues that influence the human condition and occur across 
national and climatic boundaries, including wetland health, groundwater manage-
ment, and soil erosion.  The final section, “Applications”, is on applications of soil 
science and   includes contributions that support environmental and soil develop-
ment understanding, such as phytoremediation, remediation of heavy metals, 
geochemical influences on soil development, and soil degradation. 

Each chapter provides a unique perspective of soil science; however, the totality 
of the book’s thirteen chapters demonstrates the intellectual diversity addressing 
a series of global issues that affect the human condition. Soil is the foundation of 
civilization and we need to secure this resource for the sustainability and enrich-
ment of future generations. 

Dr. Michael Aide and Dr. Indi Braden
Professor of Agriculture,

Southeast Missouri State University,
Missouri, USA
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Chapter 1

Leveraging Soil Microbes with 
Good Farming Practices for Higher 
Soil Carbon Sequestration (SCS) 
and Farm Productivity
Dalip Singh

Abstract

Plants reduce carbon dioxide content in atmosphere through photosynthetic 
absorption. Though they also add it by respiration, the amount absorbed is more 
than the amount added as evident from the growth of plants having more than 
50% carbon. It makes agriculture as the net carbon sink. The movement of carbon 
dioxide from atmosphere to plants is under carbon cycle of the natural ecosystem. 
Though the ecosystem is resilient, human activities releasing carbon dioxide 
intensively can disturb it. Any farming activity releasing carbon dioxide from soil 
to atmosphere including injury to soil microbes, which are integral to ecosystem, 
can disrupt the ecosystem processes. Soil microbes playing key role in exchange of 
nutrients between soil and plants receive the photosynthetic food via roots. They 
repeatedly process it turning it into stable humus. This is “soil carbon sequestration 
(SCS).” These creatures can be leveraged with good farming practices that ensure 
their food and safety. Such a leverage can enhance soil health, farm output, and 
SCS reducing atmospheric carbon dioxide level which imply a perfect business case. 
However, as only informed farmers can do it, they need to be oriented to under-
stand good farming practices and their benefits. This chapter aims at just that.

Keywords: photosynthesis, respiration, decomposition, soil life, mycorrhizal 
fungi, regenerative agriculture, soil organic matter, soil-plant symbiosis, soil carbon 
sequestration, climate change

1. Introduction

IPCC Climate Change Report 2021 [1] reveals that the rising levels of greenhouse 
gases (GHG) in atmosphere, which are behind the climate change, are due to rising 
anthropogenic emissions. This is not a new revelation as similar inferences were 
recorded earlier also. The fact that burning of fossil fuel is the highest GHG emitter 
among all human activities is recorded in IPCC Report-2014 [2]. Thus, reducing 
fossil fuel burning reduces GHG emissions including carbon dioxide, the biggest 
constituent of GHG. But no significant reduction in fossil fuel burning could be 
achieved because fossil fuels are burnt to meet energy needs of the modern econ-
omy. However, it is imperative to reduce the emissions as well as to remove carbon 
dioxide from atmosphere to combat climate change. Agriculture can help the world 
in this regard. Agriculture, the occupation of growing plants, uses photosynthesis 
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every day. The photosynthesis is a natural process as part of global carbon cycle that 
moves carbon from one pool to another pool while maintaining balance as necessary 
to sustain life. As photosynthetic absorption of carbon dioxide is more than respira-
tory discharge, plants thrive with growth of biomass that contains more than 50% 
carbon. Thus, agriculture/farming growing plants is a negative emission activity.

As farming activities are intertwined with natural processes, the same cannot be 
carried out in an industrial commodity production system. The status of agriculture 
as a negative emission activity may change if farming activities act against natural 
processes. Farmers are at liberty to align their activities with the natural processes 
or to ignore existence of the ecosystem with its natural processes. Since the farming 
activities aligned with natural processes need less effort from farmer and cause 
least harm to environment, they are considered as good farming practices while 
the opposite ones are bad practices. As a detailed discussion on the ecosystem and 
natural processes is covered in the next section, it is not elaborated here. Wisdom 
lies in aligning farming practices with the natural processes as it minimizes the 
farming effort and adverse impact on the environment while maximizing plant 
growth and yield.

IPCC Report on agricultural, forests, and other land uses (AFOLU) [3] recorded 
in 2014 that the agriculture’s contribution to GHG emissions is only non-CO2 
because of photosynthetic absorption of carbon dioxide while FOLU’s contribution 
includes almost all GHGs. With soil carbon sequestration as the main theme of 
this paper, discussion on the non-CO2 emissions is beyond our scope. Also, since 
“FOLU” is not agriculture, emissions from “FOLU” are beyond the scope of this 
chapter. So, restricting our focus on agriculture alone, it is beyond dispute that 
agriculture with good farming practices is a negative emission sector that can give 
emission credits to needy sectors to offset their emissions.

Coming back to the process of growth of plants, photosynthesis turns carbon 
dioxide into food (simple sugar) called photosynthate which diffuses to all part of 
the plant. The photosynthate, when it reaches the roots is repeatedly processed by 
soil microbes that turn it into humus, highly stable carbon compound. This is called 
“soil carbon sequestration (SCS)” which is permanent transfer of carbon from 
atmosphere to soil for storage for long periods as part of a natural process. In fact, 
the transfer of carbon from the atmosphere to the plant by photosynthesis is first but 
temporary sequestration since biomass or timber or wood, or other produce of the 
plant is subsequently used which releases carbon dioxide to atmosphere. However, 
as the word “sequestration” signifies carbon transfer/storage on long term basis, 
temporary transfer from atmosphere to plant biomass is not called sequestration.

Here it may not be out of place to record appreciation of the tiny creatures living 
in the soil who carry out the miraculous feat of SCS as well as looking after wellbe-
ing of the plant life. Being invisible and inaudible, they do not draw our attention, 
but the good farming practices help them to be at their best. When they perform 
well, soil health, farm productivity and SCS are optimum. So, it makes sense to 
leverage them through adoption of good farming practices.

This chapter aims to empower farmers with fundamentals of ecosystem, natural 
processes, and good farming practices while nudging global community to support 
eco-farming as a climate solution. As switching over from current toxic farming 
to good farming practices aligned involves extra effort, investment, and loss of 
farmer’s income during transition period, there is a case to compensate them for 
rendering ecosystem services through good farming practices. But no financial 
support after three years of transition period is warranted since enhanced produc-
tivity is rewarding enough for farmers. However, concessional extension services 
for training them to update their knowledge/skills should be organized by the state 
on pattern of continuous professional development (CPD). It is expected that the 
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global community would recognize the potential of good framing practices as a 
solution for climate change. This is the perspective that drives both farmers and the 
global community.

2. Agriculture in the context of ecosystems

2.1 Natural ecosystem and biogeochemical cycles

As farming activities are intertwined with natural processes of the ecosystem, 
farmers need to be conversant with the ecosystem and its natural processes that 
sustain life. The word “ecosystem” stands for a system of interconnected processes 
to achieve an objective in most efficient manner. The natural ecosystem is a life-
sustaining environmental system operating in a geographical area that is composed 
of living (biotic) and non-living (abiotic) components interacting among them-
selves. Plants, animals, and other organisms are biotic components while land, air, 
water, sun, and weather are abiotic parts which interact among themselves as well 
as with adjacent ecosystems. The matter and energy are exchanged in all ecosystem 
interactions to sustain life. Life is sustained by the food that is initially produced 
from the inorganic matter (carbon dioxide) by photosynthesis. Subsequently, a 
food chain evolves where an organism is food of another organism. The organisms 
making own food from inorganic matter are called autotrophs. As the plants use 
sun’s energy to make food by photosynthesis, they are also called photoautotrophs. 
Autotrophs are the primary producers of food in the food chain. The organisms who 
cannot make their own food and eat primary producers are called heterotrophs or 
consumers. Herbivores (plant eaters) and carnivores (animal eaters) are also known 
as “primary” and “secondary” consumers, respectively. Thus, life sustains on web 
of life called food web/chain. Microbes decompose dead bodies back to inorganic 
elements which are reused by autotrophs in making organic matter. This is the 
circular economy of nature which has no waste product. The photosynthesis is part 
of carbon cycle which, in turn, is part of biogeochemical cycles that control trans-
formation and flow of elements among components of the earth system [4]. A cycle 
moving a particular element is known by the name of that element. Thus, we have 
cycles such as carbon cycle, nitrogen cycle, oxygen cycle, etc. Carbon and nitrogen 
being major constituents, these cycles are discussed here in detail.

Carbon cycle moves carbon from one reservoir/pool to another or from one 
ecosystem to another. Sediments, oceans, biosphere, and atmosphere are main 
reservoirs of carbon. The biosphere includes life above ground and soil life below 
ground. Photosynthesis, respiration, and decomposition are the main processes 
moving carbon from/to organisms. Photosynthesis fixes atmospheric carbon to 
plant biomass and then to soil life. Part of this carbon is turned into humus which 
stays in soil for thousands of years making soil as the biggest reservoir of terrestrial 
carbon. Carbon in sedimentary rocks of earth’s crust is of the order of billions of 
billion tons while oceans store 38,000-billion-ton carbon at great depths. After 
earth’s crust and oceans, soil is the biggest carbon reservoir containing 1500 billion 
tons organic carbon and 1000 billion tons inorganic carbon. Atmosphere contains 
about 750 billion tons of carbon mainly as CO2 while earth’s biosphere store about 
560 billion tons of carbon. Terrestrial carbon stock in gigaton (GT) or peta-gram 
(Pg) is summarized in Table 1 below.

A pictorial view of the above figures in a pie chart is shown below (Figure 1) 
(Terrestrial Carbon Stock).

Earth’s carbon cycle moves carbon between various pools but the store of carbon 
in these pools remain unchanged due to dynamic balance between inflows and 
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outflows. However, a disturbance of severe magnitude can disturb this balance. For 
instance, disturbance caused by human activities like too much fossil fuel burning 
or deforestation has caused an imbalance leading to high levels of carbon dioxide 
in atmosphere and consequent global warming/climate change. Though current 
concentration of CO2 is a small figure of 0.04% (corresponding to about 410 ppm), 
the greenhouse effect caused by it is severe enough to result in global warming/
climate change. As rise of CO2 levels in atmosphere is on account of anthropogenic 
emissions, onus lies on humans to take the remedial measures.

2.1.1 Nitrogen cycle

Like carbon cycle, nitrogen cycle is also a sub cycle of biogeochemical cycles that 
moves nitrogen. But nitrogen is huge 78% of air as against 0.04% carbon dioxide, 
though it is inert and not usable. The nitrogen cycle moves and converts the inert 
atmospheric nitrogen gas into other active forms through processes of nitrogen 
fixation, nitrification, and denitrification. Organic nitrogen existing in tissues of 

Figure 1. 
Pictorial view of terrestrial carbon stock.

S. No. C pool/reservoir Value in GT % Terrestrial carbon

0 Sedimentary rocks 10000,00,000 NA

1 Oceans 38,000 NA

2a Soil (organic carbon) 1500 39.3

2b Soil (inorganic carbon) 1000 26.3

3 Biosphere (life on earth) 560 14.7

4 Atmosphere 750 19.7

Total 3810 100

Source: FAO-2017 Soil Org Carbon-Hidden Potential and many other documents.

Table 1. 
Terrestrial carbon stock.
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organisms moves on consumption of food from food to the food consumer. The 
atmospheric nitrogen is inorganic which is made available to plants by the process 
of nitrogen fixation (NF) converting the inert nitrogen into reactive forms like 
ammonia (NH3). Nitrogen fixation occurs naturally by lightning. Another natural 
process, called biological nitrogen fixation (BNF) mediated by the symbiotic bac-
teria converts atmospheric nitrogen into ammonia (NH3) and later into ammonium 
(NH4). The symbiotic bacteria carrying out BNF are known as diazotrophs. The 
Azotobacter and Rhizobium are well known examples of diazotrophs. Lastly, the 
nitrogen fixation is also done by humans as industrial production of nitrogen fertil-
izers. Under nitrogen cycle, nitrogen fixation is followed by the process of nitrifica-
tion which converts ammonia/ammonium into nitrites and nitrates. Nitrification, 
mediated by bacteria in soil makes nitrogen nutrients available in soil for feeding 
the plants and completes transfer of nitrogen from atmosphere into plants. It is 
analogous to photosynthesis in carbon cycle which transfers carbon from atmo-
sphere to plants. On consumption of plant-produces, atmospheric nitrogen enters 
bodies of animals/humans who consumed the plant-produces. When plants/
animals die, the decomposed dead bodies release organic nitrogen back to soil as 
ammonium which is nitrified to nitrates to feed plants. In nitrogen cycle, nitrifica-
tion is followed by denitrification process mediated by a set of bacteria that convert 
nitrates into gaseous nitrogen. Denitrification completes the nitrogen cycle.

Nature controls nitrification and denitrification processes to maintain balance 
between the two types of nitrogen to sustain life on the planet. But, like carbon 
cycle, the nitrogen cycle has also been disturbed by human activities like combus-
tion of fuels and use of synthetic nitrogen fertilizers. These activities increase pro-
portion of reactive nitrogen as compared to inert nitrogen unbalancing the cycle. 
Increasing use of synthetic nitrogen fertilizers deliver reactive nitrogen directly to 
the soil ecosystem without natural nitrification processes. Hence the cumulative 
amount of reactive nitrogen in the form of NH3 and NOx is unduly increased which, 
in turn, increases deposits on land that impacts radiation balance of the earth. 
In addition, the very process of manufacturing nitrogen fertilizers impacts GHG 
emissions which is compounded by their application. Hence caution is necessary in 
this matter.

2.1.2 Carbon and nitrogen linkage

The biogeochemical cycles of carbon and nitrogen are tightly coupled with 
each other due to metabolic needs of the organisms for these two elements. In 
other words, ratio of carbon and nitrogen is fixed in an organism though different 
organisms may have different C:N ratio. Thus C:N ratio is the inviolable parameter 
that links carbon with nitrogen for the organisms. So is the case with inorganic 
substances like fertilizers as well as with different soil ecosystems. So, the C:N 
ratio characterizes an organism or substance or soil. The carbon-nitrogen (C:N) 
ratio plays an important role in evaluating suitability of a fertilizer/manure for a 
particular soil and crop. As nutrient exchange in rhizosphere is mostly through soil 
microbes, it is important that any soil amendment or fertilizer to be used should be 
compatible with C:N ratio of the soil microbes. Generally C:N ratio of soil micro-
organisms is about 8:1, the C:N ration of fertilizer should be good enough to meet 
this metabolic need along with energy need. As energy need is met from carbon 
and it is double of metabolic need. Thus, the fertilizer should have a C:N ratio of 
24:1 out of which 16:1 will be for energy needs and 8:1 will be for metabolic needs. 
Foods or fertilizers with less than 24:1 ratio fall short of microbe’s carbon needs and 
cause release of nitrogen from the fertilizer in soil raising the C:N ratio to around 
24:1. Similarly, with foods/fertilizers with higher C:N ratio, microbes feeling short 
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of nitrogen draw nitrogen from soil causing “N” deficit in soil called immobiliza-
tion, which is made up on death of some microbes, called mineralization. It can also 
cause release carbon from soil bring down the C:N ratio to about 24:1. Synthetic 
fertilizers have high C:N ratio and, therefore, are of low quality while composts/
manures having low C:N ratio are of high quality. The low C:N ratio food/residue 
is favorite of microbes who decompose it fast. The C:N ratio of crop plants is 
considered while deciding crop rotation. Thus, legume cover crop of low C:N ratio 
can be followed by wheat crop of high C:N ratio. The C:N ratio also plays a vital 
role in carbon sequestration in humus having C:N ratio of 10:1 as carbon cannot be 
sequestered unless adequate nitrogen is available in the carbonic substance being 
sequestered. In fact, performance of microbial function is also gauged from micro-
bial carbon use efficiency (CUE) which is the ratio of carbon assimilated relative to 
the carbon lost as carbon dioxide.

2.2 Agriculture as an ecosystem

As agriculture has biotic and abiotic components interacting within themselves 
to sustain life, it is an ecosystem. However, it is not a natural ecosystem as farm 
produces and residues are not allowed to be recycled but removed from the farm. 
Thus, agriculture is a mixed ecosystem where both nature and farmer operate 
simultaneously. Since growth of crop plants results in depletion of nutrients in the 
soil, farmer must replenish or recoup the nutrients. While biogeochemical cycles 
follow the laws of the nature, there is no law governing the farming activities. 
Farmers may or may not recognize existence of the natural ecosystem and treat soil 
as a natural resource to be preserved or treat as nutrient mine to be mined until all 
reserves are exhausted. Overexploitation or abuse of the natural resource of the soil 
is counterproductive and self-destructive. Orienting farmers to have an in-depth 
understanding of the natural ecosystem including soil ecosystem is, therefore, 
imperative. The cost involved for such orientation/training should be financed by 
the state as it is more in the interest of the community.

2.3 Soil as ecosystem

As reservoir of nutrients, soil is the natural resource for the terrestrial ecosystem 
sustaining life. Soil is an ecosystem also as it has both biotic and abiotic components 
interacting among themselves and with adjacent ecosystems of atmosphere, oceans, 
and biosphere (plants/animals) to sustain life. While inorganic/organic nutrients, 
air and water are major abiotic components, microorganisms with other creatures 
like worms are biotic components of the soil ecosystem that live on organic matter.

Soil comprising organic and inorganic matter is formed from rocks fragmented 
by streams, rain, wind, animals, microorganisms, and chemical actions over a long 
period of time. Though the organic matter content is a small fraction (within 10%) 
of the soil, it plays the main role in vegetation growth. In fact, soil without organic 
matter is lifeless dirt unable to support any vegetation. Soil organic matter (SOM), 
however, is not a homogeneous mass but a combination of live and dead plants/ani-
mals under different states of decomposition. As SOM contains 50–60% soil organic 
carbon (SOC), value of SOM can be used to determine the value of SOC and vice 
versa. The values of SOM and SOC are indicators of availability of nutrients in the 
soil as carbon is the major components of plants and other lifeforms.

Soil microbial community includes bacteria, fungi, protozoa, earthworms, 
insects, reptiles, and other small creatures. In fact, the microbes contributed to 
formation of the soil itself by etching away rocks with their acid attacks. Their 
metabolic wastes and dead bodies constitute nutrients for plants. Humus which 
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contributes to stability of soil is made by soil microbes and mostly from necro mass 
or dead bodies of microbial population. In other words, soil microbes give their life 
to ensure soil health and fertility while working hard during their lifetime.

Bacteria and fungi are main microbes that play significant role in maintaining 
soil health. The Rhizobia, azobacter, and azospirillum are popular names of useful 
soil bacteria that help build soil structure and maintain soil health and fertility. 
Most bacteria and fungi have symbiotic relationship with plants. The symbiotic 
association of fungi with plants is called mycorrhiza while these fungi are called 
mycorrhizal fungi (MF). The host plant roots grow exudates outside main roots 
to attract MF to their roots resulting in much higher root biomass. The MF grow 
hyphae, the thread like structures on their body which extend to far distances 
forming mycelium network to mobilize nutrients and to work as communication 
network connecting plant and microbes. The MF are classified as under:

• Endomycorrhizal (which enter inside roots up to cell walls of roots)

• Ectomycorrhizal (which occupy space just around the roots)

Endomycorrhizal fungi include arbuscular mycorrhizae fungi (AMF) which 
develop unique “arbuscular” structures at hyphae to enclose plant roots. They pro-
duce “glomalin” protein which binds soil particles into aggregates stabilizing soil. 
Major part of the hyphae lies within intercellular spaces of roots of the host plant for 
exchanging nutrients while only a small part lies on the surface. Nutrient exchange 
is a fascinating process. On sensing nearby presence of AMF, the root creates a 
structure to let in the AMF’s hyphal tip up to cell wall and merge with it. A cavity is 
formed in the merged entity to receive payloads of nutrients from both sides under 
control of the plant cell membrane.

Ectomycorrhizal fungi form a mantle on the surface of the root. The root cells 
secrete sugars and other food ingredients into the intercellular spaces to feed the 
fungal hyphae. Effectively, the hyphae increase surface of the root many times 
resulting in higher absorption of nutrients. They orchestrate exchange of nutrients 
from humus/soil to plant. They secrete antimicrobial substances which protect roots 
from attack of pathogens. Symbiosis of these MF is generally plant specific.

2.4 Nutrients and their exchange

Carbon, hydrogen, oxygen, nitrogen, phosphorus, potassium, sulphur, calcium, 
magnesium, chlorine, iron, copper, boron, zinc, nickel, selenium, manganese, 
cobalt, molybdenum, silicon, and sodium are the well-known nutrients. Carbon 
which is the major building block of all living systems constitutes more than 50% 
of plant biomass while nitrogen is about 40% of plant biomass. The plants take “C” 
and “O” from atmosphere and “H” as water/moisture from atmosphere/soil. Since 
absorption of “CHO” require no human intervention, these are termed as “basic” 
while others are termed “non-basic.” Among non-basic nutrients, the N, P, K, S, Ca, 
and Mg are called macronutrients since they exist in major proportion in the plants 
and constitute structure of the plants. Other nutrients are micronutrients.

All nutrients existing in soil are compounds in the solution form. These are 
absorbed by the roots directly or indirectly. Most plants absorb nutrients indirectly 
via soil microbes. The area around the roots where nutrient exchange takes place is 
called rhizosphere. Though the plants are not mobile, they can acquire macro and 
micronutrients from distances by means of different mechanisms like changes in 
root structure and establishment of symbioses. Since deficiency of some nutrients 
in some soils is always a possibility, plants have evolved nutrient uptake strategies to 
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cope with different situations and nutrient limitations. Changing the root structure 
is one such strategy adopted by plants to increase the overall surface area of the root 
and to increase nutrient acquisition to access new nutrient sources [5].

Nitrogen and phosphorus are among the elements most limiting to plant growth 
and productivity because these nutrients are often present in small quantities or 
not in bioavailable form. So, plants do form symbiotic relations with soil micro-
organisms like bacteria and fungi. Use of nitrogen fertilizers is harmful as excess 
nutrients turn into insoluble form and pollute ground water systems. Interaction of 
plants and symbiotic microorganisms is quite interesting. When the plant releases 
compounds called flavonoids into the soil, the bacteria are attracted to the roots. 
Then bacteria release compounds called nod factors that cause local changes in the 
structure of the root and root hairs to envelop the bacteria in a small pocket. Further 
details are skipped to avoid distraction from the main subject.

2.5 Replenishment of nutrients in soil

As growing plants absorb nutrients from soil, the nutrient reserves in soil get 
depleted which is made up by farmers by adding organic matter, farmyard manure, 
compost, or synthetic fertilizer. The synthetic fertilizers with inorganic nutrients do 
increase yield of crops but not without harmful effects.

Biofertilizers (BF) containing live microorganisms addressing the issue of 
harmful effects can replace or supplant the synthetic fertilizers. As they contain 
microorganisms of select bacteria, fungi, or algae, they restore nutrient cycles in 
soil just as the soil microbes do. As the nutrient replenishment in soil takes place 
as a natural process, no harmful effects are associated with the use of BF. Being 
natural, eco-friendly, renewable, and cost-effective the BF are considered as the 
most sustainable soil solutions [6]. Hence rest of this section covers an elaborate 
discussion on BF only.

The facts that atmospheric nitrogen can be used by plants through biological 
nitrogen fixation (BNF) by certain microorganisms and that insoluble soil nutrients 
can be converted into soluble form through activities of certain other microorgan-
isms are used in formulating biofertilizers. Since most of the phosphorus and potas-
sium nutrients exist in insoluble form, they are not available to plants. Use of certain 
specific microorganisms can make those nutrients water soluble and bioavailable to 
plants. Microorganisms that produce plant growth promoting compounds are also 
used in BF formulations. As microorganisms mainly belong to bacteria and fungi 
groups, BF are also classified as bacterial and fungal BF as described below.

2.5.1 Bacterial BFs

Bacterial BF include both nitrogen and phosphorus fertilizers as discussed below.

2.5.1.1 Nitrogen fixation

The nitrogen fixation process is operationalized by the nitrogenase enzyme 
which is present in diazotrophic microorganisms such as symbiotic and free-
living nitrogen fixing bacteria. The nitrogen fixing process involves conversion of 
atmospheric nitrogen into ammonia (NH3) which is bioavailable for plants. Such 
biological nitrogen fixation (BNF) can meet up to 50% of the demand of all plants 
though actual nitrogen fixation depends on the plant species and environmental 
factors. The nitrogen BFs contain nitrogen fixers like Rhizobia which are symbiotic 
with legumes. As symbiotic relation is between specific bacteria strain and specific 
crop, the specific strain suitable for a particular crop is selected. Free living bacteria 
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like Azotobacter and Azospirillum which establish loose symbiotic relation with 
non-legume cereals are also used. As these bacteria also produce growth promoting 
compounds, these BF are also used as plant growth promoters (PGP).

2.5.1.2 Phosphorus solubilization

The phosphorus BFs contain phosphorus solubilizing microorganism (PSM) 
which solubilize solid phosphorus salts and mobilize them to roots for absorption. 
Phosphotika and Azotobacter are the main bacterial PSMs which have no crop spec-
ificity for symbiotic relations. Pseudomonas, Bacillus, Rhizobium, Enterobacter, 
Penicillium, and Aspergillus are main PSM genre. Bacillus, Rhizobium, and 
Pseudomonas are potassium solubilizing microbes. Combinations of bacteria and 
fungi are also used.

Cyanobacteria or Blue Green Algae (BGA) which are free-living nitrogen fixing 
bacteria have symbiotic relation with Azolla (aquatic fern) floating as green mat 
over water. These nitrogen fixers are also used in BF formulations for rice paddy 
crops and other similar crop plants.

2.5.2 Fungal biofertilizers

Biofertilizers using fungi as main ingredients are called fungal BF. The fungi 
having symbiotic relationship with plant roots are known as mycorrhizal fungi 
(MF) which are commonly used in BF. Since MF are more efficient in the uptake of 
specific nutrients like P, Ca, Zn, S, N, B and are resistant against soil-borne patho-
gens, they are used to improve efficiency of nutrient exchange and to protect the 
plants against diseases. Fungal BF use fungi like Trichoderma, endoemycorrhiza, 
and ectomycorrhiza. As MF help in retaining moisture and increase resistance 
against root and soil pathogens, they are commonly used. Based on two types of 
MF, the fungal BF are also divided in two categories as described below.

2.5.2.1 Endomycorrhizae

These fungi, reaching up to the cellular surface of plant roots, enhance nutrient 
exchange and protect the plants from soil-borne diseases. Arbuscular mycor-
rhizal fungi (AMF) which are subgroup of endomycorrhizae are symbiotic with 
most trees and crops like wheat, maize, and soybean, etc. They stimulate natural 
processes of nutrient uptake and decomposition of organic residues while making 
growth hormones and antibiotics, etc. Thus, they enhance supply of nutrients while 
protecting plants against diseases. While AMF are in contact with the interior of 
root tissues, their hyphae and mycelial network outside the root zone explore far 
distances to mobilize phosphates and other nutrients. Due to their extraordinary 
abilities for mobilizing phosphorus, they are known as phosphate scavengers. In 
fact, they provide a comprehensive arrangement for long life of the plants with 
efficient acquisition of nutrient from soil, enhanced uptake of nutrients to plant 
tissues and improved soil structure/health.

2.5.2.2 Ectomycorrhizae

These fungi form a thick mantle structure within the intercellular spaces of 
roots, but not in touch with cellular surface of roots. Being symbiotic with big trees, 
they increase tolerance of trees to abiotic stress while reducing the level of toxins 
in the soil and shielding roots from biotic stress as well. They are used in BF for-
mulations for mobilizing phosphorus, iron, zinc, boron, and other trace elements. 
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There are many species/strains used in BF and it may not help in listing them here. 
Suffice it to state that Azospirillum, Pseudomonas, Aspergillus, Cladosporium, 
Macrophomina, Glomus, Trichoderma, and Penicillium are commonly used 
fungi of this group that activate nitrogen fixing, solubilization of phosphorus and 
potassium. Trichoderma fungi, ubiquitously present in roots and soil ecosystems, 
that thrive on decaying wood, soil, and organic matter are used as BF to harness 
soil nutrients and to increase the resistance of plants against diseases and abiotic 
stresses. It is an excellent fertilizer cum protector for potato, corn, and tomato etc. 
Other strains are not discussed here for want of space.

2.6 Farming practices (FPs)

Farming activities standardized over course of time are termed as farming prac-
tices (FPs). The standardization is partly universal and partly specific to culture, 
climate, crop, and farm size. Current FPs include use of machines to prepare soil 
and use of chemicals to restore soil fertility and to control weeds or pests/diseases. 
These FPs became mainstream about 50 years back when green revolution was 
launched as a drive against starvation. This transformed farming from a way of 
life to an intensive agriculture. With harmful effects of these FPs being noticed, 
alternative FPs are being explored.

As stated earlier, farming activities aligned with natural ecosystem processes 
are good FPs. The good FPs result in good growth of crops with less effort of 
farmers and no harm to environment. Bad FPs, being against natural processes, 
demand more farming efforts and harm the environment. The natural ecosystem 
encourages existence of healthy organisms and cleanses sick/dead bodies through 
decomposition by microbes. Any bad FP harming the environment is an invita-
tion for pests/diseases.

Comparing crop yields under good and bad FPs is a blunder as crop yield is only 
one parameter of farm productivity. Yield happens to be the most visible parameter 
and so simple that even a school dropout can calculate its monetary value. With 
greed being an irresistible instinct in humans, farmers are focused on the yield 
alone. After all, they are also humans. The external costs of restoring soil and 
human health are too enormous to be ignored, though invisible. In fact, even visible 
costs of chemicals (increasing every year) can offset the gain in crop yield by bad 
FPs. While ban on the chemicals is not intended here, indiscriminate use of chemi-
cals by uninformed farmers warrants community action to respond to promotional 
assault of toxic chemicals and harmful practices from industrial agriculture lobby 
and to protect uninformed farmers by equipping them with unbiased information 
on right FPs.

As paper titled “Soil C Sequestration as a Biological Negative Emission Strategy” 
published in 2019 [7] outlines following conventional practices as best management 
practices (BMP).

1. Improved crop rotations and cover cropping

2. Manure and compost addition

3. No-tilling or reduced tilling

4. Improved grazing land management

Increasing SOC is, thus, essence of optimizing both productivity and SCS. 
The Rodale Institute (RI), supporting regenerative agriculture (RA) claimed in 
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its White Paper of Sep 2020 [8] that the RA practices can remove the atmospheric 
carbon dioxide levels at a rate higher than current anthropogenic emission rate. 
Some important RA practices listed below deserve a look.

• No tilling or reduced tilling

• Biodiversity above and below ground

• Cover crops

• Retaining root and other residues of previous crop before planting new crop

• Using composts/manures for replenishment of nutrients

• Avoiding use of chemicals in farming

• Integrating livestock with farming

Conservation agriculture (CA) also emphasizes on non-disturbance of soil, 
permanent soil cover, and crop-diversity to balance economics with ecology in agri-
culture. Discussion on farming as well as soil management is incomplete without 
mentioning Dr. Rattan Lal, eminent soil scientist from Ohio State University. His 
paper on societal value of soil carbon [9] is simply transformative. Below is given 
a discussion on activities of soil preparation, fertility restoration, and farming 
management.

2.6.1 Soil preparation

All over the world tilling or ploughing is common farming practice for prepara-
tion of soil. The farmers generally point out that tilling is necessary for solarization, 
aeration, ridging for placing seeds, loosening of compact soil, and removing weeds. 
However, these reasons do not hold much water when scrutinized closely. So, tilling 
goes on more as a tradition than as a necessity. In fact, tilling adversely affects soil 
health, crop productivity, and environment. The soil erosion caused by intensive 
tilling is the first apparent and proven harmful effect of tilling. The second harm 
is that it exposes the SOM to atmosphere resulting in its decomposition without 
any productive use and decline in soil fertility. The fact that tilling injures/kills soil 
microbes is the third serious harm of tilling. The carbon dioxide released by tilling 
accelerates the dreaded climate change which is the fourth harm. It is also the last 
one because no living organisms would be left on the planet to be harmed further. 
So, digging/tilling soil means digging our own graves. Suitable alternatives to tilling 
need to be evolved to obviate serious consequences. Current no-till farming is far 
from ideal while organic no-till can be ideal solution only when it is affordable. In 
the meanwhile, farmers may counter adverse effects of tilling by good FPs.

2.6.2 Soil fertility restoration

Movement of nutrients from soil to the growing plants results in depletion of 
nutrients in soil. Replenishment of nutrients is done by farmers by adding organic 
matter, manure, or other fertilizers. As organic matter (OM) is the food for soil 
microbes who maintain soil’s wellbeing, adding OM to the soil supplies food to 
them besides supplying full suite of nutrients to the plants. The OM in soil helps 
in retaining moisture and formation of crumbly structure of soil that resists soil 
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compaction. It is also helpful in improvement of soil aeration and water drainage. 
These and many other benefits show the importance of SOM and SOC. Ultimately, 
the SOM and SOC also improve soil carbon sequestration.

While harmful effects of synthetic fertilizers are beyond debate, total prohibi-
tion of such fertilizers may not make economic or ecological sense because defi-
ciency of specific nutrients needs to be made up under all circumstances to avoid 
disappointment at the harvest time. Adding fertilizers without any evaluation of 
the needs of the soil results in utilization of a small part of the fertilizers by plants 
while the rest is turned into insoluble form degrading soil and lowering nutrient 
composition of the crops. The excess of nitrogenous fertilizers causes loss of carbon 
from soil to maintain the C:N ratio of the soil. Also, leakage of nitrous oxide gas 
into atmosphere and leaching of nitrates into water streams are additional serious 
problems.

Since microbes are most sensitive to chemicals, use of chemical fertilizers injures 
or kills them disrupting the ecosystem and harming the soil ecosystem. Hence, 
biofertilizers (BF) are gaining more traction from farmers, also as biofertilizers act 
naturally to reenergize and improve the soil health.

Biochar, a charred organic matter, made by burning biomass in absence of 
oxygen (pyrolysis) is also finding applications as soil amendment or organic fertil-
izer. Although low in nutrients, it can hold nutrients that might otherwise be lost 
to leaching or runoff. Being a stable form of carbon lasting for thousands of years 
in the soil, biochar also enhances SCS. In fact, it increases growth of soil microbes 
like MF by providing comfortable place for them to live safely and protect OM from 
exposure to the air and consequent decomposition of OM releasing carbon dioxide 
from soil.

2.6.3 Farming management

Farming management includes strategic management of entire farming enter-
prise including all components like inputs, soil, crops, and livestock. Thus, it is not 
a typical farming practice (FP). As you cannot manage what you don’t measure, 
defining metrics of performance and monitoring them is a good strategy. The first 
metric of farm productivity is defined in terms of value of farm produce and input 
costs. It involves maintaining periodical records of farm produce data and total 
costs. Total costs should include not only the cost of inputs but also the cost of labor 
(own family + hired) and external costs relating to environment and health of 
farmer/farm workers/consumers/public. Though it is too much of a non-farming 
task, its value is realized in the end. The top management should assimilate real 
value of good FPs and lay down guidelines for their adoption incentivizing good 
FPs. Monitoring of physical/chemical/biological tests of soil is also good strategy 
for sustainable soil management. Practices of mulching or cover crops are vital for 
soil health and fertility that lead to good crop growth. Replenishing nutrients is 
not the end of soil management unless food and safety needs of microbes in soil 
are fully met. As these tiny creatures do most of the farm work below ground while 
remaining out of sight, they deserve a better deal by ensuring their abundance and 
diversity of their community.

Selection and rotation of crops are central to crop management. Ensuring 
ground cover and biodiversity are sound farming practices which should find a 
place in the farm management strategies. Mono cropping destroys biodiversity 
while poly culture and rotation of crops support the ecosystem. In fact, most of 
the problems of weeds, pests, and diseases can disappear by ensuring biodiversity. 
So, instead of using harmful chemicals as pesticides/herbicides, experimenting 
with preventive measures should be a strategy of farming management. As animals 
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provide multiple benefits including higher soil fertility, it makes sense to integrate 
livestock with farming as a biodiversity measure also.

2.7 Microbial leverage

As soil microbes are central to soil fertility, plant growth, and carbon sequestra-
tion, it is prudent to ensure their abundance and diversity. Providing food and 
safety to them ensures their abundance. As organic matter is their food, ensuring 
organic content in soil ensures supply of food to them while avoiding physical 
injury to them with least disturbance to soil ensures their safety. They also need to 
be protected against chemical injury by avoiding use of chemicals as fertilizers/her-
bicides/pesticides. As symbiotic relation of the microbes and plants has specificity 
of plants, certain plants attract certain specific microbes. So, diversity among plants 
above ground results in diversity among microbes below ground. Thus, abundance 
of soil microbes is ensured by ensuring enough organic matter in soil while diversity 
of microbes is ensured by diversity of plants above ground. Once abundance and 
diversity of soil microbial population has been ensured, there is nothing more to 
be done by farmer. However, it is possible for farmers to support the microbial 
community by growing plants with thick root mass since microbes reside mostly 
in the root area. Direct inoculation of microbes can also add to the abundance. As 
microbes are at their best under good FPs, use of good FPs by farmers results in 
microbial leverage.

2.8 Potential of SCS as a climate solution

Global warming as an outcome of “blanket effect” of concentrated greenhouse 
gases (GHG) in atmosphere sets climate change in motion. Carbon dioxide, being 
major constituent of GHG, is the major causative factor behind climate change. 
Though warming effect of carbon dioxide starts long time after it enters atmo-
sphere, it stays in atmosphere for thousands of years. So, carbon neutral or zero 
carbon emission commitments stopping further influx of carbon dioxide to atmo-
sphere will not stop climate change immediately. Thus, removing a chunk of carbon 
dioxide from atmosphere is the only activity that can stop the climate change. 
Ecological agriculture or farming with good FPs is one such an activity that is also 
simple, inexpensive, and demonstrably proven all over the world.

Carbon dioxide removal (CDR) is being explored through emerging technolo-
gies but farming with good FPs is a non-technological option that can remove 
atmospheric carbon dioxide without any hassles. It leverages soil microbes with 
good FPs to enhance soil carbon sequestration (SCS). Potential of SCS is the amount 
of organic carbon that can arrive at the soil and stay there for ever. It depends 
on land area, type of soil, current storage state, and climate factors etc. The UN 
FAO publication on the re-carbonization of Global Soils [10] estimates that SCS 
potential of agricultural soils lies in the range of 1.44–3.45 GT carbon per year and 
that 25–75% of soil’s original carbon stock is already lost mostly due to bad farming 
practices which is recoverable through good farming practices. Considering middle 
figure in the range as estimated value, 2.5 GT C/y can be taken as SCS potential. 
A recent publication by FAO [11] on potential of SCS lays down methodology for 
precise estimation. The CGIAR Working Paper [12] indicates global potential of 
agricultural management practices as 5.5–6.0 GT CO2eq/y.

As molecular weight of carbon dioxide is 44 and that of carbon is 12, factor 
for converting CO2 weight to carbon weight is 0.27. Thus 6 GT CO2/y potential is 
equivalent to 1.62 GT C/y potential. On cursory look at various estimates, the global 
SCS potential of agricultural soils can be rounded off to 2 GT/y.
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It is worth repeating here that SCS decarbonizes atmosphere above ground 
and re-carbonizes soil at underground. It implies removal of carbon dioxide from 
atmosphere as a climate solution and enrichment of soil fertility for higher farm 
output. Thus, soil organic carbon (SOC) is the key both for SCS and farm produces. 
Farmers can keep their focus on SOC to maximize the crop yield while the global 
community can feel the better atmosphere with reduced carbon dioxide. From the 
estimates mentioned above, SCS potential can be safely taken as 2 GT C per year 
which is a significant figure.

3. Conclusion

The industrial agriculture has lured and trapped farmers with bait of high crop 
yield. Blinded by high yield, they are unable to discern the damage to soil caused by 
bad farming practices. Soils are so degraded by bad faring practices that they release 
carbon dioxide into atmosphere aggravating the climate change. Thus, agriculture 
has turned into a net carbon source though it has the potential to be net carbon sink 
with good farming practices. A big chunk of CO2 is required to be removed from 
the atmosphere as stopping CO2 emissions is not enough to halt the climate change. 
Agriculture being net carbon sink under good farming practices is one of the right 
climate solutions that re-carbonizes soil while decarbonizing atmosphere. It is like 
homecoming for the carbon from long exile at atmosphere.

A brief not on good or bad farming practices may not be out of place here. 
Farming is unlike an industrial commodity production system as farming activities 
are intertwined with natural processes of the ecosystem that sustains life on the 
planet. The current farming practices involving use of heavy mechanical equip-
ment for soil preparation followed by use of chemicals as fertilizers to enhance 
soil fertility and as pesticides/herbicides to kill pests and weeds are bad farming 
practices as they cause harmful effects on soil and other natural resources and 
human health. On the other hand, the good farming practices are in harmony with 
natural processes and cause no harm to environment, natural resources, and human 
health. Good farming practices also reduce farming effort to the minimum as they 
do not involve farming activities against natural processes. Why bad practices are 
mainstream is no secret. The industrial agriculture has aggressively promoted use of 
mechanical equipment for soil preparation and use of chemicals for fertilizers and 
pest/weed control. As farmers are blinded by the high yield propaganda, they are 
unable to see the loss of soil which is their main asset. It calls for big efforts at vari-
ous levels to nudge farmers to switch to good farming practices as explained earlier.

Good farming practices not only improve soil carbon sequestration but also 
farm-productivity. The potential of SCS in removing atmospheric carbon is 
about 2 GT C per year which can be achieved with good farming and manage-
ment practices. Farmers may have nothing against good FPs since they are good 
for both farmers and climate. This perspective primes farmers to adopt good FPs 
and global community to support them for good FPs. With carbon sequestration 
being an ecosystem service, it is possible that farmers may claim compensation for 
rendering ecosystem services. But once they realize that good FPs provide not only 
ecosystem services but also maximize crop yield, they would happily embrace good 
FPs. However, there is a case for financial support to them during the first 3 years 
of transition to compensate for loss of income during this period when yield is less. 
There can be no going back once they find the new practice to be in their interest, 
more so if provided with training and orientation on good practices. Then they can 
become strong followers of good FPs for life. Under such revolutionary change, 
even the industrial agriculture will be compelled to change its business strategy 
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from toxic farming to ecological farming services and products. Thus, all stakehold-
ers viz. farmers, industry, and global community will support eco-farming result-
ing in better crop yields and SCS leading to better atmosphere with reduced carbon 
dioxide. The world can thank farmers and their supporters for such an inexpensive 
climate solution which can operate alone or in parallel with other climate solutions. 
All this would be possible by leveraging the soil microbial creatures who are at their 
best when farming practices are good. So, thank you, microbes for compelling all to 
follow good FPs.
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Chapter 2

Dissolved Organic Matter and Its 
Ultraviolet Absorbance at 254 Nm 
in Different Compartments of 
Three Forested Sites
Vladimir Dimitrov and Michael Feldman

Abstract

The relationships between the ultraviolet (UV) absorbance at 254 nm and the 
concentration of dissolved organic matter (DOM) in bulk deposition, throughfall, 
forest floor solution, and soil solution in 10 cm (A-horizons), 30 cm, and 70 cm (both 
Bg-horizons) depths of three forested sites in North-Rhine Westphalia, Germany, 
were investigated over a three-year period. At first effects of pH, Ca2+ and Al3+ on 
molar absorptivity of DOM from forest floor solution and soil solution were inves-
tigated since the compartments differed in these properties. Neither Ca2+ nor Al3+ 
affected molar absorptivity in the investigated range of 1 to 100 mmolc l−1, but molar 
absorptivity was affected by pH (pH 3 to 8). However, compared to natural fluctua-
tions of molar absorptivity in the field samples, the effect of pH was negligible. The 
correlation between UV absorbance and DOM concentration decreased in the order: 
bulk deposition and throughfall (r2 = 0.82 to 0.92; n = 89 to 105) > forest floor solution 
(r2 = 0.45 to 0.83; n = 29 to 54) > soil solution (r2 = 0.01 to 0.42; n = 29 to 56). Molar 
absorptivity was without any relationship to DOM concentration in bulk deposition 
(r2 = 0.08), throughfall (r2 = 0.01 to 0.06) and most forest floor solutions (r2 = 0.02 
to 0.53). However, in soil solutions, DOM concentration and molar absorptivity were 
negatively correlated and showed a seasonal variation. Dissolved organic matter 
concentration was highest in summer and, simultaneously, molar absorptivity was 
lowest. This behavior could be expressed by significantly inverse exponential rela-
tionships between DOM concentration and molar absorptivity in the soil solutions 
of all sites and depths (r2 = 0.54 to 0.91). Seasonal fluctuations in DOM composition 
preclude the estimation of DOM concentration by UV absorptivity measurements 
in soil solutions. However, when investigating DOM dynamics in soils, the UV 
absorbance measurement at 254 nm and the calculation of the molar absorptivity is 
beneficial in recognizing fluctuations in the composition of DOM.

Keywords: Dissolved organic matter (DOM), ultraviolet absorbance (UV), molar 
absorptivity, throughfall, forest floor solution, soil solution

1. Introduction

Compounds with loosely-bound B-electrons or non-bonding n-electrons can 
absorb energy in the near-ultraviolet region (200 to 380 nm) of the electromagnetic 
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spectrum. Within the molecules of dissolved organic matter (DOM), specific seg-
ments or functional groups have this feature. Examples are functional groups con-
taining unbound electrons, and carbon–carbon multiple bonds [1]. Unsaturation 
and aromaticity express this.

In a quantitative sense, the ultraviolet (UV) absorbance feature of DOM was 
applied for estimating DOM concentrations in waters. The kinds of samples 
investigated were: coastal sea water [2], lake water [3, 4], river and stream water 
[4–8], treated and untreated waste water [9, 10], peat water [11, 12], precipita-
tion [13], throughfall [6, 13, 14], stemflow [6, 14], soil solution [6, 14], and soil 
extracts obtained by water or salt [15, 16]. As the absorbance of light by DOM 
decreases with increasing wavelength, most workers used light in the range of 250 
to 330 nm. At wavelengths below 235 nm, nitrate contributes significantly to the 
total absorbance.

In a qualitative sense, the measurement of the UV absorbing characteristics of 
DOM was used in environmental studies to assess the propensity of humic sub-
stances or even bulk DOM to bind non-polar organic pollutants [17–19], to evaluate 
DOM behavior in sorption [20] or degradation experiments [21], to identify the 
origin or assess the fate of DOM in lake water [22–24] or sea water [25] and to 
characterize both total DOM and DOM fractions in wastewater effluents [26]. 
Furthermore, Weishaar et al. [27] showed the link between aromaticity and absor-
bance at 254 nm directly using 13C NMR spectroscopy.

Soil solution DOM has been only rarely investigated with respect to its UV 
absorbance. Therefore, in a field study dealing with the DOM dynamics of forested 
soils, DOM was analyzed in throughfall, forest floor solution and soil solution 
at three sites differing in vegetation and soil chemical properties. Differences 
were reflected in various solution compositions, i.e., varying pH and Ca2+ and 
Al3+concentrations. Since large seasonal differences in the UV absorbance of DOM 
were observed for soil solutions, the question arose whether soil solution chemical 
composition could affect UV absorbing characteristics of DOM.

This study had three objectives. First, to investigate the influence of various 
solution parameters on UV absorbing characteristics of DOM obtained from different 
compartments of three forested sites. Second, to check the long-term field relation-
ship between UV absorbance and DOM concentration. Third, to evaluate the benefit 
of UV absorbance monitoring when investigating DOM dynamics in soils.

2. Material and methods

2.1 Site description

Field investigations were conducted in east-central North-Rhine Westphalia, 
Germany (Figure 1), at three adjacent forest sites within a 600 m radius. One site 
is stocked with mainly beech (Fagus sylvatica) and oak (Quercus robur), the second 
site with elm (Ulnus minor x glabra), and the third site with Norway spruce (Picea 
abies). Soils have developed in thin layers of sandy loess overlying glacial till, which 
covers underlying Upper Cretaceous limestone. Both the compacted till and the 
argillaceous limestone act as a water-restrictive layer, causing perched water tables 
in the subsoils. Soil material has stagnic properties [28], and soils are Stagnosols 
(beech and spruce site) and Stagnic Cambisols (elm site). The distance of the 
calcareous layer from the soil surface differed greatly among the sites, about 80 cm 
at the elm site, 95 cm at the beech site, and 135 cm at the spruce site. As can be seen 
in Table 1, this is reflected in soil solution parameters, which are sensitive to the 
presence or absence of calcareous material.
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2.2 Sampling

Bulk precipitation was collected in 3 rain gauges in a clearing about 1 km north 
of the three sites. Throughfall was collected in 5 polyethylene funnels at each site, 
315 mm in diameter, placed 1 m above the soil surface, and draining in 2.5 l glass 
bottles. The funnels were covered with 3-mm mesh polyethylene screens to elimi-
nate large organic debris. Leachates of the forest floor were collected in zero tension 
lysimeters, each 15 × 23 cm in size and covered with 10 mm quartz wool, with tubes 
at the base leading into 5 l glass bottles. Three lysimeters were installed at the base 
of the forest floor horizons at each site. Soil solutions were obtained in triplicate 
from the A- (10 cm), and Bg-horizons (30 cm and 70 cm) horizons by porous 
ceramic cups. Samples were obtained at weekly intervals during three years.

2.3 Analytical methods

Prior to analysis, the samples were filtered through pre-washed cellulose 
nitrate 0.45 μm- membrane filters. All samples were analyzed individually. Total 
dissolved organic C was determined by high temperature catalytic oxidation. By 
this procedure, dissolved C was oxidized to CO2 and quantified by a non-disper-
sive, infrared analyzer. A Shimadzu TOC-5050 analyzer operating at 680°C was 
used. Dissolved inorganic carbon was measured by quantifying the CO2 generated 
following phosphoric acid addition and was subtracted from total dissolved C 
to give DOM. Ultraviolet absorbance was measured at 254 nm in a Perkin Elmer 
Lambda 2 UV/VIS double beam spectrophotometer in a 1 cm path length quartz 

Figure 1. 
The study area in North-Rhine Westphalia, Germany.
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cuvette, with de-ionized water as blank. When absorbance exceeded 1.5 (mainly 
forest floor samples), the sample was diluted with de-ionized water, and re-read. 
In addition, soil solution was analyzed for electrical conductivity, pH, major 
cations and anions.

At sufficient low concentration Lambert–Beer‘s law can be applied (1).

 A = ε bc (1)

with absorbance A (dimension less), concentration c (mol l−1), path length b (in 
cm), and the quantity ε, called molar absorptivity (l mol−1 cm−1). Molar absorptiv-
ity of DOM was calculated by rearranging Eq. (1).

2.4 Effect of pH, Ca2+, and Al3+ on molar absorptivity of DOM

In three sampling campaigns, the effects of pH, Ca2+ and Al3+ concentrations on 
the molar absorptivity of DOM was checked. The effect of pH was studied by using 

Site Compartment pH ECa Ca2+ Al3+

:S cm−1 mg l−1 mg l−1

Elm

Throughfall 4.5–8.1 34–1483 0.2–37.1 –b

Forest floor 5.9–7.9 122–1247 10–55.5 0.1–2.2

Soil Solution

 10 cm 5.8–7.8 190–851 10–119 ndc–0.7

 30 cm 6.5–8.1 251–1062 35.8–152 nd–0.4

 70 cm 6.1–8.4 339–655 57.1–119 nd–0.5

Beech

Throughfall 4.0–7.7 19–1182 0.2–37.3 —

Forest floor 3.3–4.7 66–1170 1.2–56.2 0.5–8.1

Soil Solution

 10 cm 3.9–6.9 78–205 1.4–13.5 nd–6.0

 30 cm 3.9–7.5 104–315 9.8–54.8 nd–4.4

 70 cm 4.6–7.9 168–862 12.9–114 nd–4.0

Spruce

Throughfall 4.4–7.8 28–586 0.1–55.2 —

Forest floor 3.2–5.1 124–1093 1.1–31.5 2.3–10.5

Soil Solution

 10 cm 3.4–4.3 151–655 4.4–49.3 0.7–23.2

 30 cm 3.5–4.4 341–739 15.8–60.5 12.5–27.1

 70 cm 3.9–5.2 679–1082 82.6–153 6.8–19.0
aElectrical conductivity.
bNot determined.
cNot detectable.

Table 1. 
Range of pH, electrical conductivity and concentrations of Ca2+ and Al3+ during a three-year study in different 
compartments of three forested sites in North-Rhine Westphalia, Germany.
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a titration system. To each one 25 ml of filtered sample 0.025 M HCl or NaOH was 
added until a final pH of 3, 4, 5, 6, 7, and 8 (± 0.1) was established. Addition of acid 
or base was performed with the titration system 725 Dosimat and pH-meter 691 
(Metrohm). Dilution of the samples by adding acid or base was taken into account 
when calculating final DOM concentration. The influence of Ca2+ and Al3+ con-
centrations was studied by adding 1 ml salt solution (blank: 1 ml de-ionized water) 
with known amounts of CaCl2 or AlCl3 to 25 ml sample to give final concentrations 
of 1, 10, and 100 mmolc l−1. Ultraviolet absorbance was measured and the molar 
absorptivity was calculated as described above. All experiments were performed in 
triplicate. By variance analysis it was tested whether differences among the treat-
ments were statistically significant (F-test, p < 0.05).

2.5 Statistical evaluation

All statistical calculations were performed with SPSS 10.0 (Program SPSS Inc., 
Chicago, U.S.A.).

3. Results and discussion

3.1 Effects of pH, Ca2+, and Al3+ on molar absorptivity of DOM

The effects of changing pH, Ca2+, and Al3+ concentrations on the molar absorp-
tivity of DOM are presented in Table 2. Changing both Ca2+ and Al3+ concentra-
tions did not affect molar absorptivity. In contrast, the influence of pH on molar 
absorptivity was significant for all DOM solutions. In numerous studies the influ-
ence of pH, ionic strength, and various metal ion concentrations on the UV absor-
bance of humic and fulvic acids was investigated [29–32]. The effects of pH can be 
mainly attributed to the ionization of carboxyl groups at pH < 5.5 which cause an 
increase in absorbance. The effects of changing ionic strength (neutral electrolyte 
like CaCl2) result in the suppression of the ionization of functional groups, because 
the particle size of humic substances decreases with increasing ionic strength. The 
effects observed by addition of different concentrations of metal cations like Al3+ 
are due to their interactions with functional groups of humic materials which alter 
their UV spectra when complexed. Additionally, the observed effects of changing 
Ca2+ concentrations are due to precipitation of strongly absorbing, high molecular 
weight humic constituents. However, it should be kept in mind that in the studies 
mentioned above, with the exception of that of Stewart and Wetzel [32], humic and 
fulvic acids were investigated, not natural DOM. Compared to humic and fulvic 
acids, natural DOM as used in this study seemed to be much less reactive to changes 
in Ca2+ and Al3+ concentrations, presumably due to the presence of fewer functional 
groups. The influence of pH was statistically significant, but compared to natural 
pH fluctuations which was observed during the course of the field investigation, the 
order of magnitude in the change of molar absorptivity was negligible. Maximum 
alteration was not larger than 8% of the measured range (forest floor solution at 
the spruce site, Table 2). Hence, the fluctuations in the UV absorbance features of 
DOM that were observed in the field was caused by a change in the composition of 
DOM and not/or only to a very low extent by varying soil solution composition.

3.2 Ultraviolet absorption and DOM concentration

The relationship between UV absorbance and DOM concentration in all com-
partments of each site is shown in Figure 2. This relationship is not shown for bulk 
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deposition. However, regression equations including those for bulk deposition are 
presented in Table 3. A linear positive relationship was apparent for bulk deposition 
as well as for throughfall for all sites (Figure 2; Table 3). The squared correlation 
coefficients were > 0.81. A weaker relationship was found for the forest floor solu-
tions, especially for the spruce site (Figure 2; Table 3). Here, the squared correla-
tion coefficient was on a low level of 0.45. In contrast to throughfall and forest floor 
solution, the mineral soil horizons revealed only weak relationships between UV 
absorbance and DOM concentration (Figure 2; Table 3). Mostly, this correlation 
was insignificant. In four depths, the correlations were even negative (at the spruce 
site in 10 and 60 cm, at the beech site in 30 and 60 cm). Generally, the significance 
in the relationship between UV absorbance and DOM concentration decreased in 
the order: bulk deposition and throughfall > forest floor solution > soil solution.

For surface waters, many studies have shown linear positive relationships 
between UV absorbance and DOM concentration as measured by chemical or 
UV oxidation methods or by high temperature combustion (see references cited 
in the Introduction). Throughfall and soil waters were only rarely investigated. 
Slightly higher or similar correlation coefficients as obtained in this study have 
been reported for throughfall at other forest soils in North-Rhine Westphalia [13], 
and eastern Austria [14]. Brandstetter et al. [14] reported a very strong relationship 
between DOM concentration and UV absorbance in soil solutions of forest sites (r2 
ranged from 0.92 to 0.93). Very different relationships between DOM concentration 

Stand Compartment pH a Ca2+ b Al3+ b Range of, in the field

), ), ),

l mol−1 cm−1

Elm Forest floor solution 8 NSc NS 201

Soil Solution

10 cm –d — — 308

30 cm — — — 194

70 cm 12 NS NS 226

Beech Forest floor solution 16 NS NS 481

Soil Solution

10 cm 10 NS NS 374

30 cm — — — 216

70 cm 8 NS NS 234

Spruce Forest floor solution 29 NS NS 357

Soil Solution

10 cm — — — 295

30 cm 9 NS NS 221

70 cm 7 NS NS 209
apH was 3, 4, 5, 6, 7, and 8.
bConcentrations of Ca2+ and Al3+ were 1, 10, and 100 mmolc l−1.
cNot significant.
dNot investigated since no solution could be obtained.

Table 2. 
Largest alteration ()) in the molar absorptivity (,) of dissolved organic matter at 254 nm as influenced by 
different pH and concentration of Ca2+ and Al3+ investigated in laboratory experiments and comparison with 
ranges of molar absorptivity measured during a three-year field study in different compartments of three 
forested sites in North-Rhine Westphalia, Germany.
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Figure 2. 
Relationship between ultraviolet absorbance at 254 nm and concentration of dissolved organic matter (DOM) in 
throughfall (a), forest floor solution (b), and soil solution (c) of an elm, a beech, and a spruce forested site in North 
Rhine-Westphalia, Germany. Soil solution was obtained in 10 cm (○), 30 cm (∆), and in 70 cm (□) soil depth.

Strata - horizon Site Regression 
equation

na r2 b pc

Bulk deposition Clearing y = 3.13x + 0.08 105 0.92 < 0.001

Throughfall Elm y = 4.01x + 0.18 89 0.89 < 0.001

Beech y = 3.30x + 0.26 100 0.88 < 0.001

Spruce y = 4.90x + 0.09 95 0.82 < 0.001

Forest floor solution Elm y = 3.38x + 0.50 29 0.76 < 0.001

Beech y = 1.24x + 1.73 54 0.83 < 0.001

Spruce y = 1.23x + 1.48 38 0.45 < 0.001

Soil solution

10 cm Elm y = 3.69x ! 0.12 52 0.42 < 0.001

Beech y = 1.67x + 0.73 56 0.05 0.086

Spruce y = !2.97x + 2.33 50 0.01 0.795

30 cm Elm y = 7.40x ! 0.06 37 0.36 < 0.001

Beech y = !0.70x +1.73 45 0.01 0.554

Spruce y = 1.35x + 1.41 38 0.03 0.276

70 cm Elm y = 8.13x + 0.90 38 0.05 0.162

Beech y = !1.91x + 2.10 53 0.01 0.520

Spruce y = !27.7x + 8.49 29 0.22 0.009
aNumber of samples.
bSquared regression coefficient.
cProbability of error.

Table 3. 
Regression analysis between ultraviolet absorbance at 254 nm (x, 1 cm cuvette) and concentration of dissolved organic 
matter (y, in mmol C l−1) in different compartiments of three forested sites in North Rhine-Westphalia, Germany.
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and UV absorbance (at 330 nm) were given by Moore [6] for soil solutions in New 
Zealand. The squared correlation coefficients were 0.54, 0.63, and 0.92. Compared 
with Moore [6] and Brandstetter et al. [14], correlation coefficients calculated in this 
study were substantially lower for soil solutions. Brandstetter et al. [14] concluded 
that DOM content may be estimated relatively accurately by UV absorbance mea-
surements. Their conclusion, however, can be confirmed only for bulk deposition, 
throughfall, and partly for forest floor solution but not for soil solution.

3.3 Molar absorptivity and DOM concentration

A prerequisite for estimating DOM concentrations by UV absorbance measure-
ments is that the UV absorbing features of DOM do not vary with time for the 
solution investigated. A measure for the UV absorbing feature of DOM is the molar 
absorptivity. The relationship between DOM concentration and molar absorptiv-
ity for the compartments of each site is presented in Figure 3, and the statistical 
computation is given in Table 4 including those for bulk deposition. As can be seen 
from Figure 3 and Table 4, the relationship between DOM concentration and molar 
absorptivity was very weak for bulk deposition, for throughfall and for forest floor 
solution at almost all sites. In other words, the molar absorptivity did not depend 
significantly on DOM concentration during the course of the investigation. Hence, 
DOM from these compartments showed a relatively uniform UV absorbing feature. 
In opposite, the mineral soil horizons revealed a unique relationship not reported 
previously (Figure 3; Table 4): Concentrations of DOM and molar absorptivity 
were significantly negatively correlated, which could be best described by inverse 
exponential regression equations with squared correlation coefficients ranging 
from 0.54 to 0.91. Thus, molar absorptivity clearly depends on DOM concentration. 

Figure 3. 
Relationship between molar absorptivity at 254 nm and concentration of dissolved organic matter (DOM) in 
throughfall (a), forest floor solution (b), and soil solution (c) of an elm, a beech, and a spruce forested site in 
North Rhine-Westphalia, Germany. Soil solution was obtained in 10 cm (○), 30 cm (∆), and in 70 cm (□) 
soil depth.
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The higher is the DOM concentration, the lower is the molar absorptivity and vice 
versa. Consequently, a strong variation in the composition of DOM in relation to its 
UV absorbing features existed in the mineral soils horizons. Notably, this was valid 
for all mineral horizons, independent of vegetation and soil properties.

Tipping et al. [4] found that, in lakes waters during summer, the production of 
non-absorbing (340 nm) DOM by phytoplankton lowered molar absorptivity of 
the lake water DOM. During winter, in stream water more DOM was present in a 
form which absorbs at 250 nm [8]. This was attributed to lower microbial activity, 
among other things, since microbes produce low molecular mass aliphatics with 
less UV absorbing features. If microorganisms in soils also produce preferentially 
non-absorbing DOM, then microbial growth and resultant excretion and lysis of 
cells should result in lower values of molar absorptivity during the summer season. 
It is beyond the scope of this paper to elucidate all aspects of the DOM dynamics in 
these soils, but it should be mentioned that for the mineral soil horizons the DOM 
concentrations peaked in summer and molar absorptivity was lowest. Vice versa, 
during winter, a time with low microbial activity, DOM concentrations were lowest 
and molar absorptivity was highest in soil solution. Thus, the varying composi-
tion of DOM within the soil compartments seemed to be at least partly due to 
microbially controlled processes. This has an important implication in that strong 
fluctuations in DOM composition preclude the estimation of DOM content by UV 
absorbance measurement. However, as the molar absorptivity depends on molecu-
lar size and aromaticity of DOM [26, 33, 34], the monitoring of the UV absorbing 

Strata - horizon Site Regression equation na r2 b pc

Bulk deposition Clearing y = 46.6x + 218 105 0.08 0.004

Throughfall Elm y = −2.41x + 221 89 0.01 0.465

Beech y = 11.4x + 211 100 0.06 0.016

Spruce y = −11.3x + 209 95 0.05 0.034

Forest floor solution Elm y = −6.8x + 371 29 0.53 < 0.001

Beech y = 25.5x + 371 54 0.10 0.021

Spruce y = −18.3x + 476 38 0.02 0.359

Soil solution

10 cm Elm y = 544 e−0.36x 52 0.65 < 0.001

Beech y = 838 e−0.47x 56 0.91 < 0.001

Spruce y = 572 e−0.31x 50 0.86 < 0.001

30 cm Elm y = 252 e−0.31x 37 0.54 < 0.001

Beech y = 468 e−0.43x 45 0.77 < 0.001

Spruce y = 378 e−0.38x 38 0.77 < 0.001

70 cm Elm y = 184 e−0.53x 38 0.66 < 0.001

Beech y = 250 e−0.58x 53 0.74 < 0.001

Spruce y = 197 e−0.32x 29 0.91 < 0.001
aNumber of samples.
bSquared regression coefficient.
cProbability of error.

Table 4. 
Regression analysis between concentration of dissolved organic matter (x, mmol C l−1) and molar absorptivity 
at 254 nm (y, 1 mol−1 cm−1) in different compartiments of three forested sites in North-Rhine Westphalia, 
Germany.
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features of DOM is a simple but meaningful tool when investigating DOM dynam-
ics in soils.

4. Conclusions

In contrast to bulk deposition and throughfall, DOM concentrations in for-
est floor solution and especially mineral soil solution cannot be estimated by UV 
spectrometry at 254 nm. This is caused by strong seasonal fluctuations of the molar 
absorptivity of DOM. However, for DOM monitoring studies the UV absorbance 
measurement at 254 nm is a suitable method for recognizing fluctuations in the 
composition of soil DOM.
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Chapter 3

An Emerging Global 
Understanding of Arsenic in Rice 
(Oryza sativa) and Agronomic 
Practices Supportive of Reducing 
Arsenic Accumulation
Michael Aide and Indi Braden

Abstract

Arsenic uptake in rice (Oryza sativa) is recognized as a global health emergency, 
requiring the development of agronomic protocols to reduce human exposure to 
rice having elevated arsenic concentrations. Recent rice-arsenic investigations 
have centered around numerous agronomic approaches, including: (i) rice breed-
ing and cultivar selection, (ii) altering irrigation water applications to reduce 
arsenic soil availability, (iii) application of soil amendments which either support 
arsenic adsorption on iron-plaque or provide antagonistic competition for root 
uptake, and (iv) phytoremediation. Given that rice cultivars vary in their arsenic 
accumulation capacity, this manuscript review concentrates on the influences 
of water management, soil amendments, and phytoremediation approaches on 
arsenic accumulation. Water management, whether alternating wetting and drying 
or furrow irrigation, provides the greatest potential to alleviate arsenic uptake in 
rice. Phytoremediation has great promise in the extraction of soil arsenic; however, 
the likelihood of multiple years of cultivating hyperaccumulating plants and their 
proper disposal is a serious limitation. Soil amendments have been soil applied to 
alter the soil chemistry to sequester arsenic or provide competitive antagonism 
towards arsenic root uptake; however, existing research efforts must be further 
field-evaluated and documented as producer-friendly protocols. The usage of 
soil amendments will require the development of agribusiness supply chains and 
educated extension personnel before farm-gate acceptance.

Keywords: arsenite, arsenate, phytoremediation, irrigation efficiency, soil 
amendments

1. Introduction

The objectives for this manuscript are two-fold: (i) to specify the arsenic 
chemistry in soil with a special reference to rice (Oryza sativa), and (ii) to discern 
agronomic practices that either accentuate or diminish arsenic accumulation 
in rice.
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2. Arsenic as a health issue and its presence in soil

The World Health Organization has established the inorganic arsenic maximum 
tolerable daily intake at 2 μg kg−1 body weight [1]. Inorganic arsenic intake may lead 
to gastrointestinal, cardiovascular, central nervous system diseases, as well as bone 
marrow depression and selective cancers (kidney, lung, bladder) [1, 2]. The World 
Health Organization and the United States Environmental Protection Agency have 
established drinking water standards at 10 μg As L−1. Compounding the arsenic 
water and food threshold levels is problematic because arsenic speciation influences 
arsenic toxicity, with arsenite (As(III)) being perceived as appreciably more toxic 
than arsenate (As(V)) [3].

Arsenic soil surface horizon concentrations vary from 0.1 to 67 mg kg−1, 
with a geometric mean of 5.8 mg kg−1 [4]. Among sedimentary deposits, argil-
laceous sediments generally have greater arsenic concentrations (trace to 
13 mg kg−1) [4]. In Missouri, Aide et al. [5] measured soil arsenic concentrations 
in 22 pristine soil profiles and reported that the epipedons exhibited arsenic 
concentrations from 2 to 12 mg kg−1, whereas the argillic and cambic horizons 
exhibited greater arsenic concentrations, ranging from 10 to 30 mg kg−1. The 
source of the observed arsenic was speculated to be simply inherited in the 
parent material. Naturally occurring As-bearing minerals include: arsenopyrite 
(FeAsS), cobaltite ((Co,Fe)AsS), enargite (Cu3AsS4), erythrite (Co3(AsO4)2 
8H2O), orpiment (As2S3), proustite (Ag3AsS3), realgar (AsS), and tennantite 
(Cu12As4S13) [3, 4].

3. Soil chemistry of arsenic and arsenic speciation

Arsenite (As(III)) exists as the hydroxyl species (H3AsO3 - H2AsO3
1−)), whereas 

arsenate (As(V)) exists as an oxyanion (H2AsO4
1− or HAsO4

2−). Arsenite and 
arsenate may: (i) form complexes with soil organic matter, (ii) become adsorbed 
onto Mn- Al- and Fe-oxyhydroxides, (iii) become adsorbed onto phyllosilicates, 
(iv) leach or percolate to deeper soil horizons, or (v) undergo plant uptake [6–16]. 
Aide et al. [6] in a soil chemistry review of arsenic in the soil environment discussed 
(i) arsenic acid–base chemistry, (ii) commonly occurring As-bearing minerals, 
(iii) thermodynamics of arsenic oxidation – reduction, (iv) arsenic adsorption 
onto phyllosilicates and Fe-oxyhydroxides, and (v) competitive adsorption. Plant 
physiology and arsenic have recently been reviewed [7, 8].

4. Arsenite and arsenate as acids

Given the arsenite’s high pKa1 of 9.2, the dominant arsenite species will 
be H3AsO3 [14]. H2AsO3

−1 is a weak acid with a pKa2 = 12.7, thus HAsO3
−2 has 

a small activity within the normal alkaline pH range of most soil environ-
ments. Conversely, arsenate (H3AsO4) readily deprotonates to form H2AsO4

−1 
(pKa1 = 2.3). Additionally, H2AsO4

−1 will deprotonate to form HAsO4
−2 

(pKa2 = 6.8), thus H2AsO4
−1 and HAsO4

−2 are the dominant arsenate species in 
most soils. HAsO4

−2 will deprotonate to form AsO4
−3 (pKa3 = 11.6); however, 

this species will only exist in the most extreme alkaline soil environments. 
Monomethylarsonic acid (MMA or CH3AsO(OH)2 with pK1 = 3.6 and pK2 = 8.2) 
and dimethylarsenic acid (DMA or (CH3)2AsO(OH) with pK1 = 6.2) may also 
readily exist in soil environments [17].
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5. Arsenite and arsenate as oxidation and reduction species

Wagman et al. [18] used standard free energies of formation to determine half-
cell reactions for arsenate to arsenite reduction:

 ( ) ( )− ++ − + = + = −2 230.5 H AsO4 e 1.5H 0.5 0.5H O 10.84As OH pK  

 ( ) ( )− ++ − + = + = −2
4 230.5 HAsO e 2H 0.5 H O 14.22As OH pK  

Using protocols from Essington [19], the predominance diagram (Figure 1) 
illustrates the relative stability regions for arsenite and arsenate species expected 
in the soil environment, ranging from pH 3 to pH 9. The Pourbaix diagram (pre-
dominance diagram) shows the transitional nature of As(V) as a proton donor and 
the reduction of As(V) to As(III). The demarcation of oxic, suboxic, and anoxic 
regimes was discussed in Essington and we note that arsenate largely exists in oxic 
to suboxic regimes [19]. Arsenite formation in anoxic soil environments is thermo-
dynamically favored in increasingly acidic soil environments.

Arsenic reduction is mediated by the soil’s microbial population, effectively 
supporting electron donation from suitable organic substrates. Dissimilatory 
arsenate-reducing bacteria can effectively reduce arsenate to arsenite by using 
arsenate as a terminal electron acceptor [20–22]. Xu et al. [23] demonstrated that 
reduction of arsenate to arsenite post root uptake, coupled with efflux from the root 
to the rhizosphere, also contributes to arsenate reduction. Qiao et al. [24] employed 
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Figure 1. 
Predominance diagram showing arsenic species predominance zones for given pe and pH as master variables 
(created by authors of this manuscript).
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anaerobic microcosms to demonstrate that humic substances facilitate arsenic 
reduction. Fulvic acid was more effective in reducing arsenic than humic acid, and 
humic acid was more effective in reducing arsenic than humin. As a carbon source, 
fulvic acid supported microbial activity and reduced fulvic acid acted as an electron 
shuttle to reduce Fe(III)-oxyhydroxides and As(V). Arsenic may be co-precipitated 
with Fe-oxyhydroxides, and the reductive dissolution of these Fe-oxyhydroxides 
may promote the release of arsenate, which may then be subsequently reduced to 
arsenite. Mn-oxyhydroxides have been implicated in the oxidation of arsenite to 
arsenate [25–29].

6. Groundwater irrigation as an arsenic source for Rice accumulation

In the Indo-Gangetic Plain, Vicky-Singh et al. [30] documented arsenic 
 concentrations of soil surface horizons and surface and groundwater resources. 
They reported that tube-well water ranged from 5.3 to 17.3 μg L−1 and soil horizons 
ranged 1.09 to 2.48 mg kg−1, with data showing that tube well water irrigation was 
contributing arsenic to soil. In the Mekong Delta (Vietnam), Huang et al. [31] 
documented multiple groundwater samples having arsenic concentration greater 
than 50 μg L−1 and demonstrated that As(III) was the more abundant valance state. 
The historical applications of As-bearing groundwater correlated with arsenic soil 
accumulation. Radu et al. [28] performed a batch experiment involving pyrolusite 
(MnO2) to show that second order kinetics, which incorporated MnO2 concentra-
tions, described arsenite oxidation. Subsequent arsenate adsorption was appropri-
ate described using the Langmuir equation.

Farooq et al. [32] investigated arsenic accumulation associated with irrigation 
and agronomic practices in the Bengal Delta. Two different fields were irrigated 
with different arsenic concentrations in the groundwater, with one field planted 
to wheat and the other field planted to rice. These authors indicated that the more 
concentrated As-bearing groundwater in the rice field did not increase the arsenic 
soil concentrations as significantly as the wheat field, which was irrigated with 
less concentrated As-bearing groundwater. The authors proposed and provided 
evidence that greater quantities of rice plant residue, with its production of organic 
acids, supported arsenic diffusion to deeper soil horizons. Arsenic concentrations 
exceeding 10 μg L−1 appear to be more frequent in the western United States, dem-
onstrating that the local geology is important in influencing water quality [33]. In a 
recent review, Mohanty [2] documented the efficacy and deficiencies of technolo-
gies involving treatment of arsenic-bearing groundwater, which may be employed 
to improve irrigation water quality.

7. Adsorption of Arsenite and arsenate species

Arsenite and arsenate species experience pH-dependent adsorption and 
 co-precipitation with Fe-oxyhydroxides, most notably ferrihydrate (β-FeOOH), 
lepidocrocite (γ-FeOOH), goethite (α-FeOOH), and hematite (Fe2O3) [3, 17]. 
Surface protonation of goethite (pK = −9.6) permits the interface to acquire ampho-
teric positive charge densities sufficient to promote monodentate or bidentate 
arsenite adsorption [6, 29]. Arsenite and arsenate adsorption may result in both 
monodentate and bidentate bonding structures [3, 10, 14, 17, 22, 34–36].

The optimal pH for arsenic adsorption depends on (i) experimental protocols, 
and (ii) the presence of phosphate, silicic acid, naturally occurring organic acids, 
and other competing anions. The optimal pH for the adsorption of arsenite on 
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Al- and Fe-oxyhydroxides ranges from pH 7 to 10, [14, 34–43], whereas the optimal 
pH for the adsorption of arsenate on Al- and Fe-oxyhydroxides varies across the pH  
range of 4 to 7 [17, 37, 44–46]. Cornu et al. [13] observed an arsenate adsorption 
pH dependency with both kaolinite and humic acid treated kaolinite. Interestingly, 
Cornu et al. [13] observed that arsenate adsorption onto humic acid treated kaolin-
ite was greater than for untreated kaolinite when the electrolyte solution was a 
Ca(NO3)2 media, whereas arsenate adsorption was substantial decreased on humic 
acid treated kaolinite in NaNO3 media. Goldberg [14] investigated arsenic adsorp-
tion on Al-oxides, Fe-oxides and reference phyllosilicates (kaolinite, illite and mont-
morillonite). Arsenate adsorption was pH-dependent with arsenate adsorption less 
evident on transition to alkaline media. Arsenate adsorption decreased above pH 9 
for Al-oxides, above pH 7 for Fe-oxides and pH 5 for the reference clays. Arsenite 
adsorption showed a maximum adsorption near pH 8 for non-crystalline aluminum 
oxides and exhibited little pH dependence on non-crystalline Fe-oxides [14].

Jackson and Miller [17] evaluated various concentrations of phosphate (pH 3 
and 7) to extract arsenite, arsenate, dimethylarsinic acid, and monoethylarsonic 
acid adsorbed onto goethite and non-crystalline Fe-oxyhydroxides. Phosphate was 
demonstrated to displace arsenite and arsenate. Khaodhiar et al. [47] prepared iron 
oxide coated sand (Fe2O3) to show that arsenate adsorption was strongly adsorbed 
at acidic to slightly acidic pH values and adsorption decreased with increasing 
pH. Grafe et al. [35] investigated arsenite and arsenate adsorption on goethite and 
observed that arsenate adsorption decreased gradually and continuously from pH 3 
to pH 11. Arsenite adsoption was shown to have a maximum adsorption at pH 9. 
The influence of either fulvic acid or humic acid addition resulted in a reduction in 
adsorption for both arsenite and arsenate.

Sulfate, carbonate, and dissolved organic matter have been shown to be 
relatively less effective than phosphate in displacing arsenic [37]. Using goethite 
as the bonding surface, Luxton et al. [34] showed that silicic acid (H4SiO4) was 
able to effectively displace arsenic. Swedlund and Webster [48] demonstrated that 
H4SiO4 may displace arsenite from ferrihydrate. Zhang and Selim [39] observed 
arsenic desorption by phosphate, whereas Xu et al. [43] documented arsenic 
phosphorus-induced desorption from crystalline and non-crystalline aluminum 
oxides. Smith and Naidu [46] provided data on the kinetics of arsenic desorption, 
illustrating the importance of studies to understand the equilibrium is rarely 
achieved in natural systems.

Yamamura et al. [20] amended soils with As(V) laden Fe oxyhydroxides with 
solution supplemented with either lactate or acetate. After 40 days, there was a 
greater arsenic release rate in lactate amended systems, suggesting that lactate is a 
suitable carbon source and both dissimilatory metal(loid) reducers and anaerobic 
fermenters support arsenic extraction. Razzak et al. [49] documented oxida-
tion–reduction processes in groundwater support simultaneous release of iron 
and arsenic, thus demonstrating that groundwater irrigation may be an effective 
arsenic source.

8. Influence of iron plaque on Rice roots and its effect on arsenic uptake

Aquatic plants frequently show accumulations of iron and manganese coatings 
(Fe-plaque) on root systems, commonly attributed to more oxidized soil conditions 
in the root rhizosphere leading to ferrous to ferric ion production and subsequent 
hydrolysis to a Fe-Mn oxyhydroxide status. Many researchers have investigated 
whether Fe-plaque on rice root systems act as a preferential adsorption site for 
arsenic, thus limiting the potential for arsenic accumulation in plant organs  
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[12, 43, 50–52]. Most authors acknowledge that the degree of arsenic adsorption 
by Fe-plaque and the protection afforded towards limiting arsenic accumulation in 
plant tissue is dependent on (i) soil pH, (ii) the soils oxidation oxidation–reduction 
status of the bulk soil and the rhizosphere, (iii) the microbial composition, (iv) 
the quantity of Fe-plaque present on the rice roots, (v) the stage of growth of the 
rice plant, (vi) the arsenic flux towards the root system and (vii) the presence of 
competing anionic species in the adsorption processes.

Dong et al. [50] observed that Fe-Mn plaque formation on rice roots was 
increased because of inoculation with Fe/Mn-oxidizing bacterial strains. The activ-
ity of bacterial strains, in combination with exogenous ferrous iron, significantly 
decreased As and Cd uptake in rice. Interestingly the untreated check showed the 
following rice plant arsenic concentrations: 354 mg kg−1 for roots, 14.2 mg kg−1 for 
stem (culm), 24.4 mg kg−1 for leaf, and 0.81 mg kg−1 for brown rice. Conversely, 
the bacterial strains plus exogenous Fe(II) showed the following rice plant organ 
arsenic concentrations: 259 mg kg−1 for roots, 13.0 mg kg−1 for stem (culm), 
19.2 mg kg−1 for leaf, and 0.72 mg kg−1 for brown rice.

9. Arsenic and plant physiology

Arsenic may limit rice growth and development [1]. Finnegan and Chen [7] 
and Sharma et al. [8] each reviewed the plant physiology of arsenic on plant 
growth and development. These authors discussed evidence that arsenite and 
arsenate are taken up by root cells, but arsenate is rapidly reduced to arsenite. 
Cellular disruption may be caused by both arsenite and arsenate; however, the 
mechanisms are distinctly different.

Arsenite is dithiol reactive and readily binds and potentially inactivates selective 
cysteine containing enzymes and dithiol co-factors. As(III) enters root cells via 
aquaporin (nodulin26-like intrinsic proteins) and xylem export to stems may occur. 
Arsenite may bind from one to three sulfhydryl groups, influencing the physiologic 
behavior of transcription factors, signal transduction proteins, proteolytic pro-
teins, metabolic enzymes, redox regulatory enzymes, and structural proteins. The 
binding of As(III) to thiols may constitute the main detoxification pathways [7, 8]. 
Arsenate may replace Pi in critical biochemical reactions: (i) glycolysis, (ii) oxida-
tive phosphorylation, (iii) phospholipid metabolism, (iv) DNA and RNA metabo-
lism, and (v) cellular signaling [7, 8]. Both arsenite and arsenate may increase 
oxidative stress by inducing the production of reactive oxygen species; that is, the 
production of superoxide (O2•−), hydroxyl radical (•OH), and peroxide (H2O2). 
Glutathione (a tripeptide with linkage between the carboxyl group of the glutamate 
side-chain and cysteine) is an antioxidant that assists in preventing reactive oxygen 
species from disrupting cellular function. Ascorbate may also limit reactive oxygen 
species damage [7, 8].

Other metabolic consequences of arsenic include: (i) chloroplast shape irregu-
larities and reduction of chlorophyll content, (ii) altered carbohydrate metabolism 
involving sucrose and starch, (iii) reduced micronutrient uptake, (iv) altered ATP 
synthesis, (v) altered stomatal conductance, (vi) altered lipid metabolism and the 
integrity of cellular membranes [8]. Belefant-Miller and Beaty [53] observed the 
plant distribution of arsenic in rice plants might influence “straighthead”. Yan et al. 
[54] identified soil arsenic bioavailability is associated with “straighthead” disorder 
in rice. Lim et al. [55] reviewed the effect of arsenic compounds on plant growth. In 
a subsequent review, Kofronova et al. [56] focused on arsenic physiology in hyper-
accumulating plants and documented the following research outcomes: (i) arsenic 
interfered with basic cellular metabolism, including carbohydrate metabolism in 
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photosynthesis, (ii) arsenite and arsenate were xylem transported, (iii) arsenate 
reduction was associated with arsenate reductase and arsenite interacted with 
glutathione for passage into the cell’s vacuole, (iv) arsenate interfered with cell 
wall physiology, decreased ribulose-1,5 biphosphate carboxylase/oxygenase, and 
competed with phosphorus in oxidative phosphorylation. Arsenite interfered with 
hormonal physiology and restricted pigment system II and chlorophyll functioning.

In a greenhouse project, Jung et al. [57] amended soil at arsenic rates of 
0 (untreated check), 25, 50 and 75 mg As kg−1. The 50 mg As kg−1 amended 
level inhibited shoot growth. Chauhan et al. [58] observed that the presence of 
increased heavy metal activity and arsenic availability reduced the activity of key 
soil enzymes, suggesting that bacterial diversity and microbial functioning were 
impaired.

10. Phytoremediation of arsenic impacted soils

Considerable research has focused on the subtropical fern Pteris vittata as an 
effective phytoremediation species for arsenic removal from impacted soils [59, 60]. 
In a two-year study, Lei et al. [59] observed that P. vittata effectively removed soil 
accumulated arsenic; however, the study highlighted the need to assess arsenic 
atmosphere deposition to ascertain the proper arsenic removal capacity. Rahman et 
al. [61] performed solution culture and soil container greenhouse trials involving 
Pteris multifida to assess this species efficacy to hyperaccumulate arsenic. P. multi-
fida was able to accumulate arsenate. P. multifida also was more suitable for non-
tropical climate than Pteris vittate. Yang et al. [60] performed a greenhouse trial to 
assess the influence of monoammonium phosphate and citric acid amendments to 
improve the efficacy of Pteris vittate to hyperaccumulate arsenic. Both monoam-
monium phosphate and citric acid augmented the phytoremediation efficacy of 
P. vittata.

11.  Soil amendments and their efficacy in reducing Rice arsenic 
accumulation

Numerous rice researchers have documented the effectiveness of soil amend-
ments to mitigate rice arsenic accumulation. Toor and Haggard [44] and Wu et 
al. [62] investigated the effectiveness of phosphate, whereas Li et al. [63], Wei 
et al. [64] and Swedlund and Webster [48] each investigated the effectiveness of 
silicon (Si). Wei et al. [64] evaluated several Si-bearing products to evaluate their 
efficacy to increase rice yield and reduce rice uptake of arsenic, lead (Pb) and 
cadmium (Cd). The Si-bearing materials increased rice yield and reduced root to 
shoot transfer of As, Pb and Cd. Zou et al. [65] and Gemeinhardt et al. [66] inves-
tigated the effectiveness of ferrous sulfate, demonstrating that Fe2+ oxidation and 
Fe-oxyhydroxide synthesis in the rhizosphere may provide a substrate for arsenic 
adsorption. Wu et al. [62] investigated biochar modified with Fe compounds as 
soil amendments to reduce arsenic bioavailability, with Fe-oxyhydroxide-sulfate 
showing promise as an effective amendment by reducing arsenic extraction 
with NaHCO3.

The application of phosphorus amendments in greenhouse pot culture experi-
ments with wheat in dry cultures and rice in flood cultures revealed that phos-
phorus applications increased arsenic concentrations in both the wheat and rice 
experiments [67]. Thin film diffusive gradient technology showed that arsenic 
release from the soil’s solid phase was augmented by phosphorus competition. 
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Kaur et al. [68] documented that selenium was effective in reducing arsenic uptake. 
Arsenic concentrations were lowered in the roots, straw, and seed because of the 
selenium amendments. Future research is desired to explore selenium as an effec-
tive soil amendment to reduce arsenic rice accumulation. Wang et al. [69] showed 
promise that microalgae in paddy fields could sequester arsenic prior to rice root 
uptake, thus limiting arsenic accumulation in rice.

12. Irrigation management to limit Rice arsenic accumulation

Irrigation management of rice has been extensively studied to determine if 
restricted water application may result in reduced arsenic uptake [70–75]. In 
Missouri, Aide et al. [71], in a two-year rice study, investigated two irrigation 
regimes involving delayed flood and furrow irrigation on silt loam and clayey soils 
to assess arsenic uptake. Across both years and soil-types, rice total arsenic uptake 
was substantially reduced in rough rice seed for the furrow irrigated regime. Aide 
and Goldschmidt [72] in a two-year project involving 20 rice varieties similarly 
demonstrated that furrow irrigated rice had dramatically reduced arsenic concen-
trations in paddy (rough) rice compared to delayed flood irrigated rice. All furrow 
irrigated rice had rough rice total arsenic concentration below 0.1 mg kg−1, with 17 
of the 20 rice varieties having less than 0.05 mg As kg−1. The mean arsenic concen-
trations for the delayed flood rice regime were approximately 0.28 mg As kg−1.

Aide demonstrated that furrow irrigation, involving three rice varieties in 2018 
[75] and six varieties in 2019 [73], resulted in substantially smaller arsenic concen-
trations in rice straw and rough rice seed than delayed flood. Aide [74] in a review 
of water availability and research involving water-restricting irrigation regimes 
in Egypt, India and Eastern Asia demonstrated that alternate wetting and drying 
irrigation frequently was water conserving and limited arsenic uptake. Many of 
the research citations documented rice yields that were comparable to traditional 
irrigation regimes; however, additional research remains to be performed to provide 
consistency in yield attainment. An additional benefit of reduced irrigation of rice 
was a reduction in methane emission, a potent greenhouse gas [70].

Carrijo et al. [76] performed a compelling rice meta-study involving 56 studies 
comparing continuous flood with alternate wetting and drying (introduction of 
unsaturated soil water conditions), with most of the studies derived from Asia. 
They defined and partitioned alternate wetting and drying irrigation regimes into 
“safe” or “mild” (where the soil water matric potential was equal to or smaller than 
−20 kPa) and “severe” (where the soil water matric potential was below −20 kPa). 
The meta study documented the following: (i) the presence of unsaturated soil 
water conditions imposed during the entire growing season depressed rice yields, 
whereas unsaturated soil water conditions prior to either heading only (vegetative) 
or post heading (reproductive) only demonstrated little to zero yield loss, (ii) in 
most cases mild or safe alternate wetting and drying do not depress rice yields, 
whereas severe alternate wetting and drying showed yield reductions, (iii) yield 
losses were more significant in low organic matter soils or soils having alkaline pH 
levels, (iv) compared to the continuous flood system the alternate wetting and dry-
ing systems exhibited smaller water use rates and where mild alternate wetting and 
drying was practiced the water use efficiency was greater.

In China, He et al. [77] compared rice growth characteristics and yields in flood 
and non-flood systems and documented that rice root length density, leaf dry 
weight, shoot dry weight, and root activity were greater in the non-flood irrigation 
system at mid-tillering. Yields were typically greater in the flood system across all 
treatments. In California, Li et al. [78] investigated several alternate wetting-drying 
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irrigation systems with respect to continuous flood. The alternate wetting and 
drying were imposed at panicle initiation or 50% heading, with various degrees 
of drying established for each crop growth stage. At crop maturity total arsenic 
concentrations were greatest for the root system (14.8 mg As kg−1), whereas straw 
arsenic concentrations were 0.64 mg As kg−1. The arsenic concentrations in the 
root systems were primarily associated with Fe-plaque. Grain arsenic concentra-
tions, when compared to continuous flood, were 57% redcued for brown rice and 
63% reduced for polished rice. As the driest alternate wetting-drying episode, rice 
grain exhibited 78% less DMA and 40% less inorganic arsenic when compared to 
continuous flood. In California, Carrijo et al. [79] observed rice irrigation involv-
ing continuous flood and three alternate wetting and drying irrigation regimes 
with differences in drying severity (low, medium (−71 kPa) and high (−154 kPa) 
and three timings of the drying episodes (panicle initiation, booting and heading. 
Imposition of the medium and high drying episodes decreased arsenic uptake by 41 
to 61%. The booting and heading drying episodes showed better arsenic mitigation 
responses.

13. Prospects and research needs

Arsenic accumulation in rice is a substantial global concern [1, 4, 6]. The soil 
chemistry of arsenic accumulation in rice is rapidly being elucidated; however, 
studies have yet to develop consistent desirable outcomes with respect to irrigation 
technology, soil amendments, phytoremediation, and yield maintenance. Alternate 
wetting and drying and furrow irrigation are competing irrigation regimes, with 
research showing substantial reductions in arsenic accumulation. However, rice 
yield maintenance, implementing reliable nitrogen fertilization practices, and 
providing effective weed management programs remain problematic, especially 
when food security and traditions may be compounding realities. Water scarcity 
and climate change provide both opportunities and setbacks to altering irrigation 
methods [80].

The understanding of rice physiology and arsenic is beginning to be formulated. 
Das et al. [81] illustrated the importance of biochemical relationships involving 
ascorbate-glutathione cycle and thiol metabolism to support reducing yield sup-
pression in arsenic impacted rice. Wu et al. [82] showed the promise of arsenic-
phosphate interactions involving phosphate transporter expression in rice. Thus, 
understanding arsenic root uptake at the cellular membrane level and its subsequent 
movement within the plant, combined with rice breeding and cultivar selection, 
remain clear avenues of research to reduce the human daily uptake of arsenic.

The prospect of reducing arsenic uptake rests with a global effort to: (i) pro-
duce cultivars that restrict arsenic uptake to root cells and exude arsenic to the 
rhizosphere, and (ii) alter irrigation practices to provide sufficient intervals of 
oxic soil environment to mitigate arsenic bioavailability. These approaches will also 
provide other environmental advantages, including water conservation and reduced 
methane emission [83].
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Abstract

Precision agriculture (PA) transforms traditional practices into a new world of 
production of agriculture. It uses a range of technologies or diagnostic tools such as 
global navigation satellite system (GNSS), geographic information systems (GIS), 
yield monitors, near-infrared reflectance sensing, and remote sensing in collecting 
and analyzing the in-field spatial variability data, thereby enabling farmers to mon-
itor and make site-specific management decisions for soils and crops. PA technol-
ogy enables visualization of spatial and temporal variations of production resources 
and supports spatially varying treatments using variable rate application technolo-
gies installed on farm agricultural field machinery. The demand for PA is driven by 
recognition within-field variability and opportunities for treating areas within a 
field or production unit differently. PA can be applied to multiple cultural practices 
including tillage, precision seeding, variable rate fertilizer application, precision 
irrigation and selective pesticide application; and facilitates other management 
decisions making, for example, site-specific deep tillage to remove soil compac-
tion. PA technology ensures optimal use of production inputs and contributes to a 
significant increase in farm profitability. By reducing crop production inputs and 
managing farmland in an environmentally sensible manner, PA technology plays a 
vital role in sustainable soil and crop management in modern agriculture.

Keywords: farm profitability, GNSS, GIS, precision agriculture, remote sensing, 
site-specific management, soil and crop management, sustainability

1. Introduction

Soil and water are essential resources for food production and sustaining human 
life. These resources are under pressure given the expansion of urban areas and the 
effect of climate change. Global food demand increases with population growth 
and improvement in the quality of life. The world must increase food production to 
feed more than an estimated 9 billion people by 2050 [1] with its limited arable land 
and natural resources. The advent of new technologies such as precision agriculture 
(PA) will significantly impact our ability to improve agricultural productivity in a 
sustainable manner on a global basis. PA is described as “the science of improving 
crop yields and assisting management decisions using high technology sensor and 
analysis tools” [2]. It is the art and science of utilizing advanced technologies such 
as global navigation satellite systems (GNSS), geographical information system 
(GIS), remote sensing, spatial statistics, and farm management information 
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systems (FMIS) for enhancing efficiency, productivity, and profitability of agri-
culture while reducing environmental pollution [3, 4]. Further, PA management 
coupled with genetic improvements in crop traits could play a vital role now and in 
the future in meeting global demands for food, feed, fiber, and fuel [5]. By adapting 
and managing production inputs within a field, PA allows better use of resources 
to enhance the sustainability of the food supply while maintaining environmental 
quality [6].

Currently, PA technologies are evolving at a relatively faster pace given the 
affordability of onboard computer power. It contains different types of new tech-
nologies, such as GNSS, sensors, geo-information systems, geo-mapping, robotics, 
and emerging data analysis tools. To evaluate crop health and performance in situ 
sensors, spectra radiometers, machine vision, multispectral and hyperspectral 
remote sensing, thermal imaging, and satellite imagery are used by researchers and 
innovative farmers [7–11]. Undoubtedly, the idea behind using these technologies is 
to make farming systems more efficient, profitable, and sustainable. Sensing tools 
help in evaluating crop biomass, weed competition, nutrient status and soil proper-
ties, and provide valuable data required for site-specific management (SSM) [8].

Current field machinery has great potential to revolutionize PA due to its ability 
to collect more data at a higher resolution and offer an increased capacity for 
detailed management of crops [12]. These machinery can be operated with the help 
of navigation geographic information systems, which is a system that combines 
both GNSS and GIS systems [10]. This system includes components not limited to 
i) map display, ii) path planning, iii) navigation control, iv) sensor system analysis, 
v) precision positioning and data communication [10]. The use of auto-steering 
GNSS-controlled tractors optimizes path planning while reducing overlap. Map-
driven seeding operations facilitate matching plant populations and crop genetics 
with the soil landscape based on historical crop yield as assessed from yield monitor 
data. Further, the same historical yield data can be used to enhance nutrient man-
agement and irrigation scheduling, thereby simultaneously enhancing productivity 
and profitability for farmers. Modern agriculture has also coined the term “Smart 
Irrigation”, which is essentially an Internet of Things (IoT) application in PA. The 
system senses soil moisture levels and manages irrigation scheduling in real time 
along with providing a record of field conditions and applied water to supplement 
farm management records [13].

PA tools can save farmers money as they enhance the efficiencies of commercial 
cropping systems [14]. Research conducted in the U.K. shows that a positive yield 
response over 20–30% of a 250-ha farm when using variable rate technology 
(VRT) to spatially manage nitrogen (N) management with concomitant increases 
in crop yield from 0.25 to 1.10 Mg ha−1 [15, 16]. Three years of study conducted by 
Longchamps and Khosla [17] showed that VRT can increase N use efficiency while 
simultaneously maintaining productivity and decreasing overall N introduction to 
the environment. Besides, PA reduces overall production cost while achieving at 
least equal crop yields when compared with conventional practices [18]. Variability 
driving the adopting of PA arises from variations in field topography, soil proper-
ties, soil nutrients, crop canopy, crop density and biomass, water content and avail-
ability, rainfall distribution, weeds, pest and disease infestations, tillage practice, 
crop rotation, and other factors [8, 19–22]. Low variance of soil parameters such 
as pH, phosphorus (P), or potassium (K) can be easily managed compared with 
substantial variations such as insect and disease infestation [23]. Variability within 
fields is typically measured by soil sampling, field scouting, physical measurements, 
soil survey, and yield monitoring [24]. However, the success of PA depends on the 
evaluation and management of spatial and temporal patterns in crop production. 
A graphical overview of PA technology is shown in Figure 1.
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Sustainable soil and crop management are essential to improve the sustainability 
of agriculture [25]. Researchers consider pursuing the aim of agricultural sus-
tainability through precision farming [25, 26], sustainable intensification [27], 
climate-smart farming [28], and integrated soil management [29], and many more. 
However, to achieve this, the cumulative use of best management practices (BMPs) 
of the agroecosystems is required, where i) optimum utilization of resources will 
be ensured, ii) soil health and quality will be maintained, and iii) environment 
and social benefits will be guaranteed at present without compromising the future 
[30–33]. Several studies showed that PA technologies could ensure the best utiliza-
tion of resources, reducing variable costs and increasing farm productivity and 
income concurrently while decreasing the environmental impact [24, 26, 34–36].

2. Precision agriculture

PA is an innovative production system that is accomplished through the mea-
surement of crop production variables coupled with the application of informa-
tion technologies. Multiple terms have been coined by researchers to describe the 
application of PA practices to modern farming. The application of PA practices is 
sometimes termed “precision farming,” “site-specific farming,” “site-specific man-
agement,” “spatially variable crop production,” “grid farming,” “technology-based 
agriculture,” “smart farming,” “satellite farming,” and so on. The National Research 
Council [37] defined PA as “a management strategy that uses information technolo-
gies to bring data from multiple sources to bear on decisions associated with crop 
production.” According to Olson [32], who proposed a complete definition of PA is 
“the application of a holistic management strategy that uses information technology 
(IT) to bring data from multiple sources to bear on decisions associated with agri-
cultural production, marketing, finance, and personnel [32].” More simply defined, 
PA is a farming concept that utilizes GIS to map in-field variability to maximize the 
farm output via optimal use of inputs [34].

Figure 1. 
A brief diagram of precision agriculture indicates concerns due to spatial and temporal variability, possible 
solutions/importance of PA, and a set of technologies encompassing PA and decision support systems.
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PA encompasses the integrated use of GIS and GNSS tools to provide detailed 
information on crop health and soil variability [38]. It combines sensors, IT tools, 
machinery, and informed management decisions to enhance and optimize agricul-
tural productivity by accounting for in-field variability and uncertainties within 
agricultural systems [6]. The primary goal of PA is to enhance sustainable soil and 
crop management of the farm by utilizing resources to increase food production and 
long-term profitability while reducing variable costs and environmental contamina-
tion. The specific purposes of PA are, therefore, to i) increase farm profitability, ii) 
enhance production, iii) reduce investment, iv) reduce soil erosion, v) reduce the 
environmental impact of fertilizer and pesticides, and vi) manage large farms in an 
environmentally sensible manner [32, 39]. PA has mainly three major components, 
namely: i) information, ii) technology, and iii) management (Figure 2). Thus, PA 
can be accomplished by recording data at an appropriate scale and frequency, proper 
interpretation and analyses, and finally, generation of actionable management deci-
sions to implement at an accurate scale and time [37].

Several “Rs” (R stands for right) are recognized in PA, especially for nutrient 
stewardship that optimizes maximum crop yield and reduces nutrient losses. PA 
encompasses the optimum management of production inputs by implementing 
three “Rs”: the Right time, the Right amount, and the Right place [40]; four “Rs” 
[41] which includes an additional R, the Right source and five “Rs” [42] which 
described an additional R, the Right manner in addition to the earlier four “Rs”. The 
“Rs” applied to nutrient stewardship in PA directs farmers to place optimum nutri-
ents in the root zones and make them available for crops when needed. PA involves 
better management of crop production inputs such as fertilizers, seeds, pesticides, 
herbicides, and machinery fuel by implementing the right management practice at 
the right place and time [43].

3. Importance of precision agriculture

PA is an approach for managing farms with the help of IT that improves the 
efficiency, productivity, and profitability of agriculture. PA can maximize land use, 
reduce the usage of inputs, and optimize crop management, resulting in healthier 

Figure 2. 
Major components of PA.
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crops and increased crop yield [35]. Technological advances are transforming 
agriculture as producers see many benefits from its innovation. Technologies such 
as GNSS guidance, autonomous tractors, agricultural drones, GIS, sensors, and 
software are assisting farmers to be more efficient than ever before [12, 38, 44, 
45]. These technological advances help farmers specify the exact inputs and quan-
titates, and precisely where to apply, to produce better crops, more food, and save 
resources. Robert [46] alluded that “PA is not just the injection of new technologies, 
but it is rather an information revolution, made possible by new technologies that 
result in a higher level, a more precise farm management system.”

Precision technologies precisely control various field operations required for 
crop production. PA advocates the need for precise agricultural input management 
in an environmentally sensible manner, which is consistent with the long-term 
sustainability of production agriculture [5, 24, 36]. Nevertheless, a farmer’s under-
standing of the within-field variability is essential. In conventional farming sys-
tems, farmers generally apply inputs such as fertilizer and pesticides uniformly to 
the whole field. They rarely think about spatial variations due to soils types, electri-
cal conductivity (EC), soil moisture content (MC), pH, and nutrient availability. 
Further, the spatial variability of soil across the fields can be caused by land topog-
raphy, soil texture, and historical management practices such as cropping patterns, 
crop rotations, soil fertility programs, and soil compaction over the years [47]. The 
use of “blanket doses” of valuable inputs results in a portion of those inputs never 
being used by plants. This results in an increase in production costs of the farm 
while causing environmental pollution. In the U.K., considerable differences in 
the spatial patterns and magnitudes of crop yield variation were reported even in 
uniformly managed fields due to soil variability, rainfall, and field operations [15]. 
PA technologies assist in quantifying and managing spatial variability of soils by 
developing site-specific management zones (SSMZs), which subdivide the field by 
treatment regiments. Therefore, precise crop input management enhances nutrient 
use efficiency, especially environmentally sensitive macro- and micronutrients, 
particularly N [24, 48]; while maximizing farm output and profitability [32, 39].

4. A brief history of precision agriculture

The historical development of current PA technologies spans a period of over 
40 years. A brief history of PA technologies is warranted to given that adoption in 
some areas have lagged. The following discussion is divided between two rather 
distinct areas—pre-GNSS (before 1980) and post-GNSS (1980s and beyond).

4.1 Before the 1980s

Early in the twentieth century, research focused on topics such as field hetero-
geneity, spatial variability, and site-specific agriculture was concentrated mainly 
on crop nutrient management [49–51]. Soil sampling at 15 cm depth on a 0.4 ha 
grid was reported as the first known recommendation to address these concerns 
[50], including works focused on developing statistical tools and methods [52]. The 
mechanization of agriculture, including tractors and fertilizer applicators in the 
1930s, increased food production and farm efficiency [53]. Melsted and Peck [54] 
considered visionaries, helped build the foundation for successful variable-rate 
fertilizer application using a soil sampling on a 24.3-m grid pattern around 1961 
[51]. The Green Revolution that occurred during the 1950’s and 1960’s increased 
agricultural production worldwide, particularly in the developing world [55], and 
saved over a billion people from starvation. The main components of the “Green 
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Revolution” included high-yielding cereals, fertilizers and agro-chemical applica-
tion, irrigation, and improved management practices and mechanization. The U.S. 
Department of Defense first developed a satellite-based radio-navigation system, 
the global position system (GPS), in the 1970s, but it was confined for military 
uses until 1980, when encryption was partially eliminated, thereby encouraging 
civilian use [56]. However, the GPS usage was prevalent in agriculture did not 
occur until 1993, given the lack of available correction to improve the horizontal 
accuracy of coordinates (< 2.0 m) [57]. GPS served as a model for other countries to 
develop similar radio-navigation systems today, and when combined, is now known 
as GNSS.

4.2 1980–1990

PA farming practices were largely believed to originate in the early 1980s [43, 58] 
linked with the advent of the GIS and later GPS into the agricultural sector [59, 60]. 
The vision began to materialize for what a personal computer coupled with a GIS 
and a GPS could mean for agriculture [11]. In the late 1980s, research activities in PA 
continued with the development of yield monitors, grid soil sampling, soil sensors, 
GNSS receivers and differential correction capabilities, and VRT, more so in the 
United States and Europe than in other countries [58]. Both academic (university) 
and industries were dedicated to improving practical and cost-effective implementa-
tion of these systems. The main thrust was to adapt IT software and hardware along 
with appropriate communications technologies to agricultural settings. The value of 
the geographically positioning capabilities supported the collection of field data and 
observations and later produced different derivative products such as yield and VRT 
maps. However, the main obstacles during this time included lack of understand-
ing, lack of support, evolving equipment, lack of standardization, inefficiencies of 
design, and many more [57, 60].

4.3 1990–2000

PA has been practiced in the mid-1990’s [43]. Equipment manufacturers 
introduced more accurate GNSS receivers, yield monitors, and software packages. 
By the early 1990s, yield monitors and VRT controllers became commercially 
available [58]. A significant step in making the PA possible was the invention of the 
on-the-go crop yield monitor in 1993 [61]. John Deere developed their first GPS 
receiver integrating satellite control into their product line in 1996 [62]. The evolv-
ing GNSS assisted farmers in tracking the coordinates of material applications or 
harvested biomass across a field. Popular laptop computers and handheld devices 
such as personal digital assistants (PDAs) with appropriate software contributed 
to significant advances in PA. These systems allowed PA to within-field locations, 
trace field boundaries, and record crop health observations. However, companies 
utilized numerous proprietary wiring, devices, and file formats for recording 
and transferring data. Hardware and software incompatibilities along with steep 
learning curves presented major hurdles for early adopters during this decade 
[11]. Many companies emerged with solutions for productive agriculture. In fact, 
industry, agribusiness managers, and farmers have played a significant role in the 
development of PA [63]. The agricultural community witnessed rapid growth and 
progress of PA technologies since the mid-1990s with the advances in GNSS, GIS, 
sensors, and remote sensing technologies [58]. Some equipment companies worked 
with growers, while others worked with retailers, distributors, crop consultants, 
and university extension personnel to engage growers. Several international con-
ferences have been held, such as the 1992 First International Precision Agriculture 
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Conference in Minnesota and Biannual European and Asian conferences in 1997 
and 2005, respectively [58], and so on. “Precision Agriculture,” a new journal 
launched in 1999, and PA research have become a popular topic in this and other 
academic journals on a global scale.

4.4 2000–2010

PA services became more mainstream and profitable during this decade. The 
widespread use of tablet computers and cell phones, and smartphones and their 
ability to access the Internet aided the immediate and more effective implementa-
tion of help PA activities. The introduction of flash drives and cloud computing 
fostered the aggregation and analyses PA data exchanged between the field and data 
repositories. Several books on this topic have been published, including Handbook 
of Precision Agriculture: Principles and Applications [64], The Precision-Farming 
Guide for Agriculturists [65], and more. The conferences, proceedings, journals, 
and books provide effective forums for disseminating original and fundamental 
research and experiences in the fast-growing area of PA [58].

4.5 2010–2020

PA became even more mainstream during the 2010s decade. Larger and small 
companies alike came forward as partners integrating with the larger companies. 
These companies offered new technologies or solutions to growers at scale. There 
was growing competition among companies to either provide PA products or ser-
vices. The unprecedented growth of PA has been observed in countries such as the 
United States, Canada, Germany, Australia to Zimbabwe, and others [5, 66]. In con-
trast, the rest of the world has seen relatively slow to embrace PA technologies [5, 66]. 
During this decade, the use of GNSS guidance systems dramatically increased in 
the Midwest and Southern regions of the U.S., estimating the current adoption rates 
of greater than 50% [67]. Emerging tools, such as satellite imagery and unmanned 
aerial vehicles (UAV) to support crop production systems, were reportedly used 
on 18% and 2% of crop production acreage, respectively [63, 67]. The use of UAVs 
alone increased from 2 to 16% by 2018 [63, 67]. Information gathering and analysis 
services such as grid/production zone soil sampling, UAV imagery, and yield map 
analytics increased substantially. The embrace of IoT applications in agriculture 
began to appear at the end of this decade in the Midwest U.S. [68].

4.6 2020s–current

The current decade marks the transition from PA to decision agriculture [11]. 
The earlier learning for technical skills and data solutions becomes a requirement for 
involvement in PA. Customers desire an integrated PA program and decision support 
system (DSS). It is the integration of technology, skill, and knowledge that will fuel 
complete solutions. Today’s growers desire a single system that integrates production 
decision making, BMP adoption, and risk management under one umbrella. The 
envisioned systems will aid framers to optimize their operations while improving 
the stewardship of farmland. The integration of PA technologies to include arti-
ficial intelligence, IoT, and cloud computing is becoming more common place in 
recent years. However, PA innovations will be continued to emerge similar to other 
technology-oriented industries. These will undoubtedly create new opportunities 
and also challenges given the complex and changing nature of global agriculture. It is 
expected that crop management decisions will increasingly be guided by the analyses 
of historical and real-time data collected from agricultural crop fields [68].
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5. Applications of PA for sustainable soil and crop management

Modern agricultural practices, mainly forms of PA, are now mostly driven by 
efficiency, economic, and environmental considerations. PA offers solutions to 
select and deploy BMPs for producing crops in the agricultural field settings. The 
technological skills and knowledge associated within PA technologies will drive  
the implementation of sustainable soil and crop management practices. Some of 
the key aspects of PA that align with the sustainability of soil and crop manage-
ment include soil sampling, geostatistics and GIS, farming by soil, site-specific 
farming, management zones, GPS, yield mapping, variable rate-nutrients, rate-
herbicides, rate-irrigation, remote sensing, automatic tractor navigation and 
robotics, proximal sensing of soils and crops, and profitability and adoption of 
precision farming [45, 69–72]. A brief description of PA, including technologies 
for site-specific crop management, is shown in Figure 3.

Further, the key technologies and approaches for PA applications have been 
briefly described next.

5.1 Geospatial applications

The term “geospatial technologies” is used to describe the range of tools to 
produce geographic mapping and analysis of the Earth’s surface and human 
activities. Different types of geospatial technologies include remote sensing, GIS, 
GNSS, and Internet mapping technologies. GIS can assemble geospatial data 
that include information on its precise location on the Earth’s surface, also called 
geo-referenced, into a layered set of maps. GIS is a suite of software tools, which 
enables mapping and analyzing these geospatial data. The use of automated field 
machinery to accomplish crop production field operations is inevitable for modern 

Figure 3. 
Precision farming illustration: High-tech tools for site-specific crop management. Adapted from [73, 74].
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agriculture [75]. These machines can be operated with the help of GIS and GNSS 
along an optimal path to perform field works precisely as per the positioning 
information provided to it. The success of geospatial technology depends on the 
collection of accurate data and their proper analyses and interpretations. Remote 
sensing technology is used to collect imagery and data on Earth’s surfaces and 
human activities. It shows detailed images at a resolution of 1 meter or less area, 
and helps monitor and address the problems and needs. Software programs such as 
Google Earth and web features, such as Microsoft Virtual Earth, facilitate changing 
the way the geospatial data are viewed and shared.

In PA, remote sensing technology facilitates dividing of large fields into smaller 
management zones [76]. Each zone aggregates specific crop management needs 
and production limitations. GIS and GNSS are central to the PA technologies for 
dividing cropland into small management zones. These divisions are accomplished 
mainly based on a) soil characteristics such as soil types, soil pH, soil EC, soil MC, 
nutrient availability, and soil compaction; b) crop characteristics such as i) crop 
canopy and density, insect and disease infestations, fertility requirements, hybrid 
responses, crop stress; and c) weather predictions. Observation made using remote 
sensing technology are geo-referenced within a GIS database. Therefore, much of 
PA relies on remote sensing imagery data, for example, to determine the chlorophyll 
content of plants as it relates to growth, yield, and productivity of different man-
agement zones [77]. A brief illustration of the GIS data-based soil map is shown in 
Figure 4. Datasets are recorded using remote sensing imagery data and can easily 
be converted into spatial data using GIS techniques and tools such as the “Kriging 
method” [77]. GIS software is used to develop digital maps that transform spatial 
information into digital format. These spatial data reflect and delineate all manage-
ment zones within the farm.

5.2 Remote sensing

Remote sensing technology is used to collect image data from space- or airborne 
cameras and sensor platforms. Aerial remote sensing platforms such as sensors 

Figure 4. 
Illustration of GIS data being used in precision Ag.Source: http://www.cavalieragrow.ca/ifarm, cited in 
Hammonds [78].
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on-board satellites and aircraft, including UAVs, have recently seen an increase in 
use. These technologies can be used to estimate and quantify many soil properties 
by integrating geo-referenced field data (soil and crop) with spectral properties of 
soil acquired by sensors. Khanal et al. [79] reported that integration of remotely 
sensed data and machine learning algorithms offers a cost-and time-effective 
approach for spatial prediction of soil properties and corn yield compared with 
traditional methods [79]. Remotely sensed images can overcome such limitations 
and improve spatial and temporal coverage of data on soil and the yield of crops. 
Aerial and ground-based drones can be used for soil and field analysis, crop plant-
ing, applying pesticides, crop monitoring, irrigation, and health assessment [72]. 
Recently a startups company developed a UAV-based seeding system that reduces 
costs by 85% [72]. Sensors gather data on soil water availability, soil fertility, soil 
compaction, soil temperature, crop growth rate such leaf area index, leaf tempera-
ture, pest, and disease infestation. A typical example of remote sensing technol-
ogy’s components is shown in Figure 5.

5.3 Site-specific soil and crop management

According to Robert et al. [40], “site-specific crop management is an information 
and technology-based agricultural management system to identify, analyze, and 
manage site-soil spatial and temporal variability within fields for optimum profit-
ability, sustainability, and protection of the environment.” The most general approach 
to address such soil property spatial variability is the creation and management 
of SSMZs or sub-zones [84, 85]. These production level SSMZs or sub-regions are 
homogenous and have similar characteristics and yield-limiting factors with equal 
productivity potential [84, 86]. Khosla and Alley [86] optimized a soil sampling grid 
method using homogenous management zones in a large field. Fleming et al. [87] 
developed nutrient maps based on production management zones for VRT nutrient 
application. The delineation of soil property spatial variability can also be accom-
plished by identifying location spatially coherent areas within the field [88]. The 
delineation of management zones of a large field can facilitate managing variability 

Figure 5. 
Components of remote sensing technology used in precision agriculture. Sources of photos, from left to right 
[80–83].
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among the different zones [89]. A recent study suggested that a 50-m soil sampling 
interval can be considered an optimal interval for delineating production manage-
ment zones in medium- and small-scale farmlands [90].

Wells et al. [91] reported that precision deep tillage varying depth compared 
with deep tillage at 400 mm in one site out of three locations enhanced crop yield 
and farmers’ benefits. Adoption of control traffic farming technology [92–94], 
reducing tire inflation pressure systems [25, 30, 95–99], and site-specific deep till-
age [25, 88, 91, 100] are becoming viable methods for reducing soil compaction and 
enhancing the productivity and sustainability benefits in many cropping systems. 
These benefits can be triggered and expedited by adopting PA technologies. With 
the advances in PA and application of remote sensing tools, soil compaction assess-
ment and mapping, modeling, and possible management can also be accomplished 
[9, 25, 101]. A recent study in the USA showed the adoption rates of grid sampling 
practice linked with site-specific lime and fertilizer application have been adopted 
on 40% of cropland (two out of five crop acres) [67]. On the other hand, the adop-
tion of GNSS-assisted yield monitors for site-specific lime and fertilizer application 
was 43 and 59%, respectively [67]. Studies in the U.K. showed that autonomous 
equipment for PA is technically and economically feasible; and, if adopted, offers 
the potential to minimize costs for many farms [12].

5.4 Variable-rate technology (VRT)

PA is often misinterpreted as a complex technological intervention to agriculture 
in the developed world [5]. It is, however, shown to be profitable in less-developed 
regions in the world. For example, micro-dosing of nutrients to nutrient-starved 
soils in Africa showed an increase in crop grain yields [102]. Several case studies 
demonstrated that managing in-field variability benefited farmers in China [103]. 
Geostatistical methods are used to evaluate the spatial distribution of soil properties 
of a farm [104]. A detailed understanding of the spatial distribution of soil proper-
ties facilitates the SSM for maintaining crop and soil productivity while minimizing 
costs and decreasing the environmental impact [105–107].

Sustainable soil nutrient management, that is, site-specific nutrient management 
with a complete understanding of in-field soil and spatial variability, performs well 
in avoiding soil degradation and improving crop productivity [25, 108]. It is well 
known that soil physical and chemical properties are spatially variable and can be 
affected by farming practices such as irrigation and fertilization [48, 88, 109], so 
VRT application is crucial in the management of in-field soil variability. N is the 
most mobile and dynamic nutrient [86] and plays a vital role in maximizing crop 
yields and returns to farmers. These soil properties and management practices can 
affect N dynamics and the mechanisms of its losses from the soil. Remote sensing 
and GIS tools allow identifying, measuring, and developing maps of these changes 
across the field landscape. It has shown that VRT N management can potentially 
improve the N use efficiency by better adjusting N rates to crop needs [17]. A recent 
study demonstrated that site-specific P and K management could optimize target 
crop yield and save 21 kg ha−1 and 30 kg ha−1 of P and K, respectively, compared 
with conventional farming [90]. Therefore, the application of the correct products 
in the correct place at the correct rate is recognized as one of the key benefits of PA, 
which is generally accomplished with the use of VRT [67].

5.5 Yield monitoring and mapping

Today, modern combine harvesters are sold with integrated yield monitors as 
standard equipment, presenting a powerful tool for grain production. It allows 
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Figure 6. 
Different components of yield mapping system (a) and yield map (b) [110]. Red color indicates low-yielding 
areas, and green indicates higher than average crop yield.

farmers to assess and delineate the effects of weather, soil properties, and manage-
ment on grain production [71]. Shearer et al. [71] reported that there are three key 
benefits of the yield monitors: i) an operator can quickly view crop performance 
during harvest, ii) yield data can be transferred to a computer and summarized on 
a field-by-field or total-farm basis, and iii) this information can be geographically 
referenced to generate yield maps for year-to-year comparisons of high- and low-
yielding areas of a field. However, proper installation, calibration, and operation are 
necessary to ensure the accuracy of these devices. Soil sampling followed by labora-
tory analyses provides detailed soil health information while yield monitors help 
in understanding the spatial variability in crop yield [79]. An example of different 
components of the yield monitoring and mapping system and yield map is shown in 
Figure 6a and b.

PA promotes the better use of information to improve the management of in-
field soil and spatial variability on the farm [111]. The yield maps are central to the 
management of arable management [111]. Yield mapping and soil sampling tend 
to be the first stage in implementing precision farming [59]. The yield monitoring 
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system allows the collection of geo-referenced yield data and generation of yield 
maps for visualizing crop performance variability. Several interpolation techniques 
such as the inverse of distance, inverse of square distance, and ordinary kriging are 
commonly used in developing yield maps [112].

5.6 Agricultural robots

Robotics is reshaped agricultural practices beyond recognition. Robotic 
applications in agriculture, forestry, and horticulture are continuing to evolve 
[113]. Refinement of crop production management resolutions to the individual 
plant level will require the deployment of autonomous and robotic technologies. 
Autonomous tractors, drones, crop harvesting robots, seeding machines, and 
robotic weeding are some of the emerging technologies that make the PA more 
meaningful. Autonomous platforms can be used from field preparation to harvest-
ing of crops and provide more benefits than conventional machines [114]. These 
platforms reduce the overall environmental impact of crop production through the 
targeted application of pesticides and fertilizers, reduced energy requirements, 
and lower vehicle weights while reducing soil compaction [115, 116]. Recently, 
robotic weeding and scouting and applying crop production inputs via UAV/drone 
are garnering more confidence in their potential among producers, retailers, and 
dealers in the Midwest United States [117]. Crop growth monitoring using a robot 
is shown in Figure 7.

6. Challenges and future trends

Future trends and challenges in the development and adoption of PA practices 
will demand new technical skills and knowledge, and a different mindset among 
farmers and end users. From the current user perspective, the adoption of PA is dif-
ficult as farmers are comfortable with tried and true historical production practices. 
Hightower [119] indicated that this mindset creates challenges, and it is difficult to 
overcome such mental barriers to adopt PA. High cost, lack of perceived benefits, 
and skills, expertise, and capability required for farmers or end users are considered 

Figure 7. 
Monitoring of crop in Illinois by an automated agricultural robot, ‘TerraSentia’ [118]. Source: thesiliconreview.
com (07/09/2018).
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barriers to the adoption of PA [120]. The potential barriers to PA adoption are 
often not fully understood or treated seriously enough by the front-line agriculture 
professionals [121]. The large-scale adoption of PA requires the timely acquisi-
tion of low-cost, high-quality soil and crop yield maps [79]. While the benefits of 
autonomous crop equipment are many, and have the potential to revolutionize PA, 
its widespread adoption will be less likely unless farmers find them profitable [12]. 
PA in many developing countries is still considered a concept. Therefore, it is vital 
to promote the public and private sectors’ concomitant role and strategic support in 
promoting its rapid adoption. PA adoption is dependent on access to large amounts 
of reliable data; however, it is crucial to limit the gap between acquiring this infor-
mation and utilizing it effectively in making management decisions for production 
agriculture [39].

Today, the trend toward PA applications in other domains includes precision 
animal/live-stock management, precision turf management, precision pasture and 
range management, and precision tree management [46]. During recent years, 
the agricultural community has become familiar with application of the new 
technologies from other industries. For example, IoT, artificial intelligence, and 
cloud computing are beginning to appear as part of PA services and applications. 
IoT describes the interconnection of different physical objects through the Internet 
or other communications networks. In IoT, objects are embedded with sensors, 
onboard processing capabilities, software, to transfer data via the network without 
human interaction [122]. The application of IoT in agriculture was reported in the 
greenhouse setting [123], while other uses have also been reported for precision 
farming and farm management systems [13, 124]. The application of IoT in agricul-
ture helps farmers to manage agricultural activities, control their farms remotely, 
minimize human efforts, and save time while increasing crop yields and benefits 
[123–125]. Further smart UAVs coupled with IoT and cloud computing technolo-
gies, support the development of sustainable smart agriculture [126]. Another 
concern is the security and privacy of data and information produced by the PA 
technologies given its economic value to farmers [127]. Therefore, it is important to 
assign ownership to these data and work products, so that those entities responsible 
for this information share in value creation [57]. This is one of the major concepts to 
be sorted out to ensure the successful implementation and adoption of PA.

7. Conclusions

PA transforms traditional production practices to intensive production practices 
with spatially and time-varying data. It is quickly becoming a vital component of 
successful farming operations in continually evolving agroecosystems. PA encom-
passes a set of related technologies that aim to conduct and increase the precision 
of cultivation practices, increase the efficacy of crop inputs, and increase higher 
soil and crop productivity. Like most other technology-oriented industries, PA has 
evolved through multiple phases in a relatively short period of time. Fields and 
sectors deploying PA technologies such as GIS, GNSS, and remote sensing continue 
to grow. With the use of remote sensing, GNSS, and GIS, farmers now routinely 
measure, map, and manage the spatial variability of their farms. The ability to 
visualize this variability has given rise to SSM decision making, which optimizes 
input use efficiency, yield, and profitability while reducing environmental contami-
nation. However, PA requires technical skills, knowledge, and expertise to handle 
the range of technological tools now available to agricultural producers. High-tech 
field machinery coupled with appropriate sensing and control technologies can be 
capital intensive. Therefore, it is essential for producers to select and implement 
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Alternatively, government entities may wish to consider incentives that encourage 
farmers to adopt PA technologies that have significant environmental benefits but 
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to the continuing evolution and adoption of PA technologies.

Conflict of interest

The authors declare no conflict of interest.

© 2022 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 



64

Soil Science - Emerging Technologies, Global Perspectives and Applications

[1] FAO. The future of food and 
agriculture - Trends and challenges, 
food and agriculture Organization of 
the United Nations. Channels. 
2017;4:180

[2] Singh P, Pandey PC, Petropoulos GP, 
Pavlides A, Srivastava PK, Koutsias N, 
et al. Hyperspectral remote sensing in 
precision agriculture: Present status, 
challenges, and future trends. In: 
Pandey PC, Srivastava PK, Balzter H, 
Bhattacharya B, Petropoulos GP, editors. 
Hyperspectral Remote Sensing: Theory 
and Applications. Amsterdam: 
Elsevier B.V; 2020. pp. 121-146

[3] Khosla R. Zoning in on precision Ag. 
Colorado State University Agronomy 
Newsletter. 2001;21(1):2-4

[4] Koch B, Khosla R. The role of 
precision agriculture in cropping 
systems. Journal of Crop Production. 
2003;9(1-2):361-381

[5] Khosla R. Precision agriculture: 
Challenges and opportunities in a flat 
world. In: 19th World Congress of Soil 
Science, Soil Solutions for a Changing 
World, 1-6 August. Brisbane: Australian 
Society of Soil Science Inc.; 2010. 
pp. 26-28

[6] Gebbers R, Adamchuk V. Precision 
agriculture and food security. Science. 
2010;327(5967):828-831

[7] Adamchuk V, Hummel J, Morgan M, 
Upadhyaya S. On-the-go soil sensors for 
precision agriculture. Computers and 
Electronics in Agriculture. 
2004;44(1):71-91 Available from: http://
www.sciencedirect.com/science/article/
pii/S0168169904000444

[8] Lee WS, Alchanatis V, Yang C, 
Hirafuji M, Moshou D, Li C. Sensing 
technologies for precision specialty crop 
production. Computers and Electronics 
in Agriculture. 2010;74(1):2-33

[9] Khanal S, Kc K, Fulton JP, Shearer S, 
Ozkan E. Remote sensing in agriculture —  
Accomplishments , limitations , and 
opportunities. Remote Sensing. 
2020;12(3783):2-29

[10] Xiangjian M, Gang L. Integrating 
GIS and GPS to realise autonomous 
navigation of farm machinery. New 
Zealand Journal of Agricultural 
Research. 2008;50:807-812

[11] Russo J. Precision Agriculture, Then 
and Now. Willoughby, OH: PrecisionAg/
Meister Media Worldwide; 2014 
Available from: https://www.
precisionag.com/market-watch/
precision-agriculture-then-and-now/

[12] Lowenberg-DeBoer J, Franklin K, 
Behrendt K, Godwin R. Economics of 
autonomous equipment for arable 
farms. Precision Agriculture. 2021;22:1-
15. DOI: 10.1007/s11119-021-09822-x

[13] Kinjal AR, Patel BS, Bhatt CC. Smart 
irrigation: Towards next generation 
agriculture. In: Dey N et al., editors. 
Internet of Things and Big Data 
Analytics toward Next-Generation 
Intelligence, Studies in Big Data 30. 
Berlin: Springer, Cham. 2018.  
pp. 265-282. DOI: 10.1007/978-3 
-319-60435-0_11

[14] Jochinke DC, Noonon BJ, 
Wachsmann NG, Norton RM. The 
adoption of precision agriculture in an 
Australian broadacre cropping system-
challenges and opportunities. Field 
Crops Research. 2007;104(1-3):68-76

[15] Godwin RJ, Wood GA, Taylor JC, 
Knight SM, Welsh JP. Precision farming 
of cereal crops: A review of a six year 
experiment to develop management 
guidelines. Biosystems Engineering. 
2003;84(4):375-391

[16] Godwin RJ, Richards TE, Wood GA, 
Welsh JP, Knight SM. An economic 
analysis of the potential for precision 

References



65

Precision Agriculture for Sustainable Soil and Crop Management
DOI: http://dx.doi.org/10.5772/intechopen.101759

farming in UK cereal production. 
Biosystems Engineering. 2003;84(4): 
533-545

[17] Longchamps L, Khosla R. Improving 
N use efficiency by integrating soil and 
crop properties for variable rate N 
management. In: Stafford JV, editor. 
Precision Agriculture. 1st ed. 
Washington: Wageningen Academic 
Publishers; 2015. pp. 249-256

[18] Balafoutis A, Beck B, Fountas S, 
Vangeyte J, Van Der Wal T, Soto I, et al. 
Precision agriculture technologies 
positively contributing to GHG 
emissions mitigation, farm productivity 
and economics. Sustainability. 
2017;9(8):1-28

[19] Zhang N, Wang M, Wang N. 
Precision agriculture - A worldwide 
overview. Computers and Electronics in 
Agriculture. 2002;36(2-3):113-132

[20] Rodriguez D, Sadras VO, 
Christensen LK, Belford R. Spatial 
assessment of the physiological status of 
wheat crops as affected by water and 
nitrogen supply using infrared thermal 
imagery. Australian Journal of 
Agricultural Research. 2005;56(9): 
983-993. DOI: 10.1071/AR05035

[21] Oliver Y, Wong M, Robertson M, 
Wittwer K. PAWC determines spatial 
variability in grain yield and nitrogen 
requirement by interacting with rainfall 
on northern WA sandplain. In: 
Proceedings of the 13th Australian 
Agronomy Conference, 10-14 
September. Perth; 2006. Available from: 
http://www.regional.org.au/au/
asa/2006/concurrent/water/4570_
oliver.htm

[22] Wong MTF, Asseng S. Determining 
the causes of spatial and temporal 
variability of wheat yields at sub-field 
scale using a new method of upscaling a 
crop model. Plant and Soil. 2006; 
283(1-2):203-215

[23] Pierce FJ, Nowak P. Aspects of 
precision agriculture. Advances in 
Agronomy. 1999;67(C):1-85

[24] Khosla R, Westfall DG, Reich RM, 
Mahal JS, Gangloff WJ. Spatial variation 
and site-specific management zones. In: 
Oliver MA, editor. Geostatistical 
Applications for Precision Agriculture. 
New York: Springer Science+Business 
Media B.V; 2010. pp. 195-219

[25] Shaheb MR, Venkatesh R, 
Shearer SA. A review on the effect of 
soil compaction and its management for 
sustainable crop production. Journal of 
Biosystems Engineering. 2021;46:417-
439. DOI: 10.1007/s42853-021-00117-7

[26] Blackmore S. Precision farming: An 
introduction. Outlook on Agriculture. 
1994;23(4):275-280. Available from: 
http://journals.sagepub.com/
doi/10.1177/003072709402300407

[27] Garibaldi LA, Gemmill-Herren B, 
D’Annolfo R, Graeub BE, 
Cunningham SA, Breeze TD. Farming 
approaches for greater biodiversity, 
livelihoods, and food security. Trends in 
Ecology & Evolution. 2017;32(1):68-80. 
DOI: 10.1016/j.tree.2016.10.001

[28] FAO. Climate-Smart Agriculture 
Sourcebook. Rome, Italy: Food and 
Agriculture Organization of the United 
Nations; 2013. pp. 1-558 Available from: 
http://www.fao.org/docrep/018/i3325e/
i3325e00.htm

[29] Lal R. Soils and sustainable 
agriculture. A review. Agrononmy for 
Sustainable Development. 2008;28:57-
64. Available from: https://link.springer.
com/content/pdf/10.1051%2Fagro% 
3A2007025.pdf

[30] Shaheb MR. A Study on the Effect 
of Tyre Inflation Pressure on Soil 
Properties, Growth and Yield of Maize 
and Soybean in Central Illinois [Ph.D. 
Thesis]. Newport, United Kingdom: 
Harper Adams University; 2020



Soil Science - Emerging Technologies, Global Perspectives and Applications

66

[31] Pretty J. Agricultural sustainability: 
Concepts, principles and evidence. 
Philosophical Transactions of the Royal 
Society B. 2008;363(1491):447-465

[32] Olson K. Precision agriculture: 
Current economic and environmental 
issues. In: Sixth Joint Conference on 
Food, Agriculture and the Environment, 
31 August −2 September. Minneapolis: 
Center for International Food and 
Agricultural Policy, University of 
Minnesota; 1998. pp. 1-11

[33] Lichtfouse E, Navarrete M, 
Debaeke P, Ere V, Alberola C, 
Ménassieu J. Agronomy for sustainable 
agriculture. A review. Agronomy for 
Sustainable Development [Internet]. 
2009;29:1-6. Available from: www.
agronomy-journal.org

[34] ESRI. GIS for Sustainable 
Agriculture. GIS Best Practices. ESRI; 
Redlands, CA; 2008. pp. 1-36. Available 
from: https://www.esri.com/content/
dam/esrisites/sitecore-archive/files/
pdfs/library/bestpractices/sustainable-
agriculture.pdf

[35] Tendulkar A. Introduction to 
precision agriculture: Overview, 
concepts, world interest, policy, and 
economics. In: El-Kader SMA, 
El-Basioni BMM, editors. Precision 
Agriculture Technologies for Food 
Security and Sustainability. 1st ed. 
Pennsylvania, United States: IGI Global 
Publishers; 2021. pp. 1-22

[36] Bongiovanni R, Lowenberg- 
Deboer J. Precision agriculture and 
sustainability. Precision Agriculture. 
2004;5(4):359-387

[37] National Research Council. 
Precision Agriculture in the 21st 
Century: Geospatial and Information 
Technologies in Crop Management. 
Precision Agriculture in the 21st 
Century. Washington, D.C. 20418: 
National Academy Press; 1997. pp. 1-168

[38] Adrian AM, Norwood SH, Mask PL. 
Producers’ perceptions and attitudes 
toward precision agriculture 
technologies. Computers and Electronics 
in Agriculture. 2005;48(3):256-271

[39] Atherton BC, Morgan MT, 
Shearer SA, Stombaugh TS, Ward AD. 
Site-specific farming: A perspective on 
information needs, benefits and 
limitations. Journal of Soil and Water 
Conservation. 1999;54(2):455-461. 
Available from: https://www.jswconline.
org/content/54/2/455

[40] Robert P, Rust R, Larson W. Site-
specific management for agricultural 
systems. In: Proceedings of the 2nd 
International Conference on Precision 
Agriculture. Madison, WI: ASA/CSSA/
SSSA; 1994

[41] International Plant Nutrition 
Institute. 4R Nutrient Stewardship. 4R 
Plant Nutrition Manual: A Manual for 
Improving the Management of Plant 
Nutrition. International Plant Nutrition 
Institute; Corners, GA; 2012. Available 
from: http://www.ipni.net/ipniweb/
portal/4r.nsf/article/4r-history

[42] Khosla R. The 9th international 
conference on precision agriculture 
opening ceremony presentation. In: The 
9th International Conference on 
Precision Agriculture, 20-23 July. 
Denver, CO: ISPA; 2008

[43] Mulla DJ. Twenty five years of 
remote sensing in precision agriculture: 
Key advances and remaining knowledge 
gaps. Biosystems Engineering. 
2013;114(4):358-371. DOI: 10.1016/j.
biosystemseng.2012.08.009

[44] Ahmad L, Mahdi SS. Tool and 
technologies in precision agriculture. In: 
Ahmad L, Mahdi SS, editors. Satellite 
Farming: An Information and 
Technology Based Agriculture. 
Switzerland: Springer Nature 
Switzerland AG; 2018. pp. 1-190



67

Precision Agriculture for Sustainable Soil and Crop Management
DOI: http://dx.doi.org/10.5772/intechopen.101759

[45] Oisebe PR. Geospatial Technologies 
in Precision Agriculture. Santa Clara, 
CA: GIS Lounge; 2012. Available from: 
https://www.gislounge.com/geospatial- 
technologies-in-precision-agriculture/

[46] Robert PC. Site-specific  
management for the twenty-first century. 
HortTechnology. 2000;10(3):444-447. 
Available from: https://journals.ashs.org/
horttech/downloadpdf/journals/
horttech/10/3/article-p444.xml

[47] Oshunsanya SO, Aliku O. GIS 
applications in agronomy. In: 
Imperatore P, Pepe A, editors. 
Geospatial Technology - Environmental 
and Social Applications. London: 
IntechOpen; 2016. pp. 217-234

[48] Davatgar N, Neishabouri MR, 
Sepaskhah AR. Delineation of site 
specific nutrient management zones for 
a paddy cultivated area based on soil 
fertility using fuzzy clustering. 
Geoderma. 2012;173-174:111-118. 
DOI: 10.1016/j.geoderma.2011.12.005

[49] Harris JA. Practical universality of 
field heterogeneity as a factor 
influencing plot yields. Journal of 
Agricultural Research. 1920;19(7): 
279-314

[50] Linsley CM, Bauer FC. Test your 
Soils for Acidity. Urbana, IL: University 
of Illinois Circular 346; 1929

[51] Franzen D, Mulla D. A history of 
precision agriculture. In: Zhang Q , 
editor. Precision Agriculture Technology 
for Crop Farming. Boca Raton: CRC 
Press; 2016. pp. 1-19

[52] Fisher RA. The Design of Field 
Experiment. 1st ed. Edinburgh, UK: 
Oliver and Boyd; 1935. pp. 1-257

[53] Salter RM. Methods of Applying 
Fertilizers. Soils and Men. USDA, 
Washington, DC: Yearbook of 
Agriculture; 1938. p. 1938

[54] Melsted SW, Peck TR. Field 
sampling for soil testing. In: Soil Testing 
and Plant Analysis. Revised. Madison, 
WI: Soil Science Society of America; 
1973. pp. 67-75

[55] Hazell PBR. The Asian Green 
Revolution. IFPRI Discussion Paper, No. 
00911: 1-40. Washington, D.C.; 2009. 
Available from: http://www.ifpri.org/
publication/asian-green-revolution

[56] Keesey L. Navigator technology 
takes GPS to a new high. GoddardView. 
2010;6(3):8-9

[57] Strobel J. Agriculture precision 
farming: Who owns the property of 
information ? Is it the farmer, the 
company who helps consults the farmer 
on how to use the information best, or 
the mechanical company who built the 
technology itself? Drake J Agric Law. 
2015;19(2):239-256. Available from: 
https://aglawjournal.wp.drake.edu/
wp-content/uploads/sites/66/2016/09/
agVol19No2-strobel.pdf 

[58] Zhang Q , Pierce FJ. Precision 
agricultural systems. In: Zhang Q , 
Pierce FJ, editors. Agricultural 
Automation: Fundamentals and 
Practices. 1st ed. Boca Raton: CRC Press; 
2013. pp. 63-94

[59] Blackmore S. The Role of Yield Maps 
in Precision Farming [PhD Thesis]. 
Cranfield University; 2003

[60] Brase T. Online Companion for 
Precision Agriculture. Clifton Park, NY: 
Delmar Cengage Learning; 2015. 
Available from: http://www.
delmarlearning.com/companions/index.
asp?isbn=140188105X

[61] Institute S. Precision Farming. 
Behring Centre: National Museum of 
American History; 2021. Available from: 
https://americanhistory.si.edu/
american-enterprise/new-perspectives/
precision-farming



Soil Science - Emerging Technologies, Global Perspectives and Applications

68

[62] Marsh A. Plowing with precision 
[past forward]. IEEE Spectrum. 
2018;55(3):55

[63] Sonka S, Cheng Y-T. Precision 
agriculture: Not the same as big data 
but…. Farmdoc Daily. 2015;5(206):1-5

[64] Srinivasan A. In: Srinivasan A, 
editor. Handbook of Precision 
Agriculture : Principles and 
Applications. Portland, OR: CRC Press 
LLC; 2006. pp. 1-683

[65] Ess DR, Morgan MT. The precision-
farming guide for agriculturists 
(agricultural primer). 3rd Edition. 
Deere & Co. Moline, IL; 2010. pp. 1-166

[66] Ahmad L, Mahdi SS. Components 
of precision agriculture. In: Satellite 
Farming, an Information and 
Technology Based Agriculture. Cham: 
Springer; 2019. pp. 19-30. DOI: 10.1007/ 
978-3-030-03448-1_2

[67] Erickson B, Widmar DA. Precision 
Agricultural Services : Dealership 
Survey Results. West Lafayette, Indiana: 
Purdue University; 2015. Available from: 
https://agribusiness.purdue.edu/
wp-content/uploads/2019/08/2015-
crop-life-purdue-precision-dealer-
survey.pdf

[68] Erickson B, Lowenberg-DeBoer J. 
Precision Agriculture Dealership 
Survey: Moving the Needle on Decision 
Agriculture. Willoughby, OH: Crop Life; 
2020. Available from: https://www.
croplife.com/precision/2020-precision- 
ag-dealership-survey-moving-the-
needle-on-decision-agriculture/

[69] Mulla D, Khosla R. Historical 
evolution and recent advances in 
precision farming. In: Lal R, 
Stewart BA, editors. Soil-Specific 
Farming. 1st ed. Boca Raton, FL: CRC 
Press; 2015. pp. 16-51

[70] Carter PG, Johannsen CJ. Site-
specific soil management. In: Reference 

Module in Earth Systems and 
Environmental Sciences. Amsterdam: 
Elsevier B.V; 2017. pp. 497-503. DOI: 
10.1016/B978-0-12-409548-9.10497-X

[71] Shearer SA, Fulton JP, Mcneill SG, 
Higgins SF, Engineering A. Elements of 
Precision Agriculture: Basics of Yield 
Monitor Installation and Operation. 
Coopwerative extension service, 
University of Kentucky; Lexington, KY; 
1999. p. PA-1

[72] Ahmad L, Mahdi SS. Recent 
advances in precision agriculture. In: 
Ahmad L, Mahdi SS, editors. Satellite 
Farming: An Information and 
Technology Based Agriculture. New 
York: Springer Nature Switzerland AG; 
2018. pp. 129-138

[73] Reetz HF. Site-specific nutrient 
management systems for the 1990s. 
Better Crop. 1994;78(4):14-19

[74] Sonka ST, Coaldrake KF. Cyberfarm: 
What does it look like? What does it 
mean? American Journal of Agricultural 
Economics. 1996;78(5):1263-1268

[75] Sohne W, Heinze O, Groten E. 
Integrated INS/GPS system for high 
precision navigation applications. In: 
Proceedings of 1994 IEEE Position, 
Location and Navigation Symposium -  
PLANS’94. Las Vegas, NV: IEEE; 1994. 
pp. 310-313

[76] Grisso RB, Alley M, McClellan P, 
Brann D, Donohue S. Precision farming: 
A comprehensive approach. Virginia 
Cooperative Extension, Publication. 
2009;442-500:1-6. Available from: 
http://hdl.handle.net/10919/51373

[77] Brisco B, Brown RJ, Hirose T, Mc 
Naim H, Staenz K. Precision agriculture 
and the role of remote sensing: A review. 
Canadian Journal of Remote Sensing. 
1998;24(3):315-327

[78] Hammonds T. Use of GIS in 
Agriculture. Ithaca, NY: Cornell 



69

Precision Agriculture for Sustainable Soil and Crop Management
DOI: http://dx.doi.org/10.5772/intechopen.101759

University's CALS; 2017. Available from: 
https://smallfarms.cornell.edu/2017/04/
use-of-gis/

[79] Khanal S, Fulton J, Klopfenstein A, 
Douridas N, Shearer S. Integration of high 
resolution remotely sensed data and 
machine learning techniques for spatial 
prediction of soil properties and corn 
yield. Computers and Electronics in 
Agriculture. 2018;153(August):213-225. 
DOI: 10.1016/j.compag.2018.07.016

[80] NASA. NASA Gold Mission to 
Image Earth’s Interface to Space. NASA. 
Washington D.C. 2018. Available from: 
https://www.nasa.gov/feature/goddard/ 
2018/nasa-gold-mission-to-image- 
earth-s-interface-to-space

[81] NOAA. Remote Sensing, Capturing 
Information on the Earth from 
Airplanes and Satellites. NOAA. 
Washington D.C.; 2021. Available from: 
https://oceanservice.noaa.gov/geodesy/
remote-sensing/

[82] Anonymous. Remote Sensing for 
Earth Observation. 2021. Available 
from: https://www2.geog.soton.ac.uk/
users/trevesr/obs/rseo/types_of_
platform.html

[83] Agriculture Post. 7 Benefits of 
Remote Sensing & GIS in Agriculture. 
New Delhi: Agriculture Post; 2018. 
Available from: https://agriculturepost. 
com/7-benefits-of-remote-sensing-gis-
in-agriculture/

[84] Khosla R, Shaver T. Zoning in on 
nitrogen needs. Colorado State University 
Agrononmy Newsletter. 2001;21:24-26

[85] Ferguson RB, Lark RM, Slater GP. 
Approaches to management zone 
definition for use of nitrification 
inhibitors. Soil Science Society of 
America Journal. 2003;67(3):937-947

[86] Khosla R, Alley MM. Soil-specific 
nitrogen management on mid-Atlantic 
coastal plain soils. Better Crop. 

1999;83(3):6-7. Available from: http://
www.ipni.net/publication/bettercrops.
nsf/0/98D12A7955A61A29852579800081
FFC9/$FILE/BetterCrops 1999-3 p06.pdf

[87] Fleming KL, Westfall DG, 
Wiens DW, Brodahl MC. Evaluating 
farmer defined management zone maps 
for variable rate fertilizer application. 
Precision Agriculture. 2000;2:201-215

[88] Mzuku M, Khosla R, Reich R, 
Inman D, Smith F, MacDonald L. Spatial 
variability of measured soil properties 
across site-specific management zones. 
Soil Science Society of America Journal. 
2005;69(5):1572-1579

[89] Castrignanò A, Buttafuoco G, 
Quarto R, Parisi D, Viscarra Rossel RA, 
Terribile F, et al. A geostatistical sensor 
data fusion approach for delineating 
homogeneous management zones in 
precision agriculture. Catena. 2018;167: 
293-304. DOI: 10.1016/j.catena. 
2018.05.011

[90] Yuan Y, Miao Y, Yuan F, Ata-
UI-Karim ST, Liu X, Tian Y, et al. 
Delineating soil nutrient management 
zones based on optimal sampling 
interval in medium- and small-scale 
intensive farming systems. Precision 
Agriculture. 2021;23(2):538-558.  
DOI: 10.1007/s11119-021-09848-1

[91] Wells LG, Stombaugh TS, 
Shearer SA. Crop yield response to 
precision deep tillage. Transactions of 
ASAE. 2005;48(3):895-901

[92] Antille DL, Peets S, Galambošová J, 
Botta GF, Rataj V, Macak M, et al. 
Review: Soil compaction and controlled 
traffic farming in arable and grass 
cropping systems. Agronomy Research. 
2019;17(3):653-682

[93] Hamza MA, Anderson WK. Soil 
compaction in cropping systems: A 
review of the nature, causes and 
possible solutions. Soil and Tillage 
Research. 2005 Jun;82(2):121-145



Soil Science - Emerging Technologies, Global Perspectives and Applications

70

[94] Godwin RJ, Misiewicz PA, White D, 
Chamen T, Galambošová J, Stobart R. 
Results from recent traffic systems 
research and the implications for future 
work. Acta Technologica Agriculturae. 
2015;18(3):57-63

[95] Keller T, Arvidsson J. Technical 
solutions to reduce the risk of subsoil 
compaction: Effects of dual wheels, 
tandem wheels and Tyre inflation 
pressure on stress propagation in soil. 
Soil and Tillage Research. 2004;79(2): 
191-205. Available from: https://www.
sciencedirect.com/science/article/pii/
S016719870400145X?via%3Dihub

[96] Godwin RJ, Misiewicz PA, 
Smith EK, Millington WAZ, White DR, 
Dicken ET, et al. Summary of the effects 
of three tillage and three traffic systems 
on cereal yields over a four-year 
rotation. In: 2017 ASABE Annual 
International Meeting, Spokane, St. 
Joseph, MI: ASABE. 16-19 July, 1701652. 
2017. pp. 1-8

[97] Shaheb MR, Grift TE, Godwin RJ, 
Dickin E, White DR, Misiewicz PA. 
Effect of tire inflation pressure on soil 
properties and yield in a corn - soybean 
rotation for three tillage systems in the 
Midwestern United States. In: 2018 
ASABE Annual International Meeting, 
Detroit, 29 July −01 August, 1801834. 
St. Joseph, Michigan: ASABE; 2018. pp. 
1, 2018-14

[98] Godwin R, Misiewicz P, White D, 
Dickin E, Grift T, Pope E, et al. The 
effect of alternative traffic systems and 
tillage on soil condition, crop growth 
and production economics - extended 
abstract. In: TAE 2019- Proceeding of 
7th International Conference on Trends 
in Agricultural Engineering, 17-20 
September. Prague: Czech University of 
Life Sciences; 2019. pp. 133-134

[99] Shaheb MR, Misiewicz PA, 
Godwin RJ, Dickin E, White DR, 
Mooney S, et al. A quantification of soil 
porosity using X-ray computed 

tomography of a drummer silty clay 
loam soil. In: 2020 ASABE Annual 
International Meeting, 12-15 July, 
2000875. St. Joseph, MI: ASABE. 2020. 
pp. 1-13

[100] Raper RL, Reeves DW, 
Burmester CH, Schwab EB. Tillage 
depth, tillage timing, and cover crop 
effects on cotton yield, soil strength, 
and tillage energy requirements. 
Applied Engineering in Agriculture. 
2000;16(4):379-385

[101] Klopfenstein AA. An Empirical 
Model for Estimating Corn Yield Loss 
from Compaction Events with Tires Vs. 
Tracks High Axle Loads [Master’s 
Thesis]. Columbus, OH: The Ohio State 
University; 2016

[102] van der Velde M, See L, You L, 
Balkovič J, Fritz S, Khabarov N, et al. 
Affordable nutrient solutions for 
improved food security as evidenced by 
crop trials. PLoS One. 2013;8(4):1-8

[103] Wong TFM, Stone PJ, Lyle G, 
Wittwer K. PA for all - Is it the Journey, 
Destination or Mode of Transport that’s 
most Important?, Proceedings of the 7th 
International Conference on Precision 
Agriculture and Other Precision 
Resources Management (CD ROM). St. 
Paul: Precision Agriculture Center, 
University of Minnesota; 2004

[104] Mueller TG, Hartsock NJ, 
Stombaugh TS, Shearer SA, 
Cornelius PL, Barnhisel RI. Soil 
electrical conductivity map variability 
in limestone soils overlain by loess. 
Agronomy. 2003;1995(3):496-507

[105] Shaddad SM. Geostatistics and 
proximal soil sensing for sustainable 
agriculture. In: Negm AM, Abu-hashim 
M, editors. Part I: The Handbook of 
Environmental Chemistry (HEC). Vol. 
76. Springer: Cham; 2018. pp. 255-271

[106] Brevik EC, Calzolari C, Miller BA, 
Pereira P, Kabala C, Baumgarten A, 



71

Precision Agriculture for Sustainable Soil and Crop Management
DOI: http://dx.doi.org/10.5772/intechopen.101759

et al. Soil mapping, classification, and 
pedologic modeling: History and future 
directions. Geoderma. 2016;264:256-
274. DOI: 10.1016/j.geoderma. 
2015.05.017

[107] Yao RJ, Yang JS, Zhang TJ, Gao P, 
Wang XP, Hong LZ, et al. 
Determination of site-specific 
management zones using soil physico-
chemical properties and crop yields in 
coastal reclaimed farmland. Geoderma. 
2014;232-234:381-393. Available from:. 
DOI: 10.1016/j.geoderma.2014.06.006

[108] Metwally MS, Shaddad SM, Liu M, 
Yao RJ, Abdo AI, Li P, et al. Soil 
properties spatial variability and 
delineation of site-specific management 
zones based on soil fertility using fuzzy 
clustering in a hilly field in Jianyang, 
Sichuan, China. Sustainability. 
2019;11(7084):1-19

[109] Khosla R, Fleming K, Delgado JA, 
Shaver TM, Westfall DG. Use of site-
specific management zones to improve 
nitrogen management for precision 
agriculture. Journal of Soil and Water 
Conservation. 2002;57(6):513-518 
Available from: https://www.jswconline.
org/content/57/6/513

[110] Ahmad L, Mahdi SS. Yield 
monitoring and mapping. In: Satellite 
Farming: An Information and 
Technology Based Agriculture. 1st ed. 
New York: Springer Nature Switzerland 
AG; 2018. pp. 139-147

[111] Blackmore BS, Marshall CJ. Yield 
mapping; errors and algorithms. In: 
Robert PC, Rust RH, Larson WE, editors. 
Proceedings of the Third International 
Conference on Precision Agriculture. 
Madison, WI: ASA, CSSA, and SSSA. 
1996. pp. 403-415 DOI: 10.2134/1996.
precisionagproc3.c44

[112] Souza EG, Bazzi CL, Khosla R, 
Uribe-Opazo MA, Reich RM. 
Interpolation type and data computation 
of crop yield maps is important for 

precision crop production. Journal of 
Plant Nutrition. 2016;39(4):531-538

[113] Kondo N, Ting KC. Robotics for 
plant production. Artificial Intelligence 
Review. 1998;12(1-3):227-243

[114] Blackmore BS, Griepentrog HW. A 
future view of precision farming. In: 
Berger D, Bornheimer A, Jarfe A, 
Kottenrodt D, Richter R, Stahl K, 
Werner A, editors. PreAgro: 
Proceedings of the PreAgro Precision 
Agriculture Conference. Muncheberg, 
Germany: Center for Agricultural 
Landscape and Land Use Research –  
ZALF; 2002. pp. 131-145

[115] Pedersen SM, Fountas S, Have H, 
Blackmore BS. Agricultural robots -  
system analysis and economic feasibility. 
Precision Agriculture. 2006;7(4):295-308

[116] Blackmore BS, Fountas S, Tang L, 
Have H, Blackmore S, Fountas S, et al. 
Systems requirements for a small 
autonomous tractor. Agric Eng Int CIGR 
J Sci Res Dev. 2004;VI(PM 04 001):1-13. 
Available from: https://cigrjournal.org/
index.php/Ejounral/article/
download/525/519/0

[117] Erickson B, Lowenberg-DeBoer J. 
Precision Agriculture Dealership Survey 
Confirms a Data Driven Market for 
Retailers. Willoughby, OH: Crop Life; 
2021. Available from: https://www.
croplife.com/management/2021- 
precision-agriculture-dealership-
survey-confirms-a-data-driven-market-
for-retailers/

[118] The Silicon Review. Crop counting 
robot: A much-needed technology for 
crop breeders. Hamilton NJ: The Silicon 
Review; 2018. Available from: https://
thesiliconreview.com/2018/07/
terrasentia-a-robot-that-monitors-crop

[119] Hightower E. 5 Barriers to Success 
with Precision Agriculture Technology -  
that Actually Are Not Barriers. 
Willoughby, OH: Crop Life; 2021. 
Available from: https://www.croplife.



Soil Science - Emerging Technologies, Global Perspectives and Applications

72

com/precision/5-barriers-to- 
success-with-precision-agriculture-
technology-that-actually-are-not-
barriers/

[120] Kendall H, Naughton P, Clark B, 
Taylor J, Li Z, Zhao C, et al. Precision 
agriculture in China: Exploring 
awareness, understanding, attitudes and 
perceptions of agricultural experts and 
end-users in China. Advances in Animal 
Biosciences. 2017;8(2):703-707

[121] Boghossian A, Linsky S, Brown A, 
Mutschler P, Ulicny B, Barrett L, et al. 
Threats to Precision Agriculture. 
Public-Private Analytic Exchange 
Program. 2018. pp. 1-24. Available from: 
https://www.dhs.gov/sites/default/files/
publications/2018%20AEP_Threats_to_
Precision_Agriculture.pdf

[122] Morais R, Valente A, Serôdio C. 
A wireless sensor network for smart 
irrigation and environmental 
monitoring : A position article. In: 
Cunha JB, Morais R, editors. 5th 
European Federation for Information 
Technology in Agriculture, Food and 
Environment and 3rd World Congress 
on Computers in Agriculture and 
Natural Resources (EFITA/WCCA), 
25-28 July. Vila Real, Portugal: 
Universidade de Trás-os-Montes e Alto 
Douro; 2005. pp. 845-850

[123] Zhao J-C, Zhang J-F, Feng Y, Guo 
J-X. The study and application of the 
IOT technology in agriculture. In: 
Proceedings −2010 3rd IEEE 
International Conference on Computer 
Science and Information Technology, 
ICCSIT Chengdu, 9-11 July. Chengdu: 
IEEE; 2010. pp. 462-465. DOI: 10.1109/
ICCSIT.2010.5565120

[124] Kaloxylos A, Eigenmann R, Teye F, 
Politopoulou Z, Wolfert S, Shrank C, 
et al. Farm management systems and the 
future internet era. Computers and 
Electronics in Agriculture. 2012;89: 
130-144. Available from:. DOI: 10.1016/j.
compag.2012.09.002

[125] Khanna A, Kaur S. Evolution of 
internet of things (IoT) and its 
significant impact in the field of 
precision agriculture. Computers and 
Electronics in Agriculture. 
2019;157:218-231

[126] Namani S, Gonen B. Smart 
agriculture based on IoT and cloud 
computing. In: 2020 3rd International 
Conference on Information and 
Computer Technologies (ICICT), 9-12 
March. San Jose, CA, USA: IEEE.org; 
2020, 2020. pp. 553-556

[127] Zemlicka J. Data management: 
Waking the “Sleeping Giant” in 
precision farming. Precision Farming 
Dealer. 2013. Available from: https://
www.precisionfarmingdealer.com/
articles/365-data-management-waking-
the-sleeping-giant-in-precision-farming



Chapter 5

Machine Learning, Compositional
and Fractal Models to Diagnose
Soil Quality and Plant Nutrition
Léon Etienne Parent, William Natale and Gustavo Brunetto

Abstract

Soils, nutrients and other factors support human food production. The loss of
high-quality soils and readily minable nutrient sources pose a great challenge to
present-day agriculture. A comprehensive scheme is required to make wise deci-
sions on system’s sustainability and minimize the risk of crop failure. Soil quality
provides useful indicators of its chemical, physical and biological status. Tools of
precision agriculture and high-throughput technologies allow acquiring numerous
soil and plant data at affordable costs in the perspective of customizing recommen-
dations. Large and diversified datasets must be acquired uniformly among stake-
holders to diagnose soil quality and plant nutrition at local scale, compare side-by-
side defective and successful cases, implement trustful practices and reach high
resource-use efficiency. Machine learning methods can combine numerous edaphic,
managerial and climatic yield-impacting factors to conduct nutrient diagnosis and
manage nutrients at local scale where factors interact. Compositional data analysis
are tools to run numerical analyses on interacting components. Fractal models can
describe aggregate stability tied to soil conservation practices and return site-
specific indicators for decomposition rates of organic matter in relation to soil
tillage and management. This chapter reports on machine learning, compositional
and fractal models to support wise decisions on crop fertilization and soil conserva-
tion practices.

Keywords: Datasets, factor-specific management, fractal analysis, machine
learning, nutrient balance, soil quality

1. Introduction

With the world population expected to reach more than 9� 109 people by 2050,
the food demand must increase by 70% in a situation where yield average of several
staple crops is expected to decline [1]. More than 95% of our food is produced on soil
[2]. Despite the general perception that soil is an abundant resource, the reality is that
the soil resource is degrading at fast rate as a result of salinization, erosion, compac-
tion, contamination, structure collapse, acidification, loss of organic matter and bio-
logical activities, as well as land allocation to urban and industrial development. Gains
in technology alone will not suffice to compensate the harmful agricultural practices
thought heroically to maintain soil productivity and farm viability on the long run.
Understanding comprehensively how agroecosystems build and function worries
more. Two centuries ago, German scientist Alexander von Humboldt warned that
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management of living systems must be based on the rigorous collection of contextual
facts and local knowledge [3]. His thoughts translate today into data acquisition from
diverse sources, data mining and data processing methods to assist making wise
decisions on how to manage soils properly at local scale.

The land is the basic resource for food production. There is a need to develop soil
quality criteria and implement them where it matters most. Keppel and Kreft [4]
attributed large disparities in decision-making thought naively to manage soils
properly to unequal, insufficient or inadequate collection of information, wide-
spread ignorance on how agroecosystems function, lack of understanding on how
factors interact, and the wrong perception that buisiness-oriented economic and
social values outweigh environmental damages or beneficial ecosystem services.
Indeed, high crop productivity relies on positive interactions between climatic,
managerial and edaphic factors [5]. Data must be integrated into comprehensive
decision-making models to manage complex systems sustainably. High-quality and
diversified information reduces the risk of making wrong decisions based on
regional averages rather than at the right interaction level at field scale [6, 7].
Judicious decisions on locally acceptable actions should rely on well-documented
facts and sound knowledge of environmental conditions. Besides traditional means
to diagnose soil–plant systems, progress on data acquisition tools includes proxi-
mate and remote sensing, high-throughput laboratory technologies or on-the-go
data acquisition kits of precision agriculture.

Several diagnostic models support decisions on soil and nutrient management.
While soil properties and plant compositions have been addressed as separate vari-
ables in reductionist models [8], empirical-mechanistic models were developed to
synthesize more data, balancing untestable and testable concepts [9–11]. This
required not only sufficient data input, but also calibrating empirical coefficients
and validating the results in a wide variety of environments. More recently, modern
tools of artificial intelligence allowed to process large and diversified datasets in
relation with ecosystem performance based on Alexander von Humboldt’s princi-
ples of biogeography [3].

On the other hand, soil and plant analytical data are inherently multivariate
compositional data constrained to the measurement unit, posing a serious numerical
problem of “resonance” within the constrained space of compositions, such as
100% or the unit of measurement [12]. Ternary diagrams were the first representa-
tions of the closed space of three interrelated variables [13]. Lagatu and Maume [14]
related tissue N, P and K concentrations in a ternary NPK diagram to delineate the
space of successful tissue compositions. It was not until [12] that ternary diagrams
formed the basis of an emerging and appealing field of mathematics called “Com-
positional Data Analysis” (CoDa). CoDa rely on log ratio transformations. Egozcue
et al. [15] developed means to project compositions as coordinates in the Euclidean
space. The CoDa concepts corrected computational errors and fallacies in earlier
plant and soil diagnostic models [16, 17].

On the other hand, the fractal theory has been useful to address the geometry of
soil aggregation [18] and the kinetics of carbon decomposition in soils [19]. Fractal
kinetics assigned to time a coefficient between 0 and 1 to explain the reduction in
decomposition rate due to reduced contact between organic matter particles and
their immediate environment resulting from aggregate buildup with time [19].
Fractal coefficients also provided a description of aggregate fragmentation patterns
upon mechanical stress and avoided computational errors reported in classical
synthetic measures of aggretation [20].

Machine learning, compositional and fractal modeling tools can process large
and diversified soil–plant datasets that allow conducting side-by-side comparisons
between failure and success. We hypothesized that well-informed models can assist
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making wise decisions on soil and nutrient management at local scale. In this
chapter, we address carbon sequestration and factor-specific fertilization to sustain
soil productivity and support resource conservation actions.

2. Datasets

2.1 Growth-limiting factors

Field trials to document practices are conducted under the assumption that all
factors but the ones being varied are equal or at optimum levels. Liebscher’s law of
the optimum stated that “a production factor which is in minimum supply contrib-
utes more to production, the closer other production factors are to their optimum”

[8]. The law of the maximum aimed to optimize controllable factors given the
impossibility to modify factors that are not controllable in the present state of
knowledge and technology [21]. A provisionary list of growth-impacting factors is
provided in Table 1.

Noncontrollable factors under field
conditions (more than 20)

Partially controllable factors under field conditions (more
than 40)

1.Day-night temperatures
2.Precipitations
3.Radiation
4.Wind
5. Slope of the land
6.Altitude and latitude
7.Number of frost-free days
8.Number of chilling hours
9.Photoperiod

10.Light intensity
11.Percent sunshine
12.Radiation
13.Relative humidity
14.Precipitations
15.Air contamination
16. Soil texture
17.Cation exchange capacity
18.Phosphorus sorption capacity
19.Micronutrient sorption capacity
20.Carbon dioxide level
21. Soil genesis and stratification
22. Soil profile thickness
23. Soil rockiness and stoniness
24.Etc.

1. Soil available essential and beneficial nutrients: N, P, K, Ca,
Mg, S, Fe, Zn, Mn, Cu, Mo, B, Na, Ni, Se, Si…

2. Soil salinity and sodicity (Na leaching)
3.Soil pH
4.Soil organic matter and carbon sequestration
5.Soil texture
6. Surface crusting potential
7. Soil tillage
8.Plowing depth
9. Soil aggregation

10.Fertilization
11.Liming
12. Irrigation
13.Gypsum amendment
14.Water table level
15. Soil moisture
16.Serpentine characteristics
17.Pest management (insects, rodents, birds, other wild

animals, plant diseases, soil-borne diseases, weeds, … )
18.NH4:NO3 ratio
19.Water and wind erosion
20.Plant population
21.Planting date
22. Soil aeration
23. Soil water permeability
24.Cultivar
25.Crop rotation
26.Toxicity from trace elements
27.Evapotranspiration
28. Seed bed preparation
29.Crop residues
30.Pesticide residues
31.Growth regulators
32.Date of harvest
33.Quality of irrigation water
34.Fertilizer placement, source, rate, timing

Table 1.
Partial list of noncontrollable and partially controllable growth-limiting factors [21, 22].
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Nutrient interactions impact crop yield through synergism, antagonism, dilu-
tion, excess, toxicity or crosstalks. Nutrient interactions are addressed as pairwise
ratios [23]. Nutrient crosstalks occur where change in sulfur availability alter tissue
compositions of micronutrients [24]. An extreme case of nutrient excess is toxicity
where vital processes are affected. In field experiments, synergism is also viewed as
positive interaction occurring where plant response is greater by combining two
nutrients than from individual effects [25]. A list of nutrient interactions is
presented in Table 2.

Face to the formidable task to optimize tens of growth-limiting factors and
myriads of factor interactions, most of them being unknown, each case under study
could rather be viewed as unique combinations of factors. For successful cases in
the neighborhood, most factors are equal except those impacting the performance
of defective specimens, facilitating side-by-side comparisons.

Nutrient Interaction

N Positive: NH4 with NO3, P, Fe, Mn, Zn; NO3 with Ca, Mg, K; P, K ↑ if (NH4)2SO4

Negative: NH4 with Ca, Mg, K; NO3 with Fe, Mn, Zn; Ca, Mg, Cu, Mn, Zn↓ if
(NH4)2HPO4

Concentration ↑ if N deficient: P, K, Ca, Mg, S, B, Fe, Mn

P Concentration ↓ if P deficient: N, P, K, Ca, Mg
Concentration ↑ if P in excess: N, P, Ca, Mg, B, Mo
Concentration ↓ if P in excess: K, Cu, Fe, Mn, Zn, Se

K, Ca,
Mg

•
P

K þ CaþMg≈ constant, hence competition at absorption sites
• Antagonisms: K ↑, Ca and Mg ↓; Mg ↑, K ↓ more than Ca ↑, K ↓

• Effect on soil aggregation: Ca > Mg where [Mg] is low
• Effect on soil degradation: Na> > K > Mg

K • Synergism: K-NO3

• Competition for plant absorption and in clay minerals: K-NH4

• Antagonism: P reduces negative K effect on Mg; if K ↑, Na, B, Mn, Mo,Zn ↓

Ca • Synergism: N ↑, Ca ↑, especially if NO3-N
• Antagonism: NH4, K, Na, Mg ↑ if Ca ↓;
• Ca demand ↓ if Cd, Al, Cu, Fe, Mn, Zn ↓

• Ca(CO3)2 ↑ pH, CaSO4 pH !; CaSO4 could neutralize Al3+ in the subsoil
• Ca(OH)2: formation of “pouzzolane” cementing clayey soils

Mg • Synergism: if Mg ↑, P, B, Fe, Mn, Mo, Na, Si ↑
• Antagonism: NH4 ↑, Mg ↓

S • Crosstalks with Mo, Cu, Fe, Zn, B
• N:S, P:S ratios for protein synthesis

B • Dilution: if N, K ↑, B ↓

• If P deficiency, B ↑; if Ca deficiency, B↑; if B toxicity, Ca ↑

Cu • Organic matter increases Cu fixation
• If N, P, K ↑, Cu ↓; if Cu ↑, Fe, Mn, Zn ↓

Fe • High pH, P, Ca, Cu, Zn, Mn ↑, Fe ↓
• If NH4 ↑, Fe ↑

Mo • Mo-N: reduction of NO3

• If Mo ↑, P, Mn ↑, K, S ↓; if Mo ↓, Fe ↓

Zn • If NH4 ↑, Zn ↑; if P ↑, Zn ↓; if Zn ↑, K, Ca, Mg, S ↓

Mn • If NH4 ↑, Mn ↑; if Mn ↑, B, Mo ↑; if Mn ↑, Ni ↓

Table 2.
Nutrient interactions in soils and plant tissues [23–29].
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2.2 Soil quality indicators

In Canada and Brazil as well as in other countries, soil mismanagement led to soil
degradation [30, 31]. There is a great challenge to address soil problems and opti-
mize resource-use efficiency to sustain soil productivity [32]. Soil quality impacts
nutrient supply and resistance to erosion [33, 34]. Keppel and Kreft [4] provided a
list of biological, chemical and physical indicators of soil quality measurable at
various scales of agroecosystems (Table 3). Biological indicators are presently the
least documented but technologies of metagenomics will fill this gap in years to
come [35]. Point-scale indicators can be integrated into maps to guide precision
agriculture at field or subfield level. It is still difficult to evaluate soil quality
uniformly among stakeholders with respect to soil threats, soil multifunctionality
and ecosystem services [36].

Biological Chemical Physical

Point-scale indicators

• Microbial biomass
• Potential N

mineralization
• Particulate organic

matter
• Respiration
• Earthworm counting
• Microbial communities
• Biological diversity
• Fatty acid profiles
• Mycorrhiza

populations
• Potential rooting depth
• Root development

• pH
• Organic C and N
• Labile organic magttger
• Soil test nutrients
• Electrical conductivity
• Heavy metals
• CEC and base saturation
• Cesium-137 distribution
• Xenobiotic loadings
• Soil tests
• Tissue tests

• Aggregate stability
• Aggregate-size

distribution
• Soil porosity and

compaction
• Bulk density and porosity
• Penetration resistance
• Shear strength
• Slaking/dispersion
• Water-filled pore space
• Available water
• Crust formation/strength
• Infiltration, surface

ponding
• Soil structure,

consistency
• Profile depth
• Soil stratification
• Soil color, mottles

Field-, farm-, watershed-scale indicators

• Crop yield
• Weed infestation
• Disease and insect

pressure
• Wild animal pressure
• Nutrient deficiencies
• Growth characteristics

• Soil organic matter change
• Nutrient loading or mining
• Heavy metal accumulation
• Changes in salinity
• Leaching or runoff losses
• Drainage, irrigation water

• Topsoil thickness and
color

• Compaction/ease of
tillage

• Ponding (infiltration)
• Rill and gully erosion
• Surface residue cover

Regional-, national-, international-scale indicators

• Productivity, yield
stability

• Species richness,
diversity

• Keystone species
• Ecosystem engineering
• Biomass density,

abundance

• Acidification
• Salinization
• Water quality changes
• Air quality changes (dust and chemical

transport)

• Desertification
• Loss of vegetative cover
• Wind and water erosion
• Siltation of rivers and

lakes

Table 3.
Indicators of soil quality [4, 35].
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3. Diagnostic methods

3.1 Soil test diagnosis

The sufficiency level of available nutrients (SLAN), the basic cation saturation
ratio (BCSR), and soil test buildup and maintenance (STBM) are the main soil test
interpretation philosophies [34]. The SLAN and BCSR addressed the relatively
immobile nutrients (P, K). The STBM was used to manage N, P, and K. Critical and
maintenance soil test levels were delineated from field trials.

Bray (1963) [22] assumed that (1) for nutrients relatively immobile in soils such
as P and K, soils and fertilizers have nutrient-supply coefficients specific to plant
species, planting patterns and rates, provided that soil and climatic conditons are
similar and (2) response patterns can be described by the Mitscherlich equation.
The SLAN related soil test P and K to percentage yield using the Mitscherlich-Bray
equation. Alternatively, the relationship was partitioned into soil fertility classes
each given a probability of response to fertilization [34, 37]. Compared to actual
yield, percentage yield showed higher correlation with soil test level. Percentage
yields have been first expressed as yield at 0-level of nutrient, other factors assumed
to be at adequate levels, divided by yield where all factors were assumed to be at
adequate levels. Percentage yields were also expressed as response ratios, i.e.,
ln Ytreatment=Ycontrolð Þ, i.e. yield gain of treatment over that of control, to run
metaanalysis at regional scale [38]. Using yield percentage and probability of
response, the SLAN concept assumed random effects across factors not being varied
and thus hid the effects of local factors that impact crop yield.

The BCSR postulated, without proper calibration, that “ideal” cationic ratios and
saturation levels should be maintained on soil cation exchange capacity to maximize
yield [28]. The application of such concept to fertilization decisions failed under
field conditions, most often leading to overfertilization [39]. Nevertheless, BCSR
may assist making decisions on liming and lime sources to neutralize soil acidity,
provide proper cementing agents bridging soil particles and improve soil aggrega-
tion [24]. In comparison, compositional data analysis methods proved to be a more
appropriate approach to run statistical analysis on results of soil tests for cations and
other cementing agents [29, 40].

The STBM concept has been elaborated from nutrient budgets, nutrient-use
efficiency and soil P-fixing capacity as an attempt to adjust fertilization to local
conditions. Expected yield and plant- and soil-specific coefficients were assessed
from field observations and pot trials [41]. Soil P fixing capacity has been assessed
in priority in Brazil, but coefficients estimated from literature often proved to be
unrealistic, leading to overfertilization at local scale, especially for P [42].

Transferring SLAN, BCSR and STBM regional models to the local scale cannot be
a straightforward operation. Growers’ heuristics is traditionally to look for success-
ful practices developed under comparable environmental and managerial condi-
tions as reported in their neighborhood. Alternatively, large and diversified datasets
can be documented and synthesized into a diagnostic kit of features easy-to-acquire
by stakeholders at reasonable cost and effort among those presented in Tables 1 and
3. The minimum package of facts, factors and local knowledge supporting fertiliza-
tion decisions can be handled by machine learning models to diagnose growth-
limiting factors and predict crop yields after correction. Thereafter, compositional
data analysis can rank dianosed components in the order of their limitations to yield
to support nutrient management [43–46]. Yield can be predicted in regression
mode. Besides, the classification mode can provide a list of high-yielding and bal-
anced specimens as benchmarks for use at local scale, as well as the probability to
yield more than some yield target.
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3.2 Soil quality diagnosis

The interpretation of soil quality indicators requires well defined values, other-
wise, the indicators cannot be used in practice to support management decisions
[35]. Benchmarks could be native soil, reference sites, or successful combinations of
comparable factors for agronomically or environmentally performing soils. Scores
could have thresholds for (1) more than is better, (2) optimum range, (3) less than
is better, or (4) undesirable range [47]. Principal component analysis (PCA),
redundancy analysis (RDA), discriminant analysis and multiple regression have
been used to process data.

Soil aggregation is a key indicator of soil quality. Mean weight diameter (MWD)
is a common indicator of soil aggregation computed as follows:

MWD ¼
XD
i¼1

xiwi (1)

Where x is aggregate diameter and wi is the mass of the ith aggregate fraction.
Mean particle diameter is assessed as average sieve size between successive sieves
rather measured as average particle size. The contribution of the largest fractions is
inflated artificially by multiplying the fraction by its diameter.

The MWD is numerically biased, unevenly weighted, and computed from
aggregate-size fractions that vary widely among studies [40]. Alternatively, pat-
terns of aggregate fragmentation can be synthesized into fractal dimensions. It is
assumed that aggregates collapse following mechanical stress into smaller fragments
of similar shape. Aggregates left on each sieve are counted after subtracting the sand
fraction (> 53 μm) on each sieve [40] as follows:

N dið Þ ¼ M dið Þ= d3
i ρici

� �
(2)

Where N dið Þ is the number of particles, M dið Þ is the mass of aggregates of the ith

aggregate-size fraction, di is mean diameter and ρi is bulk density. Note that ρi must
differ between the stronger and denser micro- and the more friable macro-
aggregates. The shape coefficient ci refers to a cube. Particle volume can be com-
puted as x3, x being the average opening between two successive sieves.

The fractal dimension D f is estimated as follows:

S dkð Þ ¼
Xk
i

N dið Þ ¼ αd�Df
k (3)

Where S dkð Þ is the cumulated number of particles with diameter ≤ dk, N dið Þ is
the number of particles in the ith size fraction, α is a proportionality parameter, and
D f , the fragmentation fractal dimension, is a scaling factor derived from the log–log
relationship between S dkð Þ and dk.

The fractal model for soil aggregation is presented in Table 4 and Figure 1. The
fractal was found to be 2.51 (slope), indicating well aggregated soil. Fractal dimen-
sionality is generally between 2 and 3 for the 3-D soil aggregates, but may exceed
even 3, a result difficult to interpret physically. Aggregate-size fragments have
contrasting friability, often showing several fractal patterns. However, the fractal
dimensions have the disadvantage of being assessed from a limited number of
sieves.

Carbon sequestration plays a key role to enhance soil quality and abate green-
house gases. Because aggregates reduce the contact between the organic substrate
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and its immediate environment as they build up in soils, the decomposition rates of
organic particles decrease with time, allowing organic matter to accumulate [19].
First-order kinetics of organic matter decomposition in soils k tð Þ is controlled by
fractal coefficient h as follows:

k tð Þ ¼ k1t�h (4)

Where k1 is decomposition rate at time t = 1 and h is fractal coefficient. If h! 0,
k is non-fractal and the reaction proceeds at maximum rate; if h! 1, decomposition
rate is fractal, indicating that protection mechanisms control reaction rate during
soil agradation or degradation. Parent [19] found fractal coefficient of 0.71 for well-
aggregated soils under pasture compared to 0.45 for annual cropping and 0.25 for a
degraded soil under fallow. Hence, the fractal coefficient is a measure of carbon
protection mechanisms developing as soil quality increases or of loss in protection
mechanisms leading to soil degradation.

The soil aggregation has also been expressed in terms of isometric log ratios (ilr)
or coordinates [40]. The ilr is computed as a balance between two groups of
aggregate fractions, as follows:

Sieve Class Diameter (x) Mass Bulk density N(di) N(dk) log(x) log N(dk)

mm kg g cm�3

2.00–1.40 1.70 0.0813 1.287 0.013 0.013 0.230 �1.891

1.40–1.00 1.20 0.0659 1.326 0.029 0.042 0.079 �1.380

1.00–0.50 0.75 0.0787 1.398 0.133 0.175 �0.125 �0.757

0.50–0.425 0.4625 0.0242 1.397 0.175 0.350 �0.335 �0.456

0.425–0.25 0.3375 0.0171 1.416 0.313 0.663 �0.472 �0.178

< 0.25–0 0.125 0.0332 1.477 11.498 12.161 �0.903 1.085

Table 4.
Computation of variables log(x) and log N(dk) to derive the fractal dimension of soil aggregates.

Figure 1.
Fractal dimension of that soil aggregation pattern is 2.51.
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ilr ¼
ffiffiffiffiffiffiffiffiffiffi
rs

rþ s

r
ln

G1

G2

� �
(5)

Where r and s are numbers of aggregate-size fractions at numerator and
denominator, respectively, and G1 and G2 are geometric means of aggregate-size
fractions at numerator and denominator, respectively. The balance dendrogram in
Figure 2 is a system of balances among five aggregate-size fractions starting with a
general balance between micro- (< 0.25 mm) and macro- (> 0.25 mm) aggregates
where r = 4 (the number of macro-aggregate fractions) and s = 1 (the micro-
aggregate fraction). The balance between micro- and macro-agregates in Table 4 is
computed as follows:

ilr microaggregatesnmacroaggregates½ � ¼
ffiffiffiffiffiffiffiffiffiffiffi
5� 1
5þ 1

r
ln

0:0813� 0:0659� 0:787 � 0:0242� 0:0171ð Þ1=5
0:0332ð Þ1

 !

¼ 0:268

(6)

Because ilr transformation allows projecting compositions into the Euclidean
space, Euclidean distance ε can be computed between two soil aggregation states
across ilr dimensions to indicate whether the soil is degrading or agrading, as
follows [40]:

ε ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXD�1

j¼1
ilrj � ilr ∗j
� �2r

(7)

Where j is a compositional dimension. Because computations are made on a
mass basis rather than particle counts as for fractal dimensions, there is no need to
make assumptions about ρi and ci. The benchmark aggregation state could be
defined as ultimate aggregation state where all aggregates pass through the smallest
sieve size.

Figure 2.
Balance dendogram contrasting micro- and macro-aggregates and macro-aggregates.
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3.3 Tissue nutrient diagnosis

Early workers proposed to classify the results of tissue tests, that are continuous
variables, using concentration ranges and critical values such as poverty adjustment
(deficiency), critical percentage, and nutrient sufficiency, luxury consumption or
excess (including antagonism and toxicity) [48–50]. The critical percentage was the
tipping point on the response curve, located at 90–95% maximum yield. Nutrients
were diagnosed separately rather than as unique combinations of interactive nutri-
ents. Although the reject/accept dichotomania led to considerable interpretation
uncertainties [17], the one-nutrient-at-the-time approach is still commonly used
today. Holland [51] suggested using methods of multivariate analysis to handle
tissue compositions as a whole rather than as separate components, ignoring the
numerical pathologies of using inherently interrelated raw concentration values.

Dual ratios were thought to account for nutrient interactions [52]. The Diagnosis
and Recommendation Integrated System (DRIS) has been elaborated to handle nutri-
ent ratios [53, 54]. The DRIS required computing the mean and variance of dual ratios
but did not fit into any method of multivariate analysis. Much earlier, [14] already
developed a concept of optimum combinations of interactive nutrients within a
ternary diagram (Figure 3). Because plants show various degrees of plasticity in
response to growing conditions [55–57], they can adjust nutrient acquisition to nutri-
ent stress [58–61]. This fits perfectly into the realm of Composition Data Analysis.

Because compositional vectors convey relative information, one should first ‘think
ratios’ but, realizing that quotients are more difficult to handle than sums or differ-
ences, ‘think logratios’ [62]. Log ratios are log contrasts between components at
numerator and denominator, respectively. While compositional data are constrained
to the compositional space (e.g., 100%), log ratios can scan the real space, allowing to
conduct statistical analyses and return confidence intervals without constraints. It was
not until [12] developed the theory of Compositional data Analysis (CoDa) that
ternary diagram could be expanded to more than three nutrients.

The Compositional Nutrient Diagnosis (CND) avoided several computational
pathologies in DRIS such using different measurement units for macro- and micro-
nutrients, pairwise rather than multivariate ratios, non-normal distribution, use of a
dry matter basis as a separating component, assumed additivity of nutrient
functions, non-symmetrical functions between dual ratios and their inverse, and
non-symmetrical nutrient ratio and product functions. The CoDa also allowed

Figure 3.
Area of optimum balances between N, P and K is plant tissues uncentered (left) or centered (right) within a
ternary diagram using the Codapack 2.01 freeware (ellipses with p = 0.10, 0.05, and 0.01, respecrtively).
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diagnosing multinutrient ratios in the Euclidean space [16] and conducting
multivariate analyses in plant ionomics [58].

In CoDa, the simplex is closed to measurement unit using a filling value
computed as follows:

Fv ¼ 1000�
XD
i¼1

ci (8)

Where Fv is the filling value for unit g kg�1, D is the number of quantified
components in the D-part composition, and ci is concentration of each quantified
part. The filling value is required to back-transform log ratio means into original
concentration values. The centered log ratio [clr ¼ ln xi=Gð Þ] integrates all pairwise
ratios into a single multinutrient expression, as follows for N:

clrN ¼ ln
N
G

� �
¼ ln

N
N
,
N
P
, … ,

N
Fv

� �1=D

(9)

Where clr is centered log ratio, xi is a component of the compositional simplex,
and G is geometric mean across components including the filling value, expressed in
exactly the same measurement unit. For plant tissue analysis showing 4% N, 0.325%
P and 5% K, the filling value is 100% - (4% + 0.25% + 5%) = 90.75%. The clr value
for N in that 4-part composition is computed as follows:

clrN ¼ ln
4

4� 0:25� 5� 90:75ð Þ0:25
 !

¼ �0:143 (10)

Euclidean distance ε can be computed between two tissue states, one being diag-
nosed and another being used as benchmark composition, using clr or ilr as follows:

ε ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXD

k¼1
clrk � clr ∗k
� �2

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXD�1

k¼1
ilrk � ilr ∗k
� �2

r
(11)

The ilr has the advantage over clr that Euclidean distances can be computed
across the selected Euclidean dimensions (Figure 4). Micronutrients can be bal-
anced separately to avoid large variations due to tissue contamination. Moreover,
macronutrients with concentrations moving in the same direction with time (N, P,
K vs. Ca, Mg) [63, 64] can be set apart to address timlessness (Figure 5).

The CND based on clr aimed initially to replace DRIS for regional diagnosis
[16, 42, 65–80]. Thereafter, a website service was made available to Brazilian
growers (https://www.registro.unesp.br/#!/sites/cnd/). The standardized clr differ-
ences between clr values of the diagnosed (clr j) and that of the reference subpopu-
lation (clr ∗j ) of true negative (high-yielding and nutritionally balanced) specimens
weighted by the standard deviation (SD ∗

j ) ranked nutrients in the order of their
limitation to yield, as follows [80]:

Index_clrj ¼
clrj � clr ∗j
� �

SD ∗
j

(12)

At that time, the reference subpopulation was selected at regional scale using the
Cate-Nelson partitioning procedure by iterating the Mahalanobis distance M to
maximize classification accuracy. The M was computed as follows:
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Milr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXD�1

j¼1
ilr j � ilr ∗j
� �

COV�1 ilr j � ilr ∗j
� �r

or (13)

Mclr ≈
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXD�1

j¼1
clrj � clr ∗j
� �

VAR�1 clrj � clr ∗j
� �r

(14)

The M2 is distributed like a χ 2 variable. The variance matrix is used where clr
values are relatively independent from each other [80]. The use of D clr variables
leads to singularity of the covariance matrix. This required removing one clr value,
generally that of the filling value. Filzmoser et al. [81] recommended using the ilr
transformation rather than clr or the ordinary log transformation to conduct
multivariate analysis due to the advantageous orthonormal basis of ilr variables.

The Cate-Nelson procedure returned four quadrants by point counting and thus
allowed setting apart the subpopulation of true negative specimens, avoiding to
include false positive specimens (high-yielding but nutritionally imbalanced) in the
reference subpopulation, as was the case for DRIS and other nutrient diagnostic
approaches. Quadrants are interpreted as follows:

1.True negative (TN) specimens showing high yield and nutrient balance

2.False negative (FN) specimens showing low yield despite nutrient balance
(Type II error)

Figure 4.
Balance dendrogram of tissue nutrient compositions of peach trees in southern Brazil, addressing micro- and
macronutrients, then macronutrients moving in different directions with time.
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3.True positive (TP) specimens showing low yield and nutrient imbalance

4.False positive (FP) specimens showing high yield despite nutrient imbalance
(Type I error)

Model accuracy is determined as follows:

Accuracy %ð Þ ¼ 100� VNþ TP
TNþ TPþ FNþ FP

(15)

Figure 5.
Time change in N, P, and K concentrations the leaf tissues of peach trees (data [64]). Balances between nutrient
concentrations moving in the same direction with time are stationary (upper figure). As expected, the balance
between [N, P, K] and [Ca, Mg] changes with time (lower figure).

85

Machine Learning, Compositional and Fractal Models to Diagnose Soil Quality and Plant…
DOI: http://dx.doi.org/10.5772/intechopen.98896



4. Machine learning methods to process large datasets

An introduction to machine learning methods is provided in [82]. “When deal-
ing with complexity, mechanistic models become less obvious. System thinking,
implying stocks and flows, becomes difficult to tune where species interact through
varying functions over space and time… most ecological patterns are nonlinear…
Another approach could rely purely on phenomenology with machine learning.
Using this approach, we identify key features to predict outcomes using pattern
detection”.

Machine learning is a family of methods of artificial intelligence that includes
object similarity algorithms (k-nearest neighbors), decision trees (e.g., Random
Forest), boosted decision trees (e.g., Gradient Boosting), multiple regression,
gaussian methods, neural networks and several others, often tunable with
hyperparameters. Machine learning methods can integrate numerous growth-
impacting factors including soil quality indicators such as those documented by
technologies of precision agriculture or supported by classical state- or industry-
based agronomic models. Documenting as many growth-limiting factors as possible
can decrease the number of assumptions required to diagnose nutrient problems at
local scale, facilitating side-by-side comparisons. The confusion matrix generated
by machine learning (ML) model in classification mode classified specimens into
four quadrants by point counting, and thus allowed setting apart true negative
specimens.

Compositional Data Analysis can be combined with machine learning methods
to customize plant nutrient requirements for application at local scale where factor
interactions shape fertilization decisions [17, 46, 83–86]. After running ML
methods, it was suggested to use the ilr transformation to compute the Euclidean
distance between the diagnosed (X) and successful (x) compositions, then compute
the corresponding perturbation vector to rank nutrients in the order of their
limitations to yield [44]. The perturbation vector is computed as follows [87]:

p ¼ X⊝ x ¼ X1

x1
, … ,

XD

xD

� �
, hence : p ¼ N

N ∗ ,
P
P ∗ , … ,

Fv

F ∗
v

� �
or (16)

p ¼ N
N ∗ � 1,

P
P ∗ � 1, … ,

Fv

F ∗
v
� 1

� �
: (17)

The perturbation vector resembles the Deviation from Opimum Percentage
[88]. Several log ratio transformation techniques other than clr and ilr are available
but have not been tested yet [89].

4.1 Information flow

A flow of information from data acquisition to dataset organization and fertilizer
recommendations at subfield level was described for lowbush blueberry (Vaccinium
angustifolium) in Quebec [46], cranberry (Vaccinium macrocarpon) in Quebec and
Wisconsin [85], and several crops in Brazil [17, 83, 84]. Nutrient diagnosis at local
scale requires a well-documented dataset, an accurate machine learning model, a
reliable model prediction algorithm, and a large set of ecologically diversified true
negative specimens (Figure 6).

The bottleneck of machine learning models is knowledge gain on the learning
curve. As anticipated 200 years ago by Alexander von Humboldt [3] a comprehen-
sive understanding of living systems requires collecting facts and local knowledge
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trustfully. Data can be observational as provided by growers, or experimental as
retrieved from the published and the gray literature. Data sharing among stake-
holders does not suffice to run machine learning. Data must be collected in a
uniform way and cleaned from errors. Missing data could be imputed carefully or
documented from other databases such as meteorological databases. Thereafter,
data must be checked for their distribution to detect outliers.

A minimum dataset of meaningful features could be selected by adding or
removing features (razor of Occam) without losing model accuracy during the
model training process. Minimum data sets facilitate data acquisition by stake-
holders at minimum cost and effort and make sense to them. The most performing
machine learning model is selected. In general, the classification mode (yield class
about yield cutoff) is more acurate than the regression mode. The classification
mode returns the probability to exceed yield cutoff as targeted by the grower.

4.2 Local diagnosis

Features such as cultivar, rootstock, soil type or climatic conditions have been
averaged to generate regional standards as “Frankenstein-built constructs” that may
lead to unaccurate diagnosis at local scale where factors interact [17]. The local
diagnosis often differs from regional diagnosis because the heroic assumption that
“all controllable and uncontrollable factors but the ones being addressed are at equal
or optimum levels” may fail at local scale. Indeed, the regional diagnosis is counter-
intuitive to growers’ heuristics that compares normal to abnormal situations under
similar conditions in their neigborhood [86]. Fertilizer recommendations can be
customized using the fertilization regime of the closest compositional neighbors as
reference, by modifying regional recommendations, from response curves, or using
an optimization algorithm (Figure 7).

At local scale, the closest compositional neighbors are the true negative speci-
mens showing similar growing conditions and the smallest compositional Euclidean
distance from the diagnosed specimen. The nearest neighbors were said to be
located in “Humboldtian loci or “enchanting islands”, “Ilhas Encantadas” in
Portuguese, for a given set of uncontrollable factors. The grower has been pictured
by [43] as a compositional parachutist manipulating nutrients as paracords to land
on the closest “enchanting islands”. There, the resources to tackle controllable
factors can be used parsimoniously and efficiently to reach trustful yield targets.
Because the number of successful factor combinations is limited by the size and
diversity of datasets, a close collaboration is required between stakeholders to
collect facts and document local knowledge trustfully [6, 7, 90–94].

Figure 6.
Flowchart of nutrient diagnosis in agroecosystems from data collection to fertilizer recommendations.
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The decision to fix a yield target in classificaiton mode depends not only on
growers’ yield objective, but also on model precision and the number of true nega-
tive specimens available as close neighbors. The number of true negative specimens
must be high because they provide benchmark compositions and trustfull yield
targets under otherwise comparable growing conditions. As shown in Figure 8 for
the Brazilian peach tree dataset [83], classification accuracy increased slightly while
the number of true negative specimens decreased exponentially as yield target
increased. Smaller number of true negative specimens as benchmark compositions
limits model’s capacity to select local conditons close to those of the diagnosed
specimen. In this case, the decision was to select 16 ton ha�1 as cutoff yield, a
reasonable yield objective.

Figure 7.
Fertilization recommendation using a Markov chain random walk algorithm to combine optimally N,, P and K
dosage to increase yield from 2300 to 5900 kg berry ha�1 for lowbush blueberry considering a set of corrected
site-specific controllable factors (reproduced from [46]).

Figure 8.
Dependence on yield cutoff of the number of true negative (high-yielding and nutritionnallly balanced)
specimens and classification accuracy.
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5. Concluding remarks

In this chapter, we showed that fractal, compositional and machine learning
models are promising alternatives to former empirical and mechanistic models to
diagnose soil quality and plant nutrition at local scale and conduct side-by-side
comparisons. Fractal kinetics confirmed that organic matter decomposition rates
are controlled by protection mechanisms developing during organic matter trans-
formation in soils. Site-specific coefficients can be assigned to decomposition rates
under soil management practices. Compositional Data Analysis accounted for the
special geometry of D-part compositions using log ratio transformations to tackle
numerical bias before running numerical analyses. Machine learning methods can
handle large and diversified datasets acquired through close collaboration between
stakeholders.The CoDa methods can be combined with machine learning methods
to diagnose nutrient imbalance and rank nutrients in the order of their limitation to
yield by side-by-side comparison with successful neighbors.

This paper emphasized the need to change paradigm from the regional to the
local scale to diagnose soil quality and plant nutrients and customize recommenda-
tions. Local features can be assembled in large and diversified numbers to address
trustful feature combinations, then carved to a minimum data set impacting sys-
tem’s productivity and sustainability. Large and diversified data sets can be
processed by methods of machine learning and compositional data analysis to reach
the field or subfield scale. This requires collecting data uniformly and a close
collaboration between stakeholders.
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Chapter 6

Applications of Thermo-TDR
Sensors for Soil Physical
Measurements
Yili Lu, Wei Peng,Tusheng Ren and Robert Horton

Abstract

Advanced sensors provide new opportunities to improve the understanding of
soil properties and processes. One such sensor is the thermo-TDR sensor, which
combines the functions of heat pulse probes and time domain reflectometry probes.
Recent advancements in fine-scale measurements of soil thermal, hydraulic, and
electrical properties with the thermo-TDR sensor enable measuring soil state vari-
ables (temperature, water content, and ice content), thermal and electrical proper-
ties (thermal diffusivity, heat capacity, thermal conductivity, and bulk electrical
conductivity), structural parameters (bulk density and air-filled porosity) and
fluxes (heat, water, and vapor) simultaneously. This chapter describes the theory,
methodology, and potential applications of the thermo-TDR technique.

Keywords: thermo-TDR sensor, heat pulse, time domain reflectometry, soil
thermal properties, soil physical measurements

1. Introduction

Dynamic, in situ measurements of soil temperature (T), water content (θ),
thermal and electrical properties are necessary to quantitatively evaluate coupled
heat, water and solute transfer in soil. Ren et al. first introduced a thermo-time
domain reflectometry (thermo-TDR) technique to measure T, θ, thermal proper-
ties, and bulk electrical conductivity (σ) [1]. Later, the thermo-TDR technique was
advanced to determine soil bulk density (ρb), porosity (n), air-filled porosity (na),
and water saturation from the above-mentioned properties [2]. Recent laboratory
and field studies showed that the thermo-TDR technique could determine soil ice
content during freezing and thawing, monitor coupled heat and water transfer
processes, and describe soil structure changes and salt effect on soil [3–8]. Advan-
tages of the thermo-TDR technique, e.g., minimal soil disturbance, ease in automa-
tion and multiplexing, providing point-scale data of soil thermal, electrical, and
hydraulic variables and properties simultaneously, make it a state-of-the-art
method for in-situ investigations of coupled soil processes.

In this chapter, the theories, methodologies and applications of the thermo-TDR
technique are presented.
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2. Theory and methodology of the thermo-TDR technique

2.1 Basic principles

The heat pulse technique can measure soil volumetric heat capacity (C), thermal
conductivity (λ) and thermal diffusivity (κ) by analyzing the propagation of a heat
pulse at a known distance from a line heat source [2, 9]. The TDR method deter-
mines the dielectric and electrical conductivity properties by sending an electro-
magnetic pulse along a metal TDR waveguide embedded in soil [10]. The pulse
travel time is related to soil dielectric constant (Ka), and the attenuation of pulse
amplitude is affected by soil σ [11]. The TDR sensor is widely used to measure soil θ
from Ka using the equation from [10]. Noborio et al. and Ren et al. noticed the
similarities in sensor materials and configurations between the heat pulse and TDR
sensors, and integrated the two systems into a single unit, which was named the
thermo-TDR sensor [1, 12]. The unified sensor combines the functions of the heat
pulse sensor and TDR sensor, which allows thermal and electromagnetic pulses to
be applied concurrently into the soil, and soil temperature, water content, thermal
properties, and electrical conductivity are then determined simultaneously [1, 13].

2.2 Theories and calculations

2.2.1 Determination of soil thermal properties using the ILS theories

Thermo-TDR technique estimates soil thermal properties from the temperature
change-by-time data at the sensing probes (heat pulse signals) based on line-source
heat transfer models. The most widely known model is based on the infinite line
source (ILS) theory considering an instantaneous or pulsed heating scheme, which
assumes the heating probe as a line heat source with zero diameter and infinite
length [9, 14–16]. For an isothermal and homogeneous soil with a uniform initial
temperature distribution, the solution of the Fourier radial equation for heat con-
duction of a short-duration heat-pulse away from an infinite line source was devel-
oped by [17] further analyzed by [15, 16]. The temperature distributions in a
cylindrical system are as follows:

T r, tð Þ ¼ T1 r, tð Þ; 0< t≤ t0
T2 r, tð Þ; t> t0

�
(1)

where.

T1 r, tð Þ ¼ � q
4πκC

Ei
�r2

4κt

� �
(2)

T2 r, tð Þ ¼ q
4πκC

Ei
�r2

4κ t� t0ð Þ
� �

� Ei
�r2

4κt

� �� �
(3)

in which T is the temperature (°C) at a radial distance r (m) away from the line
heat source and at time t (s). t0 is the heat pulse duration (s), �Ei(�x) is the
exponential integral, κ is soil thermal diffusivity (m2 s�1) and C is volumetric heat
capacity (MJ m�3 K�1). Soil thermal conductivity (λ, W m�1 K�1) is calculated as
the product of κ and C. The optimized κ and C values are derived by fitting Eq. (3)
to the measured heat pulse signals. The variable q represents the quantity of heat
liberated per unit length per unit time (J m�1), which is calculated from the current
(I, Amps) applied to the heater wire for a time of t0,
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q ¼ I2Rt0 (4)

where R is the resistance per unit length of the heating wire (Ω m�1). The ILS
model is widely used for heat pulse determined soil thermal properties, because of
its simple form and computational efficiency.

2.2.2 Determination of soil thermal properties using the CPC solution

Ignoring the finite heat pulse probe properties (finite radius and finite heat
capacity) can be a significant source of error when estimating soil thermal proper-
ties with the ILS theory, especially when there is a large contrast between the
physical properties of probes and soil [18, 19]. Peng et al. [8] showed that finite
probe effects on temperature rise with time curves were most significant in dry
soils, and faded with increasing θ; the ILS theory can cause about 6% relative error
in dry soil thermal property estimates [20]. Knight et al. proposed a semi-analytical
solution of the cylindrical perfect conductors (CPC) theory, accounting for the
finite probe radius and finite probe heat capacity [18]. The CPC theory was suc-
cessfully applied in various studies [19, 21, 22]. This is especially true for the large
sensor designs, in which the CPC theory reduces the error due to the finite probe
effects. The theories and applications of CPC theory can be found in [20].

Figure 1 shows typical heat pulse signals (temperature change-by-time data) in
two sensing probes of a thermo-TDR measurement on a loamy sand soil with water
content of 0.15 m3 m�3. Generally, soil temperature starts to increase when the heat
pulse is initiated and then decreases with time after the heat pulse ceases. The
heating rate q equals 45.43 W m�1 (with a R of 888 Ω m�1, and a t0 of 25 s). The
CPC solution is applied to fit the measured data with the built-in nonlinear curve
fitting functions (nlinfit) in MATLAB software (The Math Works Inc., Natick,
MA). The estimated C and κ values are 1.59 MJ m�3 K�1 and 7.48 � 10�7 m2 s�1,
respectively. Multiplying C and κ gives a λ value of 1.20 W m�1 K�1.

Figure 1.
The temperature change-by-time data (circles) measured by two sensing probes with the large thermo-TDR
sensor on a loamy sand soil. The lines represent the nonlinear curve fitting results for the CPC solution to the
measured data. The heating duration (t0) and the heating power (q) are listed.
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2.2.3 Determination of soil water content and electrical conductivity

Soil θ and σ measurements are determined from the TDR waveforms obtained
with the reflectometer device. Figure 2 presents a typical TDR waveform generated
with the TDR200 device (Campbell Scientific Inc., Logan, UT). The TDR technique
determines Ka from the propagation time of an electromagnetic wave through a
TDR wave guide. When an electromagnetic wave along the coaxial cable reaches the
probe embedded in the soil, part of the signal is reflected back to the cable tester
due to impedance change, which is shown as the first reflection point (L1) on the
waveform. The remaining signal travels continuously through the wave guide, and
the second reflection point (L2) is generated when the signal reaches the end of the
probe due to impedance mismatch (Figure 2). Thus, Ka is calculated from [23],

Ka ¼ L2‐L1

La

� �2

(5)

where La is the apparent probe length (m), which needs to be calibrated before
the thermo-TDR measurement.

Typically, L1 and L2 are determined with the tangent line method. For the short-
probe thermo-TDR sensors, the tangent line-second-order bounded mean oscilla-
tion model (TL-BMO) method can be used to determine the reflections positions
even when multi-reflections occur in short probes [24–26]. Both tangent line and
TL-BMO methods are built-in algorithms in the TDR200 reflectometer device
for calculating soil Ka. To estimate soil θ, the Topp et al. equation or a specific
calibration of the Ka-θ relation can be used [10].

Themagnitude of soilσdepends on the transmission line impedanceRtotal (Ω),which
can be calculated from the amplitude of the TDR signal at very long times [27, 28],

Rtotal ¼ Zc
1þ ρ∞
1� ρ∞

(6)

Figure 2.
A TDR waveform from the thermo-TDR sensor immersed in distilled water. v0 is the amplitude of the incident
voltage waveform generated by cable tester, and v∞ is final voltage amplitude in the transmission line after all
multiple reflections have ceased. Part of the waveform framed in gray is used for water content calculation. L1
and L2 are the first and second reflection points on a TDR waveform (from [8]).
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where Zc is the characteristic impedance of the cable (75 Ω); ρ∞ is the voltage
reflection coefficient at long times where multiple reflections have ceased with the
TDR waveform reaching a stable level, which is defined as,

ρ∞ ¼ v∞‐v0
v0

(7)

where v0 is the amplitude of the incident voltage waveform generated by the
cable tester, and v∞ is final voltage amplitude in the transmission line after all
multiple reflections have ceased (Figure 2).

Following Heimovaara et al. σ can be obtained with the following equation [29],

σ ¼ Kp

Rtotal � Rc
fT (8)

where Kp is the cell constant of probe (�8.77 m�1) determined by using the
method in [29] with different KCl solutions; Rc is the combined series resistance of
the cable, connectors, and cable tester, and fT is the temperature factor,

f T ¼ 1
1þ δ T � 25ð Þ (9)

in which δ is the temperature coefficient of the soil sample (0.0191°C�1, [29]),
and T (°C) is the temperature of soil sample at the measurement time. Previous
studies showed that Rc in Eq. (8) was only a small fraction of the Rtotal, which could
be neglected without serious errors [30]. Wang et al. incorporated a piece-wise
model for electrical conductivity calculations into the TL-BMO model for an accu-
rate determination of σ, θ and Ka simultaneously [31]. The corresponding computer
program is available at https://github.com/cauwzj.

2.3 Sensor configuration and construction

The design of the thermo-TDR sensor must meet several criteria to achieve the
requirements of line-source heat-pulse theory to measure soil thermal properties
and TDR principles to derive soil water content and electrical conductivity [1, 22].
The key parameters are probe diameter (d), probe length (L) and probe-to-probe
spacing (r). For the heat pulse measurement, L/d > 25, L/2r > 2.2, and d/2r < 0.13
should be considered to minimize the effects of axial heat flow and finite probe
properties on soil thermal property measurements [15, 16, 32]. A r/d value less than
10 is necessary for reliable TDR data [33].

Various configurations have been proposed for the thermo-TDR sensor. The
original sensor design consisted of three parallel probes with 40-mm length, 1.3-
mm diameter, and 6-mm probe-to-probe spacing [1] (Figure 3). The middle probe
acted as a heater that introduced a heat pulse into soil, while the two outer needles
acted as the sensing probes that measured the soil temperature at a known distance
(e.g., �6 mm) from the heating probe.

Newer versions of thermo-TDR sensor designs, with various probe sizes and
configurations (i.e., L, r, d) have been developed to enhance the strength and
robustness of the sensor. Liu et al. presented a sensor design to obtain accurate soil
thermal properties and ρb values under field conditions, by using large-size probes
(45-mm length, 2-mm in diameter, and 8-mm probe-to-probe spacing) and adding
pointed tips at the probe ends [34]. A similar design, with pointed tips, 40.5-mm
length, 2-mm diameter, and 6-mm probe-to-probe spacing, was used by Yu et al. in
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geothermal applications [35]. Wen et al. introduced a thermo-TDR sensor with
relatively thin (1.27-mm) and long (60 mm) probes, but was capable of in situ
corrections of r changes due to probe deflection [36]. A sensor with curved heaters
was tested, but it introduced potential errors due to soil compaction caused by the
relatively large heaters [37].

The small sensing volume of the Ren et al. sensor design made it suitable for
fine-scale measurements, but the short probes somewhat restricted the accuracy of
TDR measurements [1, 38]. Recently Peng et al. introduced a large-size thermo-
TDR with a probe length of 70 mm, and a probe-to-probe spacing of 10-mm, a
diameter of 2.38 mm for the heater probe, and a diameter of 2 mm for the
sensing probe (Figure 4) [22]. As a result, this sensing volume was three times
larger than that of the Ren et al. [1] sensor, and greater accuracy was achieved
with TDR θ measurement accuracy due to the reduction of the superimposed
reflections. Peng et al. also integrated updated algorithms to determine soil
thermal and dielectric properties in order to produce accurate θ, ρb and porosity
values [22].

Thermo-TDR sensors are not readily commercially available. One may be able to
make special order sensors from some companies, but in most cases the sensors are
constructed in soil physics research laboratories. As shown in Figure 3, a thermo-
TDR sensor usually consists of three probes that house the heating wire and tem-
perature sensors (thermocouples or thermistors), an epoxy base that fixes the
probes in place, extension wires for the heater and temperature sensors, and a
coaxial cable for TDR measurement. The stainless-steel tubes that serve as housings
for heating and sensing probes, can be custom made or produced from hypodermic
needles with the specified diameter and length.

The heating probe is constructed by threading an enameled resistance heater
wire (e.g., 38-gauge Nichrome 80 Alley), through the heating needle two or four
times for a total resistance of about 888 Ω m�1. The sensing probes are typically
constructed by positioning a thermocouple or a thermistor enclosed at the midpoint

Figure 3.
Schematic view of the thermo-TDR sensor configuration in [1]. (Figure originally published in [2]).
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of each probe (Figure 3). More than one thermocouple (Type E, chromel-
constantan, 40 American wire gauge [AWG]) can be also used to detect soil tem-
peratures at several locations along the probe to enable in situ corrections of r
[22, 36]. In probes, the resistance wires and thermocouples are kept in place with
high-thermal-conductivity epoxy.

For TDR measurements, a 75-Ω coaxial cable is connected to the sensor by
soldering the inner conductor to the central probe and the shield to the outer
probes. The thermocouple wires are extended by connecting them to longer exten-
sion wires of the same type (e.g., Type E, chromel-constantan, 36 American wire
gauge [AWG]). The extension thermocouple and resistance wires are kept within
5 m to avoid signal losses in long wires. Finally, the three probes and wires are kept
in place with a mold and casting resin.

Table 1 lists the key materials and specifications used in [1, 22] for making the
thermo-TDR sensors.

2.4 Equipment and sensor operation

The operation of a thermo-TDR sensor requires a setup to generate the heat
pulses, a TDR device that generates a fast-rise-time electromagnetic pulse, samples
and digitizes the resulting reflection waveform, and data acquisition and control
systems (Figure 3). For the TDR part, a coaxial cable tester (e.g., model 1502B,
Tektronix Inc., Beaverton, OR) or a TDR200 reflectometer system (Campbell Sci-
entific Inc., Logan, UT) generates the reflection waveform for analysis or storage.
Simultaneous and automatic collection of multiple TDR measurements can be
achieved with compatible multiplexers connected to a datalogger (e.g., model
CR1000x or CR3000, Campbell Scientific Inc., Logan, UT) that retrieves TDR
waveforms or dielectric constants for further analysis of θ or σ.

The experiment setup commonly used for a heat pulse measurement, which
consists of a datalogger, a circuit, and a DC power (Figure 5). The circuit consists of
a relay and a 1-Ω precision resistor, which is controlled by the datalogger. A DC
power supply or a 12-volt battery applies a constant current for a fixed time to the
heater wires to generate the heat pulse. The extension wires of thermocouples/
thermistors are connected to a datalogger for temperature measurements. A switch
to control the heat pulse is through a relay embedded in the circuit that can be

Figure 4.
Schematic view of the thermo-TDR sensor configuration from [22].
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activated by the datalogger. The resistance wire is heated for a controlled amount of
time (typically 8–20 s for small sensors and 15–30 s for large sensors). During the
heat pulse process, the current in the heater wire is determined automatically by
measuring the voltage drop across a 1-Ω precision resistor which is in series with the
heater wire.

Once the measurement is initiated, the current in the resistance wire and soil
temperatures of the sensing probes are recorded at a 1-s interval for about 100–
300 s with a datalogger (e.g., model CR1000x or CR3000, Campbell Scientific Inc.,
Logan, UT). The total measurement time can be set to be longer than 300 s, espe-
cially when the background soil temperature varies significantly with time under
the field conditions. In this case, a linear temperature correction procedure is

Materials Specifications

Thermocouple Type E, chromel-constantan, 40 AWG, OMEGA Engineering, CT

Thermocouple
extension wire

Type E, chromel-constantan, 36 AWG, OMEGA Engineering, CT

Thermistor Model 10K3MCD1, 0.46-mm diam., 10 kΩ at 25°C; Betatherm Corp.,
Shrewsbury, MA

Resistance wire 79-μm diameter, 40 AWG, enameled, 205 Ω m�1, Nichrome 80 Alloy, Pelican
Wire Co., Naples, FL

Stainless-steel tube Ren et al. : 1.27-mm o.d. and 0.84-mm i.d for both heating and sensing probes [1].
Peng et al. : 2.38-mm o.d., 0.71-mm wall thickness for heating probe, 2.00-mm o.
d., 0.25-mm wall thickness for sensing probes [22].

Coaxial cable 75 Ω coaxial cable, RG 187 A/U, Newark Electronics

Epoxy inside
probes

High thermal conductivity, Omegabond 101, Omega Engineering, Stamford, CT

Casting resin for
sensor body

Water proof, Cr600 Casting Resin, Micro-Mark, Berkeley Heights, NJ

Table 1.
Materials used for making thermo-TDR sensors.

Figure 5.
Experiment setup for a typical thermo-TDR measurement.
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needed for the soil thermal property calculations [39, 40]. The heating intensity
should be carefully controlled to achieve a clear heat pulse signals at the sensing
probe and to avoid potential heat induced moisture redistributions at the same time.
Normally, the heat pulse duration is set to make sure that the temperature changes
at the sensing probes typically fall in the range of 0.5–1.0°C.

The thermo-TDR sensor can be placed horizontally or vertically in a soil profile,
depending on the application objectives. Special care is required to avoid needle
deflection and to keep good soil-probe contact during installation. It is
recommended to install the sensor under moist conditions when probe deflection is
less likely to occur [2].

2.5 Sensor calibrations

Accurate information about parameters r, L and Kp are needed to determine soil
thermal properties, water content, and electrical conductivity with the thermo-TDR
technique. A 2% change in r value can induce 4% error in C estimates. The probe-
to-probe spacing r is frequently calibrated in a medium with a known C value at
room temperature, such as agar-stabilized water (at a concentration of 5 g L�1) with
a C value equal to that of water (4.18 MJ m�3 K�1, [9]). The r value is calculated by
nonlinear curve fitting to the measured heat pulse data based on ILS or CPC theory.

Wen et al. designed a probe-spacing-correction thermo-TDR sensor with 6-cm long
sensing probe, each enclosedwith three thermistors at different distances away from the
sensor base [36]. This enabled the calculation of probe deflection angles to estimate
actual in situ r values by using linear and nonlinearmodels proposed by [41, 42]. In field
applications, Zhang et al. proposed an on-site calibrationmethod that determined the in-
situ r value by using the theoreticalC values estimated from a one-time ρb and θ
calibration using an intact soil core collected near the sensor location [43].

For Ka and θ measurements with the thermo-TDR sensor, the La of the sensor is
calibrated by analyzing the TDR waveform obtained in distilled water at room
temperature, which is calculated as,

La ¼ L2 � L1

Vp
ffiffiffiffiffiffiffi
Kw

p (10)

whereKw, apparent dielectric constant of water (80.1 at 20°C, Haynes and Lide,
2010).Vp is a user-selected propagation velocity, which is usually set as 0.99.L1 can be
determined by shorting the three needles in airwith a razor blade at the needle base [44].

For TDR-σ measurements with the thermo-TDR sensor, Kp of the thermo-TDR
sensor can be estimated following the procedures of [29]. The sensor is immersed in
KCl solutions with a series of concentrations (e.g., 0.0001, 0.0005, 0.001, 0.005,
0.01, 0.02, 0.1, and 1.0 mol L�1), and the TDR waveforms are collected. The voltage
reflection coefficient at long times is determined from the TDR waveforms, from
which Rtotal is calculated. Meanwhile, the solution σ is measured with a conductivity
meter. The Kp value of the improved thermo-TDR sensor and Rc are then estimated
by using regression analysis of σ vs. Rtotal [1, 8].

3. Applications of the thermo-TDR technique

3.1 Determination of soil thermal property and electrical conductivity curves

The thermo-TDR technique permits routine measurements of soil thermal
properties, water content and electrical conductivity on repacked soil columns and
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in situ field measurements. Figure 6 presents the results of soil thermal properties
on a repacked sand soil, showing typical trends of C, λ, and κ in relation to θ.
Generally, C is linearly related to θ, while κ and λ vary nonlinearly with θ. Both κ
and λ show rapid increases at θ < 0.10 m3 m�3, and afterwards λ continuously
increases while κ values decrease. These typical trends agree with published soil
thermal property datasets, and earlier studies of C, λ, and κmodels in relation to soil
texture, water content, porosities [45–47].

Figure 7 shows measured apparent σ values for sand wetted by various salt
solution concentrations to θ ranging from 0.08 to 0.25 m3 m�3. It is clear that the
increases in salt concentrations lead to significant increases in σ, and σ also increases
with θ. Soluble salt ions in soil solution can enhance the electric conductivity of bulk
soil. For salt affected soils, the Peng et al. [8] thermo-TDR sensor can measure σ
values as large as 22.5 dS m�1. Thus, important observations of solute, heat and
water properties in soil are possible with thermo-TDR sensors.

Figure 6.
Thermo-TDR determined thermal properties of a sand at bulk density of 1.47 Mg m�3 as a function of water
content.

Figure 7.
Thermo-TDR measured bulk electrical conductivity of a sand soil as a function of KCl salt concentrations used
to wet the soil to four selected water contents.
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3.2 Determination of soil bulk density, porosity and air-filled porosity

The thermo-TDR technique soil thermal property and water content data can be
used to estimate soil structure changes [43, 48, 49]. The thermo-TDR technique
can be applied to determine in situ ρb, n and na based on three quantitative rela-
tionships of ρb and θ with C, λ, e.g., de Vries, the Lu et al. and the Tian et al. models
[45, 50, 51].

Thermo-TDR determinations of ρb depend on the de Vries C model (hereafter
C-based thermo-TDR method) and the Lu et al. or Tian et al. λ model (hereafter λ-
based thermo-TDR method) [45, 50, 51]. According to [45], soil C can be estimated
as the weighted sum of volumetric heat capacities of soil solids, water and air. As the
volumetric heat capacity of air is small compared to those for soil solids and water,
soil C can be approximated as [9],

C ¼ ρbcs þ ρwcwθ (11)

From Eq. (11), ρb is derived as,

ρb ¼ C‐ρwcwθ
cs

(12)

where cs is the specific heat of soil solids (kJ kg
�1 K�1), ρw is the density of water

(1.0 g cm�3), and cw is the specific heat of water (4.18 kJ kg�1 K�1) [9]. Once soil C
and θ are determined from a thermo-TDR measurement, ρb can be calculated with
Eq. (12). It was pointed out that the C-based thermo-TDR method for determining
ρb was likely affected by changes in probe-to-probe spacing when inserting the
sensor into soil [52, 53]. Liu et al. reduced such errors by increasing the rigidity of
the sensor design, and obtained the continuous field ρb for the tilled soil layers
which changed over time with wetting and drying cycles [34, 48].

Because λ measurements using the heat pulse technique are not influenced by
needle deflection, Lu et al. proposed the λ-based thermo-TDR method to determine
in situ ρb [54]. An empirical equation that related λ to ρb, θ, and soil texture was
used [50],

λ ¼ λdry þ exp b� θ�að Þ θ>0 (13)

where a and b are shape factors that are estimated from ρb and fractions of sand
and clay,

a ¼ 0:67 f cl þ 0:24

b ¼ 1:97 f sa þ 1:87ρb � 1:36 f saρb � 0:95

�
(14)

where fsa and fcl are fractions of sand and clay, respectively, under the USDA soil
textural classification system. The thermal conductivity of dry soils (λdry) relates
linearly with n [46]. For mineral soils, setting soil particle density (ρs) as
2.65 g cm�3, λdry is calculated from [46],

λdry ¼ �0:56nþ 0:51 ¼ �0:56 1� ρb
ρs

� �
þ 0:51 (15)

An iterative approach is used to numerically solve for ρb because there is no
explicit solution for ρb from Eqs. (13)–(15). The nonlinear equation solver (fsolve) in
MATLAB (Mathworks, Inc., Natick, MA) can be applied using an initial ρb value of
1.0 g cm�3.
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The empirical Lu et al. λmodel introduced uncertainty in ρb estimates, especially
for coarse soils [50]. Thus, Tian et al. proposed a simplified version of the
physically-based de Vries λmodel to inversely estimate ρb, and they found that their
λ model performed better than the C model and other empirical λ models [49].
When applying λ-based thermo-TDR methods on relatively dry soils, accurate θ
inputs are required, because λ values of dry soils are insensitive to small θ changes.
Therefore, Peng et al. used a combined approach to determine ρb: the C-based
approach was used when θ was less than 0.10 m3 m�3, and the λ-based approach
was used at θ > 0.10 m3 m�3 [22].

Both C- and λ-based thermo-TDR methods rely on TDR determined θ values as
inputs. Lu et al. introduced a heat pulse based approach to determine ρb with only C
and λ values [55]. This method relies on the de Vries C model and the Lu et al. λ
model with known soil texture and cs as a priori, and calculates ρb with an interac-
tive procedure [45, 50]. The heat pulse based approach can be used when TDR θ is
not readily available. Peng et al. [20] showed that on salt affected soils where the
accuracy of TDR θ was greatly restricted, using the heat pulse based method pro-
vided more accurate determinations of θ and ρb values than the thermo-TDR based
method [8].

It is commonly recognized that a tilled soil layer undergoes great structural
changes due to agricultural management and rainfall effects. The in situ measure-
ments of ρb in tilled soil layers using a thermo-TDR technique indicated that soil ρb
increased following tillage because rainfalls caused soil particles to settle and con-
solidate [48, 49]. Figure 8 shows that soil ρb increased and then leveled off, and the
thermo-TDR method determined ρb values mostly matched the core sample values.

With the thermo-TDR determined θ and ρb, soil n can be calculated with known
soil particle density (ρs = 2.65 g cm�3),

n ¼ 1� ρb
ρs

(16)

Thus, the na and degree of water saturation (Sw) values can be calculated,

na ¼ n� θ (17)

Sw ¼ θ
n

(18)

Figure 8.
Dynamic thermo-TDR measured bulk density (ρb) values for two soil layers plotted along with independent ρb
values from soil core measurements. Both error bars and gray areas represent standard errors of the
measurements (figure originally published in [49]).
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Fu et al. [56] showed that when applying the thermo-TDR technique in cropped
soil, the influences of roots should be considered by using an extended mixing
model based on Eq. (11),

C ¼ f sCs þ fwCw þ f rwCw þ f rCr (19)

where fs, fw, frw and fr are volume fractions of soil solids, soil water, root water
and dry root, respectively; Cs and Cr are the volumetric heat capacity of soil solids
and dry roots (assumed to be equal to the volumetric heat capacity of organic
materials, 2.51 MJ m�3 K�1 at 20°C, [45]), respectively.

For a bulk soil sample with a volume of V, Eq. (19) can be rewritten as [57],

C ¼ ms

V
cs þ Vw

V
þ Vrw

V

� �
Cw þ Vr

V
Cr (20)

where Vw, Vrw and Vr are the volumes of soil water, root water and dry roots,
respectively, and ms is the dry mass of soil solids. By rearranging Eq. (27), the root
zone ρb can be derived as,

ρb ¼
ms

V � Vrw � Vr
¼ C� θtotalCw � Vr

V Cr

cs 1� θtotalð Þ (21)

where

θtotal ¼ Vw þ Vrw

V
(22)

where θtotal is defined as the sum of volumetric θ values of root and soil. Fu et al.
report that when the maize root density is greater than 0.037 g cm�3, Eqs. (21, 22)
should be used to estimate ρb from thermo-TDR measured C and θ [57]. The soil
profile root density distribution is needed to estimate ρb in the root zone. Figure 9
presents the results of thermo-TDR ρb estimates and the actual ρb in a maize root
zone, and using the extended approach improves the accuracy of thermo-TDR ρb
estimates by accounting for the influence of roots during the maize growing
season. Thus, it is important to consider the influence of roots when applying the
thermo-TDR technique in crop fields.

Figure 9.
Comparison of thermo-TDR soil bulk density (ρb) estimates from the original approach (Eq. (12)) and the
extended approach (Eq. (21)). (figure originally published in [57]).
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3.3 Measuring soil ice contents during freezing and thawing

Although in-situ determination of soil ice content during freezing and thawing is
challenging, a thermo-TDR technique has been developed to measure soil liquid
water and ice contents in partially frozen soils. Tian et al. report that thermo-TDR
determined heat capacity and liquid water content in partially frozen soil can be
used to determine soil ice content [4]. According to [45], the volumetric heat
capacity of a partially frozen soil can be expressed as,

C ¼ f sCs þ θuCu þ f aCa þ θiCi (23)

where fs, θu, fa and θi are the volume fractions of soil solids, unfrozen water, air
and ice, respectively. Cs (2.35 MJ m�3 K�1), Cu (4.18 MJ m�3 K�1), Ca

(0.0012 MJ m�3 K�1), and Ci (1.73 MJ m�3 K�1) are volumetric heat capacities of
soil solids, unfrozen water, air and ice, respectively [58]. Ca is very small compared
to other soil constitutes which can be neglected. The term fs can be calculated from
the ratio of ρb and ρs.

Tian et al. reported that the heating strength of heat pulse measurements should
be carefully controlled for measurements in partially frozen soil to minimize ice
melting during the process [4]. Their results indicated that the heat pulse method
failed to provide accurate thermal properties at soil temperatures between �5 and
0°C because of temperature field disturbances from latent heat of fusion. The
optimized heating application strategy was found to be a 60-s heat duration
(450 J m�1) or a 90-s heat duration (450–900 J m�1), and the C-based approach
could only be applied at soil temperature ≤ -5°C. Figure 10 shows the results of
thermo-TDR determined ice contents on three soils with total water content (θt) of
0.15 m3 m�3 during freezing and thawing periods in a soil column experiment. Soil
ice began to form when the temperature was below 0°C because of the supercooling
effect. A large portion of latent heat was released during ice formation, which led to
unstable thermo-TDR θi values during this period. The measurement errors were
within �0.05 m3 m�3 when soil temperatures were below -5°C [4].

Tian et al. reported that the C-based approach was prone to errors resulting
from probe deflections due to ice expansion during freezing [5]. The λ-based
approach using the simplified de Vries model was used to determine the ice content
with inputs of λ, ρb, and TDR-θu, and it was also reported to perform well at
temperatures of �1 and -2°C, thus extending the measurement range near 0°C.
It was noted that both C-based and λ-based approaches required accurate ρb
information.

For soils experiencing seasonal or diurnal freezing and thawing cycles, Kojima
et al. proposed an approach with TDR-θ determinations made before and after an
imposed ice melting process caused by heating the soil surrounding the sensor [7].
The θi value was equivalent to the difference between the two TDR-θ values, which
represented the liquid water content and total water content in the soil. Their
method only relied on the two TDR-θ values but required long measurement
intervals and a relatively large heat input to melt the ice.

3.4 Measuring heat, water, and water vapor fluxes in soil

The thermo-TDR method is a useful tool that can be used in laboratory and field
experiments to study transient in-situ properties and processes related to coupled
heat and water transfer in soil. Heitman et al. used thermo-TDR sensors in a closed
soil cell with imposed transient boundary conditions to obtain non-uniform tem-
perature, water and thermal property distributions [3]. Thermo-TDR sensors were
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used to obtain soil thermal conductivity during wetting and drying processes on
quartz sands for geothermal applications [59–62].

Significant improvements in both sensor configurations and theories have been
made in fine-scale measurements of coupled water and heat transfer process in soil
under field conditions, especially in near surface soils [63]. Based solely on the heat
pulse function of the thermo-TDR sensor, the use of a series of such sensors aligned
in a soil profile permitted the determination of soil heat fluxes, liquid water fluxes,
and soil-water evaporation fluxes [64].

Based on Fourier’s law, the one-dimensional heat flux density (G) can be calcu-
lated based on soil temperature gradient multiplied by soil thermal conductivity. A
few studies have found that the reliability of heat flux density depends largely on
the accuracy of λ determinations [65–67]. Soil temperature and λ could be measured
simultaneously and in-situ with the heat pulse method. Besides, soil thermal con-
ductivity models provided an alternative method to obtain λ. Ochsner et al. showed
that the heat pulse probe worked well in obtaining λ and soil heat flux density under
field conditions [66]. Peng et al. investigated λ model–based gradient methods to
determine soil heat flux density [67]. Both heat pulse based and λ models based

Figure 10.
Soil temperature dynamics, thermo-TDR measured ice contents (from Eq. (30)), and TDR evaluated ice
contents (θt-θu) during freezing and thawing for soil samples with a water content of 0.15 m3 m�3 on sandy
loam, silt loam and silty clay loam soils. Dashed lines indicate�0.05 m3 m�3 error. (figure originally published
in [4]).
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gradient methods provided reliable near-surface heat flux with continuous and
variable θ, ρb, λ and T measurements under field conditions that included soil
disturbance or deformation [66, 67].

A heat pulse technique based on the sensible heat balance of near-surface soil
layers was able to determine in situ soil water evaporation (E) rates [68, 69]. The
sensible heat balance method determined soil water evaporation with time and
depth [70–72]. Improvements in sensor configuration enabled the determination of
soil temperature, heat fluxes and storage as well as latent heat at a mm-scale
[73, 74]. Heat pulse measurements of soil water evaporation dynamics also made it
possible to partition evapotranspiration under field conditions [75].

An analytical solution that related soil water flux density (J) to the maximum
temperature difference at upstream and downstream sensing probes was developed
[76]. Then a further simplified form was established using the ratio of downstream
and upstream temperatures [77]. Studies demonstrated the accuracy of the heat
pulse technique to determine soil water flux [76, 78–81]. Accurate measurements of
soil water flux density are necessary to quantify infiltration, runoff, solute trans-
port, and subsurface hydraulic processes.

4. Outlook

Figure 11 presents a flowchart of the uses and outcomes for the thermo-TDR
method. Generally, the thermo-TDR determined state variables and physical
parameters can be estimated with proper models and methods. The most promising
aspect of the thermo-TDR technique is the capability to determine in situ bulk
density, porosity, heat flux, water flux and vapor flux. These provide opportunities
to study transient heat and water processes in field soils, including water evapora-
tion, sensible and latent heat, and liquid water fluxes [64, 68, 69, 82].

5. Conclusions

This chapter includes descriptions of thermo-TDR sensors, methods for
collecting and analyzing data, and reviews of current and potential thermo-TDR

Figure 11.
The schematic view of thermo-TDR sensor measurement for state variables and parameters. (figure originally
published in [22], replot in this context).
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applications. The thermo-TDR sensor, which combines a heat pulse probe with a
time domain reflectometry probe for soil thermal and electrical properties determi-
nations, provides new opportunities for improved soil measurements on thermal
properties, water content, bulk electrical conductivity, ice content, bulk density,
air-filled porosity, heat flux, water flux, and vapor flux. The thermo-TDR technique
has the potential to monitor in situ soil physical properties and processes for vadose
zone soils.
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Chapter 7

Wetland Health in Two
Agro-Ecological Zones of Lesotho:
Soil Physico-Chemical Properties,
Nutrient Dynamics and
Vegetation Isotopic N15

Adesola Olaleye, Regina Mating,Tumelo Nkheloane,
Tutu K. Samuel and Tolu Yetunde Akande

Abstract

Monitoring is essential to evaluate the effects of wetland restoration projects.
Assessments were carried-out after 6 years of restoration efforts on a wetland
located in two agro-ecological zones (AEZ): the Mountains agro-ecological zone–
Khalongla-lithunya (KHL) and the Foot Hills–Ha-Matela (HM). The former was
under conservation and the latter non-conserved. Mini-pits were dug along transects
for soil sampling. Runoff water was collected from installed piezometers into
pre-rinsed plastic bottles with de-ionized water once a month for between 3 and 6
months. Soil and water samples were analyzed in the laboratory for Ca, Mg, K, Na,
total nitrogen, and phosphorus, and soil samples were further analyzed for Cu, Fe,
Zn, and Mn and vegetation isotopic N15. Water quality, soil organic matter (SOM),
carbon pools, base cations, ratios (silt:clay & SOM:silt clay), texture, and N-15
isotopes were chosen as indicators. Results showed that base cations were
significantly (p < 0.05) higher in the groundwater and soils of KHL wetlands
compared with those from the HM. The soils of the KHL wetlands have higher
(p < 0.05) clay, silt contents, SOM, and silt clay ratios compared with the HM.
Furthermore, results of the N15 isotopes were between 2.52 and 2.93% (KHL)
compared with 2.00 and 6.18% (HM). Similarly, the results of the δ13C showed
significant negative values at KHL (28.13–28%) compared with HM (11.77–12.72%).
The study concludes that after five years of rehabilitating the KHL wetlands, the
soil indicators showed that restoration efforts are positive compared with the HM
wetlands that are non-conserved.

Keywords: catchments, grazing, N15 isotopes, Lesotho, wetland, nutrient
dynamics, restoration

1. Introduction

The Kingdom of Lesotho covers a land area of 30,355 sq. km and is situated
within the Southern African plateau at an elevation of between 1500 m and 3482 m
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above sea level. It has four agro-ecological zones (AEZ) based on climate and
elevation (Table 1). All the AEZ’s are replete with wetlands. Wetlands locally called
mekhoabo (plural) and mokhoabo (singular) occur as extensive bogs and sponge-
lands especially in the Mountains AEZ, though may be small in extent, collectively,
they could cover thousands of hectares.

In Lesotho, over the years, more emphasis of agriculture (cropping and grazing)
has been placed on upland soils, but due to increasing degradation of uplands
coupled with lack of vegetation for grazing, attention is now shifting to wetland
soils as it now constitutes an important component of rural livelihoods for the
Basothos. Wetlands are defined as “areas that have free water at (or on the surface)
for at least the major part of the growing season” [1]. In Lesotho, land ownership is
vested in the paramount chiefs, hence, no land is privately owned. These chiefs thus
grant the right to cultivate lands to individuals or groups, but all citizens are free to
graze livestock on all lands [2].

Wetlands are critical to maintaining and improving the quality of lives in sub-
Saharan Africa (SSA) by improving livelihoods of rural populations and reducing
poverty especially in the summer seasons and in times of droughts [3]. In Lesotho,
wetlands are also known to support grazing, forestry and cropping activities, hence
can be said to be ecologically, economically and socially important [3]. According to
Grenfell et al. [4], wetlands in the Southern African region was classified into seven
main groups: marine, estuarine/lagoon, endorheic, riverine, lacustrine, palustrine
and man-made wetlands. However, the wetlands investigated were of lacustrine
and riverine systems. Lacustrine wetlands include lakes, lagoons, and dams; river-
ine wetlands include rivers, streams and channels. Palustrine, lacustrine and river-
ine wetland systems are found in Lesotho with the palustrine system being the most
dominant. The palustrine system in Lesotho comprises of mires (bogs and ferns) in
the highlands region, while, lacustrine system comprises of artificial impoundments
for water supply and riverine system found along streams are generally small and
localized [5, 6].

Agricultural activities (such as grazing and cropping) are thought to be the
major contributors to non-point wetland pollution in the highlands and foothills
respectively while industrial effluents and domestic waste disposal are thought to
contribute significantly to wetlands’ pollution in urbanized and industrialized Low-
lands AEZ. In Lesotho, wetlands are important for livestock grazing and the prob-
lems related to wetlands management, in particular, soil erosion, are related to over-
grazing [3]. Land degradation in upland areas is thought to also be a major contrib-
utor to the conversion of wetlands into crop lands as the upland areas are degraded
beyond use [7]. There are sparse data on the chemical characteristics of wetlands in
Khalong-la-Lithunya (KHL) and Ha-Matela (HM) catchments which are located in

Agro-
ecological
zones

Area
(km2)

Altitude (m)
above sea level

Topography Mean annual
rainfall (mm)

Mean annual
temperature

(°C)

Lowland 5200 <1800 Flat to gentle 600–900 �11 to 38

Senqu river
valley

2753 1000–2000 Steep sloping 450–600 �5 to 36

Foot-hills 4588 1800–2000 Steep rolling 900–1000 �8 to 30

Mountains 18,047 2000–3484 Very steep bare rock and
gentle rolling valleys

1000–1300 �8 to 30

Table 1.
Agro-ecological characteristics of Lesotho.
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two different AEZ of Lesotho. The former has been under conservation practices for
over 6 years. A restoration project was introduced in some wetlands in Lesotho
2006 to restore some degraded wetlands back to their original status in view of their
importance in the country. The latter wetland (HM) is still being used for livestock
grazing, watering, cropping and gathering of biodiversity. In 2006, the country was
awarded a grant by the Millennium Challenge Corporation (MCC), USA to plan
restoration and conservation activity in selected wetlands in Lesotho which will
address the widespread overgrazing and degradation of wetlands which are preva-
lent throughout the highlands of Lesotho. These wetlands are an important ecolog-
ical and economic resources as they naturally regulate flow in the Senqu/Orange
River Basin and provides livestock pasture, medicinal plants, thatch, and other rural
livelihood benefits. Several reports abound on wetland restoration activities (Gray
et al., 2002; [8–12]). These authors reported that wetland restoration focuses on
restoring three key components—hydrology, biology, and soil—of wetlands. It is
required that detailed investigation of these components is examined and how they
change during the ecosystem restoration process. Some of the properties that may
be observed include changes in hydro-periods and water chemistry [9, 13–15];
changes in the wildlife habitats [12, 16].

The effects of wetland restoration are commonly evaluated by analyzing changes
in the hydrology, biological components and the physical and chemical properties of
soil [9, 10, 17]. Also of importance is the changes in the vegetation composition and
structure, in terms of percent cover, biomass, plant diversity associated with
re-establishment of species [18–20] as well as the changes in the soil microbial
communities, and functioning [21, 22] and isotopes.

Stable nitrogen isotope measurements may be used to examine the nitrogen
cycle within landscapes [23, 24]. Biological discrimination between the two stable
isotopes 14N and 15N often leads to natural isotopic fractionation [23, 24]. It is well
established that denitrification results in isotopic changes in the nitrate (NO3

�)
pool, as bacteria preferentially reduce 14NO3

� over 15NO3
�, leaving an enriched

pool of 15NO3� [23, 24]. The isotopic signature has been used to identify regions of
significant denitrification in groundwater aquifers, streams and riparian buffer
zones [23, 24]. Partitioning carbon contributions from different species to the soil
carbon is challenging. Among the numerous methods, the carbon isotopic technique
based on the difference in stable carbon isotope composition (δ13C) ratios between
older soil carbon and inputs of new carbon appears promising [25, 26]. This tech-
nique studies soil carbon dynamics over a few years or several 100 years, and the
results can help to understand the consequences of human induced land use
change [27, 28].

This study focused on changes in soil characteristics, especially selected soil
physico-chemical characteristics and hydrochemistry of the run-off water. The
hypothesis was that conservation/restoration of wetlands coupled with the intro-
duction of freshwater/rainwater would alter the soil characteristics resulting in
increased accumulation of SOC, total N (TN), base cations (Ca, Mg, Na & K), C-
pool as well as increased clay and silt contents, increase in silt:clay and soil organic
matter:siltclay ratios (SSCR). The aim of the management effort was to reduce the
wetland degradation, which is the primary threat to the wetlands in Lesotho, and
provide conducive habitats for wetlands vegetation and faunal species. The specific
objectives of the current study were to evaluate whether there were differences in
the soil (i) physicochemical properties and (ii) hydrochemistry of a wetlands under
conservation and the one that is not conserved to assess the effect of restoration
after 5 years; the results are intended to support the ongoing restoration efforts in
selected wetlands in Lesotho and (iii) to estimate the δC and δN in the plant samples
of the conserved and non-conserved wetlands.
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2. Methodology

2.1 Climate

The climate of Lesotho is largely determined by the country’s location in the
centre of the Southern African Plateau. It is sub-humid to temperate cool with
warm and rainy summers and cool to cold dry winters. The mean minimum
temperature during winter is around 0°C which is common in June (the coldest
month), with the lowlands recording �1 to �3°C and the highlands recording �6 to
�8.5°C. The mean annual temperatures recorded are 15.2°C and 7°C for the low-
lands and the highlands respectively. In January, which produces the highest mean
maximum temperatures throughout the country, temperatures range from 20°C in
the highlands, and 32°C in the lowlands. The mean annual precipitation ranges from
500 mm in the Senqu River Valley to 1200 mm in the North and East of the country.
Eighty-five percent of the rainfall is received between the months of October and
April. Frost and snow are common in winter. The mountains of Lesotho are regu-
larly covered by snow during winter months.

2.2 Land use

Land use is often used as a surrogate for disturbance and has been correlated
with biological attributes in wetlands [11, 29]. In Lesotho, agricultural activity (i.e.
grazing and livestock watering) coupled with climatic change is the predominant
disturbance to seasonal wetlands in all agro-ecological zones. Wetlands can be
characterized into low or high impact based on local land use characteristics [5, 30],
with low impact wetlands having little or no agricultural activity within 150 m of
the wetland boundary and high impact wetlands having agricultural activity within
10 m of the wetland boundary.

2.3 Descriptions of the experimental sites

The study sites were located within Lesotho at an elevation ranging between
1800 m and >2000 m above sea level (asl) (Table 1 and Figures 1 and 2) in two
agro-ecological zones (AEZ): the Foot-Hills and the Mountains. Shrubs co-dominate
at higher elevations in the Mountains AEZ, wile in the Foot-Hills, the dominant
vegetation is grasses (i.e. Cyperus spp).

2.4 Selections of wetlands in relation to utilization

Wetlands were selected for this research were characterized as either low,
medium or highly impacted based on (i) local land-use characteristics [31]; and
(ii) the intensity of anthropogenic pressures such as mining, smelting, and dis-
charge of an industrial pollutant into the wetlands. Low impacted wetlands has
little (i.e. <5%) or no agricultural activity within 150 m of the wetland boundary
[5, 32]. The wetlands classified as highly impacted had agricultural activities;
within 10 m of wetland boundary (i.e. ffi33% of the wetland area is impacted).
The medium impacted wetlands had agricultural activities between 5 and 32%
of the wetland boundary. Using the probability sampling approach [33], coupled
with accessibility and ease of continuous monitoring, two wetland types—
lacustrine and riverine systems were identified in two different AEZs of
Lesotho (Table 1).
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2.5 Locations of study sites

Khalong la Lithunya (KHL) wetland is a palustrine wetland and it is situated in
the Mountain AEZ (Figure 1). It is located at an altitude/elevation of between 3181
and 3202 m above sea level (asl) and at points latitude 28° 53.821/longitude 28°
47.993 E. The geology of this land is Lesotho formation [5, 34]. There is a very
sparse population in this area, as it is used only by those people who live in the
animal posts and on work camps; however, there is remarkable damage done to the
wetland area by soil erosion resulting from previous overgrazing of the land. Thus,
with current protection from the Millennium Challenge Account (MCA), Lesotho
wetland Restoration project, this piece of land is currently classified as low impact
because currently there are no agricultural activities taking place. The mean annual
rainfall often recorded for this area is 1000 mm deep.

Figure 1.
view of Khalong-la-Lithunya showing the three transects.

Figure 2.
View of Ha-Matela showing transects and stream.
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Ha Matela (HM) wetland is a Riverine wetland situated in the Foothills AEZ at
an elevation of 1820 m above sea level, at points; Latitude: �29038.3333 /Longitude:
27076.6667 (Figure 2). The geology of this land is Lesotho formation [5, 34] with
sedimentary and volcanic clastics. The land use types (LUTs) found in this area are
pasture and cropping and it has been highly impacted. The mean annual rainfall
often recorded for this area is 65 mm deep.

2.6 Soil sampling and analysis

A Garmin GPS (Geko 301) was used to determine the elevations of the study
sites and to track the position of the points at which samples were collected. At KHL
catchments, three transects, of approximately 1000 m each, were chosen and mini-
pits (0.5 m) were dug at intervals of 70 m. At HM catchments, two transects were
chosen on one side of the stream and one transect on the other side and the mini-
pits (0.5 m) were dug at the upper, the middle and the lower slope of each transect
and at 150 m interval along the stream.

At both sites, soil samples were collected from every exposed horizon in the
mini-pits. The soil samples were put into polythene bags and taken to the laboratory
where they were air-dried at room temperature for 72 h and then crushed to pass
through a 2 mm sieve. The soil samples were then analyzed for total nitrogen [35];
available Phosphorus [36]; Base cations (Mg, Ca, Na and K) extracted using the
Ammonium acetate at pH 7 and determined using the Atomic Absorption Spec-
trometer (Spectro AA 300). The soils were also analyzed for micronutrients (i.e.
Cu, Fe, Zn, and Mn).

At both sites, water samples were collected from December 2010 to March 2011
across from installed plastic water bottles (DWB) which have been pre-rinsed with
de-ionized water at a depth of 0.50 m in duplicates. Five DWB were installed in
each of the three transects at KHL catchments. However, at HM catchments, the
DWB were installed at the upper, middle and toe-slopes and the land use types
(LUTs). The mainland use type (LUT) at HM catchment was mainly for livestock
grazing, watering, and cropping. Run-off water samples were collected in dupli-
cates using into a 20 mL plastic bottle and acidified with 0.1 N HCl. Following
sample collections, samples were preserved in the icebox to restrain microbial
activities before getting to the laboratory. All the parameters mentioned above were
determined, based on standard methods [37] using the Atomic Absorption Spec-
trometer (Spectro AA 300). Four indicators—base cations (K, Ca, Mg & Na), total
P (TP) and Total N (TN) were used to describe the water quality of samples. The
base cations, TN and TP were analyzed in the laboratory.

2.7 Vegetation sampling and analysis

Nitrogen isotope (15N) was applied in the form of urea to wetlands at both sites
located in the KHL and HM at the upper-slope (US), mid-slope (MS) and toe-slope
(TS). At both sites, vegetation samples were collected in triplicates from the three
sections of the toposequence. Dominant vegetation at KHL was Helichrysum
trilineatum and at HM it was Cyperus spp. The enrichment of 15N (δ15N) is expressed
in a conventional manner as parts per thousand relative to the isotopic ratio in
standard air:

δ15N ¼ R sample=R standard� 1ð Þ ∗ 1000 (1)

where R-sample and R-standard are the ratios between 15N and 14N of the
sample and the standard, respectively.
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Samples were collected at each site by clipping four healthy, intact, mature plants
at the soil surface avoiding senescent plant leaves. Live samples were wiped cleaned
to remove surface debris and then chopped into approximately 10-cm sections for
drying. The vegetation samples were put into labeled paper bags and dried at a
temperature of 55°C and subsequently sent by courier service to the International
Atomic Energy Agency (IAEA), laboratory, Seibersdorf, Vienna, where they were
then crushed, weighed, and analyzed for N15 and 13δC isotope signatures.

2.8 Statistical analysis

Data collected (soils, water) were subjected to summary statistics (N, max, min,
range, standard deviation, standard error, kurtosis, and skewness) using the means
procedure of SAS (PROC Means) [38]. Data (soils, water, and vegetation N15) were
also subjected to one-way analysis of variance (ANOVA) using the general linear
model procedure (PROC GLM) [38] and means were separated using Duncan
multiple range test at 5% level of significance. Results of the selected soil properties
were compared across sites using analysis of variance procedure of SAS (PROC
ANOVA) [38] and means were separated using Duncan multiple range test at 5%
level of significance.

3. Results and discussion

3.1 Summary statistics and characteristics of the restored wetland
(Khalong-la-Lithunya) (KHL)

Soils of KHL wetland have a texture that is rich in sand and ranged between
49.28% and 87.28% with a mean of 68.76� 1.07%; silt content ranged between 4 and
40% with a mean of 23.49 � 0.97% and clay between 0.72 and 21% with a mean of
7.71 � 0.51%. The soil organic carbon (SOC) content ranged from 1.30–5.76% with a
mean of 3.92 � 0.13% and the soils have low bulk densities. These soils have an
acidic pHw of 3.85–5.90 and mean of 5.04� 0.05 and pH in KCl of between 3.24 and
5.67 with a mean of 4.46 � 0.04. Generally, the cation exchange capacity (CEC)
ranged between 0.02 and 8.33 cmol/kg with a mean of 3.32 � 0.30 cmol/kg and base
cations (K, Ca, Mg and Na) generally ranged between 0.01 and 38.36 mg/L. The total
nitrogen (TN) and available P (AvP) ranged between 0.01 and 1.70 mgN/L with a
mean of 0.01 � 0.05 mgN/L and 0.06–11.55 mgP/L and a mean of 2.79 � 0.21 mgN/
L. The SOC-pool within KHL wetlands (i.e. has a mean of 11.62 � 0.72 kg cm2). The
silt:clay ratio ranged between 0.2 and 112.98 and has a mean of 4.73 � 1.63.
According to Asamoa (1973) and Zhang et al. [39], soils of old parent materials (PM)
have ratios of <0.25, while those with ratios of >0.25 are of indicative of low degree
of weathering. This suggests that despite the restoration efforts the PM of the
restored wetlands are at different degree of weathering. The coefficient of variation
(CV) varies widely and using the ranged given byWilding [40], only sand, pHw and
pHKCl had CV of <15%, while all other properties had CV > 30% (Table 2).

Mean soil physicochemical properties for KHL wetland across pits and transects
are presented in Table 3. An observation of the mean separation within transects at
the KHL wetlands revealed that across transects one and two all soil properties
examined were significantly different except pH-water, pH-KCl and total N as well
as pHKCl and TN that were not significantly different. An examination of the soil
properties across transect three in KHL showed that there all soil properties were
not significantly different except pH-water. Mean separation of soil micronutrients
in KHL wetlands is presented in Table 3. The results showed that the Cu, Fe, Zn and
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Variable N Maximum Minimum Mean Coefficient of variation Std dev Std error Kurtosis

Khalong-la-Lithunya (KHL)

Sand 88 87.28 42.28 68.76 14.65 10.07 1.07 �0.83

Clay 88 23.00 0.72 7.71 60.39 4.66 0.50 1.17

Silt 88 44.00 4.00 23.49 38.56 9.06 0.97 �0.76

BD 88 1.67 1.00 1.39 19.61 0.27 0.03 �1.43

pHw 88 5.90 4.00 5.04 8.50 0.43 0.05 �0.58

pHKCl 88 5.62 3.24 4.46 8.62 0.35 0.04 1.23

AvP 88 11.55 0.01 2.79 71.54 2.00 0.21 2.82

Tot. N 88 0.01 1.70 0.01 168.65 0.42 0.05 �0.78

Silt:clay 88 41.67 0.02 5.84 134.27 7.84 0.84 10.62

Org C 88 5.76 1.30 3.92 31.43 1.23 0.13 �0.63

SOM 88 9.96 2.25 6.77 31.43 2.13 0.23 �0.63

C-pool 88 39.90 1.34 11.62 58.14 6.76 0.72 2.68

Ca 88 101.56 3.54 14.61 70.49 10.30 1.10 59.61

K 88 9.63 0.01 0.28 500.93 1.38 0.15 41.03

Na 88 10.64 0.02 3.90 80.84 3.15 0.34 �1.23

CEC 88 8.83 0.02 3.32 86.05 2.86 0.30 �1.34

SSCR 88 112.98 0.2 4.73 322.44 15.26 1.63 41.66

Ha-Matela (HM)

Sand 80 65.10 9.00 37.22 32.20 11.98 1.34 �0.07

Clay 80 62.10 10.70 10.50 40.12 12.24 1.37 0.14

Silt 80 73.00 0.00 32.86 44.92 14.76 1.65 0.55

BD 80 1.49 1.00 1.34 5.75 0.08 0.01 3.68

pHw 80 6.15 4.23 5.25 7.80 0.41 0.05 0.12

pHKCl 80 5.34 3.64 4.50 9.03 0.41 0.05 �0.39

AvP 80 15.62 0.56 3.34 73.51 2.45 0.27 7.14

Tot N 80 0.01 0.001 0.01 86.75 0.00 0.00 19.53

Silt:clay 80 5.99 0.00 0.79 147.25 1.17 0.13 6.87

Org C 80 3.21 0.23 2.14 39.77 0.85 0.01 �0.43

SOM 80 5.56 0.40 3.69 39.81 1.47 0.16 �0.44

C-pool 80 38.67 1.44 11.14 62.34 6.95 0.78 2.37

Ca 80 3.30 0.00 0.78 81.21 0.63 0.07 1.66

K 80 0.91 0.10 0.41 42.75 0.18 0.02 0.66

Na 80 1.99 0.03 0.32 163.00 0.53 0.06 2.97

CEC 80 0.18 0.17 0.17 2.72 0.00 0.00 �1.46

SSCR 80 260.00 0.20 31.67 121.42 38.47 4.30 14.58

N = number of observations, Std dev = standard deviation, Std err = standard error, CV = coefficient of variation,
OC = organic carbon (%), SOM = soil organic matter(%), BD = bulk density (g/cm3), pHW = pH in water, pHKCl = pH in
potassium chloride, ΔpH = change in pH,Tot N = total nitrogen(%), AvP = available phosphorus (mg/L),
C-pool = carbon pool (kg C/cm2) CEC = cation exchange capacity (cmol/kg), Na = sodium (cmol/kg), Ca = calcium
(cmol/kg), Mg = magnesium (cmol/kg), K = potassium (cmol/kg), SSCR = sand to silt + clay ratio.

Table 2.
Summary statistics of the soil properties at Khalong-la-lithunya and Ha-Matela wetlands.
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Mn ranged between 0.06–1.49 mg/L, 0.12–2.89 mg/L, 0.04 mg/L and 0.35 mg/L
and 4.62–22.15 mg/L. All were statistically significantly different. Ewing et al., [41]
reported that wetlands in Juniper Bay were crop production had occurred had in
their surface horizons significantly greater amounts of extractable P, Ca, Mg, Mn,
Zn, and Cu, along with higher base saturation and pH than soils in the reference
bays. Similarly, Zedler and Kercher [16] and Kotze et al. [11] reported that the
nutrient-rich soils resulting from agricultural production make wetland restoration
more difficult. Thus, the reasons for the slow rate of restoration of the KHL wet-
lands may be attributed to higher contents of base cations in the surface and sub-
soils compared to the HM wetlands where no restoration efforts are yet to be
embarked upon. Bedford et al., [42], Reddy et al., [43] and Harvey et al. [9] also
reported that higher nutrient levels affect restoration success by decreasing plant
diversity, and potentially increasing the solubility and export of P from wetlands to
downstream waters once anaerobic soil conditions have been restored.

3.2 Summary statistics and characteristics of the restored wetland
(Ha-Matela) (HM)

The most dominant soil separates in the texture of Ha-Matela wetland soils is silt
and it ranged between 14 and 73% with a mean of 32.86 � 1.65%; sand content
ranges between 9.0 and 65.10% with a mean of 37.22 � 1.34% and clay ranged
between 10.7 and 62.10% with a mean of 10.50� 1.37% (Table 2). The SOC content
ranged from 0.23 to 3.21% and has a mean of 2.14 � 0.01% and the pH which is
acidic ranged between 4.23 and 6.15 pH-water and between 3.54 and 5.34 pH-KCl.
The CEC and the exchangeable cations (K, Ca, Mg and Na) were very low when
compared with the restored wetlands (Table 2). This suggests that restoration of
wetlands favored built-up of base cations in KHL wetlands as compared to the HM
wetlands which are still not being restored. These ions, except for Na, are nutrients
for forest ecosystems and vegetation and are thus of importance for the sustain-
ability of the ecosystem [44, 45]. The results of the CVs showed that only a few
properties (i.e. pH-water, pH-KCl, BD and CEC had CVs of <15% according to the
classification of Wilding [40]. Other soil properties had CVs of >30% suggesting
that these are highly variable (Table 2). The results of the silt:clay ratios also
showed that the PM is mixed (0.00–5.99) and are at different age of weathering
(Asamoa 1973; [39]). The SOC-pool in the HM wetlands were not significantly
different from those at KHL wetlands and it ranged between 1.44 and 38.67 kg cm2

with a mean of 11.14 � 0.78 kg cm2.
Mean soil physicochemical properties, for Ha-Matela wetland, across pits and

transects are presented in Table 4. The results indicated that the soils are moder-
ately to strongly acidic (pHKCl of 4.94–3.95) and their CEC (≈0.175 cmolc/kg);
base cations (Mg ≈ 0.15 mg/L, Ca = 0.2–1.45 mg/L and K ≈ 0.5 mg/L) and total
nitrogen (≈0.001 mg/L) are very low, while available phosphorus content
(1.9–8.3 mg/L) raises no concern. They are also shown to be less prone to aggregate
dispersion as their sodium content (0.01–1.15 mg/L) is very low. Mean separation
for micronutrients’ content ofHa-Matela wetlands is also presented in Table 4. The
results of the micronutrients status in both wetlands are presented in Table 5 and
showed that the soils contain varying concentrations of micronutrients within and
across transects. The Cu content was significantly different ranged between 0.06
and 1.49 mg/L (KHL) and in HM wetland between 1.29 and 4.31 mg/L, but higher
compared to the former wetland. Similarly, the Fe contents ranged between 0.2 and
2.89 mg/L IN (KHL), while in HM it ranged between 10.46 and 34.79 mg/L, though
higher (Table 5). The Zn and Mn contents in HM were significantly different
within and across sites, but slightly higher in HM compared to KHL wetlands.
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Mini-pits mg/L

Cu Fe Zn Mn

Khalong-la-Lithunya

Transect 1

1 0.54bc 0.44b 0.12abc 5.87c

2 0.27cd 0.20b 0.08bc 6.20c

3 0.42bcd 2.89a 0.22a 10.30b

4 0.74ab 0.12b 0.07c 4.85c

5 0.31cd 0.20b 0.10bc 14.02a

6 0.41bcd 0.33b 0.08bc 4.62c

7 1.07a 0.29b 0.19ab 6.96bc

8 0.13d 0.19b 0.11abc 7.05bc

9 0.51bc 0.45b 0.10bc 4.65c

Transect 2

1 0.09b 0.44ab 0.05c 8.02b

2 0.09b 0.40ab 0.25ab 22.15a

3 0.06b 0.63ab 0.09bc 18.00ab

4 0.12b 0.20b 0.24ab 6.28b

5 0.20b 1.02a 0.04c 5.96b

6 0.25b 0.72ab 0.35a 8.14b

7 0.11b 0.54ab 0.04c 6.64b

8 0.17b 0.72ab 0.10bc 10.94ab

9 0.51b 0.51ab 0.09bc 4.77b

10 3.44a 0.76ab 0.22bc 16.81ab

11 0.86b 0.26b 0.11bc 10.76ab

12 0.63b 0.36ab 0.14bc 8.22b

13 0.32b 0.40ab 0.14bc 8.59b

14 1.49b 0.27b 0.11bc 12.14ab

Ha-Matela

Upper slope

1 2.85a 10.55a 0.13a 16.82b

2 1.40a 10.46a 0.18a 11.79b

3 2.51a 20.58a 0.26a 33.13a

Middle slope

1 2.35a 15.57a 0.15b 11.65a

2 1.29b 13.29a 0.12b 14.32a

3 1.85ab 12.82a 0.41a 16.04a

Toes slope

1 3.19ab 12.41b 0.29b 11.28a

2 2.10b 26.29a 0.10b 12.11a

3 4.31a 34.79a 0.72a 14.04a

Means with same letter in one column are not significantly different at 5% according to Duncan multiple range test (DMRT).

Table 5.
Mean separation for Khalong-la Lithunya and Ha-Matela soil micronutrients.
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3.3 Compassion of sites

Comparing both sites in terms of selected soil physicochemical properties
(Figure 3), results showed that after 5 years of restoration the significantly higher ex-
changeable Ca and Mg were observed in the KHL catchments compared to HM.
Similarly, significantly higher clay, silts and soil organic matter contents were
observed in the former catchments compared to the latter. Higher silt:clay ratio in the
KHL suggests that the soil PM are basically of younger age compared to that of the
HM. An observation of the SSCR showed that higher values (i.e. 31.68) were observed
in the HM compared to the KHL suggesting that the soils of the HM will have better-
rooting volumes for the plants grown on it compared to the KHL. This was in
agreement with the findings of Napoli et al. [46] and Olaleye et al. [47].

3.4 Seasonal changes in water chemistry

3.4.1 Khalong-la-Lithunya and Ha-Matela

Mean nutrient concentrations in Khalong-la-Lithunya and Ha-Matela wetlands
runoff-water are presented in Tables 6 and 7. There were significant differences

Figure 3.
Mean separation of selected properties from both restored and non-restored wetlands.
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Date Pit mg/L

Ca Mg K Na Total P Total N

Transect 1

Dec’10 1 1.64a 78.86a 5.94b 4.09a 1.74a 0.36a

Feb’11 1 1.63a 0.37b 2.25b 2.89a 0.41b 0.36a

Apr’11 1 0.12c 78.86a 45.07a 2.22a 1.74a 0.003b

Dec’10 2 0.94b 0.37b 1.64b 2.25a 0.24b 0.31a

Feb’11 2 1.41a 0.37b 1.49b 2.25a 0.39b 0.31a

Apr’11 2 0.19c 115.39a 230.7a 3.25a 2.22a 0.004b

Transect 2

Dec’10 1 0.58a 0.38b 1.25b 2.84a 0.39b 0.11a

Feb’11 1 0.5a 0.37b 1.12b 2.89a 0.34b 0.11a

Apr’11 1 0.28a 101.01a 339.6a 2.65a 2.53a 0.003a

Dec’10 2 0.5a 0.37b 1.05b 1.27a 0.10b 0.18a

Feb’11 2 0.54a 0.37b 1.25b 2.43a 0.38b 0.18a

Apr’11 2 0.16a 75.01a 274.4a 2.44a 2.19a 0.003a

Transect 3

Dec’10 1 0.32b 0.35b 0.28a 0.20c 0.24a 0.49a

Feb’11 2 0.63a 0.37b 1.36a 2.27b 0.35a 0.49a

Apr’11 3 0.07b 194.49a 153.55a 2.61a 1.84a 0.004a

Ca = calcium, Mg = magnesium, K=potassium, Na = sodium; means with the same letter in one column are not
significant at 5% Duncan multiple range test (DMRT).

Table 6.
Nutrient concentrations in water for Khalong-la-Lithunya wetland.

Date mgL

Ca Mg K Na Total P Total N

Transect 1

Dec’10 0.002a 0.001a 0.012a 0.015a 1.70a 0.002a

Feb’11 0.002a 0.002a 0.007a 0.009a 1.19a 0.002a

Apr’11 0.002a 0.006a 2.052a 0.003a 0.38a 0.682a

Transect 2

Dec’10 0.002a 0.001a 0.008a 0.012a 1.84a 0.002a

Feb’11 0.002a 0.004b 0.010a 0.003b 7.23a 0.002a

Apr’11 0.001a 0.002ab 4.017a 0.006a 0.46a 0.687a

Transect 3

Dec’10 0.002a 0.001a 0.008a 0.013a 2.27a 0.002a

Feb’11 0.002a 0.004b 0.010a 0.002b 2.88a 0.002a

Apr’11 0.002a 0.002b 4.801a 0.004a 0.38a 0.685a

Ca = calcium, Mg = magnesium, K=potassium, Na = sodium, means with the same letter in one column are not
significant at 5% Duncan multiple range test (DMRT).

Table 7.
Mean selected water chemical properties for Ha-Matela wetland transects.
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within and across sites. Generally, higher base cations (K, Ca, Mg and Na) could be
observed in the KHL compared to the HM wetlands. The total P and total N in both
wetlands were very high when compared with the values provided in Table 8
[48–50]. Both wetlands could be classified as hypertrophic in terms of TN and TP
contents (Table 8). The surface water quality according to CENPA [51] could be
classified in class II (Table 9). High N and P in surface water of wetlands is a well-
recognized cause of the level of degradation [4, 52]. This author asserted that much
of this N and P delivery is the consequence of changing land use. Omernik et al. [53]
compared 175 small watersheds differing in land use and lacking point source
inputs. These authors demonstrated that a strong correlation of N and P concentra-
tions occurs with a fraction of land in agriculture. In a related study, Johnson et al.
[54] found that in small sub-watersheds of the Saginaw Basin, land use explained
over half of the variation in nitrate and TN. In Southern Africa, the threshold of TP
in freshwater was estimated to be 0.73 mg/L. However, close observation of
Tables 8 and 9 compared with Tables 6 and 7 indicated that the water quality of
Lesotho’s wetlands are excessively enriched and are considered to be highly eutro-
phic. Eutrophication is generally indicated by accumulation of metabolic products
(e.g. hydrogen sulphide in deep waters), discolorations or turbidity of water
(resulting in low or poor light penetration), deterioration in the taste of water,
depletion of dissolved oxygen and an enhanced occurrence of cyanobacterial
bloom-forming species as shown on Tables 6 and 7 [55, 56].

3.5 Nitrogen and carbon isotopic signatures

The vegetation 15N and 13C isotopic signatures for KHL and HM wetlands are
presented in Table 10. The result indicates that δ13C in KHL wetland was higher,
indicated by more negative values, compared to that in HM wetland. This shows
that the KHL wetland is less degraded compared to HM wetland. Furthermore,
results showed that less N is lost in KHL wetlands compared to that at HM. These

mg/L

Eutrophic status Total P Total N

Oligotrophic water 0.005–0.01 0.25–0.60

Moderately eutrophic 0.01–0.03 0.50–1.10

Eutrophic 0.03–0.10 1.10–2.00

Hypertrophic >0.10 >2.00

Sources: [48–50].

Table 8.
Burden of N and P in various eutrophicated water.

Variables Surface water quality classification

I II III IV V

pH 6–9

Total N (mg/L) ≤0.20 ≤0.50 ≤1.0 ≤1.50 ≤2.0

Source: [51].

Table 9.
Criteria for surface water quality for lakes and reservoir.
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may be attributed to high overgrazing and over-cultivation observed at HM as
opposed to KHL wetland which is now under conservation. A breakdown of the
δ13C and δ15N within both sites across the toposequence (Table 10) showed that
there is higher δ13C in the minimally degraded wetland (KHL) compared with that
from HM. Furthermore, the results of the breakdown also showed that less δ15N is
lost from KHL compared to the HM [23, 57, 58]. The variation in the δ13C across
sites can be ascribed to differences in vegetation species. The increased δ15N in
plants is often interpreted as an indicator of sewage or pollution [59, 60]. The HM
wetland is still being used for human activities (i.e. livestock grazing and watering
and cropping especially maize and sorghum). Therefore, higher δ15N in the vegeta-
tion samples (i.e. 2.00–6.18‰) may as a result of build-up of pollutants. It could be
observed that higher δ15N (i.e. 6.18‰) was observed in the lower slopes/wetlands
compared to other section of the toposequence.

4. Conclusion and recommendations

Results of the study showed that higher base cations were observed in the soils
and water samples of the KHL wetlands compared to that of the HMwetlands. Also,
the results of the isotopic signatures of were significantly higher (i.e. δ13C and δ15N)
in HM wetlands (shown by less negative and high positive values) compared to the
KHL wetlands. The result indicated that δ13C in KHL wetland was higher, indicated
by more negative values, compared to that in HM wetland suggesting that the
former wetland is less degraded compared to the latter confirming that if other
wetlands in the country will revert to their original status if conserved/rehabilitated.
Results also showed that both wetlands have higher levels of total N and total P in
run-off water samples suggesting that both wetlands can be classified as hypertro-
phic. However, higher base cations in the soils and water samples of the KHL
wetlands may be related more to the geology of the site as this has been under
conservation for about 6 years. Avoiding the restoration of agricultural land with
high nutrient levels in favor of land with lower amounts of nutrients may increase
the likelihood of restoration success.
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Chapter 8

Evaluation of Soil Erosion and 
Its Prediction Protocols around 
the Hilly Areas of Mubi Region, 
Northeast Nigeria
Ijasini John Tekwa and Abubakar Musa Kundiri

Abstract

Soil erosion is a severe degradation phenomena that has since received huge 
attention among earth scientists in the developed worlds, and same efforts are now 
extending to Africa and other parts of underdeveloped worlds. This chapter focuses 
on collation, analyzing and appraising of soil erosion studies around Mubi region, 
Northeast Nigeria, where the Mandara mountain ranges is notably responsible for 
spurring soil erosion. This chapter reviewed reports on the: (a) Mubi regional soil 
properties, erosion processes and principles of their occurrence, (b) soil erosion 
predictions using empirical and physically-based models by researchers, and, (c) 
economicimplications and managements of soil erosion in the region. This chapter 
reveals that classical and rill/ephemeral gully (EG) erosion features received more 
research attention than surface erosion such as splash and sheet. No information 
was reported on effects of landslides/slumping noticeable along rivers/stream 
banks around the region. The few economic analysis reported for soil nutrient and 
sediments entrained by concentrated flow channels were very high and intolerable 
to the predominantly peasant farmers in the region. It is hoped that the considerable 
volumes of erosion researches and recommendations assembled in this chapter shall 
be carefully implemented by prospective farmers, organizations, and residents in 
the Mubi region.

Keywords: Hilly areas, soil erosion, erosion predictions, economics/managements of 
soil erosion, Mubi region

1. Introduction

Soil erosion is perhaps one of the leading threats to land use in many regions 
of the world regardless of the piling volume of research on soil erosion agenda [1]. 
Precisely, about 7348 articles were published on soil erosion between 2016 and 2018 
alone, compared to the whole of the twentieth Century publications with just about 
5698 articles [2]. Despite this long history and huge volume of research, soil erosion 
studies in most parts of sub-Saharan Africa, particularly Nigeria, are still grossly 
insufficient. Soil erosion event implies the net long-term balance of all activities 
that displaces soil from its initial location to another destination by any entrainment 
agent(s) [3]. Water and wind agents are largely responsible for soil erosion phenom-
ena witnessed across the globe. However, [4] reported other agents of soil erosion 
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to include mass wasting by soil slumping, explosion cratering, trench digging, land 
leveling, soil quarrying, and crop harvesting activities. Of all these agents, water 
erosion affects larger land area and has received more research attention than wind, 
plus all other erosion agents [5]. Gully erosion is likely to be the largest source of soil 
sediment yield among the other water-induced erosion types. It is formed where 
sufficient concentrated water flow occurs to incise soils progressively downwards 
until it contacts an underlying hard material(s). Classical gullies are incised chan-
nels that cannot be filled in by normal tillage operations, compared to the ephem-
eral (transient) gully (EG) erosion features [6, 7].

In recent years, few studies on the development, field processes and distributions 
of ephemeral or classical gully erosion features over the Mubi regional landscape 
were reported as either measured or predicted with empirical or physically-based 
models by a few erosion research scholars. These research efforts are largely tied to 
the pressing need to generate a local databank for consultations, as erosion datasets 
from other foreign places might not truly represent the local field conditions of the 
Mubi region. Essentially, [8] reported that local adaptation of scarce process-based 
models and erosion results from one region may not apply to another, due to differ-
ences in study methods, making data accuracy, reliability, and credibility debatable. 
This chapter, therefore, intends to, (i) review the few reports on soil erosion studies 
around the Mubi area, and (ii) harmonize the research views and highlight the 
salient ideas where agreement is less firmly established towards holistic manage-
ment implementation options by potentially interested land users in the region, and 
perhaps, also to serve as reference material to the neighboring regions.

Mubi area which is situated in the Northeastern part of Nigeria on the western 
hillside of the Mandara Mountains gives its high and undulating topography that 
spurs runoff, surface incisions, and gullying with a consequently high soil loss rates 
along the region [9–12]. Previous studies on soil erosion features in the Mubi region 
were reported largely on both the classical and ephemeral gully (EG) erosion, and 
only a few or no works were carried out on splash, sheet, and rill erosion features. 
Thus, there is still a dearth of information concerning the splash, sheet, rill, and 
stream bank sloughing erosion activities in the region. The EG erosion is a recently 
recognized erosion class in the context of global erosion that still lacks both suf-
ficient models and datasets to test and/or predict its processes [13, 14], while the 
classical gully is the advanced form of EG erosion feature with deeper (>0.3 m 
depth) and wider (>2.0 cm width) channels [6, 7, 13]. The menace of soil erosion 
has generated huge management concerns in recent times. Both government and 
private donors have devoted some attention to addressing the effects felt by resi-
dents along the riverine and/or floodplain sections of the Mubi region. More efforts 
are still expected to study and report erosion activities and consequent implications 
to both farmers and residents in the Mubi region. It is hoped that published reports 
on soil erosion studies are consulted and conned in this text and their views under-
stood and refocused for better understanding and field use in the region.

2. The Mubi region

2.1 Description and location

Mubi region is the present headquarter of Northern Senatorial District of 
Adamawa state, Northeast Nigeria. The region consists of 5 Local Government 
Areas (LGAs) namely: Madagali, Maiha, Michika, Mubi-North, and Mubi-South. 
The Mubi region used to be a part of Northern Cameroon under the German 
Colony until 1922 when the area was given by the United Nations under Britain as 
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Trusteeship Territory and later merged under Independent Nigeria in 1961 [15, 16]. 
The regional land area is 4728.77 km2 and has a population size of 759,045 people in 
2003 (1991, census projected figure). The Mubi region lies between latitudes 9°30″ 
and 11°00″ North and between longitudes 13°00″ and 13°45″ East of the Greenwich 
Meridian (Figure 1). The predominant physical feature notable in the Mubi region 
is the Mandara Mountain ranges lying along its eastern border by the Republic 
of Cameroon. The region falls within the Sudan Savannah belt of Nigeria and is 
characterized by sparse trees and grass vegetation, aquatic weeds in river valleys, 
and dry land weeds interposed by weedy and shrub plants.

2.2 Climate and agriculture

The climate of the Mubi region is comprised of typical wet and dry seasons. The 
dry season spans for about 5–6 months (November to April), while the wet season 
usually starts from April or May to October each year. The average annual rainfall is 
usually within the ranges of 900 mm and 1050 mm depths with mean rain intensi-
ties of 18–24 mm as the highest in the region as reported by [17, 18]. The driest 
months are March and April when the relative humidity is about 13%. The average 
minimum temperature is 15.2°C in the months of December and January, while the 

Figure 1. 
Map of Mubi region showing LGAs and district headquarters. Source: Adapted from [17].



Soil Science - Emerging Technologies, Global Perspectives and Applications

148

maximum temperature of up to 42°C is attainable in April [19]. Agricultural land 
use is mostly mixed farming systems involving cattle rearing and rain-fed arable 
farming, with few irrigation farming practices. Soil fertility is maintained using 
animal dung and inorganic fertilizer sources to support continuous crop produc-
tion. The dominant crops cultivated in the area include maize, sorghum, rice, 
groundnut, and sugar cane. Sugar cane and vegetable crops are mainly grown on a 
few fadama lands under irrigation. The arable crops are usually grown as intercrops 
of maize/cowpea, sorghum/cowpea, or as sole crops of sorghum, cowpea, ground-
nut, and rice, which are sometimes grown in rotation based on economic reasons 
[17]. Basic conservation practices include tied ridges, contour bunds and shallow 
tillage using indigenous farm tools such as hoes, built terraces and stone lines, 
sandbag lines, and established vegetative barriers [20].

2.3 Soils and erosion activities

The soils of the Mubi region falls under the ferruginous tropical soil category 
based on genetic classifications, and as either lithosols, luvisols, or gleyic cambi-
sols [17, 21]. The soils are derived from the underlying basement complex rocks, 
gneiss, and granites that characterize the Mandara Mountain ranges. The region’s 
land topography is widely undulating with consequent erosion activities at varying 
levels of devastations [22–24]. There also exist a spatial pattern of land distributions 
often moderated by the annual rainfalls. The soils range from yellow through red to 
brown in colors. The soils have generally coarse, stony, and very shallow depths with 
nearly undefined profiles [25]. The soils are deeper at the foothills and thins out up 
the slopes with a predominantly sandy-loam and moderate to coarse soil textures. 
Soil reaction (pH) varies in the soils across the region but is generally slightly acidic 
to slightly alkaline with few incidences of low or high pH rates in some soils in the 
region. The soil organic matter (SOM) contents are widely moderate to low [10, 
26]. Though the region has shallow soils (lithosols) with adequate drainage, it still 
has considerable soil fertility. However, the region’s rockiness, isolated hills, slopes, 
and valleys have equally been responsible for the yearly colossal loss of soils and soil 
nutrients around the Mubi region. The relationship existing between soil erosion 
activities and their moderating variables is reported in Table 1.

The results reported in Table 1 shows that soil bulk density, shear strength, clay 
content, and SOM contents reduced soil erosion progress, while soil erodability 
index, gully erosion channel length, depth, land slope, soil plastic limits, and 
surface runoff increased soil erosion activities around the Mubi region [27, 29].

Erosion activities are visibly spread across the region, particularly along the 
foothills of the Mandara Mountains such as the Mubi area (Mubi-North and South 
LGAs), where considerable studies were carried out to assess the magnitude of soil 
erosion. Field observation shows that sheet and gully erosion are the most commonly 
spread features on the gentle to moderately undulating terrains around Michika 
LGA, such as at Bazza, Garta, and Jeddel areas. The presence of such surface erosion 
features are found around Duhu-Yelwa, Gwaba, Sukur-Daurowa, and Kaya areas in 
Madagali LGA, and at Mayo-Bani District in the northern parts of Mubi-North LGA 
[9, 10, 17, 26]. Likewise, rill and gully erosion features are widely spread around the 
hilly areas of the Mubi area, especially at Digil, Vimtim, Muvur, and Betso in Mubi-
North LGA, and as well as at Hurida, Madanya, Yewa, and Lamorde areas in Mubi-
South LGA. Several other surface and channelized erosion features exist in most of 
the villages and/or farm locations scattered all around the Mubi regional landscape.

The notable agent responsible for spurring geologic soil erosion features is 
largely the regional terrain and/or topography that is periodically sharpened by 
rainfalls, agriculture, and other human activities in the Mubi region [19]. These 



149

Evaluation of Soil Erosion and Its Prediction Protocols around the Hilly Areas of Mubi Region…
DOI: http://dx.doi.org/10.5772/intechopen.100477

factors make the landscape even more vulnerable to soil erosion severity and the 
probability of local floods around the region.

According to [11], raindrop or splash erosion was observed as one of the 
predominant forms of erosion by water on the scantly vegetated or nearly bare soil 
surfaces, particularly at the onsets of rainy seasons in the region. Hence, soil ero-
sion risks were found to be higher on cultivated than on fallowed lands. However, 
such sheet and splash erosion features are often obliterated by regular tillage 
activities that suppress their activities from being noticed compared to channel 
erosion in the region. Even though, the continuous cultivation of farmlands in an 
up and downhill pattern on the commonly moderate to steep slopes are notably 
responsible for the moderate to severe soil erosion incidences noticed around the 
Mubi region.

Table 2 presents the prevailing soil degradation types and their causative fac-
tors. The results accounted for soil erosion as the main cause of soil degradation in 
the region [26]. Soil erosion such as splash, sheet, and rill features aggravate the 
destruction of organically enriched topsoils, while gullying activities worsen such 
problems by total removal of the top and sub-soils, plus their soil nutrients irrevers-
ibly. Findings in Table 3 show that the channel lengths averaged between 107 m and 
136 m long and between 114 m and 149 m in the months of April and in November, 
respectively.

The channel widths averaged between 7.12 m and 18.12 m wide in April, and was 
between 7.85 m and 15.19 m wide in the month of November in both years, while the 
channel depths respectively averaged between 2.03 m and 2.88 m in April, and was 
between 2.65 m and 3.77 m deep in November 2003/2004. Similar works by  
[9, 10, 26, 30] earlier reported comparable channel indices in the region. Previously, 
[9, 26] lamented the implication of such actions as they translate into poor soil fertil-
ity, lowered SOM, stoniness, and reduced agricultural production benefits, especially 
around areas along the Mandara mountain ranges in the region.

S/no. Erosion predictor 
variable

The coefficient of 
determination of soil 

erosion activity

Relationship or role on 
erosion activity

Reference

1. Soil bulk density 
(Mg/m3)

−1254.68 Reduces erosion [27]

2. Soil erodability index 216.47 Increases erosion [27]

3. Soil shear stress  
(M/m2)

−3310.08 Reduces erosion [27]

4. Ephemeral gully 
length (m)

0.38 Increases erosion [27]

5. Ephemeral gully 
depth (m)

10.70 Increases erosion [27]

6. Soil clay content (%) −6.93 Reduces erosion [28]

7. SOM content (%) −136.54 Reduces erosion [28]

8. Land slope rates (%) 6.60 Increases erosion [28]

9. Soil plasticity limit 17.20 Increases erosion [28]

10. Surface runoff (mm) 284.78 Increases erosion [28]

Adapted from [27, 28].

Table 1. 
Relationships between soil erosion and their predictor variables around the Mubi region.
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3.  Principle of soil erosion processes and development around the Mubi 
region

The underlying principle of such as gully erosion is governed by flow condi-
tions on watersheds. Gullying occurs whenever the water flow rate (runoff) on a 
slopping landscape exceeds the threshold limit or resistance of soil, then erosion is 
initiated, followed by downward incision [33] and upstream head-cut migration 
[34]. Likewise, whenever the flow rate drops below the erosion potential, then the 
erosion process ceases [35]. Gully erosion processes are active on a sloppy or rolling 

Site 
description

EG channel 
shape

Drainage 
area size 

(acre)

Topography 
(slope) (%)

Ephemeral gully channel parameters

Average 
length (m)

Average  
width (m)

Average 
depth (m)

Apr Nov Apr Nov Apr Nov

Digil V 2.61 0–4 (very 
flat-to-gentle)

113 119 10.4 11.67 2.03 2.65

Vimtim U 3.63 4–6 
(moderate to 

flat-to-gentle)

110 119 18.12 15.19 2.13 2.85

Muvur U 4.80 6–8 (moderate 
or rolling)

107 114 9.52 10.47 2.04 2.77

Gella V 2.40 20–22 
(mountainous, 
hilly or steep)

116 123 7.12 7.85 2.23 3.04

Lamorde U 2.78 18–20 
(mountainous, 
hilly or steep)

136 149 10.64 12.60 2.88 3.77

Madanya U 3.51 4–8 
(moderate to 

flat-to-gentle)

118 126 10.45 11.57 2.83 3.63

Adapted from [10, 32].

Table 3. 
Erosion channel and field characteristics at some sites in the Mubi area during 2003–2004.

S/no. Soil degradation type Causative factor(s) Reference

1. Soil surface destruction Sheet, rill, and gully erosion, incompatible tillage 
applications

[26, 30]

2. Poor soil fertility, and 
low SOM contents

Sheet, rill, and gully erosion, crop nutrient 
removals, continuous cropping, incompatible 
tillage applications, overgrazing, deforestation, 
indiscriminate bush burning

[31]

3. Stoniness, shallow soil 
depths

rill, sheet, and gully erosion, shallow underlying 
rock-basement

[9, 10]

4. Soil salinity and 
acidification problems

Poor drainage/waterways, over-application of 
alkaline and acidic fertilizer sources, low soil 
topography, aridity/acid rains

[31]

Source: compiled by the author.

Table 2. 
Observed factors of soil degradation around the Mubi region.
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topography that increases soil particle detachments on usually two intersecting 
planes and/or watershed areas due to applied runoff force that voids the soil sur-
faces such as around the Mubi region. The soil detachment continues in time steps, 
except otherwise, limited by the effect of slope and/or vegetation roughness. Since 
the flow rate is unsteady and spatially varied, the head-cut migration rate, rate 
of sediment entrainment, transport, channel width, and deposition will all vary 
accordingly in time and space [34, 36].

Figure 2. 
(a–f) Showing some channelized erosion features in the Mubi region.
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Figure 3. 
Schematic diagrams of EG erosion showing, (a) EG erosion channel formed on a sloping intersectional 
watershed areas, and, (b) erosion processes describing a developing EG channel with an actively migrating 
head-cut in the upstream direction. Source: adapted from [32, 34, 40].

The periodic erosion processes, therefore, yields both head-ward migration 
in an upstream direction and soil sediments transportation at the gully outlets as 
deposited materials. The flow rate is proportional to the upstream drainage area 
that supplies runoff for transporting detached particles downslopes. The distance 
between the head-cut and the gully outlet defines the actual concentrated flow 
length. Depending on additional runoff, the head-cut first incises down to the 
tillage layer (lower boundary), before it starts migrating backward at a rate pro-
portional to the flow rate [37]. As the erosion progresses, the head-cut continues to 
migrate upstream (Figure 2), and the contributing drainage area decreases, so that 
discharge at the head of the EG also decreases until it attains a maximum EG length 
for a given watershed area.

3.1 Conceptual framework of soil erosion processes

The concept of soil erosion formation begins with the understanding of the 
actual erosion process that is often caused by rainfall impacts, soil factors, and 
topographic variables that initiate soil erosion, then followed by subsequent chan-
nel morphological stages of development, if left unobliterated [13], as illustrated in 
Figure 2. Soil erosion is a natural phenomenon that is as old as the earth itself, and 
whose effects are targeted at a man and his ecosystem [38].

The soil erosion process starts with the gradual wash of soil surfaces by either 
water, wind, or human activities [39]. Generally, the soil erosion management prin-
ciple is centered on prevention, rather than ignoring it to degenerate before con-
trols, which often comes at very prohibitive costs. As has been the case around the 
neighboring parts of Adamawa State, Nigeria, and in most other parts of the world, 
the impacts of soil erosion such as sheet, rill, and gully erosion activities are widely 
spread across the regional landscape of the Mubi and her environs (Figure 3).

4. Soil erosion predictions around the Mubi region

In the past, erosion assessment tools were used to determine surface and chan-
nel erosion development, soil losses, and their morphological processes around the 
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Mubi region using field measurements (estimations) of such as sheet, rill, and gully 
erosion features [10, 11]. In addition, the use of empirical models for predicting 
area, volume, and weights of soil loss was developed and tested by [23]. Other linear 
models such as the universal soil loss equation were tested by [11]. Trials of sophis-
ticated prediction models such as the ephemeral gully erosion model (EGEM), and 
its adapted versions, and the water erosion prediction project-WEPP model were 
respectively tested by [24, 32], while the RUSLE-2 and ArcGIS software 10.3 were 
also tested by [11, 12]. Even though, few erosion prediction technologies were tried 
around the Mubi region, yet, several other researchers are still only concerned 
about the channel morphological properties. Future studies are expected to be more 
involved in predictive, rather than limiting efforts to document channel properties 
without including soil losses and their accompanying economic implications in the 
region (Table 4).

4.1 Field studies of channelized erosion features around the Mubi region

4.1.1 Empirically predicted soil losses

Earlier, [9] reported that gullying activities are widely spread in areas along the 
foothills of the Mandara mountain ranges in the Mubi region. Researches have been 
documented on the scale and intensity of such channelized erosion processes in the 
region by a handful of earth scientists in recent times. Table 5 presents the yearly 
soil loss reported at some gully erosion sites in the Mubi area during 2003/2004 and 
2008/2009 respectively.

The erosion indices reported in Table 5 shows an erosion trend from 2003 to 
2004, and from 2008 to 2009. The reports clearly suggest a relative decrease in soil 
loss rates at the same erosion sites over the observation time intervals. These reduc-
tions were largely influenced by the conservation measures adapted at the erosion 
sites in order to curtail erosion progress at the same sites during the 6 years period.

4.1.2  Prediction of erosion indicators and soil losses using physically-based erosion 
models

Until recently, some highly sophisticated erosion models were adapted and 
tested in predicting EG and classical gully erosion processes around the Mubi 
region. Several works by [24, 32] evaluated the efficiencies of some foreign 
physically-based erosion models such as EGEM, RUSLE-2, and WEPP models, and 
were compared with some earlier tested empirical and mathematical equations in 
the same Mubi region.

In addition, [11] computed soil erosion on a watershed using a Kriging interpo-
lation technique in ArcGIS software 10.3 model. On the other hand, the works of [9, 
20, 26, 30, 44], reported some suitable conservation measures for erosion controls 
around the Mubi area, but without quantitative information.

Table 6 presents the reports of earlier predicted soil losses using the Revised 
Universal Soil Loss Equation (RUSLE-2) in ArcGIS software [11, 12], as well as the 
empirical, EGEM and WEPP models in the Mubi region [24, 32, 45]. Results from 
the different prediction tools used in the Mubi area reported an average soil loss of 
3.52 tons/ha/year from a watershed area covering 148.43 km2 using the RUSLE-2 
software at Mubi-South LGA. Earlier works by [24] that tested an EGEM software 
technology recorded an average soil loss of between 0.37 and 1.37 tons/ha/year. at 
Mubi-South, and still found a relatively lower range of 0.50 - 1.15 tons/ha/year. 
of soil loss at Mubi-North LGA. The wide difference between the RUSLE-2 and 
EGEM predictions within the neighboring erosion sites accounted for the RUSLE-2 
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as having over predictions compared to the EGEM outputs. This was perhaps due 
to the larger area coverage by the RUSLE-2 during the research, compared to the 
EGEM applied to EG erosion channels with smaller sizes. However, future trials 
and revalidation of RUSLE-2, and other technologies are strongly recommended 
towards developing suitable conservation alternatives in the Mubi region. Further 
trials by [32, 45] involving EGEM, WEPP, and empirical models show that the 

S/no. Hydrological property Method of determination Reference

Parameter Ranges

1. Average annual rainfall (mm) 700–1050 Rain-gauge [19]

2. Total energy of effective 
rainfall (KE)

9917.16–
10,136.30

Computed using Kriging 
interpolation technique in 

ArcGIS software 10.3

[11]

3. Annual KE of rainfall (E) 9923.03–
10,142.20

Computed using Kriging 
interpolation technique in 

ArcGIS software 10.3

[11]

4. Runoff estimates (mm) 497.39–508.37 Computed using ArcGIS 
software 10.3

[11]

5. Soil particle detachment (F)

a. Sandy loam 24.2–27.2 Computed using Kriging 
interpolation technique in 

ArcGIS software 10.3

[11]

b. Sandy clay loam 37.2–49.7

c. Loamy sand 49.7–69.6

6. Soil clay content (%) 19.33–26.25 Bouyocus hydrometer 
method

[24]

7. Soil resistance (cohesion) 3.43–6.74 Computed using ArcGIS 
software 10.3

[11]

8. Total soil particle detachment 
(D)

25.26–69.66 Bouyocus hydrometer 
method

[24]

9. Soil erodibility index (SEI) −0.77 to 1.32 Computed using Mitchell 
& Bubnezer method

[24]

10. Surface runoff/overland flow −1.29 to 
217.43

Computed using Kriging 
interpolation technique in 

ArcGIS software 10.3

[11]

11. Soil bulk density (Mg/m3) 1.33–1.41 Determined using Clod 
method by [41]

[29]

12. Water holding capacity (%) 19.09–28.75 Determined using 
gravimetric method by [42]

[29]

13. Soil reaction (pH) 4.65–6.15 Determined using electric 
pH meter

[10]

14. Soil organic carbon—OC (%) 0.76–1.31 Wet oxidation method 
by [43]

[24]

15. Total exchangeable bases 
(cmol(+)/kg)

14.67–31.70 By summation of 
exchangeable bases

[29]

16. Soil erosion risk Low-very 
high risk

Computed using Kriging 
interpolation technique in 

ArcGIS software 10.3

[11]

Adapted from [11, 19, 24, 29].

Table 4. 
Some reported hydrological and physicochemical properties of soils of the Mubi Region.
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observed erosion strongly correlated with the empirical (r2 = 0.67) than with both 
EGEM (r2 = 0.57) and the WEPP (r2 = 0.53) models. The results suggest opportuni-
ties for adaptability of even the more sophisticated foreign models around the Mubi 
region, and therefore, the need for further trials of other efficient erosion models 
towards the selection of more realistic and/or suitable tool for erosion management 
around the Mubi region.

4.2 Economic implications of soil erosion in the Mubi region

Although volumes of research works on economic implications of soil erosion 
exist elsewhere, the Mubi region is still facing a dearth of information on such an 
agenda in monetary terms, apart from the few research results reported by [46]. 
There are still no other published records of economic analysis on soil erosion 
devastations in the Mubi region.

Table 7 presents the results of some analyzed economic implications of soil 
and soil nutrient losses observed at 4 farm locations in the Mubi area in 2003 and 
2004. The estimated weights of soils and their inherent nitrogen (N), phosphorus 
(P), and potassium (K) losses were quantified at costs within the range of $305 
and $5698 for the study sites in both years. The gross cost of the nutrient loss over 
the 2 years was as high as $19,377, considering the small-sized erosion channels. 
Although, these values seem to fall within considerable limits, nutrient losses in 
larger erosion channels might be very disturbing and prohibitive.

S/no. Gully location Soil loss (tons/year) Reference

2003 2004

1. Mubi-North LGA

Digil 404.32 293.19 [10]

Muvur 725.35 984.40

Vimtim 159.57 296.69

2. Mubi-South LGA

Gella 161.26 101.56 [10]

Lamorde 589.62 620.09

Madanya 211.62 491.01

2008 2009

3. Mubi-North LGA

Digil 227.50 258.51 [23]

Muvur 446.33 344.49

Vimtim 400.19 397.89

4. Mubi-South LGA

Gella 154.23 200.63 [23]

Lamorde 196.20 228.67

Madanya 98.78 114.46

Adapted from [10, 23].

Table 5. 
Annual soil loss observed at some gully erosion sites in the Mubi area.
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The results in Table 8 presents a similar economic analysis of the quantity of soil 
loss by gully erosion as reported by [46] in the same Mubi region. However, such 
economic analysis on erosion-related researches has not yet been reported, apart 
from those reported by [46]. The results show that locations such as the Muvur site 
with wider and/or deeper gullies recorded larger soil removals with proportionate 

S/no. EG erosion 
location

Prediction 
Technology

Average soil 
loss (tons/ha/

year)

Observation 
year

Reference

1. Mubi-South 
LGA watershed

RUSLE-2 
Software

3.52 2018 [11]

2. Mubi-South LGA 2015 [32]

Gella EGEM software 0.37

Lamorde EGEM software 1.37

Madanya EGEM software 0.65

3. Mubi-North LGA 2015 [32]

Digil EGEM software 0.59

Vimtim EGEM software 0.84

Muvur EGEM software 1.15

4. Mubi-South LGA 2016 [32]

Gella Empirical 
model

0.59

Lamorde Empirical 
model

1.43

Madanya Empirical 
model

0.63

5. Mubi-North LGA 2016 [32]

Digil Empirical 
model

0.90

Vimtim Empirical 
model

1.13

Muvur Empirical 
model

1.05

6. Mubi-South LGA 2021 [32]

Gella WEPP model 0.80

Lamorde WEPP model 1.77

Madanya WEPP model 0.83

7. Mubi-North LGA 2021 [32]

Digil WEPP model 0.80

Vimtim WEPP model 1.90

Muvur WEPP model 1.50

Keywords: RUSLE = revised universal soil loss equation, EGEM = ephemeral gully erosion, WEPP = water erosion 
prediction project, LGA = local government area.
Adapted from [11, 32].

Table 6. 
Predicted soil loss estimates from ephemeral gully (EG) features using some adapted physically-based erosion 
models in the Mubi region.
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economic losses, while other locations with the narrowest and/or shallowest 
channels such as the Gella site, had lesser soil and associated economic losses. The 
gross cost of soil loss ($19,377) was over twice the cost of nutrient loss ($34,840) 
during the 2 study seasons. These soil and nutrient loss cost estimates ($54,217) 
appear very high and prohibitive, if converted into the Nigerian local currency 
(N20,060,290). This is an amount that could pay off 1 month salary bills of about 
50 professors in the Nigerian Universities.

4.3 Erosion management practices adopted around the Mubi region

The erosion features in the Mubi region have also received considerable 
management efforts from farmers, residents, government officials, and envi-
ronmental scientists over the years. Table 9 presents some of the management 
measures adopted at some villages across the Mubi region [10, 32]. The report 
details the major soil degradation sources adopted conservation practices, and 
their corresponding impacts on arable agriculture around the Mubi region. The 
major soil degradation sources include soil erosion such as sheet, rill, and gully, 
Sloughing along gullies, impeded drainages, and soil exhaustion. The majority 
of the gullies and stream bank erosion features have been controlled over time 
with such as stone lines/bunds, sandbag lines, vegetative barriers, earthen-
contour bunds, and hillside-terraces. In addition, soil exhaustion caused by 
continuous cropping and selective plant nutrient uptakes, have been remedied 
with the application of organic manure, and some other soil-enriching mulch-
ing practices to restore soil quality after erosion damages. These measures have 
shown some proven protection of soil surfaces against the menacing effects 
of such as gullying, siltation problems, and channelized erosion spread in the 
Mubi region.

A handful of researchers such as [10, 11, 17, 18, 20, 26–28, 30, 31] suggested sev-
eral, but varying soil erosion control options for implementation around the Mubi 
region. According to [30, 31], overgrazing, deforestation, and indiscriminate bush 
burning that leaves the soils bare during dry seasons up to the onsets of rainfalls 
makes the soils more vulnerable to surface destructions at the slightest impacts of 
rain splash, rills, or gullying activities in the region.

Erosion site 
location

Weight of soil loss (kg/ha/year) Equivalent number of 
tipper load (156 T) 

(6160 kg)

Cost of soil loss ($)

2003 2004 2003 2004 2003 2004

Digil 404,321.63 239,185.65 66 36 2640 1560

Muvur 725,345.01 984,400.56 178 160 7120 6400

Vimtim 159,574.14 296,680.60 26 48 1040 1920

Gella 161,257.14 101,566.00 26 17 1040 680

Lamorde 589,619.57 620,089.74 96 101 3840 4040

Madanya 211,619.27 491,007.60 34 80 1360 3200

Total 2,251,736.72 2,732,930.15 426 445 17,040 17,800

Gross total cost 34,840

Keywords: (1) equivalent weight of tipper load (156 T) = 6160 kg, (2) unit cost of a tipper load = $40.
Adapted from [46].

Table 8. 
Soil loss and cost estimates.
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5. Conclusions

This study found out that only a few quantitative data exist on the soil erosion 
agenda in the Mubi region at present. The available literature reported only a little 
or no information on the sheet, splash, and rill erosion processes, compared to EG 
and classical gully erosion features that are widely spread across the Mubi region. 
Other works such as [18, 20, 26, 30, 31] also dwelled on soil erosion management 
and conservation measures practiced around the Mubi region. The study noted field 
measurements, observations, and trials of empirical and few other physically-based 
foreign erosion models such as ArcGIS 10.3 software, EGEM software, and WEPP 
software technologies, have been implemented successfully, especially around the 
foothills of the Mubi area.

It suffices to conclude that, more of the researches were more concentrated in 
the Mubi area (Mubi-North and South LGAs) [10] than at any other part of the 
Mubi region. Only a little information related to the economic analysis of soil ero-
sion implications around the Mubi region was reported, and there exists the need 
to improve. However, soil loss researches by a handful of authors were considerably 
reported in the region [9, 10, 18, 22–24, 26, 29, 32, 44–46]. Reports related to soil 
degradation and recommendable conservation measures in the Mubi region were as 
well documented [26, 29–32]. Recently, erosion risk analysis on a watershed using 
ArcGIS software at the Mubi South LGA was reported by [11, 12], with about 3.52 
tons/ha/year of soil loss as being of high risk in the Mubi area.

Future research efforts need to be focused on finding soil losses and their 
economic implications of such as the commonly visible land sloughing along with 
gully features and river/stream banks, and also from sheet erosion features being 
the inadequately studied agenda, in order to complement existing research works.
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Chapter 9

The “Groundwater Benefit Zone”,
Proposals, Contributions and New
Scientific Issues
Ying Zhao, Ji Qi, Qiuli Hu and Yi Wang

Abstract

The groundwater has great potential for water resource utilization, accounting
for about a quarter of vegetation transpiration globally and contributing up to 84%
in shallow groundwater areas. However, in irrigated agricultural regions or coastal
areas with shallow groundwater levels, due to the high groundwater salinity, the
contribution of groundwater to transpiration is small and even harmful. This
paper proposes a new conception of groundwater benefit zone in the groundwater-
soil–plant-atmosphere continuum (GSPAC) system. Firstly, it analyzes the mutual
feedback processes of the underground hydrological process and aboveground
farmland ecosystem. Secondly, it elaborates on the regional water and salt move-
ment model proposed vital technologies based on the optimal regulation of the
groundwater benefit zone and is committed to building a synergy that considers soil
salt control and groundwater yield subsidies. Finally, based on the GSPAC system
water-salt coupling transport mechanism, quantitative model of groundwater ben-
efit zone, and technical parameters of regional water-salt regulation and control, the
scientific problems and development opportunities related to the conception of
groundwater benefit zone have been prospected.

Keywords: groundwater benefit zone, soil water and salt movement, model
simulation, mechanisms, modification technology

1. Introduction

About 22–32% of the world’s terrestrial plants have their roots near or within the
groundwater [1, 2]. As a result, groundwater significantly impacts the transpiration
of aboveground ecosystems and net primary productivity [3–5]. On a global scale,
groundwater contributes about 23% to vegetation water consumption on average
[6]. In areas with shallow groundwater, it contributes up to 84% of the total
transpiration of vegetation. In arid areas [7], almost all water consumption of the
plant comes from groundwater [8]. However, groundwater contributes little or
even negatively to transpiration in irrigated agriculture or coastal areas with shallow
water table depth, due to its high salinity [9]. At present, with the expansion of the
agricultural area, the supply of freshwater resources is becoming more and more
insufficient; agricultural production began to use underground saltwater, or which
combined with saline water irrigation, along with the development of water-saving
irrigation technology and water conservancy engineering measures suitable for the
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region. Therefore, further research is strongly needed to promote the efficient use
of agricultural moisture in areas with shallow groundwater, to figure out the crop
growth process under the influences of irrigation and shallow water replenishment,
and the salt balance characteristics under different management measures. Conse-
quently, it is beneficial to find out how to use the abundant shallow underground
saltwater in the coastal zone as a resource instead of limitations, realize the
recycling of groundwater resources, and solve the source problem of lacking fresh-
water in terms of water-salt regulation.

2. The proposed concept of “groundwater benefit zone”

2.1 Mechanism of water transport in salt-affected farmland

Recently, numerous researches have been done on the water flow process and
mechanism in soil–plant-atmosphere continuous (SPAC) systems. However, these
studies do not fully consider the role of groundwater and cannot clarify the water
transfer mechanism in groundwater-soil–plant-atmosphere continuum (GSPAC)
systems. In particular, in saline groundwater areas, water utilization of crop is
limited because of salt stress, and it seems impossible to determine how groundwa-
ter recharge the root zone nor its contribution to soil evaporation and crop transpi-
ration [10]. In drought years, plants increase net primary productivity (NPP) by
using groundwater to reduce the effect of water stress on CO2 fixation, resulting in
significant increases in transpiration due to the presence of shallow groundwater.
Lowry and Loheide [11] defined the additional water that the plant transpires from
shallow groundwater as “groundwater subsidies”, and calculated the difference of
the root water absorption under shallow groundwater and the free drainage condi-
tions. Furthermore, Zipper et al. [4] defined the yield from this additional water as
a “groundwater yield subsidy”. In agricultural systems, yield is usually more rele-
vant to total water consumption when characterizing groundwater’s positive or
negative effects. Therefore, by introducing the concept of “groundwater yield sub-
sidy”, the maximum annual contribution of groundwater to transpiration and NPP
can be quantified and directly related to the efficiency of water utilization.

On the contrary, when shallow groundwater damages production through
oxygen stress, the groundwater yield subsidy is negative and can be considered a
loss of groundwater yield. Soylu et al. [12] quantified annual groundwater subsidies
and NPP changes using the AgroIBIS-VSF model. They found that the largest
groundwater subsidy happens at 1.5–2 m of water table depth, regardless of long-
term precipitation, described here as the optimal water table. However, the current
AgroIBIS-VSF model study is carried out in the non-saline area, and the applicabil-
ity of these indicators in saline-alkali land and its conceptual extension still needs to
be further studied.

2.2 Definition of the “groundwater benefit zone”

In general, to prevent soil salinization, groundwater must be kept below the
critical groundwater table [10, 13]. The scientific community currently lacks a
recognized definition and quantification method for the critical groundwater table.
We define it here as the highest groundwater table that does not cause secondary
soil salinization. The critical water table depends on soil and groundwater type and
climatic evaporation potential and is also related to the classification criteria for
salinization. Theoretically, there is usually an optimal groundwater table in an
agricultural ecosystem, ideal for maintaining farmland productivity. However, due
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to the complex factors which influence groundwater, it is often difficult to quantify.
Figure 1a shows a conceptual diagram of the relationship between groundwater and
crop yield under the groundwater yield subsidy framework: (1) In dry years, shal-
low groundwater will provide groundwater yield subsidy by reducing water stress,
while in wet years, it will result in loss of groundwater yield by increasing oxygen
stress; (2) In other words, for coarse soils with low matric potential values, the roots
must be relatively close to the water table in case groundwater yield subsidies are
present.

Theoretically, depending on the objectives of regulation, groundwater control
has two criteria (Figure 1b):

1. It is necessary to control the groundwater table below its critical value
to control the salinity of soil [10]; the critical groundwater table (h0) can

Figure 1.
Diagram of crop-groundwater feed-in relationship in shallow groundwater area: (a) the hypothetical
relationship between shallow groundwater level and crop (in the case of maize) yield; (b) the conceptual
diagram of the groundwater benefit zone. Refer to Zipper et al. [4].
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be calculated by soil evaporation based on the upward migration of
groundwater (E):

E ¼
Ep 1� h

h0

� �n
1� φ� φr

φ0 � φr

� �
, h< h0 and φ<φ0

0, h< h0 and φ≥φ0

0, h≥ h0

8>>><
>>>:

(1)

Where, Ep is the potential evaporation, h is the groundwater table, the φ is the
electrical conductivity, φ0 is the electrical conductivity corresponding to the critical
water table, φr is the threshold for salt stress, n is the parameter;

2. It is also necessary to keep the groundwater table close to the optimal
groundwater table (groundwater yield subsidy boundary) [4] to maximize
crop transpiration, which can be calculated through groundwater-
subsidy-based-transpiration (T):

T h,φ, z, tð Þ ¼ α h,φ, z, tð Þβ z, tð ÞTp z, tð Þ (2)

Where, z is the soil depth, t is the time, α is the water-salt stress function of the
crop rooting zone with the influence of groundwater, which is usually considered in
the model (e.g., HYDRUS) as the product of the water stress function (αh) and the
salt stress function (αφ). The stress function can be calculated by the following
formula:

αh ¼

0, h≥ hmax, h≤ hmin

hmax � h
hmax � hc

, hc < h< hmax

1, h ¼ hc
h� hmin

hc � hmin
, hmin < h< hc

8>>>>>><
>>>>>>:

αφ ¼ 1

1þ hφ
hφ50

� �p (3)

Where, hc, hmax, hmin is the optimal water table and its maximum and minimum
groundwater subsidy boundaries respectively, hφ is solute potential, and hφ50 is the
solute potential when the stress in the Van Genuchten salt stress function reduces
the water absorption rate by 50%, p is related parameter.

In Eq. (2),Tp is the potential transpiration in the root region β, which together
with EP in the Eq. (1) constitute the potential evapotranspiration in the field, can be
calculated by the following formula:

Ep tð Þ ¼ ETp tð Þ � exp �k�LAI tð Þ

Tp tð Þ ¼ ETp tð Þ � Ep tð Þ (4)

Where, ETp is the potential evapotranspiration, which is usually calculated using
the Penman-Monteith formula, k is the extinction coefficient, and LAI is the leaf
area index.

Based on the equation above: (1) While critical groundwater table is an indicator
to prevent soil salinization, the optimum groundwater table is an indicator to
maximize groundwater subsidies, (2) The optimum groundwater table is an
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agrological parameter based on the water absorption by the root system, whereas
the critical groundwater table is a hydrological parameter based on soil capillary
theory; (3) The critical groundwater table associated with soil salt content control,
is a fixed value, while the groundwater table associated with groundwater yield
subsidy is a range (which changes with the crop rooting pattern and the water-salt
environment in the root zone). Although the effects of salinity on plants are also
taken into account in some studies for defining the critical groundwater table
(similar to the dynamic range of the groundwater table suitable for the crop), due to
the complex coupling relationship between crop type, soil salinity, and groundwater
depth, there is often a lack of quantitative indicators or appropriate methods to
apply directly [13].

Consequently, in underground saltwater areas, if both soil salt control and
groundwater subsidies are taken into account, the water table needs to be regulated
below the critical water table and overlapping with the area of the range of ground-
water yield subsidies (as shown in Figure 2 yellow plus area), which we define as
the “groundwater benefit zone” (Δh), mathematically expressed as:

Δh ¼
0, h0 < hmin

h0 � hmin, hmin ≤ h0 ≤ hmax

hmax � hmin, h0 > hmax

8><
>:

(5)

Therefore, the groundwater benefit zone proposed in this study is a newly
defined index. Take it as the theoretical standard of groundwater regulation, it is
easy to create the targeted groundwater level and adjust the groundwater level by
taking specific control measures. It should be emphasized that, similar to critical
and optimal groundwater tables, which define only the characteristics of water
levels in vertical directions, the groundwater benefit zone defined by this study is
also limited to vertical directions, regardless of their changes in horizontal direction
(Figure 2).

Figure 2.
Schematic diagram of definition of groundwater benefit zone.
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To sum up, the physical significance of the “groundwater benefit zone” index
defined in this study is clear, which can be used to quantify the potential of
groundwater’s contribution to the productivity of farmland ecosystem under the
condition of salt stress and also as the theoretical standard of groundwater regula-
tion in GSPAC system.

3. The research focus of “groundwater benefit zone”

3.1 The feedback mechanism between saline farmland ecosystem and
groundwater

Traditional soil hydrology mainly pays attention to the influence of soil charac-
teristics on non-biological processes such as water and solute transport. In contrast,
agricultural hydrology focuses on the occurrence of various hydrological phenom-
ena in agricultural measures and agricultural engineering and their intrinsic rela-
tionship, starting with the influence of water on biological processes such as crop
growth and development. Studying the Earth’s critical zone expands the research
scope of farmland ecosystem and groundwater hydrological process and
strengthens the critical role of soil physical process in multi-scale mass transport
and cycle at land surface systems such as soil profile, slope, and basin [14]. In recent
years, more and more studies have attempted to establish the relationship between
shallow groundwater and vegetation physiology and weathering processes, to
identify the critical groundwater table. At the same time, there is still a lack of
mathematical expression and field validation for this relationship [10]. Zipper et al.
[4] found that shallow groundwater table, root length density distribution, and root
water compensation effects (i.e., plants adapt to drought conditions by absorbing
more water from less-stressed parts of the root to compensate for root water uptake
in areas where stress is more serious; [15]) had a significant impact on transpiration
and NPP, emphasizing the importance of incorporating root compensatory water
absorption equations into model studies.

3.2 GSPAC system water-salt coupling transport model

At present, many mechanism models of the water-salt coupling transport pro-
cess of GSPAC systems (e.g., HYDRUS, RZWQM, EPIC, SVAT, SHAW, etc. [16])
have been established, in which HYDRUS models are widely used [17]. Especially
based on the concepts of mobile and immobile water bodies, HYDRUS introduce
dual-porosity models that simulate large pore flows and preferential flows. These
characteristic hydrological parameters and solute reactions are combined to simu-
late physical equilibrium and chemical nonequilibrium solute transport (e.g., two-
region models, two-site models, etc.), which provides convenience for the simula-
tion of water-salt migration models under complex soil profile conditions (such as
clay layer, gravel, large pores) with more regional influence factors (e.g., ground-
water, irrigation water) [18–20]. However, the current model of the water-salt
transport mechanism is limited within the unsaturated soil area, but it is insufficient
in the saturated-unsaturated area, and the influence of groundwater on plant func-
tion has not been clarified. In turn, many crop models are good at simulating crop
growth processes (e.g., RZWQM, WOFEST, DSSAT, AquaCrop, etc. [21]), but the
expression of soil hydrological processes is insufficient, especially the lack of simu-
lating groundwater dynamics. Many methods have been used to couple hydrological
and crop models in recent years, for example, HYDRUS-1D and crop model
AgroIBIS coupling AgroIBIS-VSF models [12].

170

Soil Science - Emerging Technologies, Global Perspectives and Applications



It is worth mentioning that although some crop models can simulate the rela-
tionship between groundwater and vegetation in some ways, there is a very lack of
mechanism models like the AgroIBIS-VSF model that can describe the effects of
groundwater dynamics on soil temperature, oxygen, and leaf microclimate condi-
tions. Furthermore, Zipper et al. [22] combined the latest version of the AgroIBIS-
VSF model (i.e., the coupling of AgroIBIS and HYDRUS-1D) with the MODFLOW
model to create a new model framework, MODFLOW-AgroIBIS (MAGI). The new
coupled model simulates vegetation growth dynamics based on environmental con-
ditions and quantifies the movement of water and energy in the GSPAC system
(Figure 3). This coupling approach provides three widely-used model benefits for
the MAGI model (①AgroIBIS [23], ②HYDRUS-1D [24] and ③MODFLOW-2005
[25]. However, most of the work related to the current MAGI model is carried out in
non-saline conditions, while in areas with high groundwater salinity, the salt envi-
ronment in the root zone of the crop will affect the potential of groundwater
utilization and limit the applicability of the model framework. It means that the
effects of salt must be taken into account when use models that need to be updated
to calculate groundwater yield subsidies in saline agriculture (Figure 3).

3.3 Scale of water-salt migration process and its corresponding
research techniques

Although the mechanisms of water and salt transport through the GSPAC
system at field scale are considered more comprehensively, the water and salt
transport process occurred at an immense scale. The spatial variation of influence
factors, especially the measures to regulate soil water and salt changes such as
irrigation, drainage, agronomy measures, etc. are carried out on a large scale.

Figure 3.
Diagram of MAGI Model Research Framework (quoted from [22]).
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Consequently, the field-scaled model, which is often one-dimensional, cannot
simulate large-scale saline water process or make the related evaluation [26]. On
the other hand, traditional large-scale hydrological models such as MODFLOW,
although they are good at dealing with landscape-scale soil-groundwater interac-
tion and groundwater movement process cannot reflect the small-scale hydrolog-
ical process neither in saturated zone nor in the unsaturated area due to the lack of
small-scale soil hierarchy and detailed structural parameters [27]. Thus, another
trend of model development is to develop the coupled models at different scales,
such as the model “HYDRUS-MODFLOW” [28] is coupled with HYDRUS-1D
model and the groundwater model MODFLOW, which extends the simulation of
the movement of soil water and salt under a dynamic groundwater condition to
(extend to) the regional scale. The model can stimulate the redistribution process
of water and salt both in natural and artificial circumstances. In fact, due to the
variability of soil spatial structure and the randomness of various factors affecting
water-salt movement, the water-salt transport process has a strong scale-depen-
dent effect and corresponds to the appropriate quantitative techniques and
methods in that scale.

Currently, there are effective ways to track the migration of substances in
GSPAC systems [29–32], such as isotope, geochemical ions, and rare earth elements.
The new Earth Critical Zone study focuses on effectively links between disciplines,
scales, and data to achieve the mutual transformation of microscales (soil pores and
aggregates), mesoscales (soil profiles, fields, or catena), and macroscales (basins,
regions, or global) [33]. It can be spatially interpolated and aggregated according to
soil distribution or soil characteristics at landscape-scale according to soil mapping
hierarchical system, and then upscaled and downscaled, or it can be transformed on
a scale by establishing a relationship between the hierarchical structure of soil
models and typical soil processes of different scales. For example, from the meso-
scale to the macroscale, “characterization unit regions” can be constructed in com-
bination with topographical changes and land-use methods, thus linking laboratory
and field measurements “hydraulic characteristics to watershed scales” ones
orderly for spatial scale transformation. On the microscale, soil water and salt
movement are mainly influenced by soil structure, soil level, micro-terrain, ion
content, soil infiltration, salt leaching, and soil microorganisms. We could quan-
tify the effects of soil and salt effects by soil pore structure, root growth pattern,
and water movement, fertilization, soil improvement method, and engineering
measures by using X-ray computer tomography, magnetic resonance imaging,
and nuclear magnetic resonance, etc. [34–36]. At the mesoscale, the soil water
and salt transport and distribution mainly include evaporation, infiltration, lat-
eral seepage, groundwater leakage, and recharge, and is the basic scope of
water-salt regulation and ecological environment construction [33]. Geophysical
detection techniques such as multi-receiver Electromagnetic Induction (EMI),
Electrical Resistance Tomography (ERT), and time-lapse Ground-Penetrating
Radar (GPR) are widely used in soil physical properties measurement on scales
such as slopes, catchment, and small basins [37, 38]. In recent years, remote
sensing technology has been increasingly used in monitoring the physical prop-
erties of soil at the macro-scale and in coupling with other methods. At present,
it is a significant scientific issue that how to quantify the water-salt migration
flux of large-scale farmland system, through irrigation efficiency, soil salt accu-
mulation, and other salt control factors, to build farmland irrigation-
fertilization-salt control technology mode, and whereby to carry out multi-scale
regulation under water-saving and reduced fertilizers in irrigation areas, so that
it can achieve not only the efficient use of water resources but also maintain a
good environment.
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3.4 Optimal regulation of groundwater benefit zone

At present, there are a variety of measures for the regulation of water and salt,
the core of which is to inhibit salt building-up by reducing soil evaporation (e.g.,
mulching), to promote salt leaching by improving soil structure (e.g., soil amend-
ments), to block salt building-up by creating salt-isolation layer (e.g., salt-resistant
barrier), or to increase soil drainage to facilitate soil salt discharge (e.g. subsurface
pipes), and among other ways [39–41]. In general, crop salt thresholds, local soil
types, and groundwater conditions need to be taken into account to clarify the
applicability of these methods in saline agricultural production. For salinized farm-
land with shallow groundwater tables, the utilization of groundwater is greatly
influenced by the salt accumulation, salt threshold of crop, and salt leaching
scheme, so it is essential to clarify the “groundwater benefit zone” and optimize the
regulation. Some regulation of water and salt has been made in the Northern
Chinese irrigation area, while there was little research based on the simulation of
optimization of groundwater [42]. Although some models currently proposed
appropriate groundwater levels and irrigation strategies for specific crops [43], it is
still challenging to promote and popularize the results due to different soil types,
irrigation systems, plant rooting patterns, salt tolerance, groundwater depth, and
climatic conditions. In general, to break the limitations of long-term field test and
the lack of investigated factors, the technical parameters of water salt regulation can
be obtained based on model scenarios analysis and the influence of different factor
combinations on the relationship between groundwater table and crop yield can be
considered comprehensively. At present, the water-salt transport model of the
GSPAC system is applied to predict the trend of water-salt dynamics and the
concentration of salt. The response of crop growth to changes in soil water-salt
environment under different irrigation systems and planting patterns is systemati-
cally analyzed base on boundary conditions and parameters obtained from various
management measures [44].

On this basis, the model scenario analysis can design different combinations of
influence factors, to clarify the balance point of water conservation measures and
salt leaching, and to establish a plant water supply theory scheme aimed at water-
saving and salt control. Thus, the key to regulating groundwater benefit zone can be
based on models to construct technical parameters that reflect different regulatory
measures. In addition, soil improvement products can be designed based on these
technical parameters. For example, we could establish the cause-effect relationship
by applying modern analysis means like characterizing the structural morphology,
its molecular structure, surface morphology, and performance correlation of the soil
water and fertilizer, to carry out component screening-structural regulation-
fertilization performance determination for material design and optimization, and
the optimal technical products for salt-alkali soil water salt regulation. For example,
through modern instrumental analysis methods, the structure and morphology of
the product are characterized. The relationship between its molecular structure,
surface morphology, etc., and soil water and fertilizer storage performance is
explored and the structure–function relationship is established. Recently, Swallow
and O’Sullivan [45] proposed a new desalination method based on biomimicry of
vascular plants, which is to mimic the principle of water absorption of the vascular
plant to produce desalination materials. After added to the soil, with the help of
natural evaporation, groundwater and soil salt are directly separated the crystalli-
zation process. After 30 days of the indoor test, the method can reduce the soil salt
content from 8 to 0.8%, and the desalination effect is pronounced. It provides a new
technology for saline soil remediation, but it also needs further verification and
evaluation in the field.
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4. The main scientific issues in the study of “groundwater benefit zone”

In this paper, we proposed the new concept and index of the “groundwater
benefit zone” based on the interaction between the saline farmland ecosystem and
the groundwater. Through a combination of field monitoring and model simulation,
the next step is to address the following issues:

1.How to determine the critical groundwater table in areas with shallow
groundwater and their quantitative relationship with soil, climate, and
groundwater type? We need to use the theories and methods of soil hydrology
and agricultural hydrology, focus on the study of water consumption of
agriculture and groundwater-soil water crop carrying capacity. On the one
hand, the climate affects soil and groundwater movement and soil biological
activities through physical properties such as soil temperature, texture, and
bulk density [46]. On the other hand, the movement and distribution of
groundwater and soil moisture affect the redox environment and microbial
activities by regulating the soil oxygen content, thereby affecting the
biogeochemical cycle [47]. Therefore, the development of the interdisciplinary
of the groundwater salt process and biogeochemistry is of great significance
for describing the mechanism of groundwater salt migration and simulating its
flux [45].

2.How to promote a water-salt transport model of GSPAC system based on soil
physical process and crop growth dynamics, and quantify the groundwater
benefit zone in one location? It is worth noting that the concept of
groundwater subsidy is not only water extracted from the unconfined aquifer
but also the edge of the soil capillary rise. Therefore, the calculation of
groundwater yield subsidy usually needs to simulate the plant water uptake
under shallow groundwater and free drainage conditions respectively and get
their difference, which is also an essential aspect of the model application. In
addition, water absorption in the root zone is one of the most important
processes considered in the GSPAC model, simulating the extent to which
plants absorb and utilize soil water and groundwater, thus determining the
amount of soil water flow or groundwater recharge [15]. At present, many root
water uptake models with different assumptions and complexities have been
developed. The main challenge is the lack of data for parameterizing root
water use functions and the numerical expression of the associated important
processes [47].

3.How do crops respond to groundwater changes, and what is the mechanism
between salt stress, root distribution, and root water compensation effects?
Considering the compensation mechanism of root water absorption in the crop
growth model can improve the prediction of soil moisture content. In contrast,
during the development of the current model, it is still unclear when there is
salt stress and how the model takes the mechanism of crops extracting
groundwater into account, especially how to parameterize the compensatory
water absorption process of the root system. It is worth further research on
applying technology and methods in this aspect, analyzing the feedback
relationship between groundwater salt process and land productivity,
ecological environment safety and other functions, and optimizing and
enhancing the function of ecosystem services. Mainly due to the influence of
salt, it is challenging to clarify the water transmission mechanism of the
GSPAC system. In recent years, isotope technology has become an important
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and effective method for studying the utilization of plant water resources in a
complex system [48, 49], which provides a reference for revealing the
mechanism of soil water and solute transport in the GSPAC system. In
addition, the latest measurement techniques of sap flow and root system
scanner (root length and root distribution) also provide ways for soil-root-
water interaction mechanism research.

4.How to combine model simulation with field control measures test, and thus
propose the technical parameters of regional water-salt control? How to use
soil physics model to predict the influence of groundwater salt process change
on future food production and ecological environment, formulate and evaluate
the adjustment strategy of the sustainable development of saline agriculture. In
particular, in recent years, climate change, water shortage, and extreme
climate are frequent, there is urgently needed to develop the theory and model
of crop habitat process regulation and control [50], study the process of non-
saturation zone salt migration, driving mechanism and its scale-dependent
effect, utilize slight saline water/saline water, farmland drainage and other
non-traditional water resources in saline field irrigation safely and evaluate its
ecological effects.
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Abstract

The global spread of soil degradation threatens the sustainability of human life. 
The review focused on soil degradation beyond global pandemic, causes, impacts, 
control and prospects. The work majorly concentrated on developing countries like 
Nigeria while giving a global view of soil degradation. In this work we attempted to 
show the critical nature of soil degradation, requiring serious attention like the cur-
rent global pandemic known as corona virus or covid 19. We show that the causes 
of soil erosion are associated with the degradation of key physical and chemical 
soil properties. Notable physical soil property reductions are caused by water and 
wind erosion, including surface crust formation, and the chemical soil property 
reductions are associated with soil fertility decline, salinization, sodification, and 
other processes. Each cause of soil degradation may be traced to land management. 
This review notes that addressing soil degradation is important to meeting the 2015 
United Nation sustainable development goals.

Keywords: soil degradation, erosion, agronomic measures, global pandemic,  
covid 19

1. Introduction

Covid-19, a novel, fast moving global pandemic [1] caused by the Severe acute 
respiratory Syndrome Corona virus-2 (SARS-Cov-2 virus) [2] Which has engulfed 
the world since 2019 has recorded over 3,117,542 deaths as of week 16 2021 [3]. A 
disease that was noticed in Wuhan China firstly and later reported to World Health 
Organization (WHO) on 31st December 2019, sinking major World economies with 
major impact on health, Aviation, agriculture, hospitality, education, sports, oil and 
gas [4, 5] almost all sectors of life. Since the outbreak, a lot of awareness have been 
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created drawing the attention of humanity to it. Due to the nature of the disease, 
countries of the world have committed fortune to the tune of over USD 11.7 trillion 
[6] see to its eradication yet the disease is worsening.

Beyond covid-19 pandemic is an environmental issue of major concern to all 
nations of the world known as soil degradation: a major and most prominent subset 
of land degradation. The global spread (Figure 1) threatens the sustainability of 
human life [7].

By 2050, 50–700 million people worldwide are likely to be forced to migrate 
due to a combination of climate change and land degradation [8]. Soil, one of the 
world’s limited, nonrenewable resources takes between 200 and 1000 years to form 
2.5 cm of its top [9]. Word wide eroded soil up to the tune of 50 billion tons each 
year costs up to US$150 billion (US$3 per ton), nutrient loss in eroded soil costs 
US$100 billion per ton and offsite impacts cost US$400 billion per tons [9]. Apart 
from the above mentioned, European Commission documented that the process of 
soil degradation can lead to collapse of ecosystem and landscape structures such as 
those of Figures 2–5 making societies more vulnerable to extreme weather condi-
tions, risks political instability and food insecurity.

Figure 2. 
People risking abandoning their homes to erosion.

Figure 1. 
Global distribution of soil degradation.
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To fulfill the food demand of the increasing human population especially in 
developing countries most of whom living terrifyingly close to poverty line, greater 
attention must be paid to sustainability of arable land usage [11], which must have 
to increase by 13% or 120 million by 2030 [12]. The associated crises affecting 
the quality of human diet, shifting attention to highly processed foods with less 
available fresh vegetables and fruits could create health challenge vicious cycles 
thus making a fertile ground for covid 19 and other related health issues to thrive. 
European Commission [8] documents “Caring for Soil is Caring for Life” stipulated 
that 75 % of the world’s soils ought to be sound/healthy for food, people, nature and 
climate and doing so, will help to achieve the UN 2015 sustainable development 

Figure 5. 
Agro forestry. Source: [52].

Figure 3. 
Road cut as a result of soil degradation.

Figure 4. 
Active gully site in Owerri Imo State.
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goal no. 15: Life on Land. Food production is a factor of soil quality, therefore, the 
restoration of soil quality and functionality strengthens the resilient of soil for food 
production and environmental friendliness.

2. Soil degradation: definition

Soil degradation is the temporary or permanent diminution or lowering of the 
productive potential of soil of an area to perform ecosystem functions [13]. A soil is 
degraded when one or more combination of human induced processes acting upon it 
affects its biophysical value [14]. Eswaran et al. [15] defined soil degradation as any rec-
ognized deleterious, detrimental, undesirable destructive disturbance of the soil. The 
Global Assessment of Soil Degradation (GLASOD) opined that soil degradation caused 
by humans deteriorates soil quality imparing partially one or more of its functions [16].

Soil degradation sets in when the capacity of an ecosystem to renew itself 
is constrained by disturbances [17]. The degradation of soil, traces back to the 
Neolithic time between 7500 and 10,000 years ago as inappropriate agriculture 
practices were embraced by mankind [18] and linked also to over population [19] 
and land use [20]. It takes several years or decades for soil degradation to be noticed 
or recognized. This is because the process of degradation is gradual and when it 
has occurred, it takes a long time to fully reclaim the soil. Soil degradation is the 
most prominent subset of land degradation. This is on the ground that it is the most 
manipulated feature of land. Studies of land degradation are mostly approached 
from soil degradation point of view [21]. Other factors that contribute to land 
degradation include, water and forest respectively.

UNEP [22] rated the severity or intensity of erosion in an area as (a) Light: 
where the landscape has low potential to sustain agriculture and management 
modifications can restore its productiveness. (b) Moderate: The soil here has a 
greatly reduced productivity, but is still suitable for use in local agricultural activi-
ties, major improvements are required to restore the soil) (c). Strong: Here the 
productive potential of the soil is virtually lost and the farm becomes unsuitable 
for agric activities. To rehabilitate the soil in this category requires major engineer-
ing works/investments are required to rehabilitate the landscape. (d) Extreme: The 
environment here is irreclaimable and efforts to restore it will be in futility.

2.1 Processes/forms of soil degradation

Several researchers have recorded several causes of soil degradation. Brady and 
Weil [17] outlined water erosion, wind erosion, chemical degradation and physi-
cal degradation. Mbagwu et al. [23] added soil fertility decline, salinization, water 
logging and lowering of water table. The major causes of soil degradation include 
human activities [24], over grazing, deforestation in appropriate farming practices, 
deforestation leading to desertification, wild fire, road construction; accelerated 
erosion by water and wind [25], natural factors, over exploitation of vegetation for 
domestic use and bio industrial activities [22]. Ofomata, and Igwe et al. [26, 27] 
showed that the environmental factors of vegetation, geology, geomorphology, 
climate in the form of rainfall which is very aggressive in the tropics and soil factors 
all contributed to soil degradation problem and its development.

2.1.1 Water and wind erosion

Water erosion is the detachment, (releasing of soil particles by the action of 
direct rainfall) transportation (splashing, floating, rolling and dragging of detached 
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soil particles) and deposition of transported soil particles at certain places of lower 
elevation by water [28]. Whereas the mechanics of wind erosion are saltation (short 
skips of detached soil particles, suspension (rolling extending upward to a dis-
tance), surface creep (rolling or sliding of particles) by wind.

Soil erosion could be accelerated or natural [17]. The accelerated form of it, is 
human induced, as a result of farming on marginal land, construction deforesta-
tion etc. whereas the geological (natural or normal) erosion is the inexorable and 
continuous process of evolution of the earth’s surface by such geological agents as 
rainfall, overland flow etc.

Occurrence of soil erosion in fields could be rated or assessed based on 
incorporation of the loss of top soil and landscape deformation through gulling, 
riling etc. as follows; Slight: where the top soil has been removed and whose crop 
rooting depth is exceeding 50 cm, moderate: here all top soils have been removed 
and formation of gully sets in), Strong (in this rate, all top soils here must have 
been removed, moderately deep gullies up to 20 m apart are seen) and finally 
Extreme(Here land is irreclaimable and impossible to restore) [29].

2.1.2 Forms of water erosion

Water erosion comes in the following forms: Splash erosion: the impact of 
raindrops may liberate particles from the soil surface. On slopes, it contributes to 
the general movement of loosen particles by flow or wash processes.

Sheetwash or inter rill erosion: occurs as a continuous film of water when the 
ground surface is smooth or as a myriad of small interconnected rivulets on rougher 
surfaces. Sheetwash is effective in eroding particles loosened by both drop impact 
and the progressive increase in soil water content that occurs during a rainfall 
event [30].

Rifling: results from the concentration of overland flow [31]. The depth of water 
in rills is greater and more turbulent than in sheet wash, giving the potential for 
larger particles to be entrained. Rills develop into networks that can, over time, 
extend laterally and up slope. However, they can be removed by plowing and need 
not be an obstacle to agriculture, though they will reappear unless remedial action is 
taken to deal with their cause.

Gullying: can result from the widening and deepening of rills, or by a change 
in surface conditions on a slope leading to a sudden increase in runoff [32] A gully 
can be defined as having a steep head and sides, wider than 0.3 m and deeper than 
0.6 m. Gully development can be rapid and not only do gullies act as effective 
conduits for the removal of soil from fields, they obstruct movement and inhibit the 
use of mechanized farming methods.

Piping: is erosion through the development of subsurface tunnels. This can 
occur naturally, particularly in dispersive soils or those subject to marked action by 
burrowing animals [33], but it is enhanced by a reduction in surface vegetation and 
a loss of internal binding by roots.

2.1.3 Methods of predicting the extent water erosion

Over the years, methods of measuring soil erosion such as estimation of rates of 
sediment transport in rivers, calculation by the use of empirical formular for a given 
soil type and slope [34] exist. Others include, Rational method, Unit hydrograph, 
hydrologic basin [35], air photo interpretation, (API), geographic information sys-
tem [36], rain fall simulation methods [28]. Each of the above has their associated 
limitations. Apart from these, direct and indirect methods of assessing soil erosion 
have been established. De Vleeschauwer et al. [37] compared various detachability 
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indices for a range of soil in Nigeria. Lugo-Lopez et al. [38] predicted the erosive-
ness of some soil from Puerto Rico by an index that involved dispersion ratio and 
soil moisture equivalent. Agim [28] determined sediment yield and runoff through 
rainfall simulation methods in selected soils of Southeastern Nigeria. Though these 
methods abound, the need for more precise ways of predicting soil erosion led to 
the development of more acceptable methods known as the Universal Soil Loss 
Equation (USLE) Wischmeier and Smith [38] which states that amount of soil loss 
(A) is a function of erosivity (R), erodibility (k), slope length and steepness (LS), 
management cover and support practices (CP) (A= R.K.LS.CP). The limitation in 
USLE ((i) The empirical nature of it in computing soil loss does not show the actual 
soil loss in theory. (ii) Prediction of average soil loss thereby computing less values 
when measured. (iii) It does not compute gully erosion but sheet and rill erosion 
(iv) Does not compute sediment deposition which is higher at the point of deposi-
tion than when it is detached) also led to the development of Revised Universal 
Soil Loss Equation (RUSLE) and later Water Erosion Prediction Project (WEPP) 
developed by Agricultural Research Service and the USDA National Soil Erosion 
Research Laboratory.

The RUSLE which is land use dependent took care of the values of erosion s 
modified by vegetative cover with improved calculation of slope length. It gave 
better account of runoff water that is capable of being channeled into rills and gul-
lies than being uniform as posited by USLE. Converging, diverging terrains, areas 
with rock fragmentation are also taken care of than in USLE. On its own, the water 
erosion prediction project (WEPP) which is physically based in erosion computa-
tion model, can assess a variety of landuse and climate. It integrates plant science, 
hydraulic mechanics to predicting soil erosion at hill tops and watershed scales. In 
Nigeria, [26] used multiple regression model to successfully predict erosion. Igwe 
[40] predicted erosion with water dispersible clay indices.

2.2 Compaction, sealing and crusting

Compaction, sealing and crusting of topsoil, and water logging are classified as 
physical processes of soil degradation [22]. Soil compaction, is brought about by the 
utilization of large equipment and stomping on by animals on soils with a low pri-
mary dependability while crusting and sealing are due to the obstructing/sealing of 
the soil pores by fine grain silt and clay particles dispersed by raindrop impact [41]. 
Animals stomping or stamping on the soil can also prompt soil crusting. They hin-
der the tillage of arable soils, and impede or delay the emergence of seedlings and 
the penetration of roots; they adversely affect soil diversity of soil microorganisms. 
Nutrient cycles can be altered resulting to a decrease in nutrient levels in soil [42]. 
Soil water infiltration capacity is also diminished; affecting soil moisture proper-
ties and causing increased surface runoff and often higher erosion. Water logging 
includes submergence by rain water and flooding by river water caused by interfer-
ences on natural drainage systems by man. It results when rain water is applied in 
excess of the needs of the crops than the soil infiltration capacity. This leads to the 
severe loss of soil air content causing stress to plants as a result shortage of oxygen. 
In these conditions plants are stressed due to a shortage of oxygen for metabolism 
by the roots, micro-organisms responsible for biodegradation of organic material 
are inhibited or killed. Water logging also causes problems of salinization.

The physical consequence of salinization, is sodication which is one of the 
chemical degradation process. It occurs by the dominance of sodium ions in the soil 
as a result of concentration of water by evapo transpiration. Sodication results to 
structureless soil which is unfavorable to root development, almost impermeable 
to water.
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Aridification is the change in soil moisture content for a more water-deficient 
soil system that is brought about by human action. It is mostly seen in areas where 
lake or River is used for agriculture.

Subsidence of organic soils according to Doornkamp [43], is the subsidence of 
organic soils occurs when peaty materials become susceptible to oxidation after 
drainage has lowered the water table, leaving the peat susceptible to oxidation and 
deflation, hence lowering the land in a similar manner to the way in which clay soils 
shrink when desiccated.

2.3 General impacts of soil degradation

Soil degradation has been quoted by [44] to be a serious threat to man especially 
in developing countries of the world notably West Africa [45] where about 65% 
of the land is classified as being degraded [46]. The environmental and economic 
impact and of soil degradation have been grouped into onsite and offsite effects 
[17]. Onsite effects include physical removal or loss of nutrient rich top soil [47]. 
There is well over 26.5 × 109 metric tons yr.−1 global soil loss of top soil a factor that 
increased diseases such as ebola and Marbug virus and reduced GDO by 10% [4]. 
Loss of nutrient rich top soil causes decline or low crop yields and accounted for 
less than 1.5 t ha−1 beyond 5 tha−1 yield potential of cereal crops over the past five 
decades in sub Saharan Africa [48]. Wide spread gullies like those in the Table 1 have 
separated communities (Figure 2), forced people out of their homes and destroyed 
construction works (Figure 3), abandoning of arable lands (Figure 4). There has 
been increased in tree lodging, windblown dust leading to health hazards from 
wind erosion. On the other hand, offsite effects include increased cost of produc-
tion. In this connection, about US$68bn per year is lost to Soil degradation, a value 
that reduces the regional annual agricultural GDP by 3% [50]. Beyond the loss of 
fertile land [14], the effects of soil erosion extend to high pollution and sedimenta-
tion in streams and rivers, a major cause of euthrophication, turbidity of Rivers and 
which causes declines in fish and other species.

3. Control

The rate of soil degradation, and the possibility of its control, depend on the type 
of process involved in the degradation [16] Since rainfall and wind are the major 
drivers of water and wind erosion, efforts geared to erosion control should target 
those that will stop/reduce the direct impact of rainfall, improve infiltration rate, 
reduce runoff, build organic matter thereby restoring soil fertility. These factors are 
grouped into three namely agronomic, biological and engineering measures [51]. 
Agronomic measure targets the use of dead or fresh vegetation to shield soil surface 

S/No. State No. of gully sites Stages of development level of control

1 Abia 300 Some dominant/some active No records

Ebonyi 250 Stages of development Level of control

2 Imo 450 some active/some dormant Not successful

4 Enugu 600 some active/some dormant None

5 Anambra 700 mostly active Not successful

Source: [28, 49].

Table 1. 
Severity of gully erosion under different stages of development in southeastern Nigeria.



Soil Science - Emerging Technologies, Global Perspectives and Applications

190

from direct raindrop impact and to establish rough surfaces that will impede reduce 
runoff [52]. The agronomic technologies also help in water conservation and have 
being adjudged as a key adaptation strategy for developing countries of world, 
especially in sub-Saharan Africa [10].

4. Examples of such measures include

4.1 Agro forestry practice

This involves the planting of different trees and shrubs grown together with 
different agricultural crops, pasture and life stock (Figure 5). In this system there is 
ecosystem interactions that help to build up the resilient of the soil.

4.2 Conservation tillage

This is the type of tillage that requires no tilling but involves the leaving of previ-
ous crop residues on the soil. This also helps in carbon sequestration. Conservation 
tillage has zero tillage, minimum tillage, permanent soil cover, crop rotation and 
section as the available types (Figure 6).

4.3 Mixed/intercropping

According to [53, 54] mixed cropping/Intercropping is when two or more crops 
for instance cereals and legumes are planted at the same time in the same farm 

Figure 7. 
Mixed/intercropping.

Figure 6. 
Conservation tillage. Source: [52].
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(Figure 7). For and intercrop to exist, the level of temporal and spatial overlap 
between the two crops must somewhat vary. Notable examples include row crop-
ping where crops are alternately arranged in rows, temporal intercropping where 
slow growing crops are grown sown with fast-growing crops such that the later can 
be harvested before the later.

4.4 Strip cropping

In this type of agronomic method, crops are planted in narrow strips across a 
land slope. Arrangement here is that the strips are placed in such a manner that 
the strip crops are separated by close growing crops that are erosion resistant 
(Figure 8).

Figure 8. 
Strip cropping. Source: [52].

Geologic 
formation

Organic 
amendment

Rates of amendment application 
on sediment yield (kg m−2 hr.−1)

Rates of amendment application on 
runoff (mm)

0 t ha−1 10 t ha−1 20 t ha−1 0 t ha−1 10 t ha−1 20 t ha−1

ARG 
(Ishiagu)

Goat 
dropping

3.72 3.24 3.06 125.30 111.30 119.70

Poultry 
dropping

3.72 3.57 3.09 125.30 118.00 104.00

CPS 
(Obinze)

Goat 
dropping

2.72 1.18 1.39 95.90 95.20 89.00

Poultry 
dropping

2.72 2.56 2.07 95.90 81.50 70.90

FBS 
(Umulolo)

Goat 
dropping

1.66 1.71 2.16 87.50 85.30 80.80

Poultry 
dropping

1.66 2.18 1.75 87.50 85.00 81.50

BAG 
(Bende)

Goat 
dropping

3.95 0.28 0.20 91.90 86.10 85.00

Poultry 
dropping

3.95 2.09 1.34 91.90 78.00 63.00

ARG = Asu River group, CPS = Coastal Plain sand, FBS = Falsebedded Sandstone, and BAG = Bende Ameki Group.

Table 2. 
Effects of organic manure on sediment yield and runoff of selected soils under different geologic formation in 
southeastern Nigeria.
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In strip cropping, runoff water infiltrate into the soil more [51] and at such 
erosion is reduced.

Other methods include mulching which helps to improve soil moisture and 
smoothers weed, green manures application, early planting method, building of 
Man-made terraces and Contour plowing, reforestation (UN 2015 opined to stop 
degradation, we must preserve forests, deserts and mountain ecosystems).

5. Protecting the soil by planting windbreaks

Windbreaks are trees or shrubs directly planted in linear or row form with 
an intent of reducing the speed of wind, improve the yield of crop and protect 
livestock from heat and cold. They have the ability of reducing wind speed for an 
approximate distance of 15 times the height of the tallest tree. Wind breakers also 
contribute to land scape beautification.

Application of organic manure in the soil [28] showed promising results in the 
reduction of runoff and sediment yield in selected soils of South Eastern Nigeria 
Table 2.

The organic amendments helped in building soil organic matter that encouraged 
binding of the soil. This increased the infiltration capacity of the soil.

6. Prospects

Looking forward for brighter future, cleaner and bluer environment, awareness 
creation in schools, increase in soil literacy, soil health training especially in sub 
Saharan Africa, sustainable government policies can help curb the menace of soil 
degradation. The above prospects have the potential to contribute to major initia-
tives for reducing soil sealing, crusting, compaction.

If covid-19 lock down and restrictions between March and April 2020 achieved a lot 
of challenges facing humanity including lowering atmospheric levels of carbon dioxide 
[55], the making water of Ganges River drinkable, atmospheric air in rich industrial 
activity cities made purer, cities bluer than seen in decades [4, 56] significant human 
depopulation that is capable of creating cooling effects by providing conducive envi-
ronment [57] which according to [4] the United Nations Climate Change Conference of 
Parties (COP21) could not solve, reduction in soil degradation could achieve more.

7. Conclusion

Beyond global pandemic is soil degradation an issue of global concern that 
threatens the development of human globally. The concentration of soil degradation 
in developing countries where poverty level is high calls for urgent action. This work 
looked at soil degradation from the angles of the causes, impacts, and prospects 
and proffered some measures for its solution. We identified water erosion, wind 
erosion, surface sealing together with inappropriate land use practices as some of 
the major causes of soil degradation. In proffering solutions, we recognized that 
since water and wind erosion are the major causes, measures to control them should 
target protection of the soil from direct impact of water and wind erosion, build soil 
organic matter and increase the infiltration capacity of the soil should be adopted. 
Notable agronomic measures such as agro-forestry, mulching, strip cropping etc. 
were recommended. Proffering solutions to soil degradation will go a long way to 
achieving the UN sustainable goal no 15. Protection of life.
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Abstract

This chapter analyzes the costs-benefits of a particular phytomining methodology 
named mycorrhizal-assisted phytoremediation (MAP). This MAP system is responsi-
ble for phytostabilization and/or phytoextraction of secondary and critical raw materi-
als from contaminated soil or mining wastes. To this aim, we evaluated the application 
of MAP in a modified constructed wetland, the vegetable depuration module (VDM), 
which permits the calibration of physical-chemical-biological variables in a contami-
nated substrate, as well as the partition of chemical elements within the liquid phase 
due to leaching and solid phases (biomass and soil). This successful methodology 
allows to scale-up from a Technology Readiness Level (TRL) 6 (demonstration in a 
relevant environment) toward TRL 7 (demonstration in an operational environment), 
which implies the transfer to the territory.

Keywords: phytoremediation, phytomining, circular economy, critical raw materials, 
heavy metal(loid)s

1. Introduction

Human activities over time have left a legacy of contaminated soils around the 
world. The intense exploitation of soil and the inadequate disposal of hazardous 
wastes by urban expansion, industrial and transport activities, mining, military 
activities and armed conflicts, and even unsustainable agricultural practices are 
the main sources of soil pollution. These anthropogenic activities release various 
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chemicals into the environment that are often found to form a complex mixture 
of numerous contaminants. The different contaminants produce adverse effects 
on the health of ecosystems and all living beings that inhabit there. Moreover, the 
frequency and severity of extreme climatic events (droughts, floods, dust storms, 
and wildfires incidents) caused by climate change exacerbate soil contamination. 
Anthropogenic activities contribute to changes in the moisture and temperature 
regimes of soils and groundwater and can increase rates of movement of con-
taminants via soil erosion (wind or water), soil runoff, leaching, and volatiliza-
tion [1]. In this sense, a detail of natural and anthropic sources of some elements 
can be seen in Table 1. For example, dust storms, volcanic eruptions, geothermal/
hydrothermal activity, forest fires increase the level of As and Hg in the envi-
ronment. Climate change exacerbates these phenomena increasing the natural 
contribution of metal(loids).

The insufficient registration of contaminated areas in many regions of the world 
and the lack of regulations for their remediation accentuate this environmental 
conflict. About 3.5 million sites in the European Union (EU) were estimated to 
be potentially contaminated, with 0.5 million sites being highly contaminated 
and needing urgent remediation. There are 400,000 polluted sites in European 
countries, including Germany, England, Denmark, Spain, Italy, Netherlands, and 
Finland. Sweden, France, Hungary, Slovakia, and Austria count up to 200,000 con-
taminated sites. Greece and Poland reported 10,000 contaminated land areas, while 
Ireland and Portugal reported less than 10,000 contaminated sites. In America, 
approximately 600,000-ha brownfield sites are polluted with heavy metals [2]. 
Identification and assessment of potentially polluted sites are the essential first step 
in the management of soil pollution.

Among the persistent and potentially (eco)toxic heavy metal(loids)s (HMs) 
ubiquitous around polluted soils are arsenic (As), cadmium (Cd), chromium (Cr), 
copper (Cu), mercury (Hg), lead (Pb), manganese (Mn), nickel (Ni), zinc (Zn), 
and radionuclides. Many of them are considered trace elements. The concentra-
tion of these HMs in soil has increased drastically over the last three decades, 
thus posing a risk to the environment and human health. A detailed description 
of the above-mentioned trace elements, including the natural and anthropogenic 
sources and uses, is given in Table 1. Identifying the sources of trace elements in 
the environment is of key importance to understanding the pollution patterns and 
natural global cycles, in addition to making decisions concerning soil pollution 
remediation.

The remediation methods are generally based on physical, chemical, and bio-
logical approaches, which may be used in combination with one another to clean-up 
HMs to an acceptable and safe level [3–5]. The physical and chemical conventional 
methods are usually expensive and can irreversibly affect the properties of soil, 
water and the living beings that inhabit them [6]. Figure 1 resumes the soil reme-
diation techniques based on chemical, physical, and biological processes developed 
during the last two decades [4, 7–9].

1.1 Physical methods

These methods consist of removing or reducing contaminants by physical 
methods such as dilution, heating, and solidification of contaminated soil. Some 
of the technologies involve the soil replacement or isolation, the thermal analytical 
method, vitrification, and the electric repair technique, which does not change the 
chemical properties of the pollutants.

—Soil replacement and isolation method (1 y 2): The soil replacement method 
reduces the concentration of contaminants by replacing the original contaminated 
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Element Essential Natural sources Anthropogenic 
sourses

Uses

Arseni No Dust storms
Volcanic eruptions
Geothermal/
hydrothermal activity
Forest fires
Arsenic-rich minerals

Metal mining and 
smelting.
Coal mining and 
burning of arsenic-
rich coals.
Pesticide.
Timber industry.
Pyrotechnics.

Wood preservatives.
Additive to 
veterinarian drugs 
(poultry).
Doping agent in 
semiconductors.

Cadmium No Zinc and lead minerals.
Phosphates rocks.

Electroplating.
Metal industry 
(non-ferrous metals 
and steel).
Automobile exhaust.
Phosphate mineral 
fertilizer.

Pigments in paints, 
ceramics, plastics, 
etc.
Cd impurities in Zn 
coatings used on 
metal structures.

Chromium Yes Chromium minerals Metal industry
Electroplating.
Industrial sewage.

Electroplating.
Metal alloys.
Anticorrosive 
products.
Pesticides, 
detergents.

Copper Yes Sulfides, oxides, 
carbonates

Domestic and 
industrial waste, 
mining waste, animal 
manure (pig and 
poultry).
Car breaks.
Metal industry.
Copper-based 
fungicides.

Electric supplies, 
electric conductor.
Electroplating.
Fungicides.
Plant residues 
treated with 
fungicides are used 
as soil amendments.
Timber treatment 
chemicals.
Copper piping and 
guttering.
Vehicle brake 
linings.

Lead No Lead minerals Battery 
manufacturing 
facilities. Private and 
industrial waste.
Rifle ranges and 
military facilities.
Leaded paints and 
leaded fuel addition.
Insecticides.

Batteries.
Alloys, bullets and 
other munitions.

Mercury No Mercury sulfide ores.
Volcanoes.
Forest fires.
Ocean emissions.

Artisanal and small-
scale gold mining.
Chemical industry.
Fossil fuels (coal 
and petroleum) 
combustion.
Nonferrous metals 
production.

Catalysts, electrical 
switches.
Batteries, 
fluorescent lights, 
felt production, 
thermometers and 
barometers.
Alloys for dental 
fillings.
Bright-red paint 
pigments.

Nickel Yes Nickel minerals Metal works, battery 
plants, electronics.
Industrial waste.

Metal alloys, 
batteries, 
electronics.
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soil with fresh soil and transferring the contaminated soil to the surrounding 
environment. The method is simple and reduces the concentration of pollutants in 
a short time. It does not change the mobility and bioavailability of pollutants in the 
soil, so it is often required in engineering construction as prevention and control 
barriers to prevent secondary pollution to the environment.

Figure 1. 
Comparison of physical, chemical and biological methods of remediation for polluted soils or contaminated 
substrate. Physical remediation methods include (1) soil replacement, (2) soil isolation, (3) vitrification, and 
(4) electrokinetic; biological methods generally include (5) phytovolatilization, (6) phytoextraction and (7) 
phytostabilization; chemical methods contain (8) immobilization and (9) soil washing. Biological and chemical 
methods can be applied jointly depending on the type of contaminant, soil, plant and chemical reagent. 
Moreover, the effectiveness of different phytoremediation techniques can be enhanced by microbial-, chelate- 
and genetic-assisted remediation. Modified from [3].

Element Essential Natural sources Anthropogenic 
sourses

Uses

Zinc Yes Minerals Battery plants.
Metal industry.
Phosphate fertilizers.

Batteries.
Alloys.
Construction 
anticorrosive 
planting.
Tire rubber.
Additives in 
veterinary drugs 
and pesticides.

Table 1. 
Natural and anthropic sources of some elements and their industrial use (Source [1]).
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—Vitrification method (3): The soil vitrification consists of treating the contami-
nated soil with high temperature and pressure for a period, and then cooling it to 
form a vitreous substance. The result is a stable material where the contaminants 
are fixed.

—Electrokinetic techniques (4): Electrodes are placed into the soil and a direct 
electrical current is applied, which induces movements of contaminants to the 
cathode or anode through the electro-osmosis, electrophoresis, and electromigra-
tion [10, 11]. This technique has a short cycle and high efficiency but high energy 
consumption. It can be applied on-site, off-site, and in situ depending on the soil 
conditions.

1.2 Biological method

Phytoremediation technology:
Phytoremediation involves the use of plants to extract and remove chemical 

pollutants or to decrease their bioavailability in soil [12, 13]. In general, plants used 
to carry out phytoremediation are known as metallophytes. The main benefits 
reported for phytoremediation include less secondary waste generation and mini-
mal-associated environmental disturbance in situ. However, the main constraint is 
the long period of remediation due to the growth cycles of plants. This technology 
can be improved with the inclusion of microorganisms such as filamentous fungi 
and bacteria with saprophytic or symbiotic nature. The mechanisms of phytoreme-
diation used in the removal of HMs are phytovolatilization, phytoextraction, and 
phytostabilization.

—Phytovolatilization (5) plant roots absorb contaminants from soil and trans-
port them through the xylem. Plants convert the contaminants into less toxic and 
volatile forms and release them into the atmosphere. Phytovolatilization has been 
widely used to remove metals such as mercury and selenium, as these metals have 
high volatility [14].

—Phytoextraction (6) is when plant roots absorb the contaminants from soil 
or water, and transport, and accumulate them in the aboveground biomass such 
as shoots and leaves. The hyperaccumulator species are the desirable plants to be 
used for phytoextraction as they have a high ability to accumulate different ele-
ments [15]. Plant biomass is comparatively very easy to recycle, dispose of, treat, or 
oxidize compared to contaminated soil. Phytoextraction guarantees a permanent 
removal of HMs from the contaminated sites. However, phytoextraction is suitable 
for those sites with low-moderate levels of HMs, because most plant species are 
not able to survive in heavily polluted habitats [9, 16]. However, some authors have 
mentioned the potential use of native hyperaccumulating plants with remarkable 
tolerance strategies facing polluted conditions [17]. Essential pre-requisites for 
successful phytoextraction include the following: a high uptake and translocation 
of HMs to aerial parts, an enhanced loading of HMs into the xylem, and an efficient 
detoxification in the plant [18, 19]. Physiological studies revealed that enhancement 
xylem loading of HMs and their transfer to the aerial plant parts are mediated by 
carrier proteins, generally found in the intracellular or plasma membranes (cation 
diffusion facilitator, CDF; zinc-regulated transporter proteins, ZRTP; iron-regu-
lated transporter proteins, IRTP; heavy metal(loid) ATPase, HMA; natural resis-
tance and macrophage protein, Nramp) [7, 20, 21]. Other natural chelators such 
as metallothioneins, phytochelatins, glutathione, thiol compounds, and organic 
acids are also involved in the improvement of HMs accumulation and transloca-
tion to the xylem, besides tolerance to stressful conditions. Secondly, there is also a 
need to pursue the role of plant growth regulators (indolebutyric acid, cytokinins, 
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gibberellic acid, naphthylacetic acid, and indole-3-acetic acid) to increase the 
potential biomass production of hyperaccumulating plants.

—Phytostabilization (7) is performed by plants that reduce the mobility and 
migration of HMs in soil by confining them in the vadose zone (the unsaturated 
strata above the water table) through the absorption and adsorption of these 
contaminants on the roots or the precipitation of toxic elements within the rhizo-
sphere [22]. In this process, the plant that is being used to carry out phytostabiliza-
tion induces changes in their rhizosphere, which has discrete physical-chemical, 
and biological conditions [23–25]. Metal excluder plants accumulate high levels of 
HMs from the soil into their roots with the limited transport to their aerial parts 
[20]. These plants have little potential for HMs extraction to be considered in a 
phytoremediation process, but are highly efficient for phytostabilization pur-
poses. Phytostabilization can also be used in combination with other remediation 
approaches, such as the use of soil microorganisms and organic amendments to 
enhance HMs immobilization in soil. Soil microorganisms are reported to increase 
root metal contents via an increase in plant growth as well as the HMs immobiliza-
tion in soil [26]. Besides soil organic matter comprises a wide range of organic 
molecules in different states of mineralization and complexation within the soil 
matrix, which will behave differently when interacting with contaminants. These 
organic macromolecules contain many functional groups (carboxylic acids, alco-
hols and phenols, or amines), dependent on pH- and redox potential, that play a 
major role in the adsorption of ionizable organic contaminants as well ionic forms 
of trace elements through covalent and hydrogen bonding, thus reducing acces-
sibility to microbial interactions. Small organic compounds such as amino acids, 
sugar acids, short-chain aliphatic acids, and phenols can form stable chelates with 
trace elements, and contaminants can also be complex with Al and Fe oxides. Some 
substances excreted from microorganisms may contribute to the acidification of 
soil and increase the mobility of some contaminants. The buffering capacity of soils 
neutralizes excess anions in exchange for mobilizing cations (e.g., Mg2+, Ca2+, Na+, 
K+) from the surface of soil particles, which results in cations leaching. But this 
capacity is limited, and if acid deposition exceeds the natural neutralizing capacity 
of the soil, other cations, such as Al3+ or Fe2+, can be mobilized from clay structures 
and organo-mineral complexes, entering the soil solution [1]. Once the sites are 
phytostabilized continuous monitoring is required to make sure that the stabilizing 
condition is maintained. Soil amendment used to reduce HMs mobility in soil may 
need to be occasionally reapplied to retain immobilizing conditions [22].

1.3 Chemical methods

These methods include soil washing and immobilization technologies. Different 
chemicals or solvents (metallic oxides, clays, or biomaterials) are added into the 
soils to stabilize the pollutants and convert them into less toxic forms to living 
organisms, thus reducing their bioavailability, adsorption, or transformation [27]. 
The remediation chemical methods are faster than biological ones and could also be 
applied in situ. However, the harmful effects of the use of chemical methods should 
also be considered before its implementation.

—Immobilization (8): It is a sequence of precipitation-adsorption, ion exchange, 
humification, and other oxidation-reduction reactions by adding a fixative to the 
contaminated soil and changing the existing form. This process reduces the metal 
bioavailability in soil and its toxicity. The fixed repair technology has a short cycle 
and quick effect. Sometimes, this method does not completely remove the metal/
oids, only changes its occurrence state, and can cause secondary pollution.
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—Soil washing (9): Contaminated soil is repaired using injection wells to infil-
trate the water or chemical auxiliary eluent under the action of gravity or external 
force, so the HMs present in the contaminated soil are fully combined with it and 
desorbed by the eluent. This method uses liquids that contain chelation agents, 
freshwater, and other solvents to wash the contaminated soil with mechanical 
processes [28, 29].

2. Phytomining

As it was previously mentioned, the bioavailability and mobility of HMs in soil 
substrate are greatly influenced by the soil physicochemical properties (pH, Eh, 
electrical conductivity, cation exchange capacity, and soil mineralogy), the biologi-
cal conditions, and the presence of soil inorganic and organic ligands. Careful risk 
assessments should be undertaken to select the appropriate hyperaccumulating 
plant species and determine safe and acceptable use of the aboveground plant bio-
mass. As this aerial plant biomass gradually accumulates trace elements and other 
contaminants and its toxicity is likely to increase, it is important to select those 
hyperaccumulating species that are unlikely to enter the food chain or implement 
a protection system to avoid this important issue. There are several post-harvest 
management options for crops including energy generation, biofuel production, 
gasification, composting, recovery of critical and secondary raw material recovery, 
and phytomining.

Phytomining or agromining refers to the full agronomic process using hyper-
accumulator plants as “metal crops.” The process involves the farming of “metal 
crops” on subeconomic deposits or industrial or mineral wastes to obtain valu-
able element(s) from their harvested biomass via the production of a “bio-ore.” 
However, defined considerations after implementing this management option 
should be given to ultimate the fate of chemical elements that have been concen-
trated in plant biomass along the phytomining process [1].

Microbial-assisted phytomining of HMs also represents a promising method 
for the remediation of contaminated soil [30]. Microbial-assisted phytomining of 
HMs involves several mechanisms such as biosorption, intracellular accumulation, 
enzyme-catalyzed transformation, bioleaching and biomineralization, and redox 
reactions [31]. In many cases, plant-microbe associations are highly efficient in 
absorbing, accumulating, translocating, and tolerating HMs because of their capac-
ity to produce various substances that participate in stimulating growth and HMs 
accumulation (monocyclopropane-1-carboxylate deaminase, siderophores, indole 
acetic acid) [30]. In microbial-assisted phytomining, the exudates of mycorrhizal 
roots play a significant role in the efficiency of phytoextraction of the elements in 
the soil. For instance, concentrations of amino acids (glutamine, glutamic acid, 
valine, and methionine) and organic acids (citric acid, malic acid, and oxalic acid) 
in the root exudate of Andropogon virginicus were increased under P-deficient condi-
tions [32], and the extraradical hyphae of AM fungi could exude diverse metabo-
lites that are influenced by P levels and diverse AM fungal species [33]. In previous 
reports, we observed an increase in translocation for Mn, Fe, As, Zn, Ti, Cr, Cu, Rb, 
Sr., Al, Ba, K, and Ca when the MAP system based on the arbuscular mycorrhizal 
(AM) symbiosis established between the sunflower Helianthus annuus and the AM 
fungal species Rhizophagus intraradices (GA5 strain, https://bgiv.com.ar/strains/
Rhizophagus-intraradices/ga5). The MAP system was applied for the recovery of 
critical and secondary raw material in sunflower plant biomass, and bioremediation 
of contaminated mining substrate [34, 35].
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3. Cost of remediation of methodologies at field/full scale (TRL 7-9)

Several authors have reported the operating costs related to different remedia-
tion technologies, normalized per unit (m3) of contaminated soil (Table 2).

As Table 2 shows, phytoremediation represents a sustainable and low-cost alter-
native for the rehabilitation of environments affected by natural and anthropogenic 

Applied technology Cost/ m3 
contaminated 

soil

Observations Source

Phytoremediation 
(phytoextraction)

US$ 37,7 Biological (20 cm soil depth, 
2 years), initial capital included 

in the cost.

[36]

US$ 50–200 Biological (density 2 tn/m3) [37]

US$ 10–35 Biological [3]

Plant extraction US$ 19–78 Physical-biological [38]

Phytostabilization US$ 1.3 Biological [1]

Turnover and attenuation US$ 4.7–5.6 Physical [38]

Extraction US$ 240–290 Physico-chemical [36]

Solidification US$ 87–190 Physico-chemical [36]

Ex situ disposal US$ 480–813 Physical [39]

Ex situ high-temperature thermal 
desorption

US$ 81–252 Physical [40]

In situ biopile US$ 130–260 Chemical-Biological [36]

In situ land farming US$ 100 Biological, initial capital 
included in the cost

[41]

Unlined repositories US$ 9.52 Physical [42]

Lined repositories US$ 34.44

Soil replacement—excavation US$ 540–920 Physical (ex situ disposal, short 
distance, and soil replacement, 
density 2 tn/m3), initial capital 

included in the cost)

[43]

Excavation and treatment US$ 145 Physical-chemical, initial capital 
included in the cost

[1]

Vitrification US$ 600–1000 Physical, initial capital included 
in the cost

[37]

Flushing US$ 150–420 Physical [37]

In situ bioremediation US$ 50–150 Biological [3]

Bioremediation US$ 50 Biological [1]

Stabilization/solidification US$ 240–340 Chemical [3]

Soil venting US$ 20–220 Chemical [3]

Solvent extraction US$ 360–440 Chemical [3]

Soil washing US$ 80–200 Chemical [3]

Incineration US$ 200–1500 Chemical [3]

Phytoextraction+ Chelation US$ 15 Chemical-biological [44]

Table 2. 
Economical costs of some technologies for remediation of contaminated soils.
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pollutants [45, 46]. The differential costs reported among similar methodologies 
are concerned with the type of chemical elements and their concentration to be 
extracted, the technical procedures, the type and amount of soil to be remediated, 
the area to be treated, and the ideal nontoxic concentration value of pollutants to 
be achieved, among others. For some instances, only high-costing operations are 
considered, and it is frequently that a plus initial capital has been added for carry-
ing out remediation.

Based on economic implications, the aim of phytoremediation can be three-
layered: (1) phytomining (plant-based extraction of metals with a financial 
benefit, i.e., in the perspective of critical and secondary raw materials recovery 
from plant biomass [47]); (2) minimization of the risks of bioaugmentation of 
contaminants in the food chain, for example, by stabilization of Cd in cocoa 
plantations (https://www.fontagro.org/new/proyectos/bioproceso-cd/en); 
and (3) sustainable soil management by steadily increases soil fertility allow-
ing for follow-up cultivation of crops with added economic value [48–50]. In 
concordance, the chelate-assisted and microbial-assisted phytoextraction and 
use of genetically engineered plants can further reduce the cost of remediation 
by enhancing metal accumulation and decreasing remediation time. Moreover, 
the operational costs remain the same as for phytoextraction alone. The imple-
mentation of phytoremediation as an effective methodology that guarantees the 
recovery of elements of interest and the rehabilitation of the soil must contem-
plate, in the long term, a period greater than 4 months for continuous monitor-
ing, to ensure not having negative impacts due to external and internal variables 
(e.g., climatic variables, man, animals, changes in pH, Eh) that may affect the 
efficiency of the process [34, 36, 47].

4. Scaling from TRL 1 to TRL 6: VDM

—Constructed wetland systems:
From the remediation conceptual tests at the laboratory corresponding to 

technology readiness level (TRL) 1–2 to their applications in the territory (TRL 7), 
a long way of calibration and adjustments must be executed. Generally, a signifi-
cant economic loss is given by poor evidence of adaptation and adjustment when 
technology proceeds from TRL 3 to TRL 7 [51].

In the study by Scotti et al. [34], a constructed wetland system called vegetable 
depuration module (VDM) is proposed as a calibrator of variables in MAP tests 
(Figure 2A). The use of VDM allows to determining the balance mass and the 
metal(loid) partition between soil, fungal structures, mycorrhizal roots, and 
aboveground plant tissues. The VDM allows the leaching of different HMs under 
particular conditions of pH-Eh, organic matter and other amendments and co-
enzymatic factors (among other elements) taking to account the hydraulic variables 
such as type of irrigation (vertical, horizontal, continuous, interrupted, laminar, 
or turbulent), dynamics flow, and constant of hydraulic retention (Kh physical 
constant dependent on filling). Partitioning among different media usually relies 
on an equilibrium between the contaminant adsorbed on solid surfaces and the 
contaminant dissolved in a liquid (or gaseous) phases, controlled by the chemical 
characteristics of the contaminant (e.g., hydrophobicity, volatility). Several distri-
bution coefficients have been developed over the years (e.g., partitioning coefficient 
between soil and water: Kd, organic carbon and water: Koc, or octanol-water 
partition coefficient: Kow) to elucidate processes in nature, but these are usually 
simple models that do not consider the specificity of sorption sites or competition 
among molecules and elements [1]. Thermodynamic processes that determine the 
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bioavailability of trace elements are complex, and VDM allows to calibrate some 
of these processes. Once the calibration of these parameters has been obtained, 
the system can be scaled up to territory by adapting the engineering practices. The 
description of the VDM [34] shows it as a modified subsurface constructed wetland 
that allows designing the type and quantity of underground filter, its granulometry, 
type of substrate, and amendments besides the hydraulic system.

The VDM (located at Centro de Desarrollo Regional Los Reyunos of Universidad 
Tecnológica Nacional in Mendoza province, Argentina; 34°35′46″S 68°38′25″W at 
702 m elevation) consists of modules with two pools connected to collection cham-
bers through a hydraulic system. Each pool was 2.80 m wide and 5.00 m long, and 
ranged from 0.6 m (bottom depth) to 0.9 m (top depth), resulting in a difference 
in height of 0.3 m and a slope of 6%. The collection chambers were 1 m long, 2.8 m 
wide, and 1 m deep. The VDM is isolated from the external environment by using 
a waterproofing system and a greenhouse covered with a metal net with a polyeth-
ylene film against hail. VDM behaves like a modified subsurface artificial wetland, 
with vertical/horizontal irrigation flow and regulated inflow and outflow water. 
Water enters the system through pipes connected to a reserve tank and a water 
pump that drives vertical/horizontal flow to both pools. The remaining water that is 
not incorporated into the biosystem is allowed to drain into the collection chambers. 
When the water enters the chambers, it can eventually be recycled by reintroduc-
ing it into the reserve tank or released to the environment if it is sufficiently free of 
contaminants. The pool is filled as follows: depth layer of 10 cm with large gravel 
(approximately 10 cm in diameter), covered by 15 cm of gravel of medium size 
(approximately 5 cm in diameter), and 20 cm of small-size gravel (about 1 cm in 
diameter). The last 15-cm surface layer consisted of the growth substrate of the 
bioremediation system.

Figure 2. 
A: The Vegetable Depuration Module (VDM) under construction, B: Vertical flow beds (VFB) under 
construction in Lima, Peru; C: VFB under construction in Bayawan City, Philippines; D: From left to right: 
three VFBs (filters) for pre-treatment and two VFBs for secondary treatment in Albondón, Spain (photos by 
(photos from [57]).
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The VDM is a technological development adaptable to different designs and 
methodologies with a scale of TRL 6 as a simulated environment. The output of the 
VDM calibration corresponds to the first engineering cycle of a design to be taken 
to field scale. Under the experimental conditions in the VDM, the HMs in multi-
contaminated soils with high leaching properties pass to the collecting chamber 
to be recycled and treated in another VDM with different physical-chemical and 
biological conditions. Consequently, those HMs translocated to plant biomass are 
considered bio-extracted and the elements retained in the substrate without enter-
ing biomass are considered stabilized. Furthermore, the VDM allows calibration 
of the capacity of phytoextraction or phytostabilization of a given system under 
certain conditions. The differential behavior between phytoextraction and phyto-
stabilization is mainly given by the soil conditions and the plant-microorganism 
association. The mycorrhizal plants can retain HMs in soil substrate by physical-
chemical fixation, redox reactions, absorption and adsorption in the extra-radical 
mycelium and spores, and by releasing glomalin, a complex of glycoproteins that 
acts as a carbon reservoir in soils and is involved in the sequestration of HMs [53]. 
Recent studies have demonstrated that AM symbiosis performance can fluctuate 
between phytostabilization and/or phytoextraction depending on certain HMs, the 
environmental conditions, and the types of plant and fungal partners [54]. As it 
is known, the bioavailability of HMs is related to the solubility of these elements, 
which intimately depends on the temperature, pH, and Eh parameters (Pourbaix) 
[55], among other factors. The VDM allows modifying the retention capacity in the 
substrate or the leaching rates of HMs by controlling the pH-Eh values according to 
the soil-plant-microorganisms system applied.

Recently, different modular constructed wetland systems in series were designed 
with different numbers of vertical flow bed (VFB). In the system designed in 
Figure 2B, the entire surface is used as an inlet area to greywater influents through 
connected pipes with uniform holes that later are covered with gravel to complete 
the testing performances. In Figure 2C, another example of a VFB is constructed 
for the treatment of wastewater from a landfill. Figure 2D shows modular con-
structed wetland systems in series without electricity supply as it is built on a slope. 
It consists of three VFBs for pre-treatment as a filtration step and two VFBs for 
secondary treatment.

5.  Cost of projection of HMs bioextraction at TRL7 by using MAP and 
VDM

In Scotti et al. [47], we estimated the calibration for an efficient extraction of 
CRM and SRM per m3 of mining soil treated in the VDM with the MAP system. 
Estimated bio-extracting potential (BP) was in the range 2.417 g (K) > BP > 0.14 g 
(As) per m3 of contaminated soil, suggesting the eventual subsequent recovery 
of SRMs and CRMs by hydrometallurgical techniques, with final purification by 
selective electrodeposition, as a viable and cost-effective option. In this work, the 
costs of a projection to TRL 7 (real environment) of the BP results reached by using 
the MAP and the VDM were determined. For that, an economic model used by 
Wan et al. [36] was followed, separating initial capital costs and operating costs. 
Also, repositories and constructed wetland costs were considered (Table 3). For 
the operating costs, various models of repositories and constructed wetlands were 
taken into account depending on the objective to be achieved [34, 52]. The costs of 
the projection to the territory for the application of MAP using designed models 
of the VDM are shown in Table 3. The costs of the MAP system were divided into 
initial capital and operational costs. The initial capital includes the following items: 
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investigation about pollution, selection of remediation strategy, soil preparation, 
construction of modules repositories, pipes and collector chambers, equipment, 
temporary store, irrigation system, and incineration equipment. Construction of 
adequate accesses is required.

Regarding the operational costs, they include the cost of labor and materi-
als, large machines, and other direct or indirect costs. The cost of labor involves 
seedling, production of AM fungal inocula, transplantation, fertilizer application, 
insect control, irrigation and recycled, weed control, harvesting, module filling, 
placement of stones, amendments and chelates, and some other less significant 
items. The cost of materials includes the purchase of seedling tray, hyperaccumu-
lator seedling production, crop seedlings, farm chemicals, inorganic and organic 
fertilizer, stones filter, amendments, chelates, and some other less significant 
items. The cost of using large machines includes rent for machines during harvest, 
incineration, and disposal of dangerous wastes. The direct cost is the produc-
tion compensation and rent of land, which are paid to the local farmer; fuel and 
power cost during the phytoremediation project; construction and environmental 
supervision, amortization for the initial capital to 10 years. When the land is 
fiscal (government), the compensation is included in the indirect costs at the level 
of tax rates. A conversion from ha to m3 was carried out taking into account 0.2 m 
of soil depth. The total estimated cost of MAP was US$ 40.775 with initial capital 
and operational costs accounting for 41.76% and 58.24%, respectively. On the 
other hand, the operational cost in total was US$ 23.75. It is highlighting that the 
cost for labor is low compared to total operating costs. This could indicate that  
the system is simple to be managed, and no extreme technical skills are required 
to handle it.

In Table 4, the commercial value of each chemical element established by 
the global market was linked to the quantities of each bioextracted element in 
the VDM corresponding to 1 m3 of treated soil substrate. Although the com-
mercialization value corresponds to the last prize quote, we observed that there 
are elements (Mn, Fe, P, Rb Sr., Al, Ba, K, S, and K) that are highly remunera-
tive, and their cost of bioextraction is very low (US$ 40.75/m3), disregarding 
the cost of hydrometallurgy to recover metal with high purity. Therefore, an 
important aspect in applying bioextraction processes is the appropriate selec-
tion of the experimental conditions, the combination of chemical elements, the 
adding of amendments and enzymatic co-factors, and an efficient mycorrhizal 
 hyperaccumulating plant.

Items Cost
(USD)/ha

Strategy selection 824.8

Modules, collector 
chambers, 

repositories

5770.3

Equipment 5893.6

Irrigation system 5986.8

Possible accesses 
required

4548.4

Incineration 
equipment

7216.5

Others 3812.4

Initial capital in total 34052.8
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Items Cost
(USD)/ha

Cost (USD/m3)

Operational cost (two 
years)

Cost of labor Seedling 0.082

AM fungal inocula 
production

0,390

Transplant 0.103

Fertilize 0.062

Insect control 0.062

Irrigation and recycled 0.062

Weed control 0.206

Harvest 0.093

Module filling, placement 
of stones, amendments, 

chelates, others

0.329

Cost of labor in total 1.389

Cost of materials Seedling tray 0.041

Hyperaccumulator 
seedlings

0.082

Crops seedlings 1.261

Farm chemicals 0.021

Fertilizer 7.446

Stone filter, amendments, 
chelates, others

0.461

Cost of materials in total 9.312

Cost for usage of 
large machines

Harvest machines 0.148

Incineration machine 0.161

Disposal of dangerous 
wastes

0.103

Cost for usage of 
machines in total

0.412

Other direct cost Production compensation 0.178

Rent of land 0.155

Fuel and power cost 0.974

Construction supervision 0.037

Environment supervision 2.006

Regular monitor 1.650

Other direct cost in total 5.00

Indirect cost Staff wage 0.495

Administrative expenses 0.412

Travel expenses 1.944

Cost of water and 
electricity

1.003

Others (amortizations, 
taxes)

3.782

Indirect cost in total 7.636
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6. Standardization of methodologies

Sustainable remediation is now covered by the International Organization 
for Standardization with the ISO standard 18504:2017 “Soil quality – Sustainable 
remediation” [73]. In the United States of America, the international American 
Society for Testing and Materials (ASTM) has developed the “Standard Guide for 
Greener Clean-ups ASTM E2893 - 16e1” [74]. Australia has developed a National 
Remediation Framework and technical guidance to support its legislation on pol-
luted sites [75]. In this regard, ISO Technical Committee on Soil Quality has devel-
oped a valuable catalog of standard methods for the analyses of soil contaminants, 
as well as the design and implementation of soil sampling from contaminated sites. 

Items Cost
(USD)/ha

Operational cost in 
total

23.749

Initial capital cost/ m3 
(0.20 m depth)

17.026

Cost in total/m3 40.775

Table 3. 
Costs of projection to the territory for the application of MAP using designed models of the VDM.

Element Purity 
(%)

BP g/VDM 
(m3)

State Price USD/g 
(Market)

Recovery 
(USD) in 

VDM (m3)

Source

Mn 99.7 34.82 scales 0.15 5.223 [56]

Fe 99.99 60.01 powder 
450 μ

1.19 71.4119 [57]

Ga 99.99 1.02 spheres 30.97 31.5894 [58]

P 99.5 114.7 red 91.72 10,520 [59]

As 99.99 0.145 lump 40.78 5.91 [60]

Zn 99.5 43.22 Ingot 0.023 0.99 [61]

Ti 99.95 2.2 Ingot 0.16 0.352 [62]

Cr 99.5 0.21 Ingot 1.2 0.252 [63]

Ni 99.99 0.22 spheres 0.14 0.0308 [64]

Cu 99.99 0.55 tabs 0.12 0.066 [65]

Rb 99.99 3.39 tabs 421 1.427 [66]

Sr 99.8 12.14 dendritic 
pieces

9 109.26 [67]

Al 99.99 23.99 granules 1.8 43.182 [68]

Ba 99 0.65 lump 348.4 226.46 [69]

K 99.97 2,417 lump 8.47 20471.99 [70]

S 99.8 243.9 powder 11.29 2.754 [71]

Ca 99 690 lump 29.76 20.534 [72]

Table 4. 
The commercial value of each chemical element established by the global market linked to the quantities of each 
bioextracted element in the VDM corresponding to 1 m3 of the treated soil substrate.
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ISO also includes methods to assess the toxicity of contaminated soils to plants, 
microorganisms, earthworms, insects, and other biota [56]. However, this extensive 
catalog is only available on a standard purchase basis, making it difficult to access, 
especially in developing countries. To facilitate universal access to internationally 
developed and agreed standards, the Global Soil Partnership works in collaboration 
with experts from around the world to identify, agree, and make harmonized sam-
pling and analytical procedures available worldwide through the global networks 
of soil laboratories (GLOSOLAN1, http://www.fao.org/global-soil-partnership/
glosolan/en/) and soil information institutions (INSII2, http://www.fao.org/
global-soil-partnership/insii/en/).

7. Conclusions

Phytoextraction is a safe, least destructive, eco-friendly, and cost-efficient reme-
diation technique that allows soil clean-up over a large scale. The cost of phytoreme-
diation of HMs contaminated soils can be minimized by better understanding the 
mechanisms and processes involved in bioremediation, and the many options at the 
different remediation steps.

Phytomining is an incipient methodology for both remediation and recovery 
of chemical elements of interest. The UE in its 4th list [76] declares 20 critical 
raw materials due to their availability in nature and the increasing demand in the 
industry. Many of these elements can be recovered in toxicity-tolerant hyperaccu-
mulators plants.

This methodology can be improved by modulating the physical-chemical and 
biological variables and their dynamism. For instance, amendments, enzymatic 
co-factors, and chelators could be incorporated by both artificially and naturally 
ways to set physical-chemical variables. But results about biological exudates are not 
constant and reproducible because they depend on an elapsed time, nutrients, and 
microorganisms present in soils.

Variables on phytomining techniques are currently under study, and many of 
these have not been elucidated yet, leading to failures when the technology is scaled 
up. To carry out this calibration, we propose the application of the VDM at a TRL 
6 scale (1 to 10 m3 of soil) before taking it to the territory (TRL 7). Through the 
controlled experiences in the VDM, it is possible to obtain information on phytoex-
traction, phytostabilization, and leaching of the elements under study.

In this sense, to successfully transfer this methodology to territory, we can gen-
eralize the knowledge about the partition of a certain chemical element: a) root and 
aerial biomass (translocation factor), b) root and soil biomass (bioconcentration), 
and c) solid-liquid matrix phases. These partition compartments are dependent on 
various physical-chemical and biological factors.

Regarding the economic aspect, phytoremediation is a very convenient option 
compared to other techniques of remediation used. In turn, the possibility of recov-
ering valuable chemical elements for the global market, this methodology becomes 
even more convenient.

Finally, the social license for phytoremediation, under recovery of commercially 
important chemical elements and minimization of wastes in the environment, 
makes this methodology a good option toward a circular economy.
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Chapter 12

Generation of Mud Volcanic
Systems Sourced in Dehydrated
Serpentospheric Mantle: A
‘Deep-to-Seep’ Model for the
Zechstein Salines-Kupferschiefer
Cu-Ag Deposits
Stanley B. Keith, Jan C. Rasmussen and Volker Spieth

Abstract

Mud volcanism can provide a mechanism for hot hydrothermal muds and
brines to ascend from dehydrated, serpentinized peridotite at the mantle-crust
contact (Moho). Such mud volcanism may have occurred on a regional scale across
northern Europe when high to low density brines erupted as metalliferous, hot,
hydrothermal, hydrocarbon-rich mud slurries. These mud-brines were delivered to
the Permo-Triassic unconformity in a shallow Zechstein sea during the Pangea
breakup through a series of deep-seated conduits that connected the serpentosphere
to the Zechstein unconformity. A three-stage, hot, hydrothermal, mud volcanic
model can explain the Kupferschiefer-Zechstein-Rote Fäule sequence of
polymetallic, hydrocarbon, and saline mineralization as a consequence of a
three-stage, dehydration sequence of deep serpentospheric uppermost mantle.
Dehydration products of mantle-heated serpentinite were produced in three
sequential stages: (1) lizardite to antigorite, (2) antigorite to chlorite-harzburgite,
and (3) chlorite-harzburgite to garnet peridotite. The dehydration of serpentine
correlates to three stages of Zechstein-Kupferschiefer mineralization: (1)
Weissliegend-Kupferschiefer Cu-Ag-carbonaceous shale and silica sand deposits, to
(2) Zechstein saline deposits, to (3) Rote Fäule hematite-Au-REE-U cross-cutting
metallization.

Keywords: mud volcanism, brines, Zechstein, Kupferschiefer, saline deposits,
copper silver deposits, serpentosphere, serpentinite, peridotite, lizardite, antigorite,
hydrocarbon

1. Introduction

The Kupferschiefer is a copper-, polymetallic-, hydrocarbon-bearing black shale
of the lowermost Zechstein Group of Permo-Triassic age (252 Ma) in southern
Germany and southwestern Poland [1, 2]. It is usually one to two-meters thick and
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underlies 600,000 square kilometers, extending from Great Britain to Belarus for a
distance of over 1500 km (Figure 1).

Copper has been mined from the Kupferschiefer for over 800 years, since its
discovery circa 1200 A.D. The top of the Kupferschiefer carbonaceous shale unit
coincides with the Permian extinction event and the Permo-Triassic unconformity
dated at circa 252 Ma [1, 2]. The brines that deposited the Kupferschiefer metal
system were extremely toxic and reduced and may have significantly contributed to
the Permian extinction event [3].

Mineralogical, chemical, and geological analyses of the combined
Kupferschiefer-Zechstein show strong chemical and paragenetic relationships
between the Weissliegend silica extrudites (sandstones), Kupferschiefer carbona-
ceous shales, and Zechstein salines and dolomitic carbonates. This linkage has led us
to a broader, more unified, serpentine-linked model related to deep-sourced, hot,
hydrothermal, mud-brine volcanism [1, 2]. The overall Zechstein-Kupferschiefer
chemical stratigraphy suggests density- and composition-driven fractionation of
deep-sourced, high-density brines that are metal-rich, alkali-rich, silica-aluminum-
rich, and halogen-rich.

The Kupferschiefer-Weissliegend contains a world-class copper resource with
most of the copper hosted in the Weissliegend. More than 78 million metric tons
(Mt) of copper have been produced or delineated as resources, with more than 90
percent of the known mineral endowment located in Poland [4]. Salt resources in
the immediately overlying Zechstein saline sequence are also world-class with 102
billion metric tons of economic and subeconomic salt in Poland alone [5]. The salt
deposits also contain major resources of magnesium and potassium along with
elevated strontium, boron, and lithium [6].

Figure 1.
Map of Zechstein basin showing locations of exotic magnesium minerals, lithium-rich brines, and euhedral
quartz [1]. [Li = lithium-rich brines; T = talc; S = serpentine; C = clinochlore; Q = euhedral quartz]. From west
to east (left to right), the locations are Yorkshire, England [TCQ], Emsland, southwest Germany [STC], Mors
diapir, northern Denmark [Q], Gorleben salt dome north central Germany [Li,T], Morsleben salt dome
[Li,S,C], Königschall, Hindenburg salt mine, southern Germany [C], dolomite ‘reef’. Red x crosses are mines:
1 = Melsungen, 2 = Sangerhausen, 3 = Mansfeld, 4 = Spremberg, 5 = Konrad, 6 = Polkowice-Sieroszowice,
7 = Rudna, and 8 = Lubin.
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1.1 Purpose

Three hydrothermal heat pulses were posited to represent different stages of
dehydration of serpentine in the underlying ultramafic basement [1]. The current
paper tests that hypothesis by examining chemical evidence in serpentinite base-
ments for (1) general evidence for dehydration, (2) specific evidence for sequential
dehydration, and (3) qualitative mass balance constraints that relate to sequential
emplacement of brines in the overlying Kupferschiefer-Zechstein.

This paper also examines possible structures connecting the basement and over-
lying strata and to what extent a serpentinized zone underlies Poland and Germany.
Spieth [2] and Spieth and others [4] added refinements to the high-temperature
aspects of the hydrothermal, mud volcanic, mud-brine model. This paper provides
an expanded definition of the serpentosphere, especially those emplaced at the base
of the crust during flat subduction episodes. This paper also develops a geochemical
model that links sequenced dehydration of the serpentosphere with the paragenetic
sequence in the overlying Kupferschiefer-Zechstein hydrothermalism and atten-
dant mud volcanism (Figure 2).

1.2 Geologic setting

The general hydrothermal mud reaction sequence for the Kupferschiefer itself
starts with early silica, copper-silver-gold-rich, illitic, carbonaceous (kerogen-rich)
shale. The Kupferschiefer-Zechstein sequence rapidly grades upward, becoming
more dolomitic up section, with a zinc-rich zone associated with dolomitic

Figure 2.
Copper sulfide deposition and reaction products inferred in this paper.
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carbonate, followed by calcitic carbonate. The carbonates near the base of the
Zechstein transition upward into a saline-rich chemical lithocap, which comprises
the multi-cyclic, Zechstein chemical sedimentary sequence. The lowest Zechstein
cycle is the Werra carbonate, which grades upward into a basal, anhydrite-rich unit
that transitions upward into halite. At least two additional cycles, each floored by
carbonates, in turn grade upward to halite and then into magnesium- and
potassium-chlorides. The Rote Fäule represents a late stage, oxidized, hematitic
alteration that post-dated the Kupferschiefer and penetrated upward at least into
the basal Werra anhydrite unit of the Zechstein sequence.

1.3 Conceptual model

The extensive literature on the Kupferschiefer was canvassed [1, 2] and revealed
evidence for a hot, hydrothermal, mud volcanism model that was sourced in a
serpentosphere layer that had earlier been tectonically emplaced by flat subduction
between the crust and mantle (Moho). This paper focuses on the deep crustal
sources from which the Kupferschiefer and related strata were possibly sourced.
The result is a consistent, crustal-scale model of ultra-deep hydrothermalism
(UDH) that is derived from ultramafic sources (serpentosphere) in the lower crust
under high energy conditions.

In the mud volcano model, metal-rich brines ascended through deep-reaching
faults and erupted as lower temperature slurries on low-relief, shield-shaped mud
volcanoes above fractures in an open, shallow inland sea. Metal sulfide deposition is
systematically accompanied by co-precipitation of silica, dolomitic carbonate, and
muscovite/illite, as well as primary copper chlorides (such as atacamite [CuCl2])
and other brine minerals, such as anhydrite and sylvite [KCl]. Hydrocarbons are
also an important co-precipitate [1, 2].

In the mud-volcanic model, the underlying Weissliegend Sandstone is
reinterpreted to be a silica-injectite/extrudite complex that was deposited as an
early silica mud fractionate of the Zechstein-Kupferschiefer, chemical, mud-brine
volcanism [1, 2]. In the main Kupferschiefer copper areas, the Weissliegend con-
tains chalcocite (with minor bornite and illite) in silica matrix. The Weissliegend
and Rotliegend host significant oil and gas accumulations in nearby areas. The
hydrocarbons may also have a hydrothermal origin that is related to hydrogenation
of primary kerogen in the mud-brine plume.

The ultimate brine source is interpreted by Keith and others [1, 2] to be
serpentinized peridotite in the lower crust near the Moho transition to the mantle.
Dehydration of the serpentinite source to talc (steatization) by mantle heat during
failed, intra-continental rifting of the Pangaea supercontinent at the end of Permian
time is suggested to have released vast amounts of element-laden, high-density
brines into deep basement fractures. The chemical muds were then deposited into
and above the Rotliegend Sandstone in the shallow Kupferschiefer-Zechstein sea at
the Permo-Triassic unconformity [1, 2].

The Kupferschiefer situation is analogous to modern mud volcanism in the
northern Caspian Sea, the 700-km long and 50-km wide belt of mud volcanoes of
the Mariana forearc wedge, and Salton Sea gryphons of southern California, USA.
The UDH model of a mud volcanic origin of brines integrates the concepts of
researchers favoring the hot epigenetic model with those favoring the cold
syngenetic model.

Three pulses were identified in the broader Kupferschiefer-Zechstein metalliza-
tion sequence through examination of the mineral paragenesis and an extensive
radiometric age data set reported in a literature survey [1]. These three pulses are
represented by the following (with less common constituents in parentheses):
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1.Weissliegend-Kupferschiefer - Cu-Ag (Re, Pb) metallization and hydrocarbon
synthesis at 265–255 Ma,

2.Zechstein - Zn-Cu-Pb-Ag metallization and continued hydrocarbon synthesis
and petroleum generation at 250–245 Ma, and

3.Rote Fäule - Au-(PGE-U-Co-Se) metallization at 245–235 Ma.

2. Observations consistent with serpentosphere source

The hot, hydrothermal, serpentosphere-sourced, mud volcanic model integrates
with several recent observations that are problematic for existing models. These
observations include the following:

1.High- and low-temperature sulfides coexist. High-temperature selenides were
identified by microprobe studies conducted by Spieth [2]. Low-temperature
sulfide species, such as djurleite and low chalcocite, co-formed in surface or
near surface eruptive sites. These low-temperature sulfides appear in the same
sample as high-temperature species, such as selenides that would have formed
in deeper mud chambers.

2.Alkylated and hydrogenated kerogens systematically increase up section
following abundant copper sulfide deposition in the T-1 horizon.

3.The possible presence of chloride brines is evidenced by possible primary
atacamite that is coeval with copper sulfide deposition in the Weissliegend
(Figure 2).

4.High crystallinity illite (muscovite) was co-deposited with copper sulfides and
has closure temperatures at circa 350°C [1].

5.Alkane oils were produced in an experiment at 350°C from Kupferschiefer black
shales under hydrothermal pyrolysis conditions by Lewan and others [7, 8].

2.1 Density-driven mineral fractionations

Mineral paragenesis in the combined Weissliegend-Kupferschiefer-Zechstein
sequence can be characterized as a density-driven fractionation process. Heavier
minerals generally appear earlier and deeper in the sequence in the Kupferschiefer
and lighter minerals appear later and higher in the Zechstein sequence.

The intimate association of hydrocarbon generation coinciding with sulfide
deposition is shown in Figure 3, where a small diapiric body of zoned sulfides
projects into the soft marls of the lower Zechstein at the hydrocarbon generation
horizon. This relationship demonstrates the hydrogenation effect induced by sulfide
deposition from chloride-rich brines, per the chemistry shown in Figure 2. The
diapir-like shape of the sulfide mineralization can be inferred to represent a small-
scale analog of the vertical pipe-like features present throughout the
Kupferschiefer. The entire depositional sequence appears to be more or less coeval
and occurred under soft, mud slurry conditions that were migrating upward from
high pressure to low pressure.

Fractionation occurs at all scales within the Kupferschiefer section. At the broad
system scale, mineral densities generally become lighter up-section and with decreas-
ing age (Table 1). At the deposit scale (Figure 4), pipe-like features have been
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intersected by drillholes beneath the Rudna mound. At the district scale (Figure 5), a,
high-density, heavy, noble element suite (Au, PGE, U) is associated with the late-
stage, Rote Fäule and is present near deep-seated pipes or fault conduits, such as the
Odra fault, as documented by Kucha [9]. Many of Kucha’s observations anticipate the
perspectives offered here. Deep-seated pipe structures might be located beneath high
density, uranium-rich, gamma anomalies along and near the Odra fault [9, 10].

The early, high-density, copper-rich mineral suite occurs at the base of the
Kupferschiefer in the famous, high copper-grade, T-1 unit and in the more recently
mined,Weissliegend basal unit of the Zechstein in the Rudna area of southwest Poland.
The copper facies and kerogen mainly formed during the widespread Stage 1 episode.

After a short pause, chalcopyrite-sphalerite- and lesser galena were deposited in
the basal Zechstein dolomitic marls. The lead facies and bitumen corresponds to
Stage 2. Low-density hydrocarbons and calcitic marls co-formed and continued to
form after the dolomitic marls along with pyritic sulfides. The final phases of
Zechstein deposition were associated with a low density, saline mineral suite.
Within this saline mineral suite, a density-driven zoning is apparent. Higher density
anhydrite occurs in the lower cycles and lower density, magnesium-potassium
halides (carnallite, kieserite, and sylvite) occur in the higher cycles. Halite deposi-
tion is widespread, but appears to be maximized in the middle cycles.

2.2 Carbon isotopes

Carbon isotope data for the Kupferschiefer are also consistent with other isotope
data that indicate a deep serpentosphere source. The δ13C isotope data for all
Kupferschiefer samples are shown in Figure 6 and range from �23 to �28‰
[11–18]. The Kupferschiefer carbon isotopes completely overlap those of oceanic
serpentinite seawater peridotite inclusions. Carbon isotopes from Kupferschiefer
plot in the middle of the serpentinite-peridotite-kerogen oil window.

Important additional carbon isotope correlations include those for dissolved
kerogen (DOC) in deep sea water, saline, hydrothermal fluids from deep marine

Figure 3.
Immiscible bornite-chalcopyrite-injectite with covellite, solid state exsolution into soft, carbonaceous-dolomitic muds
of the Zechstein dolostone, mounted on a stylolite of massive bitumen hydrocarbon. Spremberg DH 131. //Nic. [2].
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seeps hosted in basalt on the Juan de Fuca Ridge, and a partial overlap with
serpentine-sourced hydrothermal fluids emanating from white smokers at Lost City
in the central Atlantic Ocean. There is also a complete overlap with carbon isotopes
in world-wide oil. This carbon isotope correlation allows the inference that the
serpentosphere described below is the ultimate source of oil, carbonaceous shale,
and metallization in the Kupferschiefer.

2.3 Sulfur isotopes

An isotopic feature that is unique to the Kupferschiefer-Zechstein sulfide system
is the extremely light sulfur isotope data at Lubin (Figure 7) [19]. In chalcocite-
digenite samples, the δ32S reaches values as low as �39.9‰. Pyrite samples are

Compound Formula Density

Saline lithocap

Carnallite KMgCl3.6H2O 1.6

Sylvite KCl 1.96

Kieserite MgSO4�H2O 2.6

Halite NaCl 2.15

Anhydrite CaSO4 2.95

Kupferschiefer-Zechstein

Kerogen HC 1.15

Carbon C 2.3

Quartz SiO2 2.64

Calcite CaCO3 2.71

Muscovite KAl2(AlSi3O10)(OH)2 2.81

Dolomite CaMg(CO3)2 2.88

Near and away from vent

Sphalerite ZnS 4.0

Chalcopyrite CuFeS2 4.2

Pyrite FeS2 4.9

Galena PbS 7.57

Near and on vent

Covellite CuS 4.61

Bornite Cu5FeS4 5.075

Hematite Fe2O3 5.26

Digenite Cu9S5 5.55

Chalcocite Cu2S 5.8

On and in (?) vent

Palladoarsenide Pd2As 10.4

Silver Ag 10.5

Sperrylite PtAs2 10.6

Table 1.
Paragenetic sequence and zoning integrated with mineral densities for the Kupferschiefer-Zechstein section
(youngest at top).
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Figure 4.
Deposit-scale cross section of the Rudna deposit showing that smaller-scale pipe structures are also present at
larger scales (modified from [11]).

Figure 5.
Regional metal zoning in the greater Lubin district and its geographic relationship to the deep-seated Odra fault
(adapted from [9]).
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anomalous and range from �42.01 to �44.9‰. In the early-stage chalcocite-
digenite-bornite assemblage in the lower to middle Kupferschiefer, sulfur isotopes
range between about �31 and � 40‰.

Figure 6.
Carbon 13 isotopes in the Kupferschiefer compared with δ13C isotope data from world-wide, serpentine-related
and other rocks (Kupferschiefer data from [11–14] for Konrad data, [15] for Lost City and other data, [16]
for deep seawater, and [17] for basaltic fluids from Juan de Fuca Ridge (as modified from data in [18]).
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In contrast, in the overlying carbonate-marl Kupferschiefer and marl Zechstein
carbonates, sulfur isotopes range between �31 and � 20‰. Presumed late-stage
tennantite-tetrahedrite veins exhibit distinct heavy δ34S-enriched sulfur isotopes.
Similar sulfur isotope patterns were documented by Spieth [2] in the Kupferschiefer
deposit at Spremberg, Germany. Hence, the paragenetic sequence of light reductive
sulfur isotopes transitioning upward to heavy oxidized sulfur isotopes for
Kupferschiefer types of deposits appears to be a general characteristic of the
deposit type.

Given the high temperature of the sulfide mineralization documented by Spieth
and Keith and others [1, 2], these low values cannot be explained by microbial
reduction. Some other reductive mechanism or source is required. Serpentinization
of peridotite is the only other known geologic process that we are aware of that can
create light δ34S isotopes (Figure 8). These light δ34S serpentines then become a
source for subsequent steatization reactions during mantle heat overprinting, such
as may have occurred at the end of the Permian.

Extremely light sulfur isotopes that are associated with late disseminated pyrite
in the overlying Zechstein limestones may be explained by low-temperature, con-
ventional microbial reduction in the classic portrayals by Wedepohl [20] for the
Kupferschiefer. However at Kupferschiefer, the microbial signature is inferred to be
superimposed on an already light sulfur isotope condition that is serpentinite-
sourced as in Figure 8.

Figure 7.
Sulfur isotopes at the Lubin copper mine (modified from [19]). Abbreviations: P = pyrite; Ch = chalcocite;
D = digenite; B = bornite; C = chalcopyrite; S = sphalerite; G = galena; K = covellite; and T = tennantite-
tetrahedrite. Values of δ34S range from �10.23 to �7.65‰ for tennantite-tetrahedrite.

230

Soil Science - Emerging Technologies, Global Perspectives and Applications



Only one rock type, oceanic serpentinite, exhibits extremely light sulfur isotopes.
When compared with the sulfur isotopes in sulfides in Kupferschiefer rocks [2], it can
be argued that brines that were sourced in the serpentine-steatite reaction chamber
were buffered at similar low oxidation states. Significantly, oceanic serpentinites
have been identified in the Caledonian basement immediately to the southeast of the
Lubin and Konrad Kupferschiefer mineral systems southeast of Wroclaw.

An upward-lightening sulfur isotope pattern was observed by Sawlowicz and
Wedepohl [21] in the Weissliegend sand extrudite mounds at Rudna. The upward-
lightening pattern of sulfur isotopes ranged from δ34S of �39‰ at the bottom of the
chalcocite rhythmite section to�44‰ at the top of a composited rhythmite section.
The presence of generally light sulfur isotopes allows the interpretation that deep,
serpentinite-sourced brines for the slurries began to deposit chalcocite at the base of
the Weissliegend. Hydrogen reduction associated with progressive chalcocite deposi-
tion from chloride-hydrogen sulfide brines would have led to production of increas-
ingly lighter δ34S isotopes similar to the broader pattern observed by Kościński in
Figure 7 [19] and the light sulfur isotope signature of reduced serpentinite sequences.

2.4 Deep-sourced chemistry and mineralogy in the Zechstein saline succession

Keith and others [1] also hypothesized that much of the saline mass residing in
the thick (up to 2000 m), Zechstein saline sequence is not derived from surface
evaporative processes, but instead consists of saline, exhalative, chemical, hydro-
thermal brine products derived from deep serpentinite sources. The concept of a
deep serpentine source is supported by the frequent occurrence of talc and magne-
sium chlorite (clinochlore) in muds, and even serpentine (antigorite) in muds at a
number of localities (Figure 1) in the Zechstein [1]. An additional serpentine mud
locality was reported from the Morsleben salt diapir [6]. Both the Morsleben and

Figure 8.
Comparison of the sulfide and sulfate isotope compositions of serpentinites from Liguria, the Iberian Margin, the
Atlantis Massif, and the MARK area (modified from [19] and including data from references therein).
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Gorleben salt diapirs contain high-lithium brines that were interpreted to represent
basement-sourced metamorphic brines [6] and that fit the dehydration narrative
discussed below.

Authigenic, Herkimer-habit, quartz crystals contain carnallite in hot, brine fluid
inclusions that homogenized at over 200°C in Zechstein salt diapirs. Additional
fluid inclusion data reported by Vovnyuk and Czapowski [22] showed that in
sylvite-stable, potassium-rich salines, two sets of fluid inclusions were present. The
first set ranged from 50° to 62°C, indicating warm hydrothermal conditions
attended high-potassium sylvite precipitation from ‘basin brines’. The second set
ranged from 82° to 135°C, indicating hot hydrothermal conditions. From the per-
spective of the deep, hot, serpentine-sourced, mud-volcanic model, these brines
may have been sourced at much deeper levels in the crust. For example, sylvite has
been reported from fluid inclusions in the Weissliegend copper ore, along with
potentially primary atacamite reported by Michalik [23].

The rare mineral rokühnite (iron chloride, also known as ‘black carnallite’) is
locally common in carnallite-rich zones at several locations in the Zechstein. To
date, rokühnite is not found in other saline localities. The presence of rokühnite
may suggest special conditions in the underlying basement whereby both copper
and iron were transported in chloride-rich brine to be deposited in overlying car-
nallite zones of the Zechstein saline sequences.

3. Brine source in the serpentosphere

3.1 Description of serpentosphere

Keith and others [24] defined the serpentosphere as a thin (about one to ten
kilometers thick), nearly continuous, global-scale layer of serpentinite rock that occurs
between the crust and mantle. The serpentosphere is composed mainly (90%) of
serpentine group minerals (Table 2) [25–27]. An expanded description of the
serpentosphere is included here because the serpentosphere concept is important to the
Kupferschiefer origin. Chemical compositions of the three main serpentine group min-
erals were selected by non-chemical criteria by Page [25] and are shown in Table 2.

The serpentosphere occurs at the transition between the oceanic crust and the
peridotitic mantle, which is widely referred to as the Moho (Mohorovicic geophysi-
cal discontinuity). The Moho is characterized by a change in P-wave seismic veloc-
ities (Vp) that range from 6.8 to 8.2 km/sec (Figure 9). These velocities are also
characteristic of serpentine, as characterized by petrophysical laboratories. When
interpreting seismic velocity profiles and sections, Vp velocities of 6.8 to 7.3 km/sec
indicate lizardite serpentinite and velocities of 7.3 to 7.8 km/sec indicate antigorite
serpentinite in serpentinites that have been about 50% serpentinized [26].

Thicker initial serpentosphere material (about 2.5 km thick) may be generated at
relatively shallow depths adjacent to slower spreading ridges, such as the Southwest
Indian Ridge [28]. Thinner serpentosphere (about 1.5 km thick) may be generated at
moderately fast spreading ridges, such as the mid-Atlantic ridge (shown in Figure 9).

More recent geophysical work has produced seismic-reflection images of the
rocks that comprise the Moho (Figure 10). For example, the seismic reflection
studies of the northeast Pacific have imaged a reflector layer about 3 km thick
beneath a 200 km-long seismic line [29]. The reflectance texture is consistent with
shearing that has produced a mylonitic fabric induced by creep of the upper oceanic
crust above the peridotitic mantle.

Recent seismic evidence now suggests that the Moho is not simply a geophysical
feature, but rather is a thin layer of serpentine-dominated rock. Such rocks have
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been long known, starting with the observations by Steinmann [30] in ophiolite
belts that are now sutured into continents. Hess [31] was the first researcher to
suggest that there might be a globally distributed layer of serpentinite beneath the
ocean basins. Hess noted that serpentine-bearing ophiolites have a world-wide
distribution in suture zones within continents [31], which is consistent with the
presence of the serpentosphere beneath continental areas.

Major oxide Chrysotile Lizardite Antigorite

SiO2 41.53 41.02 42.14

Al2O3 0.72 1.40 1.64

Fe2O3 0.72 4.10 1.17

FeO 0.62 0.42 3.73

MgO 40.93 39.44 38.37

H2O
+ 13.54 13.29 12.10

Total 98.03 99.67 99.15

Energy Low energy High energy

Temperature Low temperature High temperature

Fe2O3/FeO 1.16 9.8 0.31

Number of samples 31 6 15

Table 2.
Average composition of serpentine group minerals (data from [25, 27]).

Figure 9.
Seismic habitats and P seismic wave velocities of the serpentosphere (modified from [28]). Light green lines indicate
lizarditic serpentosphere P wave velocities. Dark green lines indicate antigoritic serpentosphere P wave velocities.
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3.2 Tectonic settings of serpentosphere

Serpentosphere occurs in four tectonic settings shown in Figure 11. Briefly,
serpentosphere is made by hydrolysis of mantle peridotites adjacent to oceanic
spreading centers (upper left diagram in Figure 11). The serpentosphere is then
subducted under normal subduction conditions beneath an aesthenosphere-mantle
hanging wall (lower left part of diagram), where it sequentially dehydrates to
produce hydrous metaluminous arc magmatism in the hanging wall that ultimately
intrudes the upper crust to make magmatic arcs.

Figure 10.
Deep seismic image (200 km long) in the northeast Pacific showing the Moho as a zone of subhorizontal
reflectors about 3 km thick (modified from [29]).

Figure 11.
Schematic diagrams of four major tectonic settings for the serpentosphere (green line) as discussed in this paper.
Upper left: generation of serpentosphere at oceanic rift spreading centers. Lower left: subduction of
serpentosphere in normally dipping subduction zones. Upper right: flat subduction of oceanic serpentosphere
beneath continental crust during oceanic crust-continent assemblies. Lower right: continental rifting and
dehydration of formerly underplated serpentosphere by mantle heating during continental breakups.
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A less familiar geotectonic setting is flat subduction beneath typically continen-
tal upper plates (upper right part of diagram). In such cases, dehydration of the
serpentosphere can produce extensive melting of crustal material in the upper plate
to produce peraluminous granitoids.

Subsequent rifting of crust that has experienced previous episodes of flat sub-
duction (lower right part of diagram) can then be systematically dehydrated by
mantle heat. The continental rift setting is the tectonic setting envisioned for
Kupferschiefer-Zechstein types of deposits.

3.2.1 Oceanic rift tectonic settings

Formation of serpentosphere is started near oceanic spreading centers at the
mantle-crust contact (Figure 12 with the explanation in Figure 13). Oceanic fluids
are pushed down by the weight of the overlying water column into the oceanic
fracture system to the contact between the gabbroic oceanic crust layer and the
underlying peridotitic mantle. Regional-scale serpentinization reactions occur at
that contact and produce low temperature lizardite/chrysotile serpentine [32].

Formation of the serpentosphere results from serpentinization (i.e., hydration)
of mantle peridotite by seawater (Eq. (1)). The hydration involves adding water
and accompanying elements (especially chlorine and carbon) from the seawater
into serpentine. The main serpentine group mineral produced at this stage is the
relatively low temperature mineral lizardite, along with magnetite and a brine
component. Compared to antigorite, lizardite serpentines are much more oxidized
and more hydrous.

Magnetite formation produces considerable hydrogen, which can react with
existing carbon in the peridotite to make additional kerogen products, which are
shown in Eq. (2). The process is exothermic and heat is released during the reaction.
These reactions are important regulators for global climate and, ultimately, hydro-
thermal hydrocarbon formation.

Simplified serpentinization reaction under supercritical conditions (Eq. (1)).

6 Mg1:5Fe0:5
� �

SiO4 þ 8 H2Oð Þ ! 3Mg3Si2O5 OHð Þ4 þ Fe3O4 þH2 þH2OþHeat:

Olivineþ Seawater ! Serpentine lizarditeð Þ þMagnetite þ BrineþHeat (1)

Figure 12.
Generation of serpentosphere at the oceanic Moho adjacent to oceanic spreading centers (from [33]).
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Simplified serpentinization reaction with carbon under supercritical conditions
(Eq. (2)).

6 Mg1:5Fe0:5
� �

SiO4 þ 0:04Cþ 8 H2Oð Þ þ 0:24HCO3 ! 3Mg3Si2O5 OHð Þ4
þ Fe3O4 þ 0:01HCþ 0:455H2 þ 0:04HCþ 0:09CH4 þ 0:04CHOO

þ0:1CO2 þ 1:44H2OþHeat:

Olivineþ Carbon in olivineþ Seawaterþ Bicarbonate

! SerpentineðlizarditeÞ þMagnetiteþ KerogenþMethane

þ Formateþ Carbon dioxideþWaterþHeat:

(2)

Once the serpentinization reaction is initiated, continued seawater flux main-
tains the reaction. Hence, the thickness of the serpentosphere increases progres-
sively away from spreading centers. At the mid-ocean ridge, serpentosphere
thickness is near zero, whereas in oceanic crust adjacent to continents well away
from the ridge, serpentosphere thicknesses may range up to 10 km or more.

Lizardite serpentosphere is produced under lower pressure, lower greenschist-
grade, hydrothermal, metamorphism/hydration of mantle peridotites in oceanic
ridge settings. Brine leakage from this reaction (Eq. (1)) produces white smokers
(calcite with minor brucite), such as the white smoker field at Lost City in the
central Atlantic Ocean. At the on-ridge setting, oceanic brines leach gabbro to
produce sulfide-rich black smokers. The carbon in serpentinite is largely added
from seawater as shown in Eq. (2).

The extended serpentine reaction (Eq. (2)) introduces carbon into the serpentine-
brine system. The carbon component is probably introduced as bicarbonate or
dissolved kerogen (DOC in the literature). These carbon compounds are then reacted
into the serpentine-brine product system as varying amounts of dissolved kerogen
(HC), methane (CH4), formate (CHOO), and carbon dioxide (CO2) brine products.
Recent literature shows that reduced carbon species are also present in the deep
oceans beneath about 2 km [16] and in submarine vents [17].

Figure 13.
Explanation for Figure 12.
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Both oxidized and reduced carbon sources can be cycled down to the Moho
contact where the serpentosphere and its resultant brine products are made. The
brine products can then be cycled back up through the overlying oceanic crust to
make submarine vents, such as Lost City, and pock marks on the ocean floor.

In this broader perspective, derivative products, such as oil and life, began their
evolution in seawater with serpentine as an important mediator. An important link
to creation of life is the presence of formate shown in Eq. (2). Formate potentially is
the starting platform on which amino acids, RNA, and ultimately DNA can poly-
merize. The plastic nature of serpentine also functions as a tectonic ‘grease’ that
facilitates plate tectonics.

Compared to the parent peridotite, serpentinites are more magnetic and are
lower in density [27]. The coincidence of a magnetic high with a gravity low gives a
geophysical signature that can indicate the position of serpentinites at depth
beneath or adjacent to ore deposits and oil accumulations, such as richer vents, like
Rudna in the Polish Kupferschiefer.

3.2.2 Normal-dip subduction tectonic settings

Antigorite serpentosphere is produced via dehydration of lizardite
serpentosphere between 300 and 400°C [32] in both normal-dip settings (ocean-
continent collisions) and flat subduction settings (continent-continent collisions).
The more familiar type of antigorite serpentosphere is formed in normally dipping
subduction zones and is later incorporated into alpine collisional orogens as the
well-known alpine serpentinites.

3.2.3 Flat-subduction tectonic settings

A less familiar type of antigorite serpentosphere is formed in flat or shallowly
dipping subduction zones. A detailed schematic of flatly subducting oceanic
serpentosphere beneath continental crust is shown in Figure 14 with the legend in
Figure 15. Flat subduction of serpentosphere is frequently coupled with trench-
directed thrust faults that can provide conduits for deep-sourced brines that were
generated during dehydration of the underplating serpentosphere.

An example is the latest Laramide, flat subduction beneath western North
America in the Paleocene-Eocene. Kerogen in the flatly subducting serpentosphere
is typically a high-hydrogen, Type I kerogen that is linked to Type I petroleum
accumulations, such as those found in Wyoming, Colorado, and Utah in the Green
River, hypersaline shale horizons. In the case of the Kupferschiefer, flat subduction
of the Iapetus Ocean serpentosphere beneath northern Europe occurred 135 Ma
earlier, making serpentinite available for later dehydration.

Flat subduction of serpentosphere material is a very under-rated geotectonic
process. Mature continental areas are characterized by thick Moho, which may be
several times thicker than oceanic Moho. The increased thickness may be due to
accumulation of several oceanic serpentosphere layers during numerous, previous,
flat subduction episodes at the ends of previous orogenies. These thick
serpentosphere layers may be variously dehydrated during subsequent rift episodes
associated with continental breakups throughout geologic time.

3.2.4 Continental rift tectonic settings

Once serpentospheric materials have been emplaced beneath continental areas
by flat subduction, subsequent rifting of the continents creates opportunities for
systematic dehydration of the serpentosphere by mantle heat fluxes. Such situations
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occurred in North America and Europe during the breakup of the Pangea
supercontinent near the end of the Permian. A schematic cross section of the results
of the dehydration and diapiric processes in rift tectonic settings is shown on
Figure 16 [1]).

A distinguishing feature of rifting and continental breakups is the penetration
of the decompression cone down into the deep, lower mantle aesthenosphere.
When this deeper penetration occurs, resulting more alkaline diapirs may ascend
and interact with the dehydrating serpentospheric material at the base of the rifting
and extending continent. These deep interactions may lead to the production of
more potassium-rich, alkaline, hydrocarbon deposits (Type II) and their associated
brine deposits. These more potassic brines, in turn, lead to the production of
much more potassium-rich salines, which precipitate minerals like carnallite
and sylvite.

In contrast, in rifting of previously flatly subducted oceanic crust, there is no
decompression cone. Instead, shallow, upper mantle, depleted peridotites are
hydrated and produce much more sodium-enriched brines that, in turn, lead to
sodium-rich trona and nahcolite deposits, such as the Green River hypersaline
deposits in the western U.S.

Figure 14.
Schematic cross section of flat subduction emphasizing southwestern North America features, such as the Green
River shales [33]. Explanation is in Figure 15.
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3.3 Application to kupferschiefer-zechstein sequence

When the above observations are applied to the crust beneath the part of south-
western Poland that contains the Kupferschiefer-Zechstein, a deep serpentosphere
pattern is present (Figure 17). In the central Polish velocity profile shown in
Figure 17, low-angle, lensoid-shaped packages with Vp (P-wave) velocities [34]

Figure 15.
Explanation for Figure 14.
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that are consistent with both lizardite and antigorite serpentinites are present
beneath southwest Poland.

A more detailed diagram of geophysical profiles for the Lubin area (Figure 17)
has been modified to show the possible relationship of the Kupferschiefer deposits
at Lubin and Konrad to metalliferous plumes originating in continental
serpentosphere (expressed by numerous sub-parallel reflectors between 6 and
11 seconds). The plumes utilize a deep-seated fault system, which includes faults
that penetrate the crust (such as the Odra fault) and which is indicated by breaks/
troughs in the magnetic profile. These are adjacent to the Sudetic block, basement
high indicated by the gravity high (Figure 17).

Gravity and magnetic profiles for a geophysical line that traverses the
Kupferschiefer type deposits on either side of the Fore-Sudetic gravity high [35] show
coupled, low-gravity and high-magnetic features are present (Figure 17). The gravity
low/magnetic high features indicate the possible presence of deep serpentinite. These
features may coincide with a deep-seated feeder system that connects deep
serpentosphere crust to the Konrad Kupferschiefer system on the south side and the
Lubin system on the north side of the Fore-Sudetic high (Figure 17).

The importance of deep-seated basement flaws, such as the Odra fault system in
Poland, is shown in Figure 17. These faults focus heat flow, as well as deep-seated
gas fluxes, such as helium that could be generated via serpentinization processes.
The presence of such faults can help initiate serpentinite dehydration processes in
the lower crust by focusing heat flow from the underlying mantle during continen-
tal breakups. An example of continental breakups is the attempted breakup of
Pangea in northern Europe in Late Permian. Such a process may have led to devel-
opment of the Kupferschiefer-Zechstein in the upper crust.

Figure 16.
Schematic model of serpentine diapirs in rift settings, modeled on the Viking Graben structure in the North Sea
between Norway and Great Britain in Kupferschiefer time and explanation(from [1]).

240

Soil Science - Emerging Technologies, Global Perspectives and Applications



The position of the Lubin district and the Odra fault projected to the section line is
of relevance to the mud-volcanic origin of the Kupferschiefer-Zechstein presented in
this article. The Odra fault projection coincides with a prominent deflection of the
middle crust velocity packages that extend down to the presumed serpentosphere-
velocity lenses in the lower crust (Figure 18). For a serpentinite-sourced, ascending,
hot brine-mud plume, the upward travel distance is only about 20 km.

Notably, the inferred Caledonide serpentospheric basement is identified in
basement massifs southwest of the European Suture zone shown on Figure 18, but
does not occur to the northeast of the suture. To our knowledge, no Kupferschiefer-
type deposits and no deep serpentosphere geophysical signatures are present
northeast of this suture. Thus, the European Suture may place an eastern limit on
the occurrence of Kupferschiefer-type systems. The lack of Caledonide basement
northeast of the European Suture further emphasizes the inference that the
presence of serpentosphere is a necessary condition for the occurrence of
Kupferschiefer-type systems.

The presence of serpentinite-bearing ultramafic complexes in the basement of
uplifts adjacent to Kupferschiefer types of deposits is also important (Figure 19).
The nearby presence of ultramafic sources, such as the Jordanów-Gogolów
serpentinite massif [36], is particularly relevant to the deposits in the Lubin district.
Rodingite from this massif was dated at 400 Ma [37]. Fluid inclusions within the
dated zircons have yielded homogenization temperatures ranging from 268 to 290°
C at about 1 kbar. These data place constraints on the temperatures, pressures, and
timing of emplacement of serpentospheric materials in the basement beneath the
Kupferschiefer and the hydrothermal event associated with rodingite formation.

Figure 17.
Serpentosphere (Moho) beneath Rudna-Konrad-Spremberg Kupferschiefer (modified from [35]).
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Figure 18.
Map of Poland and nearby areas showing Teisseyre-Tornquist Zone (TTZ), northeast of which there are no
Kupferschiefer type deposits and possibly no underlying Caledonide continental serpentosphere and showing
location of the greater Lubin-Kupferschiefer district and its possibly related, deep-seated Odra fault [34]. BT
Baltic Terrane, EA Eastern Avalonia, FSS Fennoscandia-Sarmatia Suture, MLSZ Mid-Lithuanian Suture
Zone, PLT Polish–Latvian Terrane, RG Rønne Graben, RFH Ringkobing-Fyn High, STZ Sorgenfrei-Tornquist
Zone,TTZ Teisseyre-Tornquist Zone, VDF Variscan Deformation Front. The area of Bohemian Massif is
highlighted in dark green. The Trans-European Suture Zone separates thick and cold Precambrian crust from
younger, thin and hot Paleozoic crust. Yellow star shows the location of Libiąż earthquake, which was recorded
at LUMP seismic stations. Yellow line shows the LUMP profile (modified from [34]).
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The rodingitization event 135 Ma earlier was not the event that created
Kupferschiefer mineralization. The serpentosphere emplacement circa 400 Ma,
however, was a necessary precursor condition for the ultimate formation of the
Kupferschiefer. Without the presence of the Caledonide serpentosphere, the
Kupferschiefer could not have happened. During lizarditization of the oceanic peri-
dotites, key ingredients (such as fluorine, sulfur, copper, and others) were added to
the lizardite. These elements would later be added to the Kupferschiefer brines
during later dehydration events, starting in the uppermost Permian.

With respect to the continental serpentosphere, data suggest that the
serpentospheric materials were emplaced beneath northern Europe during the low-
angle subduction event of the Iapetus Ocean circa 400 Ma. This material was then
affected by mantle-heat-driven dehydration beneath the Odra and related fault
systems beginning about 265 Ma, approximately 135 Ma after the emplacement of
the Caledonide serpentosphere. The result is hypothesized to be the Kupferschiefer-
Zechstein mineralization.

4. Development of a sequential, three-stage dehydration of serpentine
in continental rift settings

Results of 15 years of published research in serpentinite terrains, mostly in the
Alpine orogen of northern Italy and Switzerland and the Beltic orogen of southern
Spain, are summarized in Figure 20. This research has identified three episodes of
dehydration of serpentinite, as variously presented in [38–42].

Figure 19.
Map showing the geographic relationship between the Kupferschiefer deposits and potential ultramafic sources
in the Variscan/Caledonide basement (maps modified from [36] and [37]).

243

Generation of Mud Volcanic Systems Sourced in Dehydrated Serpentospheric Mantle
DOI: http://dx.doi.org/10.5772/intechopen.105689



The three dehydration events are now well documented in serpentinite
basements and they can be correlated with the three fluid influxes that built the
Kupferschiefer-Zechstein sequence. These papers present a wealth of geochemical
data that allowed construction of qualitative mass balance constraints for the
chemistry that entered the Kupferschiefer-Zechstein brine during the dehydration
episodes and, ultimately, resulted in the brine pulses to the surface.

Four stages of serpentosphere evolution are apparent on Figure 20 that pertain
to evolution of the Kupferschiefer-Zechstein mineralization. The first stage involves
hydration of mantle peridotite in oceanic settings within a few km of spreading
centers to create low-temperature serpentine. This serpentine ultimately contains
the entire anomalous metal suite that characterizes carbonaceous black shales in
the Kupferschiefer [39]. The highly anomalous nature of the combined Cu-Ag-Pb-
Zn-Mo-Au-PGE-Ni-V-Cr-HC-S kerogeno-metallic system strongly suggests a
deep-seated, ultra-deep hydrothermal (UDH), serpentinized source in the base-
ment. The kerogeno-metallic system correlates with plumes that traveled upward to
the seafloor interface via a network of deeply penetrating basement cracks. Various
metals are released in a sequential manner through a series of dehydrations.

Figure 20 also shows the three main dehydration events/processes that correlate
with three main depositional events in the Kupferschiefer mineralization:

1.Lizardite to antigorite dehydration creating Weissliegend-Kupferschiefer
mineralization (Cu-Ag [Re, Pb, Cl, C, HC]) at 265–255 Ma;

2.Antigorite to chlorite-harzburgite dehydration creating Zechstein saline
sequences (Zn-Cu-Pb-Ag [salts: anhydrite, halite, sylvite, etc.]) at 250–
234 Ma; and

3.Chlorite-harzburgite to garnet-peridotite dehydration creating Rote Fäule
(hematite, muscovite, talc, Au-[PGE-U-Co-Se]) at 245–235 Ma.

Figure 20.
Pressure-temperature constraints for oceanic lizardite serpentine versus orogenic high-temperature high-pressure
antigorite serpentine, higher temperature-pressure chlorite-harzburgite, and highest temperature garnet
peridotite showing the first, second, and third dehydration episodes (modified from [38]).
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The overall metal bias and concentration amounts in the serpentosphere are the
same as those elements deposited in the Kupferschiefer black shales (for example,
Cu, Ag, Hg, Mo, Co, Ni, V, Sb, U, As). In contrast, elements that are not enriched in
the Kupferschiefer and that are close to the average detrital shale composition,
typically are not enriched in serpentinites (for example, Ba, Sr, Rb, Sc, Nd, Yb, Lu
and Sc, as shown on Figure 21).

The apparent correlation of three dehydration events with three metallization
events in the Kupferschiefer-Zechstein motivated us to do a more detailed investi-
gation. A major question arising from the above observations is the extent to which
element partitioning to the brine phase fits the chemistry of metallization and
mineralization patterns in the three stages of Kupferschiefer-Zechstein depositional
events.

During this literature study, geochemical information (Table 3) was examined
that pertained to the initial hydration of mantle peridotite by seawater to serpentine
in reaction chambers adjacent to the oceanic ridge system [43–47]. Based on the
data, we constructed a series of tables (Tables 4–7), from which qualitative mass
balance constraints could be determined for sequential brine evolution via
dehydration of serpentine in serpentosphere basements.

The elemental data in Table 4 through Table 7 are presented as averages. Given
the different sources of information, differing numbers of samples, differing analytical
procedures, and differing analytical precisions in the various references, the data
should be considered qualitative. Nevertheless, there is enough consistency within the
classes and enough numerical differences between the classes that we believe that the
average results taken from peer-reviewed literature are qualitatively valid.

Many of the anomalous metals from the Kupferschiefer shown in Figure 21
occur at elevated concentrations in the postulated serpentinite source region in the
lower crust. Many of these metals were found during the compilation and were
available to be inventoried for their partition into the rock phases or into the brine
phases during the various dehydration events. The elements were grouped by their
relevance to the sequential brine expulsion model.

Figure 21.
Composition of Kupferschiefer shale samples (red dots) showing serpentine-affinity metals and oceanic brine
components (pink field) as contrasted with average detrital shale (blue plus signs) (modified from [7]).
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Geologic setting/location Rock type/mineral Number of
samples

Data
source

Hydrosphere Seawater Average [45]

Oceanic dunite (fresh) Turkey Dunite 3 [46]

Oceanic dunite (fresh) Burro Mtn. Dunite 1 [47]

Oceanic dunite (fresh) Vulcan Peak Dunite 2 [44]

Oceanic harzburgite (fresh) Turkey Harzburgite 1 [43]

Oceanic harzburgite (fresh) Burro Mtn. Harzburgite 3 [47]

Oceanic harzburgite (fresh) Vulcan Peak Harzburgite 6 [44]

Oceanic serpentinite (lizardite) Lizardite estimated bulk rock 23 [38]

Low T pre-metamorphic lizardite Lizardite 7 [40]

Oceanic serpentinite (lizardite) Lizardite/chrysotile mesh data 46 [41]

Oceanic Serpentinite (lizardite) Lizardite 4 [42]

High-pressure antigorite serpentinite Est. bulk-rock amounts 19 [38]

Antigorite high temp. Blueschist Antigorite 8 [32]

Antigorite (Rhoumejon)4 Antigorite 83 [41]

Antigorite Antigorite 8 [41]

Olivine-orthopyroxene Est. bulk-rock amounts 21 [38]

Chlorite-harzburgite Chlorite-harzburgite 8 [40]

Chlorite-harzburgite Chlorite-harzburgite 2 [42]

Garnet peridotite Garnet peridotite 10 [40]

Table 3.
Sources of chemical data used to construct the following tables.

Step Material Cl ppm Li
ppm

B
ppm

S ppm C
total
wt%

Volatile wt
%

0 Seawater 19,345 0.17* 4 411 0.003

0 Average harzburgite-
dunite (least altered)

75 1 1 350 0.057 1.7

1 Ave. oceanic lizardite
serpentinite

765 3 67 1250 0.82 14.9

Hydration summary Huge gain Big
Gain

Huge
gain

Huge
gain

Huge
gain

Huge gain

2 Average antigorite 261 3 39 379 0.08 13.6

3 Average chlorite-
harzburgite

45 5 9 812 0.04 1.7

4 Garnet peridotite n.d. 3 n.d. n.d. n.d. 2.7

Dehydration summary:
Gain (goes to rock) and
Loss (goes to fluid)

Big loss (3x),
then bigger loss

(6x)

No
pattern

Loss Big loss,
then
gain

Big
loss,
loss

Loss, huge
loss, then

gain

Note: n.d. = no data.

Table 4.
Brine components - bulk chemical data for serpentinite-related rocks arranged by increasing metamorphic
grade (data from [6]).
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Step Material Cu ppm Pb ppm Zn ppm As ppm Sb ppm U ppm

0 Seawater 0.0009 0.00003 0.005 0.0009 Below
detection
limit

0.0033

0 Average
Harzburgite-dunite

16 0.4 44 0.65 0.05 0.05

1 Ave. Oceanic
Lizardite

serpentinite

22 0.33 43 5 0.17 0.73

Hydration Summary Slight
gain

Slight loss Same Gain Gain Big
Gain

2 Average antigorite 13 0.23 36 3 0.10 0.47

3 Average chlorite-
harzburgite

1 0.57 47 0.7 0.05 0.04

4 garnet peridotite 25 2.34 46 18 0.19 0.01

Dehydration Summary:
Gain (goes to rock) and
Loss (goes to fluid)

Big loss,
then gain

Loss, then
big gain

Loss, then
similar

Loss, big loss,
then gain

Big loss,
then gain

Big
loss

Table 5.
Base metal components - bulk chemical data for serpentinite-related rocks arranged by increasing metamorphic
grade.

Step Material MgO
wt%

Sc ppm Ni ppm Cr
ppm

V ppm Rb
ppm

Ba
ppm

Sr ppm

0 Seawater 0.217 <
0.000004

below
detect.
Limit

0.0002 0.0019 8.10 0.02 0.000013

0 Average
harzburgite-

dunite

46.06 20 1893 2545 28 0.20 1.00 0.47

1 Average
oceanic
lizardite

serpentinite

37.57 6 1830 2154 11 0.20 1.55 8.1

Hydration summary Loss Loss Slight
Loss

Loss Loss No
change

Gain Huge gain

2 Average
antigorite

38.35 6 1015 2168 23 0.25 n.d. 1.95

3 Average
chlorite-

harzburgite

42.78 11 1753 n.d. 61 0.17 0.39 3.06

4 Garnet
peridotite

38.79 19 1513 n.d. 68 0.27 1.77 15

Dehydration
Summary: Gain
(goes to rock) and
Loss (goes to fluid)

No
change,
then
loss

Gain Gain,
then
slight
loss

No
data

Gain Loss,
then
Gain

?,
then
Gain

Large loss,
then Gain,
then huge

gain

Table 6.
Bulk chemical data for peridotite-related and serpentinite-related rocks arranged by increasing metamorphic
grade.
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Details of locations, rock types, number of samples and sources are presented in
Table 3. Samples of fresh oceanic peridotite lithosphere were particularly hard to
find, which attests to the pervasive nature of serpentinization at the oceanic crust/
Moho contact. Fortunately, field work by Keith located fresh mantle dunites in the
Kizaldag ophiolite complex in southwest Turkey. Full petrochemical data for these
samples are available from the lead author [46].

5. Results

Elements partitioned to the brine, which includes Cl, Li, B, S, C, and volatiles
(mainly H2O), are presented in Table 4. Base metals (Cu, Pb, and Zn) and related
elements (As, Sb, and U) that are variously enriched in the Kupferschiefer-Zechstein
plume events [1] are presented in Table 5. Table 6 presents data for elements that
are enriched in peridotite (Mg, Sc, Ni, Cr, V) that might be partitioned to brines that
deposit these metals in the Kupferschiefer muds. Also, Table 6 presents additional
information for Rb, Ba and Sr that would be strongly partitioned to the brine
component. Table 7 presents selected whole rock oxide data (SiO2, TiO2, Al2O3,
Cr2O3, MgO, MnO, and CaO) that variously reflect elements that may be distributed
to the brines that deposited the Kupferschiefer-Zechstein system.

5.1 Element gains and losses during formation of serpentosphere

Chlorine and water show the most obvious pattern for evolution from (1)
hydration of peridotite to serpentinite, then brine evolution steps (2), (3), and (4)
of the sequential dehydration of serpentinite as documented in Table 4. The data
show that the peridotitic oceanic lithosphere beneath the oceanic crust contains

Step Material SiO2

wt%
TiO2 wt

%
Al2O3 wt

%
Cr2O3

wt%
MgO
wt%

MnO wt
%

CaO wt%

0 Average
harzburgite -

dunite

44.87 0.03 0.66 n.d. 42.67 0.13 1.42

1 Ave. oceanic
lizardite

serpentinite

41.41 0.06 1.28 0.32 37.57 0.09 0.30

Hydration summary Loss Gain Big gain ? Loss Loss Loss

2 Average
antigorite

43.14 0.034 1.01 0.31 38.35 0.089 0.024

3 Average
chlorite-

harzburgite

42.98 0.034 0.99 0.39 42.69 0.089 0.023

4 Garnet
peridotite

43.93 0.13 3.75 0.35 38.79 0.13 3.1

Dehydration
summary: gain (goes
to rock) and Loss
(goes to fluid)

Slight
changes

No
change

then gain

No
change

then gain

No
change

Gain
then
loss

No
change

then gain

Huge loss, no
change then big

gain

Table 7.
Selected whole rock oxide elements, bulk chemical data for serpentinite-related rocks arranged by increasing
metamorphic grade.
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little water and is hydrated to lizardite serpentinite by the addition of copious
amounts of seawater. Chemically, serpentinite is the most hydrated rock on Earth.
In oceanic ridge systems, seawater is the only candidate to supply the abundant
water, carbon, and chlorine that reside in lizardite serpentine.

The large chemical increases that take place during the conversion of peridotite to
serpentinite involve additions of huge amounts of water, halogen, and carbon. Chlo-
rine contents are increased ten-fold, making lizardite serpentinite an excellent can-
didate for chlorine-enriched brines to supply overlying saline basins. Carbon
is augmented twenty-fold, which makes serpentinite an excellent source for
hydrocarbon deposits under reduced conditions. In such cases, the carbon travels as
reduced, dissolved kerogen (DOC) and is converted to liquid-state hydrocarbons
by decompression of the heavy brine fluid in the reservoirs. Water is increased by
nine times, making serpentinite the most water-richmajor rock type and an excellent
source for massive amounts of brine during the dehydration of serpentinite.

In addition, boron and sulfur are added to the rock in abundance and lithium is
tripled. Relative to seawater, lithium is at least 15 times higher in serpentinite than
in seawater. Hence, serpentinite can provide an abundant source of lithium in brine.
Simple evaporation of seawater in the evaporite model does not supply enough
lithium as shown in Figure 22. The lithium-enriched brines in the Zechstein diapirs
clearly contain much more lithium than would be expected to be evaporative
products of normal seawater. A metamorphic source for the lithium in Zechstein
salines is suggested in [6]. We suggest that serpentinites in the underlying
serpentosphere might provide that source.

Figure 22.
Li and Mg concentrations in brine from Gorleben and Morsleben. For comparison, the Li content of the
groundwater-monitoring network from Morsleben and the Li content of the rocks from Gorleben are displayed.
In addition, the development of the Li content in evaporating seawater (blue line) and the first precipitates from
seawater are shown (modified from [6]).
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The strong distribution of boron into lizardite serpentinite from boron-poor,
fresh peridotite materials indicates that the boron was contributed from the
seawater. Hence, the boron in the Zechstein brines is likely to have originated in the
seawater that originally made the deep serpentines, and is probably not related to
any seawater that might have attended the surface deposition of Zechstein salines.

5.2 Gains and losses during dehydration of serpentine

Once the serpentine source is hydrated and loaded with potential brine ele-
ments, it undergoes a series of dehydrations whereby the brine elements (Cl, Li, B,
S, and C) are distributed to the brine reaction products (Table 4). The main volume
of saline brines in the Zechstein was produced during the second dehydration
event, which is associated with the antigorite to chlorite-harzburgite dehydration.
There are five cycles of saline deposition in the second phase of Zechstein chemical
sedimentation process.

Similar saline sequences appear in other saline basins, such as the Permian Basin
in Texas and Michigan Basin in the USA. Considered on a global scale, based on
chlorine data in Table 4, it is likely that the second dehydration event of antigorite
to chlorite-harzburgite is the most important causal factor in the formation of giant
saline deposits.

As the system cooled and collected in mud chambers above the deep source,
precipitation of sulfides, such as chalcocite, would have released copious amounts
of hydrogen and chlorine, as per the equations in Figure 2.

5.2.1 Brine element partitioning

Chlorine, on a mass basis, appears to be largely lost from the rock during the
dehydration of lizardite to antigorite. However, another approximately 5 times (5x)
loss occurs during the dehydration of antigorite to harzburgite. These dramatic
differences, originally observed by Scambelluri and others [40], are inferred to
relate to fluid loss from serpentine dehydration in normally dipping subduction
zones. Flatly subducted serpentosphere has not previously been examined for its
contribution to volatile regimes that might be emplaced in the overlying crust above
the flatly emplaced serpentinites. Dehydration of these previously flatly subducted
serpentinites can also lead to extensive saline releases that are deposited at the
Earth’s surface in saline basins. The Kupferschiefer-Zechstein sequence is an excel-
lent example of such a process.

In the Kupferschiefer case, the first dehydration provided highly saline brines
where any metals that were present would likely have been complexed as metal
chlorides. It is also apparent that sulfur is strongly partitioned to the brine compo-
nent and would have been present in the early Kupferschiefer brines as H2S.

Boron appears to be strongly sequestered in the brine component. It is thus not
surprising that boron minerals appear in the overlying Zechstein saline sequences,
especially in the later cycles. The major loss of boron in the rock occurs in the
second dehydration, which helps to explain the occurrence of boron minerals in the
later cycles of Zechstein deposition.

Boron and its δ11B isotopes can be used to track the serpentine dehydration
reaction in normal subduction zones [48] as shown in Figures 23–25. Lizardite
begins to break down to antigorite at about 300°C and the reaction is completed by
about 400°C at depths of about 40 km under blueschist metamorphic facies condi-
tions. This reaction coincides with a large release of the boron component to the
brine (Figure 23) and a distinct lightening of the δ11B isotope signature (Figure 24)
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in dehydrated blueschist-associated serpentinite terranes as established for
California serpentinites in the Franciscan assemblage [48].

The δ11B isotope signature also strongly overlaps with boron isotopic data
reported from brackish to briny water in the Gorleben diapir by [49]. This overlap
suggests the saline brines in the Zechstein saline deposits may have been derived
from low temperature lizardite sources (below about 300°C) that dehydrated
between circa 265 and 240 Ma using the timing presented in [1]. This event would
correspond to the 1st and 2nd dehydration events enumerated in this paper. There is
a strong overlap between about +24 and + 10‰ of δ11B isotopes between
unmetamorphosed oceanic lizardite and Zechstein salines. There is also a strong

Figure 23.
Boron concentrations in ppm of Zechstein saline deposits (modified from [49]) and California serpentinites
(modified from [48]) and arranged by increasing depth and metamorphic grade.

Figure 24.
δ11Boron stable isotopes of Zechstein saline deposits (modified from [49]) and California serpentinites
(modified from [48]) and arranged by increasing depth and metamorphic grade.
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lightening of the boron isotope data in blueschist-associated lizardite and antigorite
serpentinites.

The hydrogen release is important because hydrogen released from sulfide pre-
cipitation is then available to hydrogenate any pre-existing kerogen that might be
traveling as a micro-flocculent or dissolved kerogen (DOC) in the brine. Hydroge-
nation of the probably Polycyclic Aromatic Hydrocarbon (PAH)-enriched kerogen
could lead to alkylation and the formation of alkane hydrocarbons and ultimately
lead to generation of oil under hydrothermal conditions.

The above observations are consistent with the tenfold decrease in carbon
abundance from the lizardite to antigorite dehydration step. This decrease shows
that early Kupferschiefer brines would have been very carbonaceous and very
hydrogen-rich due to various sulfide precipitation reactions. Not surprisingly, the
Kupferschiefer horizon that coincides with the early-stage brine release is the most
carbonaceous unit in the Kupferschiefer-Zechstein sequence.

The likely presence of a dissolved kerogen and kerogen flocculent in early
Kupferschiefer carbonaceous brine is also supported by the strong partitioning of
bulk carbon to the brine component shown in Table 4. The presence of the kerogen
is also supported by the transfer of bulk carbon from seawater to fresh peridotite
during lizardite serpentinite formation (Eqs. (1) and (2)). The presence of reduced
carbon, probably as kerogen carbon (the TOC term in chemical analyses) in oceanic
serpentinite, also supports the likelihood of a carbonaceous brine source. The
presence of carbon is documented by Früh-Green and others [18] and shown in
Figure 26. In general, the altered peridotites contain up to five times higher total
C-concentrations compared to the oceanic gabbros.

Bulk carbon is non-CO2 carbon [18] and is likely to be reduced kerogen
(HC carbon), because graphite carbon is rare in lizardite serpentinite. The higher
reduced carbon content is probably supplied by seawater, where hydrogen is
created by formation of magnetite in the serpentinite reaction (Eqs. (1) and (2)).
Thus, a significant amount of the bulk carbon released to the brine component, as
shown by the data in Table 4, is likely to be as kerogen carbon. However, it is also
probable that much of this carbon is distributed into carbonate carbon as bicarbon-
ate or dissolved CO2. These carbon compounds are available to precipitate extensive
amounts of calcitic and dolomitic carbonate in the overlying, more oxidative,
Zechstein saline sequences.

Figure 25.
Schematic cross section of a normally developed subduction zone showing a dehydration sequence inferred from
boron isotope trends of dehydrating, deep-slab fluids (adapted from [48]). The relative size of ‘+’ and ‘-’ symbols
indicates change of the δ11B values; a bold arrow indicates buoyancy-induced flows of serpentinites from deeper
portion. Also shown is the inferred position of boron-rich saline lakes, such as those in the California Coast
Ranges that may be dehydrational products of lizardite that is dehydrating above the descending slab.
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The release of reduced carbon to the brine component during lizardite dehydra-
tion to antigorite is consistent with ferric:ferrous ratios of lizardite versus antigorite,
as compiled by Page [25] and Coleman [27]. Ferric:ferrous ratios determined for
lizardite are 9.8:1 (Table 2). Ferric:ferrous ratios for antigorite are much more
reduced with average ferric:ferrous ratio of 0.31:1, which is about 32 times more
ferroan. Such reduced ferric:ferrous ratios for antigorite indicate the lizardite to
antigorite dehydration occurred under very reduced, hydrocarbon-stable condi-
tions. The brines created under these conditions were very reduced and carried a
large component of reduced kerogen capable of reacting to liquid state oil in upper
crustal reservoirs. The reduced context of the lizardite to antigorite dehydration
helps explain the light sulfur isotopes documented above.

The Kupferschiefer black carbonaceous shales are only one example of a
metalliferous, hydrocarbon-rich black shale, and many black shales may have
formed this way. These black shales may be chemically distinguished from more
aluminum-rich, detrital shales derived from continental granitic sources. Thus, it is
an important possibility that carbonaceous black shales in general may have a
deep-sourced serpentospheric component.

5.2.2 Base metal partitioning

Since 2014, abundant data for copper (for example in Scambelluri and others
[40]) now exists throughout all four stages (one hydration stage and three dehy-
dration stages) of the brine generation process (Table 5). Copper is slightly added
to oceanic lizardite serpentosphere from average harzburgite-dunite. Harzburgite,
which constitutes the main volume of oceanic peridotite, contains an average
between 20 and 34 ppm Cu, which indicates that the formation of lizardite serpen-
tine from mainly harzburgitic peridotite was largely isochemical. However, average
copper is lost to the brine by about two times from the lizardite precursor during
the first dehydration to antigorite. During the antigorite to chlorite-harzburgite
dehydration, average copper is lost to the brine by 13x during the second stage of
dehydration. Significantly, copper appears to be retained in the garnet-peridotite

Figure 26.
Bulk carbon content vs. C-isotope ratios of oceanic gabbros and serpentinites (modified from [18]).
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rock (perhaps by garnet) during the third dehydration, which would explain the
relative absence of copper in the Rote Fäule.

The dehydration sequence for copper explains the copper distribution in the
three-fold Kupferschiefer-Zechstein metallized brine sequence. The first two dehy-
drations produce the copper enrichments observed in the Weissliegend-
Kupferschiefer and overlying lower Zechstein (Werra cycle). The third sequence
(Rote Fäule) has long been observed to be barren of copper.

Recent literature [1, 2, 50–52] has shown that the Rote Fäule event is a late,
overprinting, cross-cutting, copper-poor event. This highly oxidative, hematite-
stable, highly acidic event is also copper destructive with respect to the earlier
Weissliegend-Kupferschiefer copper mineralization. However, a minor amount of
copper might be destroyed and then reprecipitated near the contact with the earlier
Kupferschiefer (the so-called ‘transition zone’).

The copper-poor nature of the late third-stage brine is predicted by the dehy-
dration data. Copper contents change from nearly absent (1 ppm) in the chlorite-
harzburgite to much richer (25 ppm) in the garnet peridotite. The combination of
strong copper partitioning to the second dehydration event and the distribution of
whatever copper might be left to the garnet peridotite leads to the expulsion of a
copper-poor brine in the third stage dehydration event. Thus, it is no surprise that
the Rote Fäule brine is copper-poor.

Whereas the first two stages of the Kupferschiefer-Zechstein depositions were
reduced to highly reduced, the third Rote Fäule stage is highly oxidized and hema-
tite stable. This completely different alteration and metal overprint suggests the
appearance of a dramatically more oxidizing brine that overprinted the earlier,
more reduced stages. The massive volume of Rote Fäule alteration cannot be
explained by a simple change in oxidation state of the pre-existing, more reduced
brines that had been previously deposited. The appearance of a third independent,
more sulfur-poor, oxidative brine event that was independent of the first two brine
events appears to be a simpler alternative than a single hydrothermal event that
became oxidized in its later history. The source of this third event would be the
third dehydration event induced by chlorite-harzburgite to garnet-peridotite
dehydration. Unfortunately, no ferric/ferrous data is yet available for the later
dehydration event.

Lead, zinc, arsenic, and antimony display similar patterns to that of copper.
They are present in more or less equal levels in the early harzburgite precursor and
its hydrated lizardite serpentine product, but are strongly lost to the fluid in the first
two stages of brine generation. Whatever is left, however, seems to be captured by
the garnet peridotite during the third dehydration, which explains the relative lack
of enrichment of these elements in the late-stage Rote Fäule.

Another strong characteristic of the Rote Fäule third dehydration overprint is its
overall lack of sulfur (Table 4). Sulfur depletion, combined with high oxidation
state, explains hematite stability in this sulfur-depleted event. The lack of sulfur in
the Rote Fäule coincides with the strong partitioning of sulfur into the garnet-
peridotite rock during the third dehydration. The withdrawal of sulfur from partic-
ipating in third stage brine deposition can largely explain the sulfur depletion that
characterizes the oxidized, Rote Fäule hydrothermal plumes.

Whereas the Rote Fäule is barren with respect to familiar Kupferschiefer
chemicals such as Cu-S-Pb-Zn-Ag, the Rote Fäule is not barren with respect to other
elements. As Pieczonka and Piestrzyňski [53] have shown, significant gold
resources have been discovered in and immediately adjacent to Rote Fäule
(Figure 27). The gold mineralization is accompanied by significant platinum group
elements (PGE) and uranium. Historically, Rote Fäule was considered the ‘death’ of
copper mineralization and was avoided wherever it was encountered. However, the
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discovery of gold, PGE, and U in the Polish Kupferschiefer points to the potential of
Rote Fäule as an economic target in existing Kupferschiefer deposits where mining
infrastructure exists or can be rehabilitated (e.g., the Mansfeld-Sangerhausen area
in Germany). Unfortunately, no data was uncovered for PGE or Au-Ag during this
literature survey.

The uranium enrichment of the Rote Fäule, as well as other parts of the
Kupferschiefer, can be explained as resulting from the strong distribution of ura-
nium to the fluids throughout all three dehydrations. Also, uranium was strongly
enriched during the initial serpentinization of the harzburgite step. This uranium
enrichment implies that seawater was the primary source of uranium in the
serpentosphere as peridotites have little or no uranium enrichment. Seawater was
likely also the source of uranium for the uranium expelled during the various
dehydrations that were deposited in the overlying Kupferschiefer deposits.

5.2.3 Peridotite-related element partitioning

As shown in Figure 21 and Table 6, Kupferschiefer deposits are notable for
containing elements common in peridotites, such as Mg, Ni, Cr, and others, which
are especially enriched in Kupferschiefer black shale facies. Typical peridotite ele-
ments that are enriched and the amount they are increased in Kupferschiefer black
shales relative to detrital shale include cobalt (100x), chromium (2x), vanadium
(10x), and nickel (5x).

Examination of dehydration data in Table 6 shows that nickel is lost during the
lizardite to antigorite dehydration. Whereas there is little change in chrome in terms
of brine enrichment, the brines nevertheless may replicate the relative abundance
of elements in the peridotite precursor to the Kupferschiefer-Zechstein mineral
deposits. A similar pattern is present for magnesium, whereby magnesium remains
relatively unchanged through the dehydration process.

Magnesium enrichments observed in the Kupferschiefer-Zechstein sequence
may be related to the process of steatization, where talc is created during dehydra-
tion of both lizardite to antigorite and antigorite to chlorite-harzburgite.
Steatization can be described by the chemical reaction of Eq. (3). Steatization

Figure 27.
Late, noble metal overprint in the Rote Fäule in the Sieroszowice-Polkowice copper mining district,
southwestern Poland (modified from [50–52]).
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releases water and extra magnesium to a brine component and potentially PGE
elements, possibly due to volume changes during steatization from larger volumes
of serpentine and destruction of PGE-bearing minerals, such as magnetite and
awaruite. It is significant that talc has frequently been observed in the overlying
Zechstein carbonates (Figure 1) [1].

Steatization: serpentine plus carbonic acid goes to talc plus Mg-brine (Eq. (3)).

2Mg3Si2O5 OHð Þ4 þH2CO3 þ heat

! Mg3Si4O10 OHð Þ2 þMgCO3

� �þ 2 Mg0 þ 2H2Oþ 2H2

Serpentine þ Carbonic Acidþ heat

! TalcþMagnesiteð Þ steatiteþMg� charged brine:

(3)

Zechstein carbonates also show a chemical trend that leads to the magnesium
corner on a MgO-KAlO2-Al2O3 ternary diagram (Figure 28). Much of the data for
the chemical muds is derived frommagnesium-chloritic muds that are interfingered
with salts in the Zechstein sequence as inventoried by Bodine [54].

From the perspective of the deep-sourced, hydrothermal, mud volcanic-brine
model, chemical muds derived from deep ultramafic sources contain magnesium-
rich minerals like serpentine, clinochlore, talc and tri-octahedral clays (saponite)
that were formed in high-density chemical brines. Detrital mud contains continen-
tally derived, aluminum-rich minerals, such as kaolinite, pyrophyllite, and di-
octahedral smectite (montmorillonite-beidellite series) clays deposited by sedimen-
tary processes, possibly derived from granitic, continental sources.

Data are also presented in Table 6 for rubidium, barium, and strontium. These
elements are also typical of Zechstein brines [55], as is rubidium enrichment
following potassium in muscovite in the lower Kupferschiefer (T-1) unit. In
particular, barium and strontium show strong enrichments in the lizardite product
of mantle peridotite hydration by seawater. Seawater is probably the source of the
barium and strontium. Strontium is then strongly partitioned to the brine
component during the lizardite to antigorite dehydration in step 2. Strontium is
then also strongly partitioned into the garnet peridotite rock component in step 4.
This pattern explains strontium enrichment as strontianite-celestine in the

Figure 28.
Ternary diagram (MgO-KAlO2-Al2O3) showing the contrast between chemical mud from the deep ultramafic
mud vs. shallow detrital mud. Green ellipse includes black shale muds from various black shale basins in the
continental United States (modified from [54]).
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Zechstein saline sequence, where it occurs as celestine that is closely associated with
anhydrite mainly in the upper anhydrite unit and in local, crosscutting veins that
one-third of the time are associated with talc. Hryniv and Peryt [55] interpreted the
veining as derived from brine introduction from a source outside of the saline
section. The talc-celestine association is consistent with a possible ultra-deep brine
source.

These above enrichments are observed in so-called ‘carbonate reef’ environ-
ments in the middle Zechstein that are associated with hydrocarbon deposition,
mainly as gas. The deep-sourced serpentinite model would suggest that both
the strontium and hydrocarbons may have a deep source. The enrichment
observations also correlate with the mantle helium anomaly documented by
Karnkowski [56].

5.2.4 Whole rock oxide partitioning

Table 7 shows several percent of silica loss and about 25% aluminum loss to the
fluid component during the first dehydration from lizardite to antigorite. This
observation may help explain the early abundance of silica in the Weissliegend
silica extrudite sand unit, as recently reinterpreted by Keith and others [1] and
Spieth [2].

The analogous pattern for aluminum helps to explain the presence of early clays
in the Weissliegend and especially the muscovitic clays (illite) in the lower
Kupferschiefer black shales.

As with sulfides, precipitation of illite clay produces hydrogen. The electrostatic
effects at clay layer boundaries also help in the catalyzation of alkane hydrocarbons
from more hydrogen-poor, Polycyclic Aromatic Hydrocarbon (PAH)-kerogens that
initially enter the system in its early stages. Little change happens during the
lizardite to antigorite dehydration (dehydration 1). Aluminum is partitioned into
the garnet during the chlorite-harzburgite to garnet peridotite dehydration (dehy-
dration 3). This progressive sequestering of the aluminum component aids in
explaining the transition from aluminum-rich materials in the lower part of the
Kupferschiefer sequence to the more carbonate-rich materials in the overlying
Zechstein cycles.

Calcium shows a dramatic loss to the fluid during the lizardite to antigorite
dehydration, which implies that the brines are strongly charged with a calcium
component. However as with aluminum, calcium shows little change during the
antigorite to chlorite-harzburgite dehydration and is probably partitioned to the
garnet peridotite rock during the third dehydration (dehydration 3).

The data suggest that calcium is progressively available throughout the late
Kupferschiefer and early stages of Zechstein deposition, and, along with the sulfur
change discussed above, calcium is available to make abundant anhydrite in the
lower part of the Zechstein in the Werra cycle. As sulfur is continuously partitioned
to the brine component during the first and second dehydration, sulfur abundance
appears diminished in the upper Zechstein cycles and late Rote Fäule.

6. Summary of three dehydration events

Details of the corresponding serpentosphere dehydrations and mineralization
stages in the Kupferschiefer are summarized in Table 8. The three sequential
dehydration events are inferred to have been driven by the input of progressively
higher amounts of mantle heat that were focused on deep serpentosphere crust near
the base of deep-seated fault conduits, such as the Odra fault system. Based on
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extensive studies of dehydrated serpentinites in the Alpine and Beltic orogens, the
earlier releases from the serpentines to the brines feature Na, Ca, and Cl, whereas
the later releases contain more K, Rb, and Ba. This geochemistry is consistent with
the chemo-stratigraphy of the Zechstein, which features more K- and Mg-rich
saline brines in the upper cycles.

This study has shown that a mineralogical and geochemical connection can be
drawn between the chemical stratigraphy of the Kupferschiefer-Zechstein and the
chemistry and mineralogy of the underlying serpentosphere basement that occurs
in structurally uplifted blocks between Zechstein ‘basinal’ lows.

Kupferschiefer
system
formations

Stage Process Product of
fluid release:
metals/
chemistry

Main minerals Carbon

Start Unaltered
mantle
peridotite
generated
at spreading
centers

Elevated Ni,
V, Mg, Cr, Co,
PGE,
bicarbonate,
CO2, minor S,
K, Ca, Br

Harzburgite rock
enstatite and spinel;
dunite of olivine,
minor spinel

Kerogen in
very small
amounts

Seawater Elevated Cl,
Na

Dissolved NaCl Elevated
bicarbonate
CO2

Hydration Add
oceanic
peridotite +
seawater to
make
lizardite

Add Cl, S, Sr.,
Ca, Al, C,
H2O, B, U, Ba,
Na

Lizardite
serpentine = lizardite
+ magnetite + minor
brucite

Minor
calcite,
expansion
of kerogen
component,
minor
magnesite

Weissliegend-
Kupferschiefer

Dehydration 1
releases brine
fluids to make
Weiss-
liegend-
Kupferschiefer

Dehydrate
lizardite to
antigorite

Cu, Ag, early
K-Rb, Al, Si,
late Ca-Mg,
Pb, As, sulfide
S, light S
isotopes,
neutral to
mildly acid

bornite, chalcocite-
digenite, minor
chalcopyrite silica
sand, early illite clay,
late dolomite marls,
late minor calcite

reduced C,
kerogen,
PAH-
enriched

Zechstein Dehydration 2
releases brine
fluids to make
Zechstein
salines

Dehydrate
antigorite to
chlorite-
harzburgite

Cu-Ag-Pb-Zn,
minor As, Sb,
Bi; CO2, Ca-
Mg, high
NaCl, max.
Sulfate S,
sulfide S,
heavier S
isotopes,
mildly acid

major chalcopyrite
sphalerite, galena,
tennantite, dolomite,
anhydrite, later
halite, bitumen (oil)

reduced C,
alkane-
enriched oil,
bitumen
(oil)

Rote Fäule Dehydration 3
releases fluids
to make Rote
Fäule

Dehydrate
chlorite-
harzburgite
to garnet
peridotite

Fe (U, PGE,
Au, Ag [Cu,
Pb, Zn]), very
oxidized, very
low pH (acid)

hematite, kaolinite,
muscovite,

asphaltenic
kerogen and
PAH

Table 8.
Stages in formation of Weissliegend-Kupferschiefer to Rote Fäule correlated with corresponding dehydrational
stages of the underlying serpentosphere.
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The basins are likely created by withdrawal of mud and brine from the underly-
ing mud-volcanic chambers. The connection is further reinforced by a tri-part,
pulsed chemical stratigraphy that includes:

1.Chemical mud-brine volcanism (early carbonaceous digenite-chalcocite in
Kupferschiefer black shale),

2.Later dolomitic bornite-chalcopyrite-tetrahedrite in Kupferschiefer-Zechstein
(with minor sphalerite and galena), and

3.Epigenetic hydrothermal pulses (late hematitic, gold, PGE, minor U) in the
Rote Fäule).

This pulsed chemical sequence, at least in part, can be matched with a tri-partite,
pulsed dehydrational sequence that may have affected the underlying
serpentosphere during Permo-Triassic time. Each pulse reflects a progressive
heating and dehydration of the serpentinite basement that released various chemical
components that reflect the increased thermal heating. In this mud-volcanic model,
the Kupferschiefer-Zechstein sequence represents brine products formed during the
first and second dehydration events in the serpentinite basement. In contrast, the
Rote Fäule reflects oxidized Fe-Au-PGE (U), high salinity brines driven off during
later thermalism associated with the third dehydration event described above.

This deep-sourced, chemical mud volcanic-brine model satisfactorily explains
most of the major, often strongly contradictory, observations on the
Kupferschiefer-Zechstein. Some of these contradictory juxtapositions include dif-
ferent age dates for different minerals in the same rock and the juxtaposition of high
temperature and low temperature mineral assemblages in the same rock. These
apparently conflicting observations are ultimately explained by a ‘deep-to-seep’
model originating in the hot, deep serpentosphere and extruding into a cooler,
shallow, seep environment on the shallow sea or lake bottom.

This model of deep-sourced mud-brine volcanism not only explains the
Kupferschiefer conundrums, but also explains many other geologic puzzles, for
example the origin of oil and other Kupferschiefer analogs, such as the Zambian
copper belt. The dehydration model also explains the mass balance problem for
salines in salt basins. The evaporative model typically requires too much seawater
with a chemical composition different from that observed in many saline basins,
especially the Kupferschiefer-Zechstein.

7. Conclusions

The main goal of this paper was to investigate the chemical correlation between
the three-fold dehydration sequence of serpentine in the lower crust and the three-
fold mineralization sequence in the Kupferschiefer-Zechstein in the uppermost
crust. Another goal was to examine evidence for a continental serpentosphere layer
beneath Poland and Germany. A final goal was to examine additional evidence, such
as carbon and sulfur isotopes in the Kupferschiefer descriptions, for additional
evidence of a deep source.

Abundant evidence was found in the geologic and geophysical literature that a
continental serpentosphere layer exists as a several km thick layer that has P seismic
wave velocities (Vp) of 6.8–7.8. Serpentinite is also a common rock in the
pre-Carboniferous basement of Caledonide age (380–450 Ma) that exists in the
basement massifs adjacent to the Kupferschiefer occurrences.
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Regional-scale, deep-seated fault systems, such as the Odra fault, provide a
plumbing system through which fluids can ascend from any dehydrational events
that occurred in the lower crust. These dehydration events acted on the 135-million-
years earlier, low-angle, tectonic emplacement of Caledonide ultramafic basement
beneath northern Europe.

During the late Paleozoic assembly of the Pangea continent, mantle heat flow
focused in the basement and started to dehydrate the underlying ultramafic
serpentosphere. The dehydrational, high-density, hot, hydrothermal, mud-brine
products were then focused into the deep-seated fracture system. The mud-brine
products accumulated as numerous, low-relief, mud-volcanic fields and shallow
basins developed on the Permian unconformity above the Rotliegend.

The three-fold dehydration sequence of serpentinite and resulting depositional
sequence (Table 8) occurred in the following stages:

1.Step 1 dehydration of lizardite to antigorite produced highly reduced, Cu-
Ag-Fe-Si-kerogen-chloride-charged brines with elevated Ni, V, Mg, Cr, and Co
with very light sulfide δ34S isotopes (265–255 Ma). This first stage dehydration
correlates with chemical mud-brine volcanism (early carbonaceous digenite-
chalcocite) in the Kupferschiefer black shale.

2.Step 2 dehydration of antigorite to chlorite-harzburgite produced reduced, Cu-
Ag-Pb-Zn chloride brines with elevated As, Sb, Bi, CO2, Ca, and Mg with
heavier sulfide S isotopes (250–245 Ma). This second stage dehydration
correlates with later dolomitic bornite-chalcopyrite-tetrahedrite in
Kupferschiefer-Zechstein (with minor sphalerite and galena).

3.Step 3 dehydration of chlorite-harzburgite to garnet produced very acid, very
oxidized, hematite-stable Fe, Au, Ag, PGE, REE brines (245–235 Ma). This
third stage dehydration correlates with epigenetic hydrothermal pulses (late
hematitic, gold, PGE, minor U) in the Rote Fäule.

This sequence, which was hypothesized as a product of dehydration of the
basement serpentinite, was examined in more detail by compiling chemical infor-
mation from a three-fold, dehydrational sequence of serpentinite found in Alpine
orogens. Chemistry compiled from the literature, as well as from unpublished
MagmaChem data, shows that element distribution into the various brine systems
correlates with that found in the three-fold Kupferschiefer depositional sequence.

The first two stages in the sequence contain a high percentage of high-density
mud that accumulated as mud volcanoes on the Rotliegend unconformity. The third
dehydration stage (Rote Fäule) was much more water-dominated and had lower pH.
The Rote Fäule was emplaced as a late-stage overprint that destroyed the pre-existing
Weissliegend-Kupferschiefer-lower Zechstein mineralization and replaced it with a
hematite-stable Au-PGE-U-enriched mineralization that is not yet fully explored.

The specificity of the deep-seated, hot, hydrothermal, mud-volcanic model pro-
vides explanatory power that does not exist in previous, more compartmentalized
models. The mud-volcanic model presented here embraces not only the narrow data
set of the Kupferschiefer, but also places it in a broader perspective that includes the
entire Weissliegend-Kupferschiefer to Zechstein to Rote Fäule sequences.

Beyond its implications for the Kupferschiefer-Zechstein, the ultra-deep hydro-
thermal (UDH), mud-volcanic model has implications for the origins of the so-
called ‘red bed copper’ model. The red-bed copper deposits can also be interpreted
as deep-sourced, chemical, exhalative sediments, with an ultra-deep
serpentospheric source for hydrocarbons in general and oil in particular.
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Chapter 13

Remediation of Soil Impacted by 
Heavy Metal Using Farm Yard 
Manure, Vermicompost, Biochar 
and Poultry Manure
Neeraj Rani and Mohkam Singh

Abstract

Soil contamination by organic and inorganic compounds is a universal  
concern nowadays. One such contamination is heavy metal exposure to the soil 
from different sources. The discharge of effluents from various factories in Punjab 
like tanning industries, leather industries, and electroplating industries generate 
a large volume of industrial effluents. These industrial units discharge their efflu-
ents directly or through the sewer into a water tributary (Buddha Nallah) and this 
water is being used for irrigating the crops. The heavy metals enter into the food 
chain thus contaminating all resources i.e. air, soil, food, and water. Preventive and 
remedial measures should be taken to reduce the effects of heavy metals from soil 
and plants. Organic soil amendments like FYM, Vermicomposting, Biochar, and 
poultry manure have been used to deactivate heavy metals by changing their forms 
from highly bioavailable forms to the much less bioavailable forms associated with 
organic matter (OM), metal oxides, or carbonates. These amendments have signifi-
cant immobilizing effects on heavy metals because of the presence of humic acids 
which bind with a wide variety of metal(loid)s including Cd, Cr, Cu, and Pb.

Keywords: remediation, heavy metals, organic manures, soil, plants

1. Introduction

Heavy metals are found naturally in the Earth’s crust. Any metals and metalloids 
with an atomic density greater than 4 g cm3 [1] and toxic at low concentrations are con-
sidered heavy metals. They cannot be destroyed or degraded. Mercury (Hg), thallium 
(Tl), lead (Pb), chromium (Cr), arsenic (As) and cadmium (Cd) are some examples of 
heavy metals. Heavy metals like (e.g., Copper, selenium, and zinc) are required to keep 
the metabolism of human body. At higher concentrations, they can cause poisoning. 
They enter into human bodies through drinking water, food and breathing. Industrial, 
consumer waste, and acid rain breaks the soil particles and releases heavy metals into 
water bodies like streams, reservoirs, rivers, and groundwater resulting in heavy metal 
contamination of water supplies. Heavy metals have several potentially harmful side 
effects. They can find their way into the environment in various ways and are dangerous 
due to their accumulation for bioaccumulation.

While comparing the chemical’s concentration in the atmosphere, bioaccumu-
lation refers to a rise in the attention of a chemical in a biological organism over 
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time. As molecules are taken up and broken down (metabolized) or discharged 
and accumulates in living things. As a result, toxicity symptoms may occur due to 
contaminated potable water, high atmospheric air concentrations near pollution 
sources, or ingestion through the foods etc.

There are two distinct categories of heavy metals and can be classified into:  
(i) elements that are necessary for plant growth are B, Cu, Fe, Mo, Ni, and Zn 
although poisonous to plants and animals if their concentrations reach definite 
approach. The difference between recommended and harmful levels for many of 
these elements is minimal; (ii) elements are unnecessary for animals or plants, such 
as As, Cd, Hg, and Pb. M, land application of treated wastewater (TWW), fertilizers, 
sewage sludge and manufacturing practices are sources of heavy metals in soils [2].

Heavy metal pollution in the soil is now a global environmental problem that has 
captivated public interest, owing to growing concerns about protecting agricultural 
products. Natural processes originating from parent sources and anthropogenic 
practices bring these components into the soil agro-ecosystem. Because of the 
potential for accumulation across the food chain, heavy metal exposure presents 
a significant risk to the public health and well-being of animals and humans. To 
solve the issue, physical, chemical, and biological remediation approaches have 
been used.

2. Origin of heavy metal contamination

Heavy metals are found generally in soil due to bioturbation, degradation and 
weathering of parent materials in small concentrations are considered as trace (less 
than 1000 mg kg−1) but very occasionally toxic [3, 4]. As a consequence of man’s 
destruction and amplification of essence’s slowly developing geochemical cycle, 
soils often accumulate heavy metals above-established background values which are 
sufficient to pose a risk to human health, livestock, crops, and other media [5].

Heavy metals eventually set off pollutants in the environment when:

i. The rates of production of these metals through artificial cycles become 
faster as compared to natural processes.

ii. They are transported from mines to numerous places in the field where there 
is a greater risk of direct exposure.

iii. Compared to those from the receiving area, concentrations of metals  
indisposed of goods are comparatively high.

iv. The chemical form of metal in the receiving environment system makes it 
much more bioavailable [5].

The significant sources contributing to heavy metal accumulation in our  
ecosystems are:

2.1 Fertilizers

Plants needs both macronutrients and micronutrients to develop and complete 
their life cycle. Heavy metals (like Co, Cu, Fe, Mn, Mo, Ni, and Zn) required for 
plant growth and development [6] are insufficient in certain soils and can be 
applied as a foliar spray or soil application in fields. In intensive farming systems, 
substantial amount of fertilizers is used frequently to provide plants with adequate 
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nutrients for plant growth development. However, few heavy metals such as Cd and 
Pb are present as impurities in the compounds used to supply essential elements, 
and regular application of fertilizer can remarkably boost their concentration into 
the soil [7]. Lead and cadmium are known to have little or no physiological activity. 
Phosphorus containing fertilizers unintentionally introduce Cd and some other cer-
tainly harmful elements [such as iron (F), mercury (Hg), and (Pb)] to the soil [8].

2.2 Pesticides

In historical agriculture and horticulture, several prevalent insecticides had 
a considerable amount of metal concentrations. For example, around 10 percent 
of the chemicals licensed are used as fungicides and insecticides in the United 
Kingdom in recent years were based on compounds containing Manganese (Mn), 
Copper (Cu), Zinc (Zn), Hg, and Pb. Fungicidal sprays containing Cu, for instance, 
Bordeaux mixture (copper sulfate) and copper oxychloride [7], are examples of 
such pesticides. For many years, lead arsenate was employed in fruit orchards to 
control parasitic insects. Compounds that contain arsenic have also been widely 
used to prevent livestock ticks and bananas in New Zealand and Australian coun-
tries, where wood timber has been conserved with Cu, Cr, and Arsenic (CCA) 
formulations. Many abandoned sites now surpass the background concentrations of 
the soil of these elements. Such pollution may lead to problems, significantly when 
areas are restored for agricultural or non-agricultural activities. The usage of such 
materials was more confined, restricted to specific sites or crops than fertilizers [9].

2.3 Manures and biosolids

Inadvertently, the manures application (e.g., animal manures or municipal sew-
age loam) onto the soil results in the build-up of heavy metals like chromium (Cr), 
arsenic (As), Cu, mercury (Hg), cadmium (Cd), lead, nickel (Ni), selenium (Se) 
and molybdenum (Mo) [10]. Some animal wastes like poultry, cattle, or pig dung 
produced in farming are often used as solids and slurries on crops and pastures [11]. 
While most manures are regarded as helpful fertilizers, Zn or Cu are given in diets 
as growth enhancers and added as supplements could have the capacity to bring 
about metal pollution of the soil, livestock and poultry industries [11, 12]. Manures 
produced by animals consuming those diets have significant concentrations of Zn, 
As, and Cu, leading to the substantial accumulation of heavy metals in the soil if it 
is frequently applied to restricted sections of land.

Biosolids are predominantly waste materials having organic origin created by 
wastewater treatment procedures that can also be reused to benefit the environment 
[13]. Biosolids materials are applied to the soil in many countries to reuse the biosolids 
produced by urban populations [14]. More than 30% of the wastewater is used as a fer-
tilizer in the farming sector in the European Community [15]. Approximately 2.8 MT 
of dry sewage sludge utilized or get rid of per annum in the United States is anticipated 
to be land applied, and biosolids are utilized in agriculture throughout the country.

The possibility of composting biosolids with other organic substances like 
sawdust, stroke, or garden waste is also of considerable curiosity. Biosolids’ potential 
to contaminate the soils with heavy metals has prompted widespread review about 
their usage in agricultural sector [16]. The most frequent heavy metals in these are 
Zn, Cd, Cu, Ni, Cr, and Pb, and the metal content depend on the nature, intensity, 
and techniques used to treat biosolids [17]. These metals applied to soils as part of 
biosolids treatments can seep into the soil profile and pollute groundwater in certain 
conditions [18]. For example, increased amounts of Zn, Ni, and Cd in drainage leach-
ates have been found in recent investigations on certain New Zealand soil amended 
with biosolids [19, 20].
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2.4 Wastewater

Municipal and polluted wastewater is being applied to agricultural land for over 
four 100 years, a prevalent exercise in many sections of the world [21]. Such liquid 
waste is being used to irrigate 20 million hectares of agricultural land around the 
world. As per studies, wastewater irrigation-based agriculture is responsible for 
50% of the vegetable supply to metropolitan parts in many African and Asian cities. 
Farmers are unconcerned about environmental impact or consequences and only 
focus on enhancing their production and profitability. Irrigation with such water 
leads to accumulation of heavy metal in the soil even though metals in industrial 
wastewaters are typically low.

2.5 Mining of metal, milling processes and industrial wastes

Across many countries have been vouchsafed by the mining and milling of 
metals and the fabrication, the legacy of vast disseminating pollutants of metal 
contamination in soil. At the time of mining, the residues of ores are straightaway 
released into natural depressed geologic formation and swamps, resulting in 
upraised contents [22]. Voluminous mining and smelting of Zn and Pb, thus pollut-
ing the soil, risk ecological and human health risks. Furthermore, various recovery 
methods applied at these sites can be long and exorbitant, and soil productivity may 
not be restored. Comprehend pathways comprise the absorption of plant material 
being grown in or direct absorption of polluted soil [10].

More materials are produced by diverse industries like petrochemicals, textile, 
tanning by fortuitous oil spills, petroleum-based products being used, pesticides, 
and pharmaceutical provisions significantly fluctuating in the constitution. 
Though some are inclined of on land, some have suitable for forestry or agriculture. 
Moreover, numerous are certainly precarious due to their concentration of weighty 
metals (Zn, Pb, and Cr) or poisonous biological compounds that are rarely, if by 
any chance, used on land. Rest are highly deprived of nutrients or possess no soil 
improving properties [11].

2.6 Airborne sources/origins

Metals can be found in the air due to stack or duct emissions of air, gas, or vapor 
streams, as well as fugitive emissions including dust from warehouses or garbage 
dumps. Metals emitted from the air are usually discharged as particles in the gas 
stream. Following high-temperature processing, several metals, such as Pb, Cd, and 
As, can also volatilize. Natural air currents can also disperse stack emissions over a 
large area until they are removed from the gas stream by dry and wet precipitation 
processes.

Agricultural lands near smelting sites have been discovered to have very high 
levels of Cd, Pb, and Zn. Airborne emissions of Pb from the combustion of fuel 
including tetraethyl lead are yet another major cause of soil pollution; this contrib-
utes significantly to the Pb concentration in urban areas. Tires, lubricating fluids are 
two sources of Cd and Zn that can be introduced into soils near highways [23].

3. Organic soil amendments

Organic soil amendments have been widely used to binding heavy metals by 
changing their forms from initially highly bioavailable forms to the much less 
bioavailable fractions associated with organic matter (OM), metal oxides, or 
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carbonates [24]. These amendments have significant binding effects on heavy met-
als because it contains humic acids which bind with a wide variety of metal(loid)
s including Cd, Cr, Cu, and Pb [25]. The commonly used soil amendments which 
are organic in nature are composts of different origins, manures, sawdust, sewage 
sludge, and wood ash [26]. The two major advantages of these amendments as 
compared to other soil amendments are relative of lower cost and they commonly 
facilitate the re juvination of contaminated soils. However, the residual effect of 
organic amendments on metal solubility should also be considered. Metal extrac-
tion depends upon the original OM content, the soil type, and the rate of OM 
transformation over time [27]. This is the important consideration that addition of a 
single organic amendment results in the production of many different organic sub-
stances. This is because, during the break down of organic matter, various organic 
acids are released which may alter metal availability [28]. Increased decomposition 
of OM decreased the surface area and CEC, this is due to an increase in dissolved 
organic carbon which results in the release of metals [29, 30]. Thus the nature and 
stability of OM amendments are also important for determining the long-term 
partitioning of metals between the solution and the solid phase. Various organic 
manures are used for remediation purposes like FYM, vermicompost, biochar and 
Poultry manure. In this chapter, the effect of organic manures on the remediation 
of heavy metal contaminated soils will be discussed one by one. Let us discuss them 
one by one: 

3.1 Farm yard manure

Various organic amendments were used to remediate heavy metal contaminated 
soils like farm yard manure and composted organic amendments, The effect of 
organic manures to be applied depends upon the nature, mobility, and the bioavail-
ability of metal, its microbial decomposition, and its further effects on soil chemi-
cal and physical proprieties [31]. Using amendments in contaminated soils, metal 
Immobilization is a remediation measure that decreases mobility and phytoavail-
ability of metals in the soils and their plant uptake [32]. It is being used by farmers 
as source of nutrition to field crops. Low availability of this manure is a major 
problem on its use as a source of nutrients. FYM controls the production of crop 
and maintain properties of soil and it can be used to decrease heavy metal stress in 
plants. The FYM, pig and cow manure decreased available Ni content in soil due to 
the formation of strong metal complexes with OM [33]. In sandy loam soil, applica-
tion of FYM significantly reduced Cd and Pb content in the shoots and roots of 
Amaranth [34]. Due to increased soil pH, complexation of metal with OM and co-
precipitation with P content, the metal concentration in tissues of plants for metals 
(Cu, Zn, and Pb) will be decreased in Chenopodium album L. compared to plants 
grown in compost treated soil or a control soil. A pot experiment was conducted for 
remediation of Cr in Maize- Indian mustard rotation in two soils (contaminated and 
uncontaminated soil), the uncontaminated soil was artificially contaminated with 
Cr levels up 320 mg kg−1 soil and two amendments (FYM and lime) were used for 
remediation purpose and found that FYM was the best amendment for reducing the 
toxicity of chromium [35]. In calcareous contaminated soils, the uptake of Zn, Pb, 
and Cu in Greek Cress will be decreased by 16, 54, and 21%, respectively by applica-
tion of green waste compost [36]. In wheat, the toxicity of Cd will be reduced by 
more than 50% by compost application thus decreasing Cd uptake in wheat tissue 
and hence regulates wheat growth which is primarily attributed to an increase in 
surface charges [37] and adsorption of metal onto metal-binding compounds such 
as phosphates and carbonates [38]. Compost contaminated soils may increase the 
mobility of metals like As [39]. Due to dissolved organic carbon competing with 
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As for sorption sites and a significant soluble P component, a large increase in 
leachable As from soil amended with compost was observed due to which, As from 
organic and inorganic binding sites are displaced [40]. On the other hand, biosolid 
compost has also a positive effect to remediate an arsenic spiked contaminated soil. 
In the mining and agriculture sector, manures and composted organic amendments 
have also been used as soil conditioners [41] and the physical properties and nutri-
ent status of mine soils are significantly improved [42]. By aerating, heavy metals 
are also removed. Aeration helps microorganisms to decompose the pollution by 
making nutrients available to the plants. Plowing up to lower layers also exposes 
some pollutants to the sunlight and this can help as well.

3.2 Vermicompost

Vermicompost (VC), the organic input, is produced from various organic 
wastes. It is a rich source of antibiotics, enzymes, immobilized microflora and 
various growth hormones like gibberellins which synchronize the growth of 
plants and microbes. It has the ability to improves the quality of growing plants 
and also increases growth resulting in improved metal toxicity. Vermicompost is 
a rich source of nutrients, increases the soil fertility. In contaminated soil, appli-
cation of vermicompost improves soil physical and chemical characterstics of 
soils. Heavy metal contaminated soils are also bioremediated with vermicompost 
and spent mushroom compost. Bioremediation is done through vermiremedia-
tion. Vermiremediation is an applied science to get rid of heavy metals from soil. 
Lumbricus rubellus species were used to separate leachate-contaminated soil which 
contains various heavy metals [43]. It takes 90 days for its completion and the great-
est reduction in the concentration of all heavy metals was approximately 50%. The 
vermicompost of urban waste also helps to reduce the risk of environmental con-
tamination due to lower metal concentrations available in it [44]. The metal concen-
trations in earthworm’s internal body were significantly and negatively correlated 
to heavy metal concentrations in the vermicompost. The higher bioaccumulation 
factor indicates higher metal accumulation in earthworm’s tissue by which food 
chain is affected. The accumulation of metals in worm’s tissue, not only remediate 
the metals from the urban wastes but also improves the quality of vermicompost by 
reducing the metal concentration. The ability of earthworms to mitigate the toxicity 
of heavy metals and to increase the nutrient content of organic wastes might be 
useful in sustainable land restoration practices. Heavy metals can bind with ligands 
of the tissues and thus lead to their bioaccumulation. The positive correlation was 
observed between metal concentrations in the earthworms and those in the soils 
with, which may be due to differences in bioaccumulation factors for different met-
als. Earthworms have the ability to inhabit and survive in contaminated sites with 
metals and have the ability to accumulate heavy metals in the cells of yellow tissue. 
Earthworm populations may develop a mechanism by which they can tolerate or 
resist the effect of metal-induced stress. Such tolerance is acquired by earthworms 
either through a variation in their genetic structure or reversible changes in an 
earthworm’s physiology. Heavy metal pollution negatively affects the life history 
of earthworms such as growth, reproduction, and survival. The treatment of high 
phosphorus significantly reduced lead, zinc, and cadmium bioavailability to the 
earthworm which was due to the formation of metal-phosphate complex in the 
soils. The vermicompost reduced the ecological risk to soil-inhabiting invertebrates 
exposed to heavy metal contaminated soils. Earthworms act as an indicator for 
heavy metal toxicity that is present in the materials and are bio converted, indicat-
ing potential environmental hazard [45]. The capacity of earthworms to uptake 
and redistribute heavy metals in their body leads to a balance between uptake and 
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excretion which helps them to survive in metal contaminated soil and also reported 
an increase in heavy metal content in the vermicompost of paper mill sludge. The 
increase was appreciably more for Fe and Cu. The weight and volume reduction 
due to the breakdown of organic matter during vermicomposting might have been 
the reason for the increase in heavy metal concentrations in vermicompost. The 
earthworm L. terrestris had the capacity to accumulate significant levels of zinc, and 
thus earthworm ingestion may result in zinc transfer to higher trophic levels [46]. 
Earthworms can also tolerate many heavy metals and pesticides in their body tissues 
and helps in remediation.

3.3 Biochar

The biochar is highly aromatic, where the functional groups associated with 
it, which give the biochar a net negative charge, resulting in increased CEC in soil 
with increased adsorption capacity for both organic and inorganic compounds, and 
greater nutrient retention. Biochar has a porous body, charged surface, and many 
different surface functional groups and contains significant amounts of humic and 
fulvic-like substances [47]. It has also been used to remediate heavy metals from 
soils and water. Different kinds of biochar derived from plant residues and animal 
manures are used to reduce the mobility and availability of metal in contaminated 
soil and water. Mostly biochars are alkaline in nature and released the available form 
of P, K, and Ca. In general, application of biochar reduced the concentrations of 
zinc and cadmium by 45 and 300 fold [48]. It is due to sorption mechanism which 
is used for the withholding of metals by biochars. The Cu leaching was correlated 
with higher DOC contents [49]. Biochar, when applied to the soil, improves quality 
and productivity of soil because the oxides, hydroxides, and carbonates present 
in biochar can act as liming agents [50]. Biochar can reduce soil bulk density and 
thereby increases water infiltration, soil aeration, root penetration, and increase 
soil aggregate stability. Biochar spiked soil has soil pH > 7 which is found suitable 
for the rise of fungal hyphae. Adding higher amounts of biochar to soil increased 
the environment for microbes, with promoted growth via increased porosity [51]. 
Therefore, it is critical to consider both soil and biochar properties when it is used 
for the remediation of salt-affected soils and the source of the feedstock used 
to produce the biochar which is used as an organic amendment [52]. Generally, 
biochar application could be recommended as an appropriate amendment for 
in-situ remediation and immobilization of the heavy metals especially for lead and 
cadmium in contaminated soils [53].

3.4 Poultry manure

Poultry manure is also used to remediate heavy metals from soil. A study was 
conducted to study the effectiveness of the adding poultry manure on the bioavail-
ability of trace metals from the contaminated soil after treatment with wastewater 
[54]. It was applied @ 10 and 20 t ha−1 and found that the addition of manure 
increased fenugreek biomass and decreased trace metal uptake depending on 
the combination of composted manures used. Trace metal concentrations in the 
fenugreek shoots were in the order of Pb > Ni > Zn > Cu > Cd. Soils amended with 
Poultry litter reduced trace metal concentrations more than composted manure 
which is true for the plant uptake. It was concluded that following the combined 
application of composted manure with residues of plant can be effectively used for 
remediating trace metal concentration in soils and crops. Chicken-manure biochar 
is used as a soil amendment to immobilize and detoxify heavy metals like cadmium 
and lead.
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Certain plant species are also used to remediate heavy metals. They can accu-
mulate a high amount of heavy metals in upper parts of plants. Indian mustard 
plant is used for phytoremediation [55]. So, Biocar can also remediate heavy metal 
toxic soils.

4. Effect of organic manures on soil health

The addition of organic manures to polluted soils has some beneficial effects on 
soil properties. The most important factor is soil pH that affect solubility of metal, 
plant nutrient uptake, plant biomass, microbial activity, and many other char-
acteristics [56]. The increase in soil pH, due to manure addition is due to specific 
adsorption of organic anions on surfaces of hydrous Fe and Al and the simultaneous 
liberation of hydroxyl ions [57]. Depending upon the compost sources, pH may 
either increase or decrease. These amendments improved soil physical character-
istics such as particle size distribution, cracking pattern, and porosity. Organic 
amendments are rich source of nutrients like N, P, and other secondary elements 
like Ca, Mg, and Fe which are required for plant growth and improves the soil fertil-
ity status. The essential nutrients in these amendments are in inorganic forms which 
are released slowly and subjected to leaching loss compared to inorganic fertilizers 
[58]. The build-up of soil organic matter through the addition of organic manures 
increased soluble organic carbon, microbial biomass carbon [59], population and 
species diversity of microorganisms like bacteria [60], soil respiration [61], and the 
activity of various soil enzymes [62]. The application of organic amendments to 
soils results in significant improvements in overall soil quality.

5. Conclusion

Heavy metals are detrimental to health issues even at very low concentrations 
due to their long-term persistence, hence they must be removed from environments 
to maintain the balance of the ecosystem and human health. As a bioremediation 
approach, removing heavy metals from the soils by using organic amendments 
was discussed. Organic amendments are very effective in mitigating the effects of 
heavy metals from the soil. Hence, the chapter concluded that the application of 
organic manures like FYM, Vermicomposting, biochar, poultry manure reduced the 
heavy metal toxicity. Large quantities of organic amendments are used as a source 
of nutrients and also as a conditioner to improve the soil physical properties and 
fertility of soils. These organic amendments can be used as a sink for reducing the 
bioavailability of heavy metals in contaminated soils through their effect on the 
adsorption, complexation, reduction, and volatilization of metals.
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