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Preface

Exercise physiology is one of the most researched sports sciences, with extensive 
practical applications ranging from sports performance to health and well-being. 
Exercise Physiology brings together emerging research in this area, as well as explor-
ing future perspectives. The book is divided into three fundamental sections: (i) 
Exercise, Brain and Cognitive Functioning; (ii) Energy and Human Performance; 
and (iii) Physical Exercise and Immune Response.  

The first section, “Exercise, Brain and Cognitive Functioning” links exercise physi-
ology to the brain and cognitive functioning. 

The chapter “The Performance during the Exercise: Legitimizing the 
Psychophysiological Approach” looks at the existing evidence and new perspec-
tives on the role of the brain as a central regulator of performance, questioning the 
complex interdependencies and interrelations between fatigue and physical exercise 
from a psychophysiological perspective, and bringing together concepts such as 
pacing behavior, decision-making, self-regulation of effort, prior knowledge of 
the duration of the task, and perception of effort. Sleep is extremely important for 
numerous biological functions, and sleep deprivation can have significant effects on 
athletic performance in the short, medium, and long term. 

The chapter “The Importance of Sleep in Athletes” explores sleep as an essential 
component in athletes’ recovery from fatigue, mainly due to its restorative physi-
ological and psychological effects. Monitoring athletes’ sleep patterns can optimize 
recovery strategies, health, performance, fitness, and fatigue status. The authors 
discuss the following training- and competition-related factors: 1) sleep patterns 
and disorders; (2) sleep and optimal functioning; (3) screening, tracking, and 
assessment of sleep; and (4) sleep interventions (i.e., sleep hygiene). 

The chapter “Physiological Adaptions to Acute Hypoxia” describes the main types 
of hypoxia in the oxygen cascade, as well as the physiological consequences of acute 
hypoxia for training and health. Tissue hypoxia can be caused by any obstacle in the 
oxygen cascade, and by hypoxaemia, anaemia, stagnation, and histotoxic hypoxia. 

“Potential of Physical Activity-Based Intervention on Sleep in Children with and 
without Autism Spectrum Disorder” also addresses the topic of sleep quality, but 
from a more clinical perspective, reporting on sleep disorders in children with 
autism spectrum disorder (ASD). Physical activity is described in the literature 
as an optimal non-pharmacological approach for improving sleep. The research 
presented in this chapter studied 75 children, 57 of whom had ASD, with 18 who 
had typical development as a control. The subjects wore an accelerometer monitor 
(Sense Wear® Pro Armband 3, Body media) for six consecutive days and nights to 
assess their sleep and physical activity. Moderate to vigorous physical activity has 
been shown to be effective in improving sleep in children both with and without 
ASD. The chapter concludes with recommendations for improving sleep quality and 
reducing sedentary behavior in both children with ASD and children in general. 
Physical inactivity and stress at work have been linked to the sedentary lifestyles 

XII
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and lack of time commonly observed today. With market demand for bioactive 
compounds that mimic or potentiate the effects of exercise, exercise mimetics 
has emerged as a controversial topic in sports and exercise physiology. While this 
idea is attractive for those seeking quick results while avoiding the need for a lot of 
exercise, it is controversial due to the complexity of the molecular and physiological 
mechanisms involved. 

The chapter “Exercise Mimetics: An Emerging and Controversial Topic in Sport and 
Exercise Physiology” explains the challenges of designing a pill that can reliably 
provide the myriad and complex adaptations afforded by exercise training, with a 
focus on skeletal muscle. The multifaceted human physiological response to exer-
cise, with its inherent redundancy, may mean weight-loss pills are no more than a 
utopia. Moreover, exercise promoting human health should adhere to evidence-
based guidelines and pharmaceutical interventions.

The second section, “Energy and Human Performance”, reports the physiological 
assumptions of energy production in human performance. 

The chapter “Methodological Procedures for Non-Linear Analyses of Physiological 
and Behavioural Data in Football” summarizes the main methods of extracting 
positional data using non-linear analyses such as entropy scales, relative phase 
transforms non-linear indices, cross-correlation, fractals, and clustering methods. 
A football match is a complex and dynamic system with emergent behavior, self-
similarity, self-organization and a chaotic component. Physiological and behavioral 
football data should therefore be integrated to determine the complexity and non-
linearity of the system. 

The chapter “Justification of some Aspects of the Choice of Training Means 
Selection in Track-and-Field Jumps” establishes that the take-off in track-and-field 
jump training exercises uses relatively independent biomechanics (BM), similar to 
competitive jumping. A study of the underlying biomechanics and physiological 
processes can improve technique development choices. Four types of take-off train-
ing are identified, each with specific features: (i) involving the BM of legs (take-off 
leg) and body extension; (ii) involving the swinging links BM; (iii) involving the 
“overturned pendulum” BM; and (iv) involving the swinging links BM combined 
with the “overturned pendulum” BM. 

“From Exercise Physiology to Network Physiology of Exercise” presents new 
insights into Exercise Physiology based on Molecular Exercise Physiology and 
Integrative Exercise Physiology. Inspired by the new field of Network Physiology 
and Complex Systems Science, Network Physiology of Exercise, the dynamics of 
the vertical and horizontal physiological network interactions were explored in 
new theoretical assumptions, research programs, and the practical applications of 
Exercise Physiology. 

“Energy Cost of Walking and Running” examines walking and running as a basic 
way of influencing an individual’s condition, health, and fitness. Speed of move-
ment and the energy cost (EC) of applied physical activities can be measured in the 
laboratory and in the field, enabling movement training to be speeded up. The total 
EC needs to exceed the so-called stimulus threshold, that is, the subject of physical 
training must reach a certain minimum level of total EC of applied physical train-
ing. Assessing the energy intensity and cost can significantly contribute to reducing 
fatigue and the incidence of injury, and to increasing physical fitness. 

IV

The chapter “Mechanical Limits of Cardiac Output at Maximal Aerobic Exercise” 
discusses the factors that limit the maximum aerobic exercise by maximal oxygen 
uptake (VO2max). Cardiac output is the dominant determinant of VO2, so the 
improvement in VO2max depends largely on the increase of the return function and 
the effect of muscle contractions. Stroke volume is a key determinant of maximum 
cardiac output and therefore has extensive implications for peak performance. 
Significant academic attention has been paid in recent years to the physiological 
processes associated with altitude training, and to the role of exercise in the clinical 
conditions leading to hypoxia.

The third and final section, “Physical Exercise and Immune Response”, explores the 
immune response to physical activity and exercise in a clinical perspective. Exercise 
training and regular physical activity have been suggested as non-pharmacological 
approaches to improving breast cancer outcomes. Research reports improvements 
in cardiorespiratory fitness levels, the completion rate of pharmacological thera-
pies, reduction of cancer-related fatigue, and the improvement of muscle strength 
and quality of life as among the positive interdependencies between exercise train-
ing and breast tumour clinical outcomes. 

The chapter “Exercise Training in the Spectrum of Breast Cancer” reports the 
effects of exercise on the regulation of metabolic and steroid hormones, tumour-
related inflammation, and the attenuation of cancer-induced muscle wasting, 
highlighting exercise designs that can trigger the best outcomes. According to 
the authors, it is difficult to identify, among diverse exercise protocols, those that 
produce the most effective outcomes for breast cancer patients. However, a combi-
nation of moderate to vigorous aerobic and resistance exercise appears to promote 
the best results.

The final chapter “Physical Activity and Vaccine Response” discusses the effect of 
exercise on vaccine response. The study summarizes the current understanding of 
exercise and antibody production. 

We, therefore, invite readers to discover the most recent publications, research, and 
theoretical frameworks in the fundamental area of Exercise Physiology.

Ricardo Ferraz, Henrique Neiva and Daniel A. Marinho
Department of Sports Sciences, 

University of Beira Interior,
Covilhã, Portugal

José E. Teixeira and Pedro Forte
Departamento de Desporto e Educação Física, 

Instituto Politécnico de Bragança,
Bragança, Portugal

Luís Branquinho
Higher Institute of Educational Sciences of the Douro,

Porto, Portugal 
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Chapter 1

The Performance during the 
Exercise: Legitimizing the 
Psychophysiological Approach
Ricardo Ferraz, Pedro Forte, Luís Branquinho, José E. Teixeira, 
Henrique Neiva, Daniel A. Marinho and Mário C. Marques

Abstract

Over the years, there has been a growing interest in the study of issues related 
to the psychophysiological processes underlying sports performance. A relatively 
recent perspective is supported by the concept that the brain acts as a central 
regulator of performance during exercise. This phenomenon is called pacing and is 
based on the premise that prior knowledge about the activity plays a fundamental 
role for individuals to self-regulate their efforts throughout the exercise. However, 
knowledge regarding this topic remains scarce, and further clarification is needed. 
This chapter reports new perspectives in relation to the existing evidence regarding 
the role of the brain as a central regulator of performance, questioning the complex 
interdependencies and interrelations between fatigue and physical exercise in the 
light of a psychophysiological perspective. A broader understanding of the cogni-
tive basis of the psychophysiological phenomenon during the exercise is needed, 
bringing together concepts such as pacing behavior, decision-making, self-regula-
tion of effort, prior knowledge of the duration of the task, and perception of effort.

Keywords: psychophysiological, brain, fatigue, pacing, performance

1. Introduction

Exercise is characterized as a complex activity, in which the phenomenon of 
fatigue is enigmatic and stimulating, therefore requiring further investigation 
[1–4]. Over time, efforts have been made to study this phenomenon in the field 
of sports sciences [5–7]. However, knowledge about fatigue remains ambiguous, 
unpredictable, and difficult to fully explain. There is a wide range of variables 
(training load, anxiety, etc.) that can affect the fatigue process during exercise and 
its synergies with the human body responses [8, 9]. For these reasons, there is no 
consensus in the scientific community regarding fatigue during exercise [4, 10–12], 
and therefore, there is no unique definition for the concept of exercise fatigue. 
Thus, reaching a single definition remains a scientific challenge.

Until today, classical fatigue theories continue to be the main focus of discus-
sion on the subject. However, recent studies have emerged, identifying flaws and 
limitations in these theories, essentially because they do not consider significant 
factors in their analysis [1, 2, 4]. Following this line of investigation, the concept of 
fatigue has been evidenced in new investigations as a result of other aspects [13]. 
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So far, the fatigue concept was specially based on physiological variables [14]. The 
new data do not fully support innovative approaches in relation to the phenomena 
considered until then. In fact, the studies suggested expanding the scope and focus 
of the fatigue research [2]. This is because the physiological perspective justifies 
part of the problem [15]. However, the remaining problem seems to be explained 
by multifactorial variables, raising the possibility of new perspectives and psycho-
physiological approaches [16–18].

Based on this perspective, effort regulation has emerged as a choice that athletes 
should take during exercise and that strongly influences performance [17]. This 
control of effort on the part of athletes has been called “pacing,” and it is assumed 
as a valuable concept in sport, supporting the existence of a psychophysiological 
perspective [16]. Although coaches and athletes are aware of the importance of 
pacing, it has been the object of study by researchers only in recent years, and so, it 
continues to have little expression in literature [19]. However, investigations have 
shown the existence of a psychophysiological system capable of controlling physical 
capacities and with apparent applicability in all types of exercises, including team 
sports [16]. The pacing phenomenon is directly linked to exercise, and until now, 
there was a propensity to look at pacing as a purely psychological phenomenon. 
It was not considered an object of analysis in the field of sports sciences, which 
mainly explores physiological phenomena associated with exercise [20]. Recent 
findings in brain research have shown that pacing is a phenomenon with strong 
interconnection between the psychological and physiological dimensions [16]. In 
fact, stress resulting from high-intensity exercise (which leads to exhaustion) can 
cause an unconscious or conscious inhibition of the athlete’s tolerance to pain [21]. 
This may cause the central nervous system (CNS) to regulate the exercise pace as 
much as necessary for the athlete’s pain to become bearable, allowing the task to be 
completed [4, 10]. Generally, researchers agree that the perceived discomfort of 
fatigue occurs just before the occurrence of physiological limitations in the muscles. 
However, the precise role of the CNS in detecting, causing, or even canceling the 
perception of fatigue remains unclear, and there is a gap in the literature regarding 
this phenomenon [12, 18]. This perspective does not come from the physiological 
system, it only emphasizes that effort regulation is consciously or unconsciously 
commanded by the brain. Thus, greater knowledge regarding the exercise operating 
mechanisms may bring about new approaches to explore the phenomenon of pacing 
in exercise [4, 10, 12, 16, 18]. Furthermore, if the pacing phenomenon acts as a 
regulatory system that allows the effort to be completed in the context of training 
and competition, factors such as previous experience and perfect knowledge of the 
task appear to be fundamental to success [4, 10, 16]. In fact, prior knowledge about 
the activity to be performed (i.e., duration, importance, demands of the game) is 
assumed to be a fundamental point to support a psychophysiological approach to 
the phenomenon of pacing [9, 18, 22]. That is how athletes are able to self-regulate 
their own performance during exercise [19].

Athletes’ previous knowledge about the duration of the task can induce changes 
in the performance, as demonstrated in ultra-marathon running [23]. In addi-
tion, the circumstance in which fatigue is expressed is another interesting factor 
for investigation, although little explored. The sports modalities’ specificities are 
important and help to interpret the results and sensations of perceived fatigue [16, 
18]. This is because the type of required effort differs between modalities (i.e., col-
lective or individual) [19]. Upon that, different reflections about the mechanisms of 
fatigue are necessary. It is also important to note that there is a research gap consid-
ering this subject in team sports, since the existing studies on the phenomenon of 
pacing are mostly related to endurance sports [16, 18, 19]. This may be related to the 
intrinsic and specific characteristics of each team sport. It can create issues in the 
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analysis, possibly provoking a propensity for the study of specific variables, which 
could be considered as a reductionist approach to the problem. That said, based on 
the lack of identified research, it becomes important to enhance knowledge about 
the mechanisms of fatigue in sport.

2. The fatigue in sport and exercise

As presented above, there are several concepts about fatigue; nevertheless, it can 
be defined as “extreme tiredness after effort; reduction in the efficiency of a muscle 
or organ after prolonged activity” [24]. Previous research has shown that the 
fatigue phenomenon is more complex and has a broader spectrum of parameters, 
and more comprehensive concepts are necessary. The wide range of investigations 
carried out had a beneficial impact in expanding the available definitions of fatigue. 
It is difficult to accurately determine the development of fatigue as a concept in the 
sports sciences [1]. At the beginning of the twentieth century, two phenomena were 
identified that helped to characterize fatigue; (i) the reduction of muscle strength; 
(ii) tiredness as a sensation [25]. In fact, over time, there have been variations in 
the definitions of fatigue in the field of sports sciences such as; (i) “the difficulty in 
maintaining the necessary or expected strength” [26]; (ii) “the decreased ability to 
generate maximum strength” [27]; (iii) “a reversible state of strength depression, 
including a lower rate of strength increase and slower relaxation” [28]. That said, it 
is difficult to gather consensus on a single definition of fatigue. This is problematic 
when trying to consistently compare and interpret the different concepts. However, 
these inconsistencies allow the debate on the topic to be constantly open, mainly on 
its usefulness and applicability in the different modalities. Moreover, reaching an 
early definition of fatigue, which is only accepted for lack of alternatives, may help 
to reiterate the complexity of the fatigue phenomenon [1, 2].

2.1 Peripheral fatigue and central fatigue

Fatigue in sport and exercise can theoretically be categorized into two types 
(i.e., peripheral fatigue and central fatigue) [29, 30]. Peripheral fatigue is related to 
decreased muscle strength production caused by processes distal to the myoneural 
junction [31]. The concept of peripheral fatigue originated from studies carried 
out in the 1920s [32–34]. These studies led to the conclusion that, just before the 
end of the exercise, the muscles’ requirement for oxygen exceeded the heart’s 
ability to supply that oxygen. This process develops an anaerobiosis in the muscles 
in activity, causing the accumulation of carboxylic acid. Due to this change in the 
intramuscular environment, the continuation of the contraction becomes impos-
sible, and therefore, the muscles reach a state of failure. These pioneering studies 
claim that fatigue is the result of increased intramuscular carboxylic acid, which 
is produced within the body only under anaerobic conditions [1]. These conclu-
sions were supported by the fact that exercise performance improves with oxygen 
inhalation [35]. Furthermore, the authors also concluded that the main limiting 
factor in exercise tolerance was the heart’s ability to pump blood to active muscles. 
Thus, fatigue is possibly a consequence of the heart’s inability to supply oxygen and 
the cardiovascular system not being ready to remove waste through the oxidation of 
active muscles [1]. Based on this perspective, the cardiovascular system appears to 
restrict performance due to the difficulties induced by the breakdown of the supply 
of blood, nutrients, and oxygen to the active muscles [36, 37]. Insufficiencies in 
the heart’s pumping capacity, as well as the reduced density of capillaries, can limit 
the amount of ventilated blood that reaches the muscles, consequently limiting 



Exercise Physiology

6

performance. This theory, known as the anaerobic/cardiovascular/catastrophic 
model of human performance exercise, predicts the failure of cardiac homeostatic 
balance [32–34]. Although this model has been criticized, this theory has prevailed 
and is probably still the most cited theory of exercise-induced fatigue, but some 
limitations are known and have been the subject of previous analysis.

An investigation [38] concluded that the maximum cardiac output limit of the 
heart was reached via the evolution of myocardial ischemia, when the heart loses 
the ability to pump more blood because it has reached the rate of oxygen consump-
tion limit. Additionally, this investigation showed that obtaining a higher flow 
rate limits the blood flow to the muscles in activity, inflicting the anaerobiosis and 
limiting the capacity to remove lactic acid. The increase in the concentration of 
lactic acid directly influences the contractile capacity of muscle fibers, presenting 
an association with mechanisms that induce muscle fatigue. In addition, the same 
authors also considered the prospect that myocardial ischemia, as a result of reach-
ing maximum cardiac output, which is a limiting factor in exercise and a threat to 
the integrity of cardiac tissue, can be avoided due to the existence of a governor, 
located in the brain or the heart, which protects from possible damages.

Even so, there is still a lack of scientific evidence showing that muscles’ 
energetic profile actually becomes anaerobic during exercise and close to fatigue; 
or even that oxygen consumption or cardiac output consistently reaches a peak. 
This peak would be a requirement for its implication in fatigue during maximal 
intensity exercises [1]. In addition, a healthy heart, even during maximal intensity 
exercises, does not assume the existence of myocardial ischemia. Upon that, the 
hypothesis about an existing regulator in the brain or in the heart lacks scientific 
support. The model also suggests that peripheral fatigue events would lead the 
brain to recruit additional muscle fibers in an effort to help these fatigued fibers. 
Thus, to maintain the intensity of the exercise, it will be necessary to engage more 
and more available muscle fibers at their maximum capacity. However, this pre-
diction is contradictory to other aspects of the model, as the continuous muscular 
recruitment should aggravate the metabolic crisis that the model foresees to be 
the reason for the end of the exercise [29, 30]. The main issue of this theory is 
that fatigue is a catastrophic event, sustained by an assertive response, leading to 
the total failure of the active muscles to continue to produce strength. However, 
catastrophic muscle or organ failure clearly does not occur in exhaustion for 
healthy individuals during any type of exercise [1]. Additionally, for this model, 
fatigue is shown from the perspective of an exhaust failure system. However, 
skeletal muscle fibers are never fully recruited during exercise; muscle adenosine 
triphosphate (ATP) never falls below 60% of resting levels, and glycogen con-
centration decreases but is not depleted during exercise [39]. Even more, in many 
circumstances, fatigue occurs before high concentrations of metabolites, such as 
lactate, H+, extracellular K+, without disturbances in muscle Ca2+ kinetics and 
without high core temperatures or significant hypohydration [40].

All these observations contradict the prediction of the peripheral linear catastrophic 
model, which states that some type of homeostatic failure should occur to cause fatigue. 
However, the importance of the model peripheral component remained. In the Hill’s 
model (presented in the beginning of the twentieth century) [32, 34], the physiological 
aspect is accepted; although it proves unable to respond to the complexity of the fatigue 
phenomenon in a broader scope. The model considers a refutable role of the brain to 
disrupt myocardial ischemia; however, it ignores the role of neural control over all 
physiological systems [1]. While peripheral fatigue occurs through processes outside 
the CNS, it is believed that the origin of central fatigue lies in the CNS, with the loss 
of muscle strength occurring through processes proximal to the myoneural junction. 
Specifically, this refers to sites within the brain, spinal nerves, and motor neurons, and 
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it is related to instances in which the CNS presents a decrease in neural impulse to the 
muscle [41]. Central fatigue is perceived as the failure of the central nervous system to 
drive the muscle to its maximum, resulting in some loss of strength [42]. The decrease 
in strength/performance production [43] is largely justified within the central nervous 
system (brain and spine—central) and anywhere outside the central nervous system 
(e.g., peripheral muscle). Comparatively, little research has been done on the role of the 
CNS in fatigue until the last decades [44], which is curious considering that it has long 
been suspected of being a central component of fatigue [1]. The impact of the research 
findings on peripheral fatigue and the limitations to measure central fatigue due to the 
lack of objective and direct tools explain the current research gap in this field. In fact, 
central fatigue is usually only accepted when experimental findings do not support any 
peripheral cause of fatigue [44].

The central nervous system plays an important role in maintaining homeostasis 
[45]. Therefore, the motor component of the brain is responsible for the production 
of motor drive and the recruitment of motor units during exercise [45]. Thus, the 
brain takes control of cognition and recognition of physical sensations that are per-
ceived as fatigue. Perceived fatigue results from exercise, and it is felt as a “sensation” 
(common/frequent) during exercise. The workload can create a sensation so intense 
that it is perceived as a need to reduce the strength to successfully complete the 
activity (i.e., pacing). In some cases, it may be necessary to stop exercising altogether 
if the sensations felt are too intense [46]. For this reason, the various stages that 
athletes go through during exercise are indicative that physiological mechanisms are 
not the only ones responsible for regulating exercise intensity. Also, humans exhibit 
an anticipated aspect of exercise regulation, possibly with regard to factors such 
as perception of the effort required for the task, and motivation [1]. Physical and 
biochemical changes during exercise are physiological aspects that naturally must be 
considered. However, perceived fatigue should also be carefully considered due to 
the influence in behavior/performance. Therefore, it is important to study perceived 
fatigue with similar importance [1, 45, 46]. Considering that the catastrophic failure 
of the system does not occur, there is a possibility for the appearance of a psycho-
physiological model [16].

2.2 Psychophysiological evidence

The inability of the peripheral and central fatigue processes to convincingly 
explain sport and exercise fatigue allowed the researcher to predict explanations 
for the fatigue phenomenon [29, 30]. An interesting perspective that has recently 
emerged is the concept of the brain acting as a central regulator of the exercise 
performance [4].

As mentioned above, the peripheral catastrophic model remains the dominant 
model, and this is essentially due to the modifications made to the Hill’s model [32–34] 
with the incorporation of factors such as energy supply and depletion [47]. In fact, 
the introduction of energy supply to the model suggested that high-intensity exercise 
was due to the inability to provide ATP at rates fast enough to maintain the exercise 
high intensities [47]. Based on this model, the training process and the diet generate 
an increase in the storage capacity (for example, glycogen), and the increased use of 
metabolic substrates during exercise may result in a higher production capacity of 
ATP. Controversially, in the variation of energy depletion of the model, it was sug-
gested that the amount of carbohydrates was the limiting factor [47]. This is probably 
due to the finding that fatigue during prolonged exercise is strongly associated with 
significant reductions in the liver and muscle glycogen [37, 48]. In addition, improve-
ments in tolerance to hypoglycemia as a result of exercise allow exercise to continue 
[48]. Nevertheless, none of the models are fully accepted.
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The concept of the existence of a central regulator, responsible for regulating 
muscle metabolic activity and performance via peripheral afferent feedback, was 
reintroduced by Ulmer in 1994 [49]. The author suggested that this central regula-
tor anticipates the end point of an exercise. Anticipation was based on previous 
experience of the same exercise or knowledge of the duration of the task, which 
regulates the metabolic demand from the beginning of the exercise. This allows 
the task to be completed without catastrophic physiological failure. The control of 
the metabolic demand regulated by the brain is called teleanticipation. This central 
governor evidenced by Ulmer [49] has been analyzed in several research studies 
[40, 41, 45, 50, 51]. These studies were the starting point for the appearance of the 
so-called anticipatory feedback model of exercise regulation [4], which constitutes 
a psychophysiological approach of the fatigue phenomenon. This model assumes 
that the exercise is self-regulated from the beginning by the athletes based on 
previous experiences, knowledge of the expected distance, duration of the current 
exercise, and afferent physiological feedback regarding some variables (i.e., muscle 
glycogen levels, skin and body temperature) [40, 41]. Processing this information 
allows the brain to predict and regulate the most appropriate exercise intensity 
allowing an optimal performance without serious homeostatic disruptions [51]. 
These predictions are similar to the model that classified the perceived effort 
(RPE). Moreover, the physical, mechanical, and biomechanical variables required 
during exercise are constantly monitored by the brain, and it is through this afferent 
feedback that the athlete’s conscious RPE arises. During exercise, conscious RPE 
is continuously compared with standard RPE and will progressively increase and 
reach its desired maximum at the expected end of the exercise. The intensity of 
the exercise is modulated according to an acceptable level that the brain interprets 
as tolerated, taking into account the continuous comparison between the standard 
RPE and the real, conscious RPE [50, 52].

The anticipatory feedback model defends that fatigue, instead of a physical 
state, is a conscious sensation generated from the interpretation of subconscious 
regulatory processes [45, 51]. It is also suggested that RPE is not simply a direct 
manifestation of afferent physiological feedback, but that it also plays an important 
role in preventing excessive intensity of exercise duration. It acts as the motivating 
element behind the athlete’s decision to completely stop the exercise or adjust the 
intensity to guarantee its completion without significant or harmful physical damage 
[4]. Despite the lack of experimental research on the subject, some phenomena 
support this fatigue model [53].

2.3 The concept of pacing

Recently, numerous studies investigated the interaction between cognition 
and sports performance [54, 55]. The pacing behavior has been widely identified 
as an essential component of success in many sports and is directly related to a 
high spectrum of cognitive skills [56–61]. Pacing has been described as a multi-
faceted process that requires a set of decision-making in which athletes need to 
decide when and how they will distribute their available energy throughout an 
exercise [60, 62, 63].

The ideal pacing behavior in time trial competitions is characterized by: the 
balance between the quick start to make optimal use of energy resources; prevent-
ing negative changes in performance resulting from early fatigue; and inefficient 
energy losses associated with speed fluctuations during the race [64]. To determine 
the most appropriate pacing behavior, a set of variables (i.e., biomechanical, physi-
ological, psychological, and environmental) [46] are crucial to maintain internal 
homeostasis [65] and to avoid premature burnout [66, 67].
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The concept of pacing supports the anticipatory feedback model and cannot be 
investigated from a purely physiological perspective [62]. The effort distribution 
is part of the exercise, which suggests that voluntary behavior (effort) may limit 
performance rather than the absolute capacity of a single physiological system [46]. 
The role of a central process and how it will be executed must be considered when 
developing a pacing behavior.

A heuristic model of decision-making was developed to integrate the theories 
of decision-making and pacing, in which heuristics were considered intuitions that 
require low cognitive demands [20]. However, the heuristic decision-making model 
did not consider the connection between perception and action that takes place 
in tactical pacing environments, in which some actions depend on the opponents’ 
behavior [20, 63, 68]. Later, a detailed explanation of the pacing phenomenon 
emerged and was presented as a behavioral result of the decision-making process 
and included human-environment interactions. Pacing leads athletes to make 
decisions in complex and demanding environments, where they are successively 
encouraged to modify, choose, and evaluate their behavior [69]. The brain and 
cognitive processes interact and act as an information processing system [70].

The competitive environments such as the stage of competition [71], the importance 
of competition, and the probability of qualifying time [72] can modify the athlete’s 
pacing behavior. During the competition, opponents are the most common affordances. 
However, there are other environmental factors that can influence the pacing behav-
ior of athletes. Factors such as music [73], performance feedback [74], and weather 
conditions [75] can lead to voluntary reductions in exercise intensity. These reductions 
in intensity occur before any real physical need to do so and before the performance 
compromise occurs as a result of any failure of the physical system [76, 77].

The presence of pacing behavior in sports is important regarding the view of the 
anticipatory regulation proposed for the performance of the exercise. It seems that 
athletes perform the exercise less effectively when performing an exercise that is 
unfamiliar and whose demands are not entirely clear [78, 79].

Changes in exercise intensity during resistance exercises were reported in the 
initial phase of exercise before any peripheral physiological cause of fatigue [80]. 
These data suggest that the modification of exercise intensity (pacing) during exer-
cise occurs in anticipation and not as a result of stress or failure of the physiological 
system [62]. Thus, the pacing strategies may be used to guarantee the completion of 
the exercise without any physical damage. The previous experience and knowledge 
of the demands of the exercise will play an important role [62].

The use of pacing strategies during exercise can provide support for components of 
the anticipatory feedback model [81, 82] as well as refute aspects of the peripheral lin-
ear catastrophic model. During the self-regulated exercise, it is observed that the pac-
ing behavior depends on the environment, the demands, and objectives of the exercise 
and the afferent physiological feedback [83]. This is in agreement with the anticipatory 
feedback model. If an athlete’s pacing behavior is determined by the accumulation 
of metabolic products or depletion of energy reserves, as predicted by the peripheral 
linear catastrophic model, athletes would always begin exercising at an unsustainable 
pace [49, 74, 84–86]. Gradually, they would slow down due to the negative effect of 
peripheral variables, which is not actually put into practice. The peripheral linear cata-
strophic model states that the only possible stimulation behavior in exercise is linear 
[27, 29, 30, 45, 67]. The model simply does not allow the existence of other strategies. 
However, the evidence for these other strategies is abundant [16, 19].

Previous exercise knowledge/experience can be important information that the 
brain uses to select a more appropriate exercise intensity. Research on the use of 
pacing strategies in exercises has confirmed that the precision ability of pacing is 
improved with training and experience [84, 87].
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2.4 The end spurt phenomenon

The end spurt phenomenon supports the anticipatory feedback model [23] and 
is characterized by a substantial increase in the intensity of the exercise when it 
approaches the end. This model disregards the effort during the entire exercise. 
Throughout the exercise, there is often a level of uncertainty about the precise end 
point of the exercise period and the type of effort that will need to be spent until 
the end. These aspects are responsible for influencing the athlete’s pace and can, at 
any time, force the athlete to make changes in the pace, which cannot be predicted 
before exercise. This type of uncertainty can result in the maintenance of a motor 
unit and metabolic reserve throughout the exercise [4, 82, 88]. The athlete cannot 
be sure of what can happen in the rest of the exercise period and (unconsciously) 
retains some type of reserve to remain prepared to respond to any potential physical 
challenges. This may allow the accomplishment of the exercise without significant 
interruption of homeostasis. When the end of the exercise approaches, the uncer-
tainty decreases and the accumulated reserve is no longer accurate, so that the 
athlete can significantly increase the metabolic demand increasing speed/power. 
Actually, this is a possible evidence that fatigue is not caused by the inability of 
muscles to produce strength [23].

2.5 The knowledge about the exercise duration

Knowledge of exercise duration as a regulator of exercise performance plays 
an important role and is supported by investigations about the knowledge or no 
knowledge of the task duration [1, 79, 89–91]. This type of research is usually called 
“deception,” in which participants believe that the exercise will last for a certain 
length of time; however, at the end of that period, they are asked to continue 
exercising. In one of the first researches on the topic [90], participants were asked 
to run on a treadmill at 75% of their maximum speed. However, in the first phase, 
they were asked to run for 20 min and were interrupted after 20 min. In a second 
phase, they were asked to run for 10 min, and at the end of this period, they were 
asked to run for 10 min more. In a third phase, they were asked to run, but were not 
told for how long (they were stopped after 20 min). All phases were performed at 
the same running speed and lasted 20 min. The results indicated that the partici-
pants’ RPE had increased significantly between 10 and 11 min in the 10 min decep-
tion. The deception occurred immediately after revealing the information that the 
participants were required to continue the exercise for a longer time. These changes 
in the perception of effort and pleasure occurred despite the fact that there were no 
changes in running speed or in physiological responses to the exercise period. The 
significant increase in RPE after the participants were asked to prolong the exercise 
was also found in another research with similar protocols [91], reporting that the 
effect also increased in the last minutes of exercise, probably because the partici-
pants were aware that the exercise was close to ending. These findings are related 
to the end spurt phenomenon. An increase in feelings of pleasure at the end of the 
exercise may explain the end spurt happening. Furthermore, there was no increase 
in the effect on the trial when the participants did not know the duration of the 
exercise, and the effect continued to decrease throughout the trial [91].

A recent study [79] assessed how the manipulation of knowledge about the 
duration of a training task restricts the pace and tactical behavior of soccer players 
during the performance of small-sided games (SSG). Players were instructed to 
play the SSG for 10 min, but after completing the 10-min game, they were asked to 
play for another 10 min, and in another situation, they were previously informed 
that they would play for 20 min. The results indicate that the first 10 min of each 



11

The Performance during the Exercise: Legitimizing the Psychophysiological Approach
DOI: http://dx.doi.org/10.5772/intechopen.102578

scenario had a greater physical impact regardless of the initial information that had 
been revealed. During that time, tactical behavior has also showed greater variabil-
ity. In addition, there was an increase in distance from teammates during the second 
10-min period in which the duration was fully known. That may be due to a smaller 
pacing behavior. This study showed that prior knowledge of the duration of the task 
led to different physical and tactical behaviors of the players, and these data have 
been corroborated by other investigations [92–94]. These findings confirm  
the possibility of changes in the pacing patterns of the players, as a consequence of 
the knowledge of the duration of the task that leads to consider the possibility of the 
nonlinearity of the fatigue effect previously reported in other studies [23, 95]. These 
data suggested that the knowledge of the exercise duration assumes a fundamental 
role for the adequate regulation of the exercise performance, as in the anticipatory 
feedback model. The increases seen in athletes’ RPE when deception is revealed 
may reflect an interruption of the feed-forward/feedback mechanism, which is 
fundamental to RPE as suggested by other studies [4, 96]. Moreover, it is also verified 
that both the RPE and the physiological responses (oxygen consumption, heart rate) 
present lower values when the duration of the exercise is not known compared 
with the moments when the duration is known. However, no significant differ-
ences in exercise intensity were found [90, 91]. Thus, these responses may reflect a 
subconscious improvement in the effort economy in order to retain energy due to 
the unknown duration of the exercise period. That said, knowledge of the end point 
of the exercise plays a great role in the perceptual and physiological responses to 
that same period of exercise [97]. This fact is further evidenced by the observation 
that the responses of the RPE to the exercise are robust when the duration of the 
exercise is known, even when no information is provided to the athlete about the 
exercise [85].

Research results related to exercise duration prior knowledge provide additional 
evidence on some processes by which athletes can retain physiological reserves 
during exercises of uncertain duration [91]. These findings provide support for a 
central role of the CNS in regulating exercise performance [98], probably to ensure 
the maintenance of homeostasis and the guarantee of an emergency “reserve” of 
energy/physical capacity [12, 91].

2.6 The relationship between RPE and performance

The perceived effort during the exercise is reflected in changes in the sensa-
tion to regulate the athlete’s physical integrity [99]. The output (perceived effort) 
is based on a combination of sensory inputs and cognitive processes [100]. One 
of the most accepted parameters during the exercise is the RPE response, which 
represents a sum of afferent feedback signals [100] and supra-spinal mechanisms 
[86]. Based on the principles of self-regulation, it is suggested that the use of RPE 
methods to monitor training presents itself as an effective tool for all types of 
exercise.

RPE has been recognized as a valid and reliable indicator of the level of physi-
cal effort by the American College of Sports Medicine. The RPE characterizes the 
conscious perception of the effort experienced during the exercise, which gives it 
a considerable practical value for the athlete. Thus, exercises that require higher 
levels of energy expenditure and physiological effort usually present higher RPE. 
Furthermore, previous studies [4, 20, 63] reported the existence of a relationship 
between variations in the RPE during the exercise and the duration of the exercise, 
which highlights the assumptions of the anticipatory feedback model. They also 
suggest that the RPE is effectively a crucial regulator of the exercise performance. 
Additionally, the suggestion that RPE may vary from the beginning of the exercise 
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through changes in the ambient temperature and intensity of the exercise [4, 101] 
before effective physiological changes supports the role of the RPE in anticipatory 
regulation of the exercise. This evidence suggests that RPE may not be a direct 
reflection of the athlete’s physiological state during exercise, but rather an anticipa-
tory sensory regulator of exercise performance. Upon that, the RPE may undergo 
variations during the exercise in anticipation of the occurrence of physiological 
changes and not because of these changes. This supports the fact that the nature of 
fatigue should be considered as previously reported [90].

2.7 Other approaches

An interesting alternative to the brain regulation model has been proposed [11]. 
In this approach, there is an acceptance that the brain regulates muscle recruitment 
and limits performance; however, there is also reticence about the need for a central 
regulatory governor. This perspective suggests that the search for a central governor 
in the brain’s subconscious may be similar to current reductionist approaches that 
search for a single cause of fatigue. The anticipatory feedback model states that a 
central regulator in the brain maintains subconscious control over skeletal muscle 
fibers recruitment during exercise. However, the presence of a single region of the 
brain, exclusively dedicated to regulating exercise performance, is highly unlikely. 
It is antagonistic regarding everything known about the functioning of the brain as 
an integrated organ of maximum complexity where each region contributes to the 
general functioning of the brain [62]. This may also explain why the specific region 
of the brain considered the central governor was not found. This model also states 
that the perception of effort is fundamental to demote the individual to continue 
in dangerous levels of conscious exercise that can be theoretically redundant. This 
is because the subconscious regulator will prevent athletes from exercising at a 
dangerous level regardless of the motivation that may exist to continue. However, 
another author [4] states that the anticipatory feedback model could exist without 
the perception of effort being considered. An alternative suggestion was given 
with a simplified model that helps to explain some of the evidence attributed to the 
anticipatory feedback model. This model determines that the end of the exercise 
occurs when the effort required to continue exercising is similar to the maximum 
effort that the individual is willing to provide or when the individual believes that 
he/she has provided a true maximum. Therefore, the subject realizes that it is not 
viable to continue exercising [11].

The increase in the effort that the individual is willing to put into the exercise 
will improve his tolerance, as long as it does not exceed what the individual under-
stands as his maximum effort [11]. The importance of the perception of effort 
remains clear, but the existence of a central regulator in the brain is not necessary. 
Additionally, it has been suggested that the gradual increase in RPE over time and 
at different rates in response to changes in exercise intensity and ambient tem-
perature can be explained by other factors; a central regulator that uses perceived 
exertion as a mechanism of security would be an insufficient explanation. The 
RPE is generated through signals originating in the CNS, specifically referring to 
prolonged submaximal exercises with a constant workload [31]. These data are 
highlighted and refuted in other investigations [10, 11]. It was demonstrated that 
the RPE suffered changes almost since the beginning of the exercise as a result of 
the verified differences in the exercise intensity and in the ambient temperature. 
In addition, it is important to note that the increase in the CNS motor commands 
could not happen without afferent sensory feedback, which is similar to the antici-
patory feedback model [10].
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3. Conclusion

This chapter provided a broader understanding of the cognitive basis of the psy-
chophysiological phenomenon during the exercise, bringing together concepts such 
as pacing behavior, decision-making, self-regulation of effort, prior knowledge 
of the duration of the task, and perception of effort. This reinforced the role and 
contribution of the cognitive component in the pacing behavior. Furthermore, the 
development of fatigue during exercise seems to result from a complex interaction 
between the physical and psychophysiological components responsible for changes 
in the exercise intensity, and it can be pointed out that central and peripheral 
fatigue can help to exercise the intensity regulation at the beginning of a rhythmic 
self-paced. Also, the perceived responses may be of higher importance to control the 
intensity of the exercise, especially in the final phase, this results from the attempt 
to retain a reserve of energy that allows maximum effort in the end. About the prior 
knowledge about the task duration, it can create a greater capacity to regulate the 
effort, leading athlete to better manage energy reserves throughout the exercise. It 
would be also interesting to continue to analyze the impact of psychophysiological 
factors on the perception and regulation of fatigue by team sports players according 
to recent studies of psychophysiological fatigue.
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Abstract

Sleep is an essential component for athletes’ recovery from fatigue, due especially 
to its physiological and psychological restorative effects. Moreover, sleep is extremely 
important for numerous biological functions, and sleep deprivation can have signifi-
cant effects on athletic performance in short-, medium-, and long term. For example, 
and considering the physiology of sleep for athletes, some hormonal responses that 
take place in the lead up to and during sleep (e.g., growth hormone—important 
role in muscle growth and repair) may be affected following exercise (i.e., training 
and competition), especially when compared with non-athlete’s populations. Thus, 
monitoring sleep is also crucial to understand responses to training and readiness, 
enabling appropriate planning. Importantly, sleep monitoring also intends to reduce 
the risk of injury, illness, and nonfunctional overreaching. Moreover, an “individual 
approach” in athletes monitoring could help in better prescribe training contents 
and more adequately manage fatigue, as well as recommend pertinent post-match 
recovery strategies, such as sleep hygiene interventions. Overall, for understanding 
the athlete’s sleep patterns/responses and to optimize the recovery strategies, it is 
crucial for comprehensive monitoring of his/her health, performance, fitness, and 
fatigue status.

Keywords: athletes, sleep interventions, sleep technology, performance, health

1. Introduction

Sleep is fundamental for sports performance, as well as for emotional regulation 
and development of the physical and mental health of athletes. In fact, inadequate 
sleep (e.g., reduced sleep duration and quality) may lead to an increased risk of 
injury and illness in athletes.

In recent years, growing interest in understanding the sleep of athletes has seen 
an increase in published studies [1]. In fact, athletes and coaches have ranked sleep 
as the most important recovery strategy [2]. Interestingly, the fundamental differ-
ence between recovery interventions with established protocols (e.g., cold water 
immersion, compression garments, electrical stimulation) [3] and sleeping lies 
in the fact that sleep initiation does not depend entirely on the willingness of the 
athlete [4].

During sleep, anabolic metabolism is upregulated [5], procedural memories are 
consolidated [6], and immune responses are augmented [7]. However, sleep loss or 
deprivation can have significant effects on performance, motivation, perception of 



Exercise Physiology

24

effort, and cognition as well as numerous other biological functions [8]. Furthermore, 
sleep is associated with many physiological processes that may facilitate recovery 
from, and adaptation to, athletic training and competition [9]. Studies have analyzed 
the importance of sleep to regulate key molecular mechanisms (i.e., transcriptional 
regulatory proteins [10–12]), demonstrating that sleep has an integral role in 
metabolic homeostasis [13]. The capacity of humans to cope with physiological and 
psychological stressors is fundamental to athletic performance outcomes [14] and may 
be influenced by numerous factors, such as experience, fitness, motivation, and the 
normal fluctuation of physiological and behavioral procedures across a 24-h period 
(i.e., sleep–wake cycle, body temperature, hormone regulation) [15].

Importantly, the circadian rhythms are mainly controlled by the suprachiasmatic 
nucleus within the hypothalamus [16]. However, the suprachiasmatic nucleus is 
unable to continuously sustain control over these patterns (i.e., between the supra-
chiasmatic nucleus within the hypothalamus), as humans are extremely sensitive to 
changes in their normal environment [16, 17], most notably through the light–dark 
cycle [18]. When athletes face disturbances to their environments (e.g., training 
and/or competing close to bedtime sleep and travel), endogenous circadian rhythms 
and normal sleep-wake cycles can become desynchronized [16, 19]. These per-
turbations in sleeping patterns can cause an increase in homeostatic pressure and 
affect emotional regulation, core temperature, and circulating levels of melatonin, 
causing a delay in sleep onset [20].

Additionally, there is potential for sleep loss and neurocognitive and physiologi-
cal performance to be compromised [9, 21–23]. Emerging research suggests that 
there are differences in sleep duration and quality between athletes and healthy 
controls. In contrast to non-athletes, athletes are often exposed to conditions that 
can interfere with sleep duration and quality, such as jet lag, unfamiliar sleeping 
environments, evening training, and/or competition and underlying fatigue [24].

In this sense, sleep monitoring has become a common practice in sport, and, in 
athletes, it may be useful to identify those who may need an intervention in terms 
of sleep disorders. Consequently, it is necessary to identify atypical patterns in the 
sleep and wakefulness of athletes and provide adequate sleep hygiene strategies to 
avoid disturbances in sleep duration and quality. Efficient and noninvasive methods 
and equipment, such as actigraphy and other alternatives to polysomnography, 
can provide detailed information about sleep and wakefulness during the sport-
ing season.

Although there is high availability of information regarding the duration and 
quality of sleep in different age groups in the general population, information avail-
able in the scientific literature about sleep in athletes is still scarce. However, sleep 
is currently recognized as one of the essential components in the recovery from 
fatigue and, consequently, in the performance of athletes. Thus, it is essential that 
athletes, coaches, and clinicians understand the factors that can affect sleep, as well 
as realizing the usefulness of methods and equipment for assessing the duration and 
quality of sleep, as this process can result in better health and performance for the 
athlete.

2. The importance of sleep

Sleep is an essential component for athletes’ recovery from fatigue, due espe-
cially to its physiological and psychological restorative effects [25]. In fact, it seems 
important that athletes learn to manage their sleeping and waking times, given the 
influence on circadian rhythm, since alterations in the biological clock may affect 
not only the duration and quality of sleep, but, mainly, sports performance [17].
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Athletes and coaches recognize the importance of sleep as one of the most 
important strategies for recovering from fatigue and improving an athlete’s per-
formance [2]. However, during the competitive period, it is common for athletes 
to follow strict training and competition schedules, which, associated with intense 
training loads and the physical and emotional demands of competitions, may 
interfere and reduce the duration and quality of their sleep [26] and, consequently, 
decrease the fatigue recovery process [27]. This potential imbalance can actually 
occur when training and competitions are held close to bedtime [28]. Furthermore, 
exercise, when performed close to bedtime, may alter circadian rhythms [29] and 
sleep patterns (e.g., reducing sleep duration) [28, 30]. In fact, it seems important 
that athletes learn to manage their sleeping and waking times, given the influence 
on circadian rhythm, since alterations in the biological clock may affect not only the 
duration and quality of sleep, but, mainly, sports performance [2].

In the general population, less than 8 h of sleep per night may be associated 
with alterations in cognitive performance, mood, and wakefulness, as well 
as with increases in daytime sleepiness episodes [31]. This theme extends to 
younger athletes, who are expected to have a greater physiological need for sleep 
(8–10 h per night) compared with adults (7–9 h per night) and who often experi-
ence delays in sleep onset and awakening [32, 33]. Similarly, compared with 
adult athletes, young athletes have different daily commitments, such as school 
and social activities (including time spent online during the night), which can 
further alter sleep habits and/or wakefulness [34]. As an example, in an epide-
miological study [35], significant reductions in neurocognitive performance 
(assessed through visual tests of memory and speed of response to a given visual 
stimulus) were observed in 7150 young athletes from different sports, who had a 
sleep duration of less than 5 h per night.

However, despite the high availability of information regarding the duration and 
quality of sleep in different age groups in the general population, in the scientific 
literature, the information available regarding the duration and quality of sleep 
in athletes is still scarce [36]. In fact, this seems contradictory given that sleep is 
currently recognized as one of the essential components in athletes’ recovery [25]. 
Thus, there is a need to investigate, through sensitive and noninvasive methods, the 
monitoring of sleep patterns and wakefulness in athletes, in order to promote better 
sleep hygiene and, consequently, better recovery and performance.

3. Sleep, injuries, and performance

The current training and competition demands are topics with the greatest inter-
est and discussion in the fields of sports science and sports medicine. This theme is 
commonly associated with the problem of sports injuries that affect athletes. In this 
sense, it is essential that clubs create ideal conditions for the training and devel-
opment of athletes, integrating strategies and best practices for the prevention, 
treatment, and rehabilitation of injuries in an integrated perspective for athletes’ 
health and performance.

Sleep can influence the risk of injury and illness. In a study of 122 athletes, it 
was observed that the risk of injury increased by 65% when athletes slept less than 
8 h per night [37]. In another more recent study, it was possible to observe that 23 
athletes with reduced sleep durations (<8 h) demonstrated a high association with 
the increase in musculoskeletal injuries. However, evidence in the literature is still 
very limited about this association. It is also important to note that sports injury is 
an emergent complex phenomenon, and the risk factors of injury comprise non-
linear associations between various factors such as the biomechanics, training and 
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competitions workloads, as well as psychological and physiological characteristics. 
For example, according to Laux et al. [38] results, the highest risk for injury appears 
to occur from a synchronized growth in training and competitions workloads and 
loss in total sleep time; nonetheless, prospective randomized trials determining 
that decreased sleep quality leads an injury could require a more decisive response. 
Research on this topic may provide important information for coaches and practitio-
ners in identifying potential strategies to maintain and improve athlete well-being.

Effects of inadequate sleep duration and quality on performance are likely to be seen 
specifically in competitive athletes, because of their high-performance demands being 
more likely to show the harmful effects of suboptimal sleep. Research studies have found 
negative results of sleep deficiency on athletic performance and well-being, specifically 
relative to time to exhaustion, muscle strength, and mood state [39, 40]. In a study of a 
sleep banking (i.e., sleep extension) for college basketball players (n = 11, 18–22 age), 
sleep duration was augmented by 110.9 ± 79.7 min (p < 0.001), together with significant 
increases in daytime sleepiness, reaction time, sprinting time, accuracy, fatigue, tension, 
depression, irritation, confusion, and mood disturbance [41]. In other study of cyclist’s 
athletes and triathletes [42], an improved endurance performance was shown after three 
nights of sleep banking (~8.4 h sleep each night) compared with usual sleep (~6.8 h sleep 
each night), suggesting that endurance athletes’ sleep must be >8 h each night to improve 
performance.

Considering the importance of examining sleep habits and wakefulness in athletes, 
the impact of training and competition schedules and loads on sleep indices has recently 
been explored [43–45]. In these studies, it was observed that sleep habits (i.e., the 
duration and quality of sleep) can be affected by schedule variations and by training and 
competition loads, especially when sessions are held at night, close to bedtime.

It should also be noted that the sleep habits and wakefulness of athletes may 
depend on the type of sport practiced [26]. For instance, Lastella et al. [26] inves-
tigated sleep/wake behavior of elite athletes, including young female and male 
athletes, and compared differences between athletes from individual (cycling, 
mountain bike, racewalking, swimming, and triathlon) and team sports (Australian 
football, basketball, soccer, and rugby union). Sleep/wake behaviors of elite 
athletes (n = 124) were well below the recommended 8 h of sleep per night, with 
shorter sleep duration existing in individual sports. These outcomes suggest that the 
amount of sleep the athletes obtain depends also on their sport.

That said, and although the duration and quality of an athlete’s sleep may be 
associated with the schedules and loads of training and competition, it is also 
important to consider other factors that can influence sleep indices and wakeful-
ness, namely age, sex, and chronotype [46]. For example, sex was identified as 
a risk factor for lifetime sleep problems in elite French athletes, with a greater 
incidence of sleep problems in female athletes [47]. Age has been shown to relate to 
the prevalence of poor sleep quality, with athletes >25 years of age reporting greater 
Pittsburgh Sleep Quality Index (PSQI) scores compared with ages <20 [48]; early 
fatherhood and/or motherhood could be a causal factor [49]. The age of the athletes 
was also classified as a risk factor for sleep disturbance previous to a competition; 
however, habitual sleep quality was not [50]. These findings may indicate that 
athletes who normally report good sleep quality are not necessarily resilient against 
sleep disturbance during, for instance, a major competition.

4. Measuring sleep

To detect and control sleep disorders, it is important to monitor sleep habits and 
perceptions of sleep through subjective and objective measures [51].
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In general, the main recommendations on sleep monitoring point to polysom-
nography, which uses surface electrodes to monitor physiological parameters such 
as brain, muscle, cardiac, and respiratory activity [52]. Polysomnography is particu-
larly useful for investigating sleep pathologies, including sleep-disordered breath-
ing [53] and sleep disorders caused by concussion [54]. However, polysomnography 
is an expensive technique and requires specialized laboratory equipment, so its use 
in athletes in the real context is impractical [55].

On the other hand, actigraphy uses accelerometers placed in portable devices 
to record movements that, analyzed using algorithms, estimate the quality and 
duration of sleep [56]. Actigraphy is less expensive, noninvasive, and can be used 
in training and competition routines, ideally requiring two consecutive weeks 
of monitoring [57]. Thus, actigraphy emerges as the most accessible method to 
objectively monitor the sleep of athletes during the night [55]. Overall, wrist-worn 
accelerometers allow estimation of total sleep time (the total amount of sleep 
obtained during a sleep period), time in bed (the amount of time spent in bed 
attempting to sleep between bedtime and get-up time), wake up time (time at 
which a athlete got out of bed and stopped attempting to sleep), sleep onset time 
(transition from wakefulness into sleep), wake after sleep onset (number of min 
awake after sleep onset), latency (the period of time between bedtime and sleep 
onset time), and sleep efficiency (percentage of time in bed that was spent asleep) 
[55]. However, it is imperative to highlight that activity monitors tend to underes-
timate sleep in people who exhibit high levels of movement during light sleep [58]. 
In fact, some works showed that (elite) athletes obtain less sleep than the general 
population [59, 60] and present larger movement and fragmentation during sleep 
[61, 62]. Thus, and given the sleep characteristics of (elite) athletes, it is important 
to determine how well activity monitors are sensitive to recognize moments of sleep 
and vigilance in this type of population. This raises a potential issue with the use of 
activity monitors for measuring sleep in (elite) athletes.

Questionnaires and in particular “sleep diaries” are also used to record the 
start and end times for all sleep periods (i.e., night sleep and daily naps) [57]. 
Nevertheless, subjective reports (e.g., PSQI) might deviate from objective measures 
[63], especially with regard to mood and memory biases, while personality charac-
teristics may also affect self-reported sleep ratings [64]. Indeed, some discrepancies 
have been detected when comparing subjective parameters with objective mea-
sures [65].

Additionally, and considering the ability of monitoring (objectively or subjectively) 
sleep duration and quality obtained by an (elite) athlete as a useful tool for evaluating 
recovery from training and competition [55], it is crucial to highlight the importance of 
individualized monitoring.

Although it is conventional to focus monitoring on group mean responses following 
a particular training intervention or competition, sport settings frequently produce 
diverse results with high and low responders being often lost in the averaged data 
reports [66, 67]. As a consequence, an increased attention for individualization of 
monitoring in sport settings has growth to a variety of athlete-monitoring approaches, 
allowing coaches to better manage fatigue and planning training prescription on an 
individual basis [68].

Nevertheless, research examining the sleep of athletes has typically averaged 
data across several nights, providing a mean estimate of usual sleep [26, 48, 61]. 
While such approaches are useful to allow basic insight into sleep (to better under-
stand fatigue and recovery in athletes), they lack the sophistication to provide 
understanding of how sleep may vary across multiple nights at the individual level 
[69–71]. Moreover, individual variability can reflect differences within individuals 
over time [72], with high intra-individual variability in the athletes’ sleep indicating 
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the need for individualized sleep education strategies and interventions to promote 
appropriate sleep [69].

Although identifying the optimal amount of sleep on an individual basis may be 
difficult [73], young and adult athletes who exhibit average sleep of less than 8 or 7 h, 
respectively, likely warrant additional assessment to classify their sleep difficulties. 
Hence, those athletes that reveal deleterious effects of inadequate total sleep time 
should be stimulated to use sleep hygiene strategies to increase sleep during night and 
vigilance during the day [74]. Longitudinal monitoring of training and match load, 
sleep, fatigue (e.g., through heart rate variability), stress, and mood may not only 
help identify individuals at risk, but also monitor improvements in sleep, well-being, 
and performance after interventions [75].

Overall, it might be important to include sleep monitoring in (elite) athletes 
encompassing individual responses, in addition to group means [69]. Also, special 
attention should be given to the sleep behavior of (elite) athletes (e.g., total 
sleep time) during periods of congested fixtures, such as international competi-
tions, since sleep deficits can impair performance [17], as already mention above 
(point 3).

5. Sleep hygiene

The implementation of strategies that promote sleep quality should be a priority 
for athletes. In fact, during sleep, fundamental physiological and psychological pro-
cesses take place for the recovery from fatigue, so the optimization of sleep hygiene 
strategies increasingly assumes an important role in the routines and planning of 
those dedicated to improving sport performance.

A recent study [76] evaluated the effect of education on sleep hygiene in ath-
letes. It was found that sleep hygiene education had a considerable positive impact 
on sleep indices. Educational programs on sleep hygiene in athletes provided a 
significant improvement in sleep duration and quality and reduced daytime sleepi-
ness. Furthermore, research into the effects of sleep hygiene education on athletes, 
especially young people, is quite limited [31].

As mentioned before, there are several factors that can influence the duration 
and quality of sleep in athletes. Calendars congested with competitions and regular 
trips, competitions of great physical and emotional demand that take place at night, 
or constant changes in the morning time to wake up because of training and travel 
are examples of common factors that can negatively influence the duration and 
quality of sleep in athletes.

In this context, the management of light exposure emerges as fundamental, as 
this factor has a significant impact on sleep. Exposure to light influences the pro-
duction of melatonin, so managing the times of exposure to artificial light through-
out the day can be used as a sleep management and hygiene strategy. Additionally, 
in competitions that take place at night, athletes are exposed to immense artificial 
light: lighting in sports facilities, the projectors used by the media in interviews at 
the end of competitions, light from busses, airports, and planes.

On the other hand, social contexts may also be decisive. In recent studies car-
ried out with female soccer players in Portugal, who usually start training very late, 
close to bedtime, due to their daily commitments (e.g., work, studies) that have to 
be reconciled with the training and match schedules, it was found that the athletes 
showed a reduction in total sleep time and length of time to fall asleep on training 
days performed at night, compared with training days performed during the day 
or on rest days (i.e., days without exercise) [28, 44]. It was pointed out that one of 
the additional explanations for the observed results could have been in the athletes’ 
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exposure to the light emitted in the stadium. In fact, these data are little studied 
in sport, but during the training days, the athletes were exposed to >1200 lux and 
5600 K, with the bright polychromatic light ≥1000 lux, which could be enough to 
stimulate wakefulness effects during sleep [77]. However, it should be borne in mind 
that, currently, one of the main sources of exposure to light results from the use of 
electronic devices (especially smartphones and tablets) and that their use around 
bedtime is possibly the factor that most influences the sleep latency of athletes.

Thus, the term sleep hygiene, which refers to the recommendations, strategies, 
behaviors, and conditions developed to promote quality and duration of sleep, has 
been appearing more and more often in the list of sports planning tasks for athletes 
[25]. It is important to be aware that, unlike other possible recovery strategies used 
in sport (e.g., cryotherapy, massage, nutrition, nutritional supplementation), sleep 
has particularities that are not always controlled by the athlete themselves. Thus, 
bearing in mind the importance that sleep can have on sports performance, this is 
a subject that deserves the greatest attention of all those dedicated to promoting 
health and performance in athletes.

6. Conclusions

Athletes, coaches, and supporting staff should adopt a scientific approach to 
both designing and monitoring training programs. Appropriate health and load 
monitoring is crucial for determining whether a player is adapting to a training pro-
gram and minimizing the risk of developing nonfunctional overreaching, illness, or 
injury. To gain understanding of the training and match demands and their effects 
on the player, several potential markers are available. However, very few of them 
have strong scientific evidence supporting their use. Moreover, it is important to 
note that athletes, from different types of sports, normally obtain inadequate sleep 
duration and quality. From an athletic point of view, reductions in performance, 
decision-making ability, learning, and cognition can occur alongside reductions in 
immune function and an increased susceptibility to injury gain.

In this respect, monitoring sleep in athletes can be useful for early detection and 
intervention before significant performance and health decrements are observed. 
Noninvasive and time-efficient methods/equipment such as wearable actigraphy 
monitors can provide detailed information about positive and negative adaptions 
over short and long periods throughout the competitive season. In addition, each 
athlete can perform the recordings at home and/or training facilities, adopting a 
“real world scenario” to grant high ecological validity to the research and/or practi-
cal interventions. The accumulated knowledge regarding the importance of sleep 
has sleep monitoring to become a popular strategy among (elite) athletes, coaches, 
and supporting staff. However, given the complexity of analyzing sleep patterns 
and the limited availability of athletes to participate in sleep studies, those indica-
tors are yet poorly documented.

Overall, factors related to training and competition can alter sleep patterns in 
athletes. Therefore, topics such as: (1) sleep patterns and disorders among athletes; 
(2) sleep and optimal functioning among athletes; (3) screening, tracking, and 
assessment of athletes’ sleep; and (4) interventions (i.e., sleep hygiene) to improve 
sleep must be further investigated.
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Chapter 3

Physiological Adaptions to Acute 
Hypoxia
Erich Hohenauer

Abstract

When tissues are insufficiently supplied with oxygen, the environment is said 
to be hypoxic. Acute (exposures to) hypoxia can occur occupationally, within the 
scope of training and competitions or under pathological conditions. The increas-
ing interest in acute exposure to altitude for training and research purposes makes 
it more important than ever to understand the physiological processes that occur 
under hypoxic conditions. Therefore, the scope of this chapter is to describe the 
main types of hypoxia on the oxygen cascade, to summarize the physiological 
consequences of acute hypoxia on the three main areas and to highlight the clinical 
consequences of acute hypoxia exposures for healthcare practitioners.

Keywords: hypoxia, altitude, oxygen, physiology, cardiorespiratory

1. Introduction

The human body cells need the energy to maintain their functions. This energy 
is mainly provided by sugar, carbohydrates and fat. To utilize these nutritive 
substances and to produce energy in return, inspired oxygen (O2) from the air 
is needed. In the mitochondrial electron transport chain, O2 is the final electron 
acceptor to generate ATP within the eukaryotic cells [1]. Whilst O2 is needed for 
most life on earth, most of the earth’s atmosphere does not contain a lot of O2. 
From the surface of the planet, up to the border of space, the atmosphere contains 
a constant fraction of around 21% O2 (often expressed as the FiO2 of around 0.21), 
78% of nitrogen, 0.9% argon and 0.1% of other gases like carbon dioxide, methane, 
water vapor, etc. At sea level, the partial pressure of the above-mentioned gases can 
be estimated to be 593 mmHg for nitrogen, 160 mmHg for oxygen and 7.6 mmHg 
for argon. Indeed, the weight of air is responsible for atmospheric pressure.

It’s well known that increasing altitude leads to quasi-exponential reductions in 
barometric pressure (PB). At the summit of Mt. Everest (8848 m), the PB is about one-
third of the sea-level values. The reduced atmospheric pressure has therefore a direct 
influence on the partial pressure of inspired oxygen, which can be seen in Figure 1.

The inspired partial pressure of oxygen (PiO2) is lower than atmospheric oxygen 
partial pressure because water vapor is in the airways. The pressure of water vapor 
(PH2O), which is not dependent on atmospheric pressure but temperature, should 
be taken into account when PiO2 is calculated [2]. The inhaled air gases will get 
humified and warmed by the airways and as a result, the PH2O will adjust the 
partial pressure of all inhaled gases, including O2.
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Accordingly, the product of PiO2 can be calculated using Eq. (1):

 ( )i B iPO P PH O FO .= − ×2 2 2   (1)

Since PB is known to be approximately 760 mmHg at sea level, PH2O is normally 
about 47 mmHg and O2 makes up to 20.93% (FiO2 of 0.2093), PiO2 is equal to 
0.20932 multiplied by 713 mmHg.

Consequently, hypoxia is defined as a combination of PB and the FiO2 that results 
in any PiO2 under a normoxic value of 150 mmHg [3]. However, the duration of 
hypoxic exposures as well as the magnitude of PB reductions has a significant impact 
on the (patho-)physiological response. Examples of fast-changing normoxic to 
hypoxic environments are fast ascended on the mountain summits during mountain-
eering, military and rescue services and travels with fast transportation to altitude. 
Acute mountain sickness is well-known to occur due to extensive and fast decreases 
in Pb, normally beginning at an altitude of above 2500 m. The Lake Louis Consensus 
Group defined acute mountain sickness as the presence of headache in an unaccli-
matised person (recently arriving at an altitude above 2500 m), plus the presence of 
one or more of the following symptoms: gastrointestinal symptoms, fatigue and/or 
weakness, dizziness or a positive clinical functional score, resulting in a total score of 
≥3 [4]. If not treated correctly, people with acute mountain sickness can develop high-
altitude pulmonary oedema or high-altitude cerebral oedema [5]. However, if the 
human body is gradually exposed to hypoxic conditions, it can acclimatize and adapt.

The following chapters will focus on the main types of hypoxia, the physiological 
consequences of acute hypoxia and the clinical consequences of the current chapter.

2. Types of hypoxia

Insufficient O2 supply to the human tissues can have various reasons and can 
lead to severely impaired body functions. There are four main types of hypoxia, 
which can be classified as hypoxaemic hypoxia, anemic hypoxia, stagnant hypoxia 
and histotoxic hypoxia.

Figure 1. 
Relationship between barometric pressure (PB), partial pressure of inspired oxygen (PiO2) and altitude. PB 
and PiO2 decrease exponentially with increasing altitude at a constant FiO2 of 21%. The solid line represents PB 
and the broken line represents PiO2.
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2.1 Hypoxaemic type

One of the most common types of hypoxia is called generalized or hypoxic 
hypoxia, which is generated from the actual (natural/simulated) environment and 
inside the lungs. This type is caused by a reduction of the partial pressure of alveolar 
O2 (PAO2) [6]. This value is well known and a great help to calculate the partial 
pressure of oxygen inside the alveoli (as it is not possible to collect gases directly 
from the alveoli), which can be used for potential cell diffusion [7]. The alveolar 
gas equation uses three variables to calculate the alveolar concentration of oxygen, 
which can be seen in Eq. (2):

 ( )A i B aP O FO P PH O P CO / RQ= × − −2 2 2 2   (2)

where PaCO2 is the partial pressure of carbon dioxide which is under normal 
physiological conditions approximately 40 mmHg. RQ is the respiratory quo-
tient which is, the ratio of the volume of produced CO2 divided by the volume 
of consumed O2 during the same time [8]. Dependent on metabolic activity 
and diet, RQ is considered to be around 0.825 [9], within a physiological range 
between 0.70 and 1.00. Consequently, PAO2 at sea level is: 0.2093 × (760–47) – 
40/0.825 = 100.7 mmHg. PAO2 is the main driving factor for alveolar diffusion and 
thus O2 supply on a cellular level.

Hypoxic hypoxia can be observed typically when FiO2 is low, during hypoven-
tilation of the lungs or at the presence of pathological airway conditions. Low FiO2 
levels can occur due to failure of gas delivery systems, inadequate supply from 
altitude simulating machines, or e.g., exorbitant inhalation of nitrous oxide dur-
ing anesthesia [10]. Hypoventilation can occur due to insufficient respiratory rate, 
obstruction of airways, skeletal deformities, respiratory muscle paralysis, etc. 
Severe lung diseases (e.g., pulmonary fibrosis, pulmonary embolism) can also lead 
to alveolar-capillary diffusion blockade [11]. Hypoxic hypoxia affects the entire 
body. Typical symptoms are agitation and anxiety while low blood O2 goes along 
with increased heart rate, dyspnea and bluish color of the skin.

2.2 Anemic type

Anemic hypoxia is caused by reduced oxygen transport capacity in the blood 
[12]. The red blood cells (erythrocytes) are responsible for the transport of O2 
through the body [13]. Around 90% of the erythrocyte is made up of haemoglo-
bin, the iron-containing protein that binds O2 on its heme. Although, the arterial 
oxygen tension is normal at this type, reduced erythrocytes/haemoglobin or 
functional insufficiency of haemoglobin leads to impaired oxygen delivery to the 
tissues [14].

A deficiency in the number of erythrocytes can result, for example, from exces-
sive blood loss after trauma. Other forms of the reduced number of erythrocytes 
can be present in case of abnormal red blood cell breakdown (haemolytic anemia) 
[15]. Increased haemolysis can be observed during hereditary spherocytosis, sickle 
cell disease or autoimmune diseases (e.g., aplastic anemia) [16].

Deficiencies of different factors can also lead to severe anemia. Iron is the 
main component of haemoglobin, giving the blood the red color and is the prime 
carrier of oxygen. During the physiological haemolysis, iron will be bound to the 
glycoprotein transferrin for transportation to the bone marrow, where it will be 
reused for haemoglobin synthesis. This process helps to limit an extensive loss of 
iron from the body. However, iron deficiency is one of the main causes of anemia, 
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called microcytic hypochromic anemia [6]. This type of anemia can be caused by 
any factor which reduces the body’s iron storage, leading to small erythrocytes with 
reduced haemoglobin mass [17]. In contrast, deficiencies in vitamin B12 or folic acid 
can cause anemia due to abnormally enlarged erythrocytes and their immature 
precursors, called macrocytic hyperchromic anemia [18].

Functional insufficiency of haemoglobin is associated with reduced oxygen 
binding capacity. An example is an intoxication through excessive carbon monoxide 
inhalation. Compared to oxygen, carbon monoxide has a 200–300 times higher affin-
ity to haemoglobin. After inhalation, carbon monoxide reaches the respiratory gas 
exchange zone and binds on haemoglobin [10]. This chemical binding process leads 
to the formation of carboxyhaemoglobin. Consequently, oxygen-carrying capacity 
is decreased which will lead to reduced oxygen transportation to the tissues and as 
a consequence tissue hypoxia [19]. Another possibility of functional insufficiency 
for the transportation of oxygen is methaemoglobinemia. Haemoglobin changes to 
methaemoglobin, when bivalent iron (Fe2+) is oxidized to Fe3+, which is worthless for 
oxygen transport [20]. Under normal circumstances, methaemoglobin reductase lim-
its the build-up of methaemoglobin through the reduction of haemoglobin oxidation 
[21]. Patients with a deficiency of methaemoglobin reductase, strong oxidative stress 
(e.g., smoking) and medication can therefor experience very low concentrations of 
tissue oxygenation, demonstrating comparable symptoms as seen in hypoxic hypoxia. 
However, it must be mentioned, that the unfavorable conditions of low tissue O2 can 
be compensated better during hypoxic hypoxia than during anemic hypoxia.

2.3 Stagnant type

Stagnant, also called ischemic or circulatory hypoxia takes place as a cause of 
insufficient blood supply to the tissues while the blood is normally oxygenated. 
Ischemic hypoxia can be observed on a central and local level [6].

Central circulatory hypoxia can often be observed in patients with cardiac 
manifestations. If the left ventricular output is for example decreased, blood flow 
to the organs is impaired [12]. This can also happen during shock or, at a local level 
after strong vasoconstriction (e.g., cold exposures) or venous stagnation of blood 
[22]. Oxygen can only be stored to the very limited amount within the human cells. 
Even myoglobin, binding O2 on its heme protein, has a very limited oxygen storage 
capacity [23]. Consequently, myoglobin is more involved in transportation than 
the storage of oxygen. Oxygen saturated myoglobin enables facilitated intercellular 
O2 transportation, because the oxygen-enriched myoglobin molecules can “move” 
within the cells (facilitated diffusion) which is extremely important at a low partial 
pressure of O2 (PO2) [24]. Although, the gas exchange rate on the alveolar level, the 
concentration of haemoglobin, oxygen content and tension are on a normal level, 
O2 extraction at the level of the capillaries will be increased [6]. This process will 
directly elevate the arteriovenous difference of blood O2 content leading to venous 
hypoxia. However, as the increased oxygen extraction is normally insufficient to 
supply the tissue with an adequate amount of O2, this process will lead to impaired 
cellular oxygen coverage and impaired functioning.

2.4 Histotoxic type

Histotoxic hypoxia or dysoxia is a state, where cells are unable to utilize oxygen 
effectively [12]. This is the case, when the mitochondrial terminal oxidation is dis-
turbed while there is sufficient oxygen available in the blood. Dysoxia will therefore 
lead to a pathological reduction in ATP production by the mitochondria and is not 
preceded by hypoxaemia [6].
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An example of histotoxic hypoxia is the intoxication with cyanides, which can 
occur from fire sources. Intravenous and inhalation of cyanide produce a more 
rapid onset of hypoxia than the oral or transdermal route due to the fast diffu-
sion into the bloodstream [25]. The main effect of cyanide intoxication is related 
to the inhibition of oxidative phosphorylation, where oxygen is utilized for ATP 
production. Cyanide can reversibly bind to the enzyme cytochrome C oxidase, 
blocking the mitochondrial transport chain. This will cause cellular hypoxia and, 
as mentioned above, pathological low levels of ATP, causing metabolic acidosis and 
impairment of vital functions [26, 27].

3. Physiological consequences of acute hypoxia

Rapid ascends from sea level to altitude and sudden exposure to a hypoxic envi-
ronment will immediately lead to acute physiological responses to adapt to the acute 
hypoxaemic situation [28]. The degree of acute hypoxic stress about time can lead 
to symptoms ranging from dizziness, feeling of unreality and dim visions to rapid 
unconsciousness [29]. Sudden exposure to the summit of Mt. Everest will for example 
lead to unconsciousness within 2 min. However, when the same amount of hypoxae-
mia is experienced over several days to weeks, one could function relatively well under 
these conditions. This adjustment is called acclimatization which is a complex process 
over time and shows great variability within individuals [29]. In the following chap-
ters, the acute response to sudden exposure to a hypoxic environment is discussed.

3.1 Respiratory system

The respiratory system will directly respond to the low oxygen availability in 
the air and is often seen as the primary defense against the hypoxic environment. 
Chemosensory systems will rapidly lead to increased pulmonary ventilation because 
of compromised O2 availability [30]. These regulatory responses can be attributed 
due to specialized chemoreceptors such as the carotid bodies in the arterial circula-
tion and neuroepithelial bodies in the respiratory tract as well as the direct response 
of vascular smooth muscles to hypoxia [31].

Whilst hypoxia acts as a vasodilator in the systemic circulation, it has been 
observed, that the vessels of the pulmonary vasculature constrict under hypoxia, 
leading to pulmonary hypertension [32, 33]. Hypoxic vasoconstriction is intrinsic 
to the pulmonary vasculature smooth muscle cells and is initiated by the inhibition 
of K+ channels which set the membrane potential [34]. This process will lead to 
depolarization, activation of Ca2+ channels as a result of the electrical impulse and, 
as a consequence, an increase in cytosolic calcium levels and therefore constriction 
of the myocytes [31]. Pulmonary hypertension might help to match ventilation 
and perfusion within the lungs. However, pulmonary hypertension can also lead to 
severe pathological situations (e.g., altitude-related right heart failure).

Carotid bodies, sensitive to monitoring a drop in arterial O2 levels, and neu-
roepithelial bodies, detecting changes in inspired O2, respond immediately to 
decreased O2 supply [35]. Both respond by activating efferent chemosensory fibers 
to produce cardiorespiratory adjustments during hypoxic exposures [36, 37]. When 
low arterial PO2 is detected, the carotid body signals the central respiratory center 
to increase the (minute) ventilation. The increased ventilation of the respiratory 
tract can be primarily associated with an elevated tidal volume and an even greater 
elevation in respiratory rate [38]. This hypoxic ventilatory response counteracts the 
hypoxic environment by decreasing PACO2, increasing PAO2 and therefore improv-
ing oxygen delivery. Genetical determinants, as well as various external factors 
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(metabolic and respiratory stimulants), lead to wide inter-individual variety of 
ventilatory response intensity [39]. The increased ventilatory response demon-
strates that adaptive processes are taking place and a “good” ventilatory response is 
known to enhance acclimatization and performance and that a very low response 
may contribute to the formation of illness [39, 40]. However, hyperventilation will 
subsequently lead to hypocapnia (increased pH) known as respiratory alkalosis by 
reducing the amount of carbon dioxide in the alveoli [41]. This condition will cause 
the oxygen dissociation curve to shift to the left and to further keep respiratory 
ventilation high. However, hypocapnia will also counteract the central respiratory 
center activation and thus limit further ventilatory increases [40, 42]. On the other 
hand, to reduce respiratory alkalosis, more bicarbonate will be produced from 
the kidneys to decrease the pH toward normal levels. This means that pulmonary 
ventilation is driven by low arterial PO2 and limited due to hypocapnia-induced 
alkalosis at the same time. This becomes clear when looking into Eq. (3), defining 
the alveolar ventilation as follows:

 A AV x VCO / P CO= 2 20.863   (3)

VA is the alveolar ventilation, 0.863 is a constant, VCO2 is the CO2 output and 
PACO2 is the alveolar CO2. The ability to maintain oxygen homeostasis is essential 
and the physiological systems compete against each other to provide enough tissue 
O2 but also to maintain pH-homeostasis.

3.2 Cardiovascular system

To compensate for tissue hypoxaemia, the cardiovascular system must respond 
to maintain body functions. This is accomplished by increasing cardiac output, 
which is the product of stroke volume and heart rate [43]. Consequently, an increase 
in one of these variables will also lead to an increased volumetric flow rate. Upon 
ascent to hypoxic environments, the sympathetic nervous system activation leads 
to an initial increase in heart rate, cardiac output and blood pressure via the release 
of stress hormones [40, 44]. Stroke volume remains low in the first hours which is a 
consequence of reduced blood plasma volume because of bicarbonate diuresis. This 
occurs as a result of the fluid shift from the intravascular space and the suppres-
sion of aldosterone [40]. Interestingly, the sympathetic nervous system activation 
remains increased even if one is well acclimatized to altitude [45]. In contrast to 
sympathetic activation, cardiac output decrease once a certain level of hypoxia 
is reached after several days [46]. After a few days, e.g., muscle tissue adapts and 
extracts more O2 from the circulating blood by increasing the arterial–venous 
oxygen difference. This reduces the demand for higher cardiac output. Reductions 
in stroke volume can be attributed due to decreased plasma volume as well as the 
above-mentioned increased pulmonary vascular resistance. From the systemic 
circulation perspective, the endothelial autocoids nitric oxide and prostaglandins 
have received more attention as they are potentially mediating hypoxic vasodilation 
in the vessels [47]. Hypoxic-induced vasodilation will therefor quickly increase the 
blood flow to O2-deprived tissues. Low PaO2 levels will increase Ca2+ concentra-
tion inside the endothelial wall which might lead to increased synthetization of 
vasodilating endothelial factors [48]. The smooth muscle cells of the blood vessels 
also have K+ ATP-channels, that are activated once the ATP/ADP quotient drops 
due to hypoxia. As a result of the increased conductivity of K+, the cell membrane 
is hyperpolarized, followed by relaxation of the vascular muscle cells and vasodila-
tion. This is especially well evoked in coronary and vertebral vessels [49].



43

Physiological Adaptions to Acute Hypoxia
DOI: http://dx.doi.org/10.5772/intechopen.102532

PAO2 is, as mentioned earlier, at sea level around 100 mmHg and will decrease 
at altitude. At sea level, around 96% of haemoglobin is bound to O2 which can be 
seen in Figure 2. The oxyhaemoglobin dissociation curve plays a crucial role in O2 
transport and demonstrates the interaction between the oxygen carrying capacity 
of haemoglobin and changes in partial pressure of oxygen [50]. When PAO2 drops 
to 50 mmHg at altitude, only about 80% of haemoglobin sites are bound to O2. 
The sigmoidal shape of the curve minimizes an abrupt decline in oxygen-carrying 
capacity of the blood. Another crucial adaptive process is, that the dissociation 
curve will shift to the left [51]. This is mediated by respiratory alkalosis and there-
fore rise in blood pH. This left shift causes that at a PAO2 of 50 mmHg, instead 
of 80%, around 90% of haemoglobin is bound to O2. As a result, more oxygen is 
bound on haemoglobin and more oxygen can be unloaded to the tissues [52].

3.3 Cerebral system

The brain consumes around 20% of the available oxygen at rest and is very sensitive 
to insufficient O2 supply [53]. The ability to process large amounts of oxygen (over a 
relatively small tissue mass) is necessary to support the high rate of ATP production to 
maintain an electrically active for the continual transmission of neuronal signals [54]. 
From this perspective, it is clear that hypoxia can have negative effects on cognitive 
function [55]. From the literature, it is well known that various factors have an impor-
tant influence on cognitive impairment during hypoxia, in case they occur. These 
include the grade of hypoxia (e.g. altitude height), ambient temperatures, performing 
exercise tasks, individual physiological responses and the influence of PB [56].

One of the most sensitive regions of the central nervous system is the cerebral 
cortex. However, acute exposure to extreme hypoxia can also cause changes within 
wide regions of the brain. Subtle changes in the white and gray matter were already 
observed during ascending Mt. Everest and K2, reducing movement control and 
planning [57]. Motor speed and precision are also negatively affected in altitude 
compared to sea level performance [58, 59]. The complexity of central execution 

Figure 2. 
S-shaped oxyhaemoglobin dissociation curve at sea level (solid black line). The curve is shifted left due to 
respiratory alkalosis under acute hypoxic exposure (broken gray line).
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tasks seems to play an important role when cognitive impairment is evaluated. 
Cognitive impairment seems to be more prominent when complex tasks must be 
solved rather than simple tasks [60, 61]. Indeed, altitude accidents that occur under 
hypoxia might be more related to poor judgment of complex situations as a conse-
quence of hypoxic depression of cerebral function. However, also small mistakes or 
even small increases in reaction time [62] can also have fatal consequences.

However, the underlying mechanisms, why cognitive performance can be 
impaired during hypoxia are not fully understood [61]. Cerebral circulation, which 
is the product of arterial oxygen content and cerebral blood flow, is dependent on 
the net balance between hypoxic vasodilation and hypocapnia-induced vasocon-
striction. It is well documented, that cerebral blood flow is increased under acute 
hypoxia to maintain cerebral O2-supply [54]. Cerebral blood flow increases, despite 
the hypocapnia, when arterial PO2 is less than 60 mmHg (altitude greater than 
2800 m). Although, interindividual varieties in cerebral blood are linked to individ-
ual variations in the ventilatory response to hypoxia [63], cerebral oxygen delivery 
and global cerebral metabolism are well maintained under moderate hypoxia. If 
cerebral oxygen consumption is constant, the question arises of what causes the 
cognitive impairment at altitude. Cognitive changes might be related to specific 
neurotransmitters that are affected by mild hypoxia (e.g., serotonin, dopamine). 
Furthermore, alterations in blood flow and sensory displeasure, hyperhomocyste-
inemia and potential neuronal damage, and a decrease in catecholamine availability 
combined with psychological factors appear to play a key role for reduction in 
cognitive function during hypoxia [61]. In case cerebral tissue oxygenation is not 
maintained, brain injury will occur with fatal consequences [35]. Compensatory 
hyperventilation, tachycardia and increased cerebral blood flow can partially main-
tain cerebral oxygen delivery, however, if these mechanisms work inadequately, the 
brain will be the first organ to be compromised.

4. Clinical consequences

This chapter aimed to give an overview of the main hypoxia types and the main 
physiological consequences. Hypoxia can occur due to occupational responsibili-
ties, recreationally but also under pathological conditions. Ascend to altitude or 
exposure to environments that lower the PiO2 will have direct consequences to 
the entire body systems, however various modulators such as PB, the severity of 
hypoxia, interindividual variability, health condition and others determine the 
physiological consequences and adaption processes. Exposing the body specifi-
cally to hypoxic environments can be used as a therapeutic tool, to increase sports 
performance or to achieve other goals [64]. However, it is important to precisely 
understand the different types of hypoxia and what consequences they have on the 
human body. Clinical manifestations of hypoxia underly inter-individual varia-
tions of cardiorespiratory and other physiological responses as well as the origin of 
hypoxia. In general, there are two major causes of hypoxia at the tissue level which 
are reduced blood flow to the tissues or reduced O2 content in the blood itself [65, 
66]. As a result, four main types of hypoxia arise. First, hypoxaemic hypoxia, where 
the O2 transport to or through the alveoli is impaired [6]. Second, anemic hypoxia 
where the oxygen-carrying capacity is reduced due to e.g., severe blood loss, iron 
and folate deficiency, haemoglobin pathologies or functional insufficiency to carry 
O2 [10, 12, 14]. Third, stagnant hypoxia where the transport of O2 to the tissue is 
impaired while the blood may be sufficiently oxygenated [6]. Finally, histotoxic 
hypoxia exists, where the O2 is delivered to the tissues but they are unable to utilize 
oxygen effectively [12].
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It is important to understand, how these types influence oxygen delivery to the 
tissues. The product of O2 content and blood flow is considered to reflect the oxygen 
delivery for the whole body (or to the individual organ system). As oxygen con-
tent is the sum of dissolved oxygen and that bound to haemoglobin, total oxygen 
delivery can be calculated according to Eq. (4):

 [ ]( )aDO SaO / Hb P O blood flow= × × + × ×2 2 2100 1.34 0.023   (4)

DO2 is the O2 delivery (ml min−1); PaO2 is the partial pressure of oxygen (kPa); 
SaO2 is the arterial oxygen saturation in percentage; Hb is the haemoglobin content 
(g dl−1); 0.023 is the solubility of oxygen (in ml dl−1 kPa−1); 1.34 is Hüfner’s con-
stant, the oxygen-carrying capacity of saturated haemoglobin (ml g−1); and blood 
flow (i.e., cardiac output) in dl min−1 [67]. From this equation, it can be seen that 
hypoxaemic hypoxia (via reduced PaO2 and SaO2), stagnant hypoxia (via reduced 
blood flow) and anemic hypoxia (via reduced haemoglobin content) may cause 
tissue hypoxia, as these three types reduce oxygen delivery. In contrast, there is no 
oxygen delivery deficiency in histotoxic hypoxia but rather an impairment of the 
tissue to use O2 [35]. Reduced oxygen tension, hypoventilation, ventilation-perfu-
sion mismatch, right to left shunt and impaired diffusion of oxygen can all lead to 
hypoxia in the body [12].

The primary measurement to evaluate the hypoxic disease state is the analysis of 
arterial blood gas. Using this measurement, important parameters such as partial 
pressure of oxygen, partial pressure of carbon dioxide, acidity (pH), oxyhaemo-
globin saturation and bicarbonate concentration in arterial blood can be assessed 
[68]. Management and treatment of persons under hypoxia should be started as 
soon as the evaluation has been successfully finished, and follows three categories: 
maintaining patent airways, increasing the oxygen content of the inspired air and 
improving the diffusion capacity [69–71]. Without adequate adaption processes 
and management, an imbalance between oxygen demand and oxygen delivery will 
occur leading to impaired homeostasis within the body. Therefore, healthcare prac-
titioners (e.g., physiotherapists, sports scientists, exercise physiologists and others) 
should be able to understand the causes, types and consequences of hypoxia.

5. Conclusion

In this chapter, an overview is presented on the main types of hypoxia and the 
physiological consequences of the main systems. Hypoxaemic, anemic, stagnant 
and histotoxic hypoxia originate from different etiologies. Hypoxia to the tissues 
can be caused by any obstacle in the oxygen cascade, beginning from the O2 mole-
cule in the atmosphere, until being the final electron acceptor within the mitochon-
dria to generate ATP. However, the adult compensatory mechanisms to counteract 
the acute hypoxic state are mainly based on our ability to hyperventilate, adequately 
adapt the cardiovascular response and to increase oxygen uptake to provide enough 
tissue O2. This chapter might contribute to improving the understanding of the 
different types of hypoxia and to understand the physiological responses.
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Chapter 4

Potential of Physical Activity-
Based Intervention on Sleep in 
Children with and without Autism 
Spectrum Disorder
Thai Duy Nguyen

Abstract

Sleep problems are widespread, and sleep disorders are frequent in children with 
autism spectrum disorders (ASD). Physical activities (PA) are considered a practi-
cal, non-pharmacological approach for improving sleep. This study aims to explore 
the impact of PA on sleep in children with or without ASD. Seventy-five children 
were recruited, including 57 children with ASD and 18 typically developing (TD) 
children as control. Participants wore an accelerometer monitor (Sense Wear® 
Pro Armband 3, Body media) for 6 consecutive days and nights to assess sleep and 
PA. The results indicated ASD children had limited participation in PA compared 
with TD children (Total time for PA: 156 ± 79 vs. 216 ± 59 minutes on weekdays; 
145 ± 93 vs. 178 ± 108 minutes on weekend). The children usually had more oppor-
tunities to participate in PA on weekdays and they tended to resist recommended 
bedtime (Sleep duration: 7.0 ± 0.8 vs. 9.6 ± 1.2 hours with ASD children; 7.1 ± 0.7 
vs. 9.5 ± 1 hours with TD children). It also reported PA with moderate to vigor-
ous intensity was better to improve sleep in children both with and without ASD. 
Finally, this study recommended promoting PA will help to improve sleep quality 
and reduce sedentary behaviors for children with ASD in particular and children in 
general.

Keywords: autism spectrum disorders, sleep disorder, physical activity, sleep quality

1. Introduction

Autism spectrum disorder (ASD) is known as a developmental disorder  
characterized by social communication difficulties and repetitive behavior. This 
is a complex syndrome related to genetic and environmental factors [1]. Great 
concerns about the high prevalence of poor sleep and the impact of sleep distur-
bance on ASD children are widely reported worldwide [2]. It is estimated that 
sleep disorders affect up to 80% of children with ASD compared with 10–25% of 
typically developing (TD) children [3, 4]. Children with ASD often face difficulties 
with sleep, and this has a strong relationship with daytime behavior problems; the 
most frequently reported issues include difficulty falling asleep, restless sleep, and 
frequent waking [5, 6]. Disturbed sleep could also exacerbate the core symptoms 
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of ASD. Sleep education, environmental changes, behavioral interventions, and 
exogenous melatonin medication are frequently used for promoting and improving 
sleep quality [7, 8]. Improving the quality of sleep plays a critical role for children 
because sleep helps to optimize cognition, memory, behavioral adjustment, and 
learning [9].

Compared with TD children, the rate of sleep problems is higher in children 
with ASD. Significant impairments in social interaction and restricted behavior, 
combined with increased rates of motor problems, are frequently observed in 
individuals with ASD [10]. It may make these children less motivated and less 
likely to participate in physical activities (PA), leading to the risk of increased 
sedentary behavior (SB). It also may contribute to harmful health outcomes like 
overweight or obesity [11]. Recent reports showed difficulties in motor skills and 
motor capacities for ASD children compared with TD children, and limitations in 
PA may reduce opportunities for social interaction and learning in children with 
ASD [12, 13].

Physical activity is defined as any form of movement that leads to energy expen-
diture and is not performed in competition, including all daily activities, leisure 
activities, and exercises [14]. PA is indispensable for children’s health. However, 
most children in the world do not participate in at least 60 minutes per day of mod-
erate to vigorous physical activity (MVPA) as was recommended [15, 16]. Studies 
showed children diagnosed with ASD had PA levels lower than typically developed 
peers [17]. There are many individuals, social, and community barriers that make 
PA participation more difficult and may contribute to increased screen time by 
children with ASD [18]. Evidence has also been presented of PA decreasing nega-
tive behaviors and promoting positive behaviors. It improved social contacts and 
friendships and increased motor skills [11]. Thus, participation in PA is particularly 
essential for children with developmental disabilities, who could potentially benefit 
from increased PA and reduced SB; it has a positive impact on their development, 
quality of life, health, and future [9].

A reciprocal relationship between sleep and PA has been documented in children 
with and without ASD. Increasing exercise has been reported as helping produce 
better sleep quality, reduced weight, pain prevention, and improved mood in 
insomnia patients [19]. Adjusting factors of PA such as level, intensity, and duration 
of exercise has a positive effect on sleep quality [20]. Association between sleep 
patterns and PA levels suggests that being more physically active tends to support 
healthier sleep in children without disabilities [21]. Other studies also revealed a 
significant improvement in sleep efficiency, sleep onset latency, sleep duration, and 
wake after sleep onset with increased PA. It highlighted the role of PA in improving 
sleep quality among children with ASD [22]. Accordingly, regular moderate-inten-
sity PA is recommended to treat and prevent sleep disorders without using medica-
tions [23]. In contrast, sleep disorders can lead to reduced cognitive performance 
and PA, while increasing the risk of injury during exercises. Getting insufficient 
sleep has been identified as a risk factor associated with public health problems 
such as obesity, depression, and limited PA [19]. Also, poor sleep was associated 
with higher rates of repetitive behavior and had a negative effect on challenging 
 behaviors [24].

The mechanism of how PA affects sleep is not yet fully understood. Therefore, 
new studies must be carried out to understand the benefit of PA in the promotion 
of sleep and understand better the physiological responses to sleep loss. Within the 
scope of this study, we wanted to explore the relationship between PA intensity 
and sleep quality, its specific impact on improving sleep parameters. Thereby, it is 
possible to establish an optimal PA plan as a non-drug intervention to improve sleep 
quality as well as the quality of life in children with ASD.
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2. Method

This study was approved by the local Ethics Committee of the Hospital  
(N°A00-865 40). It was conducted according to the Declaration of Helsinki and 
registered on the Clinicaltrials.gov registry (N°CT: 02830022).

2.1 Subjects

Each subject and their parents received both written and oral information, 
and those that agreed to participate signed a consent form. Seventy-five children 
were recruited to participate in the study, including 57 children with ASD and 
18 typically developing children as a control group. All of them attended regular 
schools. Diagnosis of ASD was performed by experienced physicians and psycholo-
gists, according to the Diagnostic and Statistical Manual of Mental Disorders 5th 
edition criteria [25]. The subjects were also assessed with the Autism Diagnostic 
Observation Schedule (ADOS) [26]. Intelligence Quotient (IQ ) was estimated 
using the Wechsler Intelligence Scale for Children, 4th edition [27]. IQ criterion 
for children is IQ > 70, excluding children with intellectual disabilities (IQ < 70). 
Following the ethical guidelines, IQ scores and ADOS results were not provided to 
researchers. However, score certification of IQ > 70 for all ASD children in this study 
was confirmed by a clinical psychologist experienced in diagnosing children with 
ASD and autism. Children with psychiatric disorders, comorbid medical conditions, 
contraindications for exercise, and those taking medication were excluded from the 
study [9].

2.2 Actigraphy

Participants wore the accelerometer monitor (Sensewear® Pro Armband 3, Body 
media) for 6 days and nights (5 weekdays and 1 weekend day). Participants and 
their parents completed daily diaries to distinguish periods in which participants did 
not wear the accelerometer (shower or bath, swimming, or other water activities). 
Time not wearing the device was excluded from the analysis. The monitoring device 
used in this study is a bi-axial accelerometer, worn on the right arm triceps. It can 
estimate energy expenditure based on algorithms from measured parameters such as 
acceleration, heat flux, galvanic skin response, skin temperature, near-body tem-
perature, and demographic characteristics like sex, age, height, and weight [9].

This device can measure sleep parameters such as sleep time, sleep latency, wake 
up time, wake after sleep onset (WASO), and sleep efficiency. It was also used to 
calculate the parameters related to PA, such as the time spent for PA with different 
intensities and energy expenditure for PA. In the experiment period, children slept in 
their own bedroom, and their parents often described a consistent bedtime routine.

2.3 Child sleep diary

Children and their parents recorded information related to sleep each night for 6 
consecutive days. It included bedtime (the time when the children went to bed each 
evening), wake up time (the time when the children woke up each morning), and 
sleep time (parents’ estimation of duration of the children’s sleep time each night).

Parents of the children also completed other questionnaires on sleep, physical 
activity, and parental assessments.

• The children’s sleep habits questionnaire (CSHQ ): This is the most used ques-
tionnaire to evaluate the sleep of ASD children, translated into French. CSHQ 
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included 45 items with scores rated from 1 to 3, and was divided into eight subscales 
(bedtime resistance, sleep onset delay, sleep duration, sleep anxiety, night wakings, 
parasomnias, sleep-disordered breathing, and daytime sleepiness). CSHQ’s total 
score was calculated and compared with the threshold value of 41. CSHQ’s total 
score higher than 41 indicated sleep disorders or low sleep quality [28].

• The physical activity questionnaire for children (PAQ-C): PAQ-C provided 
general estimates of the level of PA and sedentary activities over the previous 
7 days in children. It contained nine items with scores rated from 1 to 5. The 
final PAQ-C summary score was calculated to reflect PA levels, respectively 
Light (score = 1), Moderate (score = 2–4), and Vigorous (score = 5) [29].

• The questionnaire assessed parental awareness of children’s sports practice. 
These questionnaire results helped to assess barriers to PA (time, economics, 
and emotion) and other values like the importance of sports practice,  
children’s athletic level, parental support, and parents’ sports practice.

2.4 Statistics

The data collected by actigraphy, sleep diary, and questionnaires were processed 
by specialized software (Sensewear Software) and Excel software in different ways. 
We calculated the average values of weekdays (WD), weekends (WE), and all days 
(AD) during the experiment for each child. Data used for statistical analysis were 
the mean values ± standard deviation. The differences of data between question-
naires and actigraphy method; WD and WE measured by actimetry in children 
with and without ASD were compared by R software (t-test, Pearson’s chi-squared, 
one-way test with significance considered as p < 0.05). The relationship between 
factors related to sleep and PA was assessed by correlation and linear regression 
with significance considered as p < 0.05 (R software). Finally, principal compo-
nent analysis (PCA) and agglomerative hierarchical cluster analysis (AHCA) were 
applied to classify individuals according to the component group (R software). In 
this study, we had n = 75 observations (57 children with ASD, 18 control children) 
and p = 24 predictors (anthropometric characteristics and data from monitoring 
devices). We used the elastic net method and appropriate criteria to select variables 
[12]. Finally, only 17 pertinent variables were used for PCA and AHCA.

The factors related to sleep used for analysis were total time on the bed (h), sleep 
duration (h), sleep quality index (%), bedtime resistance (min), sleep latency (min), 
wake-up time resistance (min), awakening latency (min), and wake after sleep onset 
(min). The factors related to PA used for analysis were sleep energy expenditure (kcal), 
total PA energy expenditure in 24 h (kcal), MVPA energy expenditure in 24 h (kcal), 
sedentary PA energy expenditure in 24 h (kcal), total time for PA (min), time for sed-
entary PA (min), time for moderate PA (min), time for MVPA (min), time for vigorous 
PA (min), time for strong vigorous PA (min), and daily step number.

3. Results

No difference between children with or without ASD was found with regard to 
demographic characteristics. However, we observed ASD children had a low PAQ-C 
score and a higher CSHQ score than control children as reported by their parents. 
Also, sleep duration as collected by questionnaires was more than by monitoring 
device by around 2.6 hours (p < 0.001) in ASD children and 2.4 hours (p < 0.001) in 
control children (Table 1).
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No difference was found on PA factors between weekdays and weekends in ASD 
children, but there were differences in control children. They were more active in 
PA participation on weekdays than weekends (Table 1). On weekdays, ASD chil-
dren had less energy expenditure for MVPA and time for PA (moderate, moderate 
to vigorous, vigorous, and strong vigorous) than control children. Meanwhile, they 
had more time for sedentary PA than control children on both weekdays and week-
ends. No difference in sleep factors was found between the two groups (Table 1).

Principal component analysis (PCA) and agglomerative hierarchical cluster 
analysis (AHCA) were performed with 17 pertinent variables. PCA results indi-
cated five main component groups which helped explain 86.1% of the variance, 
with an eigenvalue ≥1. Two clusters were determined with blue space representing 
ASD children and yellow space representing control children (Figure 1). Two chil-
dren with ASD (17, 23) and one control child (70) were classified outside of these 
clusters. In this graphic representation, a child on the same side as a given variable 
obtained a high score for this variable. A low value for this variable was attributed 
to a child on the opposite side. The distribution of children in both groups was not 
focused on their specific clusters. ASD children had discrete distribution (blue 
cluster), while control children were more concentrated (yellow cluster).

Child #17 was characterized by a total of daily steps twice the group average 
(25,620 vs. 12,354 steps/24 h) and had the highest time for vigorous PA (117.87 vs. 
17.87 min/24 h), strong vigorous PA (16.17 vs. 2.07 min/24 h) compared with the 
group average. Child #23 was characterized by a total PA energy expenditure two 
times higher than the group average (3826 vs. 1581 kcal/24 h) and a sleep latency 
multiplied by 2.5 compared to the other children (35.4 vs. 13.6 min/24 h). Child 
#70 was characterized by a total PA energy expenditure twice the group average 
(3470 vs. 1642 kcal/24 h) and the highest sleep energy expenditure of all children 
in the group (500 vs. 280 kcal/24 h).

Figure 1. 
Principal component analysis biplot of PA and sleep. ASD children are represented from 1 to 57, control 
children are represented from 58 to 75. (a1) Total time on bed (h); (a2) sleep duration; (a3) sleep quality index 
(%); (a4) bedtime resistance (min); (a5) sleep latency (min); (a7) awakening latency (min); (a8) wake 
after sleep onset (min); (a9) sleep energy expenditure (kcal); (a10) total PA energy expenditure (kcal); (a11) 
MVPA energy expenditure (kcal); (a12) sedentary PA energy expenditure (kcal); (a13) total time for physical 
activity; (a14) time for sedentary PA (min); (a15) time for moderate PA (min); (a16) time for MVPA (min); 
(a17) time for vigorous PA (min); and (a19) daily steps number.
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The results of an individual’s classification by AHCA in Figure 2 showed the 
ranking of each child and clusters in which they were classified. Based on the 
dendrogram graph, all children with similar characteristics in both the ASD group 
(green color) and the control group (red color) were classified into four different 
clusters. The characteristics of children in clusters were shown by comparing the 
result of the mean values of variables (Table 2).

• Cluster 1 (saffron): A total of 22 ASD children. This cluster is characterized by 
children with limited participation in PA and bad sleep. They had the lowest 

Figure 2. 
(a) Dendrogram of individual’s classification by AHCA. (b) Factor map of individual’s classification by 
AHCA. *Cluster 1 (saffron), cluster 2 (pink), cluster 3 (gray), and cluster 4 (green).
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PA (a11, a13, a15, a16, a17, and a19) except for sedentary PA (a12 and a14) and 
low sleep quality (a3) compared with other clusters.

• Cluster 2 (pink): A total of 24 members, including 18 ASD children and  
six control children. This cluster was characterized by children with moder-
ate participation in PA and good sleep. They had high sleep quality (a3), high 
sleep duration (a2), and were moderate for PA compared with other clusters.

Cluster 1 Cluster 2 Cluster 3 Cluster 4

Sleep 
variable

Total time on bed in 
24 h (h)

a1 9.88 9.65 9.96 7.92

Sleep duration in 
24 h (h)

a2 7.21 7.15 6.94 5.98

Sleep quality index 
in 24 h (%)

a3 74.81 76.57 72.55 78.28

Bedtime resistance 
in 24 h (min)

a4 11.15 14.30 10.07 15.55

Sleep latency in 24 h 
(min)

a5 14.87 9.92 16.44 21.90

Awakening latency 
in 24 h (min)

a7 17.08 13.30 19.18 14.85

Wake after sleep 
onset in 24 h (min)

a8 116.29 110.30 134.80 64.19

Physical 
activity 
variable

Sleep energy 
expenditure in 24 h 

(kcal)

a9 337.99 246.42 266.88 447.91

Total PA energy 
expenditure in 24 h 

(kcal)

a10 1594.62 1327.80 1653.54 3262.96

MVPA energy 
expenditure in 24 h 

(kcal)

a11 247.81 364.77 637.31 1013.32

Sedentary PA energy 
expenditure in 24 h 

(kcal)

a12 1343.80 945.53 976.69 2163.82

Total time for 
physical activity in 

24 h (min)

a13 79.44 162.02 247.64 182.54

Time for sedentary 
PA in 24 h (min)

a14 1360.60 1277.52 1192.13 1257.52

Time for moderate 
PA in 24 h (min)

a15 73.31 140.69 201.00 148.26

Time for MVPA 
(min)

a16 79.04 159.19 241.40 178.99

Time for vigorous 
PA in 24 h (min)

a17 5.73 18.50 40.39 30.73

Daily steps number 
in 24 h

a19 8154.51 13,128.69 16,886.77 15,080.22

Values are mean of cluster.

Table 2. 
Characteristics of ASD children in classification clusters.
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• Cluster 3 (gray): A total of 26 members, including 15 ASD children and 11 con-
trol children. This cluster was characterized by children with strong vigorous 
participation in PA and bad sleep. They had the highest PA (a13, a15, a16, a17, 
and a19) excepted for sedentary PA (a12 and a14) and the lowest sleep quality 
(a3) compared with other clusters.

• Cluster 4 (green): Total of three members, including two ASD children and 
only one control child. This cluster was characterized by children with moder-
ate participation in PA and good sleep. They had the highest sleep quality (a3) 
and were vigorous for PA compared with other clusters.

4. Discussion

Most current studies still have not explained how PA affects sleep exactly and 
vice versa. PA and sleep influence each other through multiple complex interac-
tions, both physiological and psychological [19]. PA is considered beneficial for 
improving sleep quality, but the effectiveness of PA-based interventions remains a 
question [30]. Conversely, sleep problems could increase symptoms of anxiety and 
depression, and thereby indirectly affect PA performance.

According to the survey results, we found a difference between children in the two 
groups. PAQ-C score indicated ASD children had PA levels lower than control children. 
CSHQ score presented higher sleep problems in ASD children than control children. 
Besides these, parent-reported estimated sleep time was higher than actigraphy-
measured sleep time by 37.1% in ASD children and 33.8% in control children (Table 1). 
This demonstrated the children did not go to bed according to the schedule that their 
parents set. It was consistent with data collected from the monitoring device about 
total time in bed being more than sleep duration. Moreover, studies have reported on 
factors affecting sleep in a modern society like sleep environment, lifestyle habits, 
high-tech devices, physical activities, and learning activities [18, 31, 32]. Also, the 
downside of social development, children were free in their own rooms with little con-
trol from their parents. Therefore, they tended to resist recommended bedtime and fell 
asleep later. A typical example was when children went to bed, and even were lying in 
bed, but did not sleep, and instead, read stories or used smart entertainment devices.

Comparing results between children in the two groups, we observed ASD children 
had less participation in PA than control children. They had a low energy consump-
tion for MVPA, daily step number, and total time for PA compared with control chil-
dren on weekdays (Table 1). Also, time for MVPA, vigorous PA, and strong vigorous 
PA was equal to 74.7, 42.8, and 28.6% of control children on weekdays. Meanwhile, 
the time for sedentary PA was higher than in the control group both weekdays and 
weekends (Table 1). It proved ASD children often faced difficulties related to PA, 
especially MVPA, and tended to increase sedentary behaviors. Recent studies on the 
relevance of obesity and sedentary PA to sleep in adolescents and children with ASD 
showed similar results [33, 34]. No any significant differences in sleep between ASD 
children and control children, the reason was PA does not always affect sleep directly, 
as sleep also depends on control factors (such as age, health status, and mode and 
intensity of exercise intervention) or psychological factors [35, 36]. Our results also 
indicated control children had more active participation in PA (MVPA, vigorous PA, 
and daily steps) on weekdays compared to the weekend (Table 1). These differences 
may come from children usually going to school and participating in school activi-
ties on weekdays, while ASD children tended to be less sedentary and have less PA 
participation than TD children [37]. On the weekend, children were free to stay at 
home with their families, so they tended to have less PA participation.



61

Potential of Physical Activity-Based Intervention on Sleep in Children with and without Autism...
DOI: http://dx.doi.org/10.5772/intechopen.102534

PCA and AHCA analysis showed characteristics of PA and sleep in all children. We 
identified two relatively distinct clusters on the factors related to PA and sleep by PCA. 
One cluster included ASD children who had a positive correlation with sedentary PA, 
and the cluster with control children had a positive correlation with PA from moderate 
to vigorous, except for sedentary PA (Figure 1). Then, we presented the classification 
of individuals more clearly by AHCA, with four clusters determined to have a higher 
rate of ASD children than control children (Figure 2, Table 2). All of cluster 1 was 
ASD children; its characteristics were the lowest level of PA participation, highest 
sedentary behaviors, and bad sleep quality. This was consistent with the characteristics 
of children with ASD [6, 38]. Cluster 2 had 75% ASD children; its characteristics were 
a moderate level of PA participation, but they had better sleep in both duration and 
quality. Cluster 3 contained 57.7% ASD children; its characteristics were the highest 
level of PA participation, lowest sedentary behaviors, and worst sleep. Meanwhile, 
cluster 4 had 66.67% ASD children; its characteristics were a moderate level of PA 
participation and the best sleep quality. These classification results showed a difference 
between sedentary PA in ASD children and active PA participation in control children. 
Also, they indicated that PA with moderate to vigorous intensity was related to good 
sleep while limited participation in PA or strong vigorous PA was related to poor sleep. 
The positive effect of physical activity on sleep quality has also been discussed in stud-
ies of children with ASD [7, 39].

The findings in our study suggested the role of PA in improving sleep quality. 
Better sleep was the result of increased sleep duration and decreased sleep latency and 
wake after sleep onset. We should spend more daily energy consumption on MVPA, 
vigorous PA. It helps to increase PA and reduce SB. MVPA also was reported to 
enhance sleep quality by decreasing sleep latency and wake after sleep onset [40, 41]. 
Thus, we recommended increasing PA with moderate to vigorous intensity and sleep 
duration for improved sleep quality, especially with ASD children. This suggestion is 
in line with results reported in a comprehensive review of studies about the effects of 
PA on sleep quality with different PA intensities [23].

5. Conclusion

This study indicated ASD children tend to have low participation in PA and 
increased sedentary behaviors compared to control children. These children had 
more active PA participation on weekdays than the weekend, and they tended to 
resist bedtime by parents’ request. Also, we provided evidence that PA with moder-
ate to vigorous intensity can improve sleep quality, especially for children with 
ASD. It could be used as a non-pharmacological method to treat sleep disorders 
for ASD children. However, the nature and the magnitude of this impact are still 
controversial. Future studies need to clarify the mechanism of PA intensity effects 
on sleep quality. This way, they can give PA protocols based on reliable evidence to 
promote PA and prevent sedentary behaviors in children with ASD. This study also 
contributed to palliative treatment for children with ASD.

6. Limitations

The main limitation of our study was a disparity in the number of children 
between the ASD group and the control group. The sample sizes of the two groups 
were inconsistent. This affected the criteria on sleep quality used to distinguish 
children with and without ASD. These limitations need to be addressed in future 
studies.
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Chapter 5

Exercise Mimetics: An Emerging 
and Controversial Topic in Sport 
and Exercise Physiology
Mohamed Magdy Aly Hassan ElMeligie

Abstract

Over the previous decade, there has been growing and fervent interest in 
scientific and commercial circles regarding the potential of bioactive compounds 
that mimic, or augment, the effects of exercise. These developments have given 
rise to the moniker ‘exercise pills’ or ‘exercise mimetics’. The emergence of such 
orally-delivered bioactive compounds could hold substantial therapeutic value for 
combating metabolic disease. Such treatments might also present therapeutic value 
for morbidly obese individuals or those recovering from severe injury. This topic 
is not without controversy, however, as the search for a ‘one size fits all’ solution 
is not likely to bear fruit, given the complexity of the molecular and physiological 
mechanisms involved. The primary goal of this chapter is to explore the challenges 
of designing a pill that might reliably deliver the myriad and complex adaptations 
afforded by exercise training, with a focus on skeletal muscle. Furthermore, it will 
consider the issues, rationale, and practicality of implementing such therapeutics as 
a credible substitute to engaging in regular exercise training.

Keywords: exercise pill, bioactive, pharmaceuticals, human adaptation,  
skeletal muscle, homeostasis

1. Introduction

Physical exercise is recognized as a highly effective non-pharmaceutical inter-
vention for a range of health conditions in humans. In the first instance, systematic 
review evidence (comprising millions of participants) has indicated that engage-
ment in regular physical exercise is associated with a reduced risk for all-cause 
mortality, and in a dose-response manner [1]. Furthermore, it also has important 
benefits in the prevention and treatment of a range of chronic metabolic conditions 
[1], such as cardiovascular disease [2], diabetes [3], and cancer [4]. The benefits of 
regular physical exercise are not restricted solely to metabolic diseases, however. 
The whole-body homeostatic perturbations brought about by exercise-induced 
stress also encompass the central nervous system, skeletal muscle, skin, oxygen 
transport processes, and hepatic function [5]. An important observation is that the 
relationships between physical activity and health outcomes tend to be curvilinear, 
in that clinically relevant health benefits can be obtained from relatively little 
amounts of physical activity [1].
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Despite its wide-ranging, multifaceted, and complex health benefits, almost one 
third of the global population over 15 years of age fails to meet the minimum pre-
scription of physical exercise to obtain worthwhile health benefits [6]. In the United 
States, 8.3% (95% confidence interval: 6.4–10.2) of deaths have been attributed to 
inadequate levels of physical activity [7], a sobering statistic when considering the 
modifiable nature of this risk factor [8]. Yet more worrisome is the growing trend 
towards increasing sedentary behaviors (i.e., sitting time, computer use) over the 
previous decade [9, 10]; a fact made all the more severe by the ongoing COVID-19 
pandemic and its associated government-mandated lockdown measures to protect 
public health [11]. Despite the seemingly global trend towards increased sedentari-
ness and inadequate physical activity, impracticalities exist with regards to mandating 
an entire community, country, and/or global population to optimize their exercise 
habits [12]. It must also be noted that certain populations may not be able to engage 
in physical exercise due to injury, disease, or age-associated frailty, and thus would 
benefit from alternative solutions [13].

The potent effects of regular physical exercise on numerous important domains 
of human health have given rise to the notion of pharmacological compounds that 
mimic, or enhance, these effects. Such ‘exercise mimetics’ or ‘exercise pills’ have 
been touted as a potential, but not entirely probable, therapeutic solution [12, 14] 
for an otherwise challenging and ongoing public health problem. Although exer-
cise brings about a range of physiological benefits to human health, compliance 
is often low and in certain groups may not be possible [15]. In recent decades, our 
understanding of the molecular determinants and physiological processes involved 
in exercise has improved at an alarming rate. This work has led to the emergence of 
chemical interventions that can induce the beneficial aspects of exercise, without 
necessitating actual skeletal muscle activity [15]. Such pharmacologic interventions 
may represent a viable strategy for addressing metabolic diseases associated with 
physical inactivity [16] or serve as an intermediary treatment for the morbidly 
obese or people recovering from serious injury [17]. The mechanistic basis for this 
supposition, and the opportunities and difficulties associated with such a strategy 
are the focal considerations of this chapter.

2. The identification of cellular and molecular targets in skeletal muscle

Skeletal muscle is the most abundant tissue in the human body, accounting 
for around 40% of total body weight, and is the most robustly activated organ in 
response to physical exercise [13]. In recent years, the effects of physical exercise 
on several molecular pathways and cellular targets in skeletal muscle have received 
significant attention. This investigative work has yielded numerous potential factors 
with relevance for ‘exercise mimetic’ applications in human health.

2.1 The AMPK-SIRT1-PGC1α pathway

The repeated muscular contractions brought about during physical exercise 
activate numerous signaling pathways in skeletal muscle, one of which is the 
AMPK-SIRT1-PGC1α axis that plays a key role in skeletal muscle energy metabolism 
and mitochondrial biogenesis [13].

2.1.1 AMPK

AMPK, or AMP-activated protein kinase, is a master regulator of energy 
homeostasis and metabolism within the cell. It is a heterotrimeric protein complex 



69

Exercise Mimetics: An Emerging and Controversial Topic in Sport and Exercise Physiology
DOI: http://dx.doi.org/10.5772/intechopen.102533

that comprises a catalytic subunit (α) and two regulatory subunits (β and γ) of 
which numerous isoforms exist [18]. AMPK integrates important signals from 
metabolic pathways and balances nutrient availability with energy demand. 
During exercise, muscle contractions deplete adenosine triphosphate (ATP), which 
reduces the ATP:AMP and ATP:ADP ratios within the cell, subsequently activat-
ing AMPK [19]. In skeletal muscle, the activation of AMPK induces a switch from 
anabolic cellular metabolism to a catabolic state of metabolism, blocking energy-
consuming activities and promoting the synthesis of ATP from fatty acid oxida-
tion, glycosylation, and glucose uptake [13]. These effects are mediated acutely 
by direct phosphorylation of metabolic targets, whereas a more chronic effect is 
brought about by gene transcription [13]. Inactivation of AMPK in skeletal muscle 
leads to the loss of oxidative fibers, suppressed fat metabolism, and impaired 
mitochondrial biogenesis [20].

Exercise is perhaps the most prominent physiological activator of AMPK in 
skeletal muscle. Acutely, exercise intensities above 60% of maximal aerobic capac-
ity can induce AMPK activation, as can lower intensities of a prolonged duration 
[21]. Given its ‘global’ role as a regulator of cellular energy stress in response to 
environmental factors such as caloric restriction, physical exercise, and metabolic 
disease [22], AMPK has garnered substantial attention. It continues to represent 
a promising potential target for pharmaceutical intervention, particularly when 
considering its interactions with other effectors.

2.1.2 SIRT1

Sirtuin 1 (SIRT1) is a central regulator of metabolic processes in response to 
energy availability, and is primarily localized in the nucleus [23]. It is responsive 
to NAD+ to NADH concentrations, and thus cellular energy availability, through 
its activation by AMPK [20], and it also senses changes in intracellular redox state 
[13, 23]. The activation of SIRT1 deacetylates and activates peroxisome prolif-
erator-activated gamma coactivator 1-alpha (PGC1-α), upregulating its specific 
activity as a transcription factor on genes related to mitochondrial respiration 
and fatty acid metabolism [13, 24]. In conditions of overexpression or knock-out 
however, there is evidence to suggest that SIRT1 can also serve as a PGC1-α inhibi-
tor, thus reducing mitochondrial activity [13]. In addition, during low nutrient 
availability, SIRT1 induces a shift in cellular metabolism towards fatty acid oxida-
tion due to the scarcity of glucose [23]. SIRT1 helps to support cellular energy 
balance by inducing catabolic processes while inhibiting anabolic processes, thus 
maintaining energy homeostasis [23].

Physical exercise, specifically high-intensity interval training, has been shown 
to elevate SIRT1 activity in human skeletal muscle, and this was also associated 
with mitochondrial biogenesis [25]. Moreover, chronic exercise results in systemic 
adaptations that increase the levels of SIRT1 expression in the kidney, liver and 
brain in patients with neurodegenerative diseases, normalizing cellular processes 
and decreasing disease severity [26]. Defects in the pathways mediated in part by 
SIRT1 are known to lead to numerous metabolic disorders. Therefore, given the 
potential benefits of exercise-associated activation of SIRT1 for health and disease, 
the pharmacological manipulation of this target might elicit multiple benefits, and 
as such remains an area of focused attention.

2.1.3 PGC1-α

PGC1-α plays an integral role in cellular metabolism, serving as a co-activator 
of a vast range of downstream transcriptional factors and effectors involved in 
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fatty acid oxidation and mitochondrial biogenesis [13]. In skeletal muscle, PGC1-α 
is activated by endurance exercise-mediated stimulation of p38 mitogen-activated 
protein kinase (MAPK) [13], subsequently enhancing mitochondrial biogenesis. 
Importantly, both acute and chronic physical exercise robustly increase the mRNA 
expression of PGC1-α in rodent muscle, therefore underscoring its importance in 
exercise training adaptations [20]. PGC1-α mediates the remodeling of skeletal 
muscle towards a more metabolically oxidative and less glycolytic fiber-type 
composition [27]. In muscle-specific PGC1-α knock-out models, impaired endur-
ance, abnormal fiber composition, and inconsistent mitochondrial gene regulation 
have been documented [13], thus reinforcing the indispensable role of PGC1-α in 
exercise-mediated adaptations. It has also been posited that PGC1-α is a key fac-
tor in metabolic disorders, such as diabetes, obesity, and cardiomyopathy. These 
notions, allied to its regulatory action in lipid metabolism, make PGC1-α a poten-
tially attractive target for pharmacological intervention [27].

2.2 PPARδ

Peroxisome proliferator-activated receptor delta (PPARδ) is a nuclear hormone 
receptor that transcriptionally regulates over 100 genes, playing a vital role in many 
biological processes [13], particularly those relating to energy balance [28] and fatty 
acid oxidation [29]. Although expressed abundantly in a range of metabolically 
active tissues, in skeletal muscle PPARδ is predominantly expressed in oxidative 
slow-twitch as opposed to glycolytic fast-twitch fibers. This expression is further 
induced by endurance-type exercise activity known to trigger an oxidative and/
or slow-twitch phenotype [20]. Its role in skeletal muscle includes the regulation 
of slow/fast-twitch fibers, lipid metabolism, oxidative processes, mitochondrial 
biogenesis, weight reduction, impairment of liver gluconeogenesis, and manage-
ment of inflammatory processes [13, 20]. In rodent models, muscle-specific activa-
tion of PPARδ has demonstrated ‘exercise-like’ effects, such as increasing running 
endurance and guarding against diet-induced obesity and type II diabetes [30]. 
Furthermore, ablation of PPARδ in skeletal muscle induces an age-dependent loss 
of oxidative muscle fibers, running endurance, and insulin sensitivity [31], thus 
further reinforcing the role of PPARδ in fiber type remodeling. The weight of this 
evidence has led to the assumption that PPARδ is a central transcriptional regulator 
of oxidative metabolism the slow-twitch phenotype [20] thus representing a major 
‘exercise mimetic’ target of interest.

2.3 ERRα/γ

Estrogen-related receptors (ERRs) are key nuclear regulators in mitochondrial 
energy metabolism [29], with their transcriptional activity determined by co-
factors such as PGC-1α. ERRα is expressed in a range of tissues with high energy 
turnover, including skeletal muscle. ERRγ has a similar expression pattern but is 
selectively expressed in tissues with high rates of oxidation such as brain, heart, 
and muscle [29]. When PGC-1α is induced, ERRα plays a major role in controlling 
the mitochondrial biogenic gene network; in its absence, the ability of PGC-1α to 
enhance the expression of mitochondrial genes is drastically reduced [29].

In skeletal muscle, ERRα is expressed in oxidative and glycolytic fibers, whereas 
ERRγ is expressed in oxidative fibers only [29, 32]. Notably, ERRγ regulates oxida-
tive metabolism not just in skeletal muscle, but in other tissues as well [33], and is a 
key determinant of the oxidative muscle fiber phenotype [15]. As such, it is highly 
expressed in type I skeletal muscle fibers. In rodent models, when ERRγ is trans-
genically expressed in type II fibers, it induces metabolic and vascular adaptations, 
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in the absence of exercise [32]. These adaptations include prominent vasculariza-
tion, the secretion of proangiogenic factors, and an alarming increase in endurance 
performance of 100% [32]. Given these characteristics, ERRγ is a prominent target 
for exercise mimetics because of its direct regulation of genes associated with 
mitochondrial oxidation, however there is a paucity of research on the topic [12]. 
When applied ectopically in glycolytic fibers, ERRγ instigates a shift in fiber type 
from glycolytic to oxidative, inducing mitochondrial biogenesis and bring about 
increased vascularization [29].

2.4 REV-ERBα

The nuclear receptor REV-ERBα (also known as nuclear receptor subfamily 1 
group D member 1 (NR1D1), is highly conserved across species and plays important 
roles in circadian rhythm and metabolism [33]. In skeletal muscle, REV-ERBα are 
prominently involved in the regulation of mitochondrial biogenesis, mitophagy, 
the promotion of an oxidative fiber type, and the processes underpinning a higher 
endurance capacity [34]. In rodents, muscle-specific ablation of REV-ERBα was 
shown to blunt the AMPK-SIRT1-PGC-1α signaling pathway, decrease mitochon-
drial density, reduce oxidative phosphorylation activity, and downregulate genes 
associated with fatty acid metabolism [34]. Conversely, overexpression of REV-
ERBα in C2C12 cells activated these regulators of training adaptations, increased 
mitochondrial biogenesis and induced fatty acid metabolism genes [35]. REV-ERBα 
also appears to play a role in modulating muscle mass, with its deficiency leading to 
increased expression of atrophy genes, and overexpression leading to diminished 
atrophy genes and increased fiber size [36]. Therefore, REV-ERBα has been identi-
fied as a promising pharmacological target for exercise mimetic applications.

3.  ‘Exercise mimetic’ pharmacologic compounds as putative 
therapeutics for human health

The attractive properties of physical exercise for human health have garnered 
fervent interest from the pharmaceutical industry in recent years, likely due to 
the large and untapped market of sedentary individuals that, for varying reasons, 
do not engage in sufficient physical exercise [37]. Chiefly, the development of 
novel therapeutic approaches to replicate an exercise-training phenotype [38] by 
activating selected molecular targets—so-called ‘exercise pills’ [15] or ‘exercise 
mimetics’—remains an area of substantial investment and effort. In using natural 
or synthetic compounds, it is possible to induce exercise-mimicking effects even in 
sedentary test animals [12], by activating molecular targets and genomic regulators 
such as those previously described. The foremost of these therapeutic approaches 
will now be discussed.

3.1 AMPK activators

AICAR, or 5-aminoimidazole-4-carboxamide-1-β-D-ribofuranoside, is at the 
forefront of several ‘exercise-mimetic’ compounds developed to target AMPK, a 
master regulator of cellular and organismal metabolism [39]. It is a well-known 
adenosine analog that is intracellularly converted into ZMP, which directly associ-
ates with and allosterically stimulates AMPK [12, 22] in a time- and dose-dependent 
manner [40]. Acutely, AICAR activates AMPK to bring about an increase in fatty 
acid oxidation, whereas chronic AICAR treatment promotes skeletal muscle fiber 
type transition from fast- to slow-twitch, and increases the expression of enzymes 
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associated with aerobic respiration [20]. This fiber type reorganization, in concert 
with mitochondrial biogenesis, has been shown to significantly increase exercise 
performance (by an unexpected 44%) in sedentary mice following AICAR admin-
istration alone [39]. AICAR also induces skeletal muscle glucose uptake by effecting 
the translocation of the GLUT4 receptor to the sarcolemma [22]. These findings 
highlight the potential of AICAR as a potential agent to address the insulin resis-
tance seen in type II diabetes.

Metformin is a drug of the biguanide class known to function in an AMPK-
dependent manner, and is one of the most broadly available antidiabetic agents 
presently available [22]. It represents a first line medication used to treat type II 
diabetes, and activates AMPK in the liver through inhibition of mitochondrial 
complex I, which concomitantly reduces cellular ATP generation [12]. The glucose-
lowering action of metformin is at least partly mediated by the activation of AMPK 
[38]. Although the mode of activation is different, metformin activates AMPK in 
a similar manner to AICAR, and they both have similar roles in hepatic glucose 
production [13]. In diabetic patients, metformin can reduce blood pressure and 
also improve multiple cardiovascular risk factors in obese individuals [13]. It may 
also possess anti-inflammatory properties, the specifics of which are still being 
explored.

3.2 Resveratrol

Resveratrol, a naturally occurring plant-derived polyphenol, is recognized as 
an activator of SIRT1 and AMPK [13, 22], but has multiple biological targets [20]. 
In yeast it has been shown to promote longevity, whereas in rodents this capacity is 
uncertain [33]. Although abundant in the human diet, resveratrol is perhaps most 
notably consumed in the seeds and skin of grapes [13]. It is highly lipophilic but 
has scarce bioavailability; nevertheless it is capable of extracellular, intracellular, 
and nuclear interactions [13]. Its role on the SIRT1-AMPK axis, as well as PGC1-α 
[38, 41], has received interest as a potential metabolism-regulating, ‘exercise 
mimetic’ compound. However, evidence in rodents is conflicting and it has been 
postulated that resveratrol might actually improve performance when used in 
synergy with exercise, rather than as a substitute [13]. In human clinical trials, 
resveratrol was shown to induce the expression of SIRT1 and AMPK in skeletal 
muscle, albeit in obese type II diabetic males [42]. From the perspective of exercise 
performance, resveratrol administration suppressed exercise-dependent improve-
ments in aerobic respiration in aged inactive males, thus blunting the beneficial 
effects of training [43]. Therefore, further research is needed to cogently under-
stand the mechanisms of action and optimal dose before it can be recommended 
in ‘exercise mimetic’ applications. It should also be noted that novel, more potent 
synthetic activators of SIRT1, such as SRT1720, have been developed that might 
represent promising candidates for application in a clinical setting [33], although 
research on these compounds is still in its infancy.

3.3 GW501516

The compound GW501516 is a selective agonist of PPARδ, and was initially 
developed for possible beneficial applications in metabolic and cardiovascular 
diseases [13]. However, pre-clinical work in animals highlighted its carcinogenic 
effects in multiple organs and the compound was subsequently abandoned [44]. 
Nevertheless, numerous studies from the past decade have linked this drug with 
potential ‘exercise mimetic’ effects [39]. For instance, a metabolomic study in 
mice showed that GW501516 treatment enhanced exhaustive running endurance 
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in both trained and untrained animals, by increasing the specific consumption of 
fatty acids and sparing blood glucose [45]. The expression of genes regulated by 
PPARδ, including PGC1-α and pyruvate dehydrogenase kinase 4 (PDK4) were also 
significantly increased following treatment, as were other markers of fatty acid 
metabolism in skeletal muscle. Importantly, in untrained mice the administration 
of GW501516 alone was sufficient to increase running endurance, even following 
just 1 week of provision. Similar findings have been previously reported, albeit 
without any benefits to endurance capacity, demonstrating that GW501516 estab-
lishes an endurance gene signature, sharing 50% of the gene expression pattern 
with exercise [39]. Elsewhere, GW501516 administration improved endurance 
function in a mouse model of myocardial infarction when compared to placebo, 
and preserved oxidative capacity and fatty acid metabolism [46]. Collectively, 
these findings suggest that the activation of PPARδ at least partially mimics the 
effects of exercise.

3.4 GSK4716

GSK4716 is a synthetic ERRγ agonist that can activate the receptor with a similar 
potency to that of its ligand PGC-1α [15, 47]. It robustly activates genes involved 
in mitochondrial biogenesis, fatty acid oxidation, and the tricarboxylic acid cycle 
(TCA) when used to treat primary muscle cells [12], and promotes an endurance-
trained phenotype in mice [32]. However, there is a discrepancy between acute and 
chronic activation of ERRγ in ligand-treated primary muscle cells and transgenic 
animals, respectively [33]. Although GSK4716 has been heralded as a candidate 
‘exercise pill’ [15], the aforementioned ‘exercise-mimicking’ effects have not been 
established in vivo [12], and the compound is not yet approved for human use.

3.5 SR9009

The synthetic REV-ERBα agonist SR9009 was developed at the Scripps 
Research Institute in 2012 and has been identified as an ‘exercise pill’ of promise 
[15]. A single injection of SR9009 brought about ‘exercise-like’ effects in rodents, 
such as enhanced mitochondrial activity and the induction of genes associated 
with fatty acid metabolism [34]. After 12 days, energy consumption was enhanced 
without changing the respiratory exchange ratio, and after 30 days mouse running 
performance was significantly prolonged. Despite these positive findings, REV-
ERB independent effects on cell proliferation, metabolism and gene expression 
have been found in a double-ablation model [48]. Therefore, positive outcomes 
with respect to the physiological and molecular effects of exercise should be inter-
preted with a degree of caution. More importantly, SR9009 has not been approved 
for human use at the time of writing, however tests have been devised against its 
surreptitious use [49].

4. The challenges and controversies of developing an ‘exercise pill’

A pharmacological method of replicating the multifaceted and complex effects 
of physical exercise would no doubt be of value to populations that for whatever 
reason cannot engage in physical activity, such as people with disabilities, disease, 
frailty, or injury. For example, it might serve as an avenue towards reengaging with 
physical exercise after a severe injury, or a ‘stepping stone’ for individuals that are 
morbidly obese. However, there are several important considerations that need to 
be addressed.
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4.1 Can physical exercise be realistically replaced?

There are inherent dangers in a ‘reductionist’ approach to exercise mimetics, 
as rodent knockout models have shown that no single ‘exercise gene’ or signal-
ing pathway exists [37]. Even though PGC-1α has, for example, been described 
as the ‘master regulator’ of endurance exercise adaptations, evidence suggests 
that it may not be a prerequisite for exercise training-induced mitochondrial 
adaptations [37]. The biological responses to acute and chronic physical exercise 
in humans are characterized by a high degree of physiological redundancy at the 
molecular, cellular, organ-system, and whole-body levels [50]. Furthermore, 
the exercise-induced skeletal muscle phenotype is independent of a chosen 
few genes, proteins, and signaling pathways [51, 52]. Therefore, irrespective of 
the promising research findings discussed above, it is extremely unlikely that 
the emergence of a single pharmaceutical compound will be able to deliver the 
myriad and complex physiological, metabolic, and homeostatic disruptions 
brought about by exercise [5]. The multiplicity of responses, at a macro, ‘system-
wide’ level [37], have been described as too diverse for a single pharmaceutical 
approach to address, and therefore a ‘one size fits all’ panacea is unlikely to come 
forward. It appears then that there is no true replacement for actual exercise, at 
least at present, due to the distinct and multifaceted metabolic responses that 
take place, especially in skeletal muscle. Despite these reservations, ‘exercise 
mimetics’ might represent an avenue to obtain at least some of the important 
benefits in those unable to achieve adequate amounts of physical exercise [12]. 
However, it could be argued that improving adherence to existing evidence-based 
exercise guidelines and pharmaceutical strategies (e.g., statins for cardiovascular 
disease) would be a more fruitful and productive objective for the promotion of 
human health.

4.2 Doping implications for elite athletes

From the perspective of performance sport, ‘exercise mimetics’ raise important 
and challenging questions. PPARδ agonists were added to the WADA Prohibited 
List that became effective in 2009, with AICAR also banned in the same year. In 
2012, both GW501516 and AICAR were moved to class S4 (hormone and metabolic 
modulators) [53], and at the time of writing, this is still the case. Both of these 
compounds have received significant media attention over the last decade. For 
example, in 2012 members of the Spanish cycling team, including the team doctor, 
were arrested in connection with an international network supplying AICAR, due 
to its effectiveness on performance [12]. Despite this, it must be emphasized that 
AICAR is not approved for therapeutic use anywhere in the world, given its status 
as an experimental compound. In a separate instance, Russian race walker Elena 
Lashmanova tested positive for GW501516 in 2014 and was subsequently sanc-
tioned. A very stable drug, GW501516 possesses a long half-life and is therefore 
easily detected in blood and urine samples [12], which poses major consequences 
for athletes seeking to obtain this compound for performance enhancement. By 
way of comparison, resveratrol is a natural, albeit weak, compound that has been 
shown to improve endurance performance in animals, yet it is not a prohibited 
substance. This is likely due to its low bioavailability and lack of consistently ben-
eficial effects in humans [12]. Therefore, due care and attention must be observed 
when selecting compounds in pursuit of performance enhancement to ensure 
compliance with the WADA Prohibited List and mitigate the risk of compromising 
one’s career.
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4.3 Side effects of human metabolic modulators

The constant activation of metabolic pathways by pharmaceutical means, 
so-called ‘metabolic overdrive’, could have undesirable health effects [37, 54]. 
For example, the chronic activation of AMPK (i.e., via AICAR) and concomitant 
inhibition of the mechanistic target of rapamycin (mTOR; a central regulator of 
protein synthesis and anabolism) could bring about a state of chronic catabolism, 
or breakdown [37]. This problem would be exacerbated if multiple exercise 
mimetics or pills, targeting diverse pathways, were consumed. More specifi-
cally, and with relevance to the exercise mimetics discussed above, GW501516 
demonstrated serious toxicity and multi-organ carcinogenicity in rodent studies, 
whereas human clinical trials reported no adverse effects, likely due to the short 
duration and low dose administered [53]. Even the naturally occurring compound 
resveratrol has been associated with side effects in humans, albeit to a lesser 
extent than the synthetic compounds previously discussed. In in vitro studies, 
the concentration-dependent cytotoxicity of resveratrol has been demonstrated, 
with high doses associated with deleterious effects [55]. Although safe and well-
tolerated at doses of up to 5 g per day in humans, diarrhea has been documented 
as a frequent side effect at doses of 2000 mg [56], and there may be implications 
of high dose resveratrol supplementation for people with underlying health 
conditions [55].

5. Non-pharmacological ‘exercise mimetic’ alternatives

There do exist non-pharmacological alternatives to ‘exercise pills’ that can 
potentially be applied to mimic the characteristics of exercise training. For example, 
neuromuscular electrical stimulation (NMES) has been used to induce involun-
tary muscle contractions and support the maintenance of muscle mass in injured 
athletes [57]. This can potentially serve as a surrogate for physical activity, as it 
has been shown to stimulate muscle protein synthesis rates in older men, and can 
ameliorate the muscle atrophy associated with limb immobilization to a certain 
extent [57]. In contrast to the pharmacological methods described above, NMES 
can maintain muscle mass without safety concerns or appreciable side effects [58], 
thus representing a potential strategy for mimicking, at least in part, the metabolic 
effects of physical exercise. These findings may have the most utility in clinical 
populations observing periods of bed rest or immobilization, by reintroducing a 
degree of muscle contraction. This activity can enhance muscle protein synthesis 
in the fasted and fed states, which might support muscle health during short-term 
periods of disuse in a clinical setting [59].

Acute passive heating has demonstrated some exercise mimetic properties 
in humans, namely type II diabetics, when implemented in proximity to an oral 
glucose tolerance test (OGTT) [60]. One-hour of passive heating in water at 40°C 
either 30 min before or 30 min after commencing an OGTT increased extracel-
lular heat shock protein 70 in the blood and increased heart rate and total energy 
expenditure (via increased fat oxidation) [60]. However, passive heating did not 
affect blood glucose concentrations or insulin sensitivity compared with a control 
group. In skeletal muscle, there is preliminary evidence that chronic passive heat-
ing can promote hypertrophy in animal and human models, alongside augmented 
voluntary and involuntary strength [61]. With further study, passive heating might 
be a worthwhile non-pharmacologic and exercise mimetic strategy for people that 
are unable to complete sufficient exercise.
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6. Conclusions

Exercise mimetics remains an area of considerable effort and inquiry but is 
not without its challenges and controversies. Although early clinical research has 
identified numerous promising molecular targets for pharmaceutical interven-
tion, there is a lack of human clinical data to support their implementation. This, 
allied to the multifaceted nature of the human physiological response to exercise, 
and the redundancy inherent in such a response, suggests that a ‘one size fits all’ 
approach will be unlikely to manifest. As such, efforts should be focused on increas-
ing adherence to existing evidence-based exercise guidelines and pharmaceutical 
interventions for the promotion of human health. Notwithstanding, it is possible 
that multiple pharmaceutical approaches could emerge in the future that target 
specific molecular pathways for cumulative benefit. These strategies may offer 
substantial value for populations unable, or unwilling, to engage in actual physical 
exercise. Nonetheless, the implications of exercise pills for doping in elite sport, and 
the potential side effects associated with the administration of these compounds for 
human health, are areas of cautious consideration for the next decade and beyond.
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Chapter 6

Methodological Procedures for
Non-Linear Analyses of
Physiological and Behavioural
Data in Football
José E. Teixeira, Pedro Forte, Ricardo Ferraz, Luís Branquinho,
António J. Silva,Tiago M. Barbosa and António M. Monteiro

Abstract

Complex and dynamic systems are characterised by emergent behaviour,
self-similarity, self-organisation and a chaotic component. In team sports as
football, complexity and non-linear dynamics includes understanding the mecha-
nisms underlying human movement and collective behaviour. Linear systems
approaches in this kind of sports may limit performance understanding due to the
fact that small changes in the inputs may not represent proportional and quantifi-
able changes in the output. Thus, non-linear approaches have been applied to assess
training and match outcomes in football. The increasing access to wearable and
tracking technology provides large datasets, enabling the analyses of time-series
related to different performance indicators such as physiological and positional
parameters. However, it is important to frame the theoretical concepts, mathemat-
ical models and procedures to determine metrics with physiological and behavioural
significance. Additionally, physiological and behavioural data should be considered
to determine the complexity and non-linearity of the system in football. Thus, the
current chapter summarises the main methodological procedures to extract
positional data using non-linear analyses such as entropy scales, relative phase
transforms, non-linear indexes, cross correlation, fractals and clustering methods.

Keywords: complex systems, positioning, physiology, performance analysis, soccer

1. Introduction

Applying non-linear theory and approaches has been a growing research interest
in sports sciences fields such as performance analysis [1–4]. It is assumed that time-
based and team sports display non-linear characteristics [5–8]. Football is deemed as
a complex and dynamic system where players perform intermittent movements in
time-space coordination [9–11]. The prominence of this research topic is due to
several factors, amongst which the shift in the paradigm from linear to non-linear
frameworks that has been applied to a wide variety of fields and settings, besided
the ready access to technology (e.g., tracking systems) providing large datasets,
time series outputs and new time-motion approaches [12–14].
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Nonlinear theory and complex sciences are disruptive of linear frameworks
[15, 16]. Linear systems assume a linearity on time-varying case, an input-output
statistic and a linear state feedback [17]. Considering the linear system theory, an
internal and external structure developing feedback control strategies for simulta-
neous stabilisation of the system [16]. Based on this, theoretical models quantify the
relationship between human movement (input) and performance (output), consid-
ering the athlete as a linear system [18, 19]. Desynchronization between internal
(such as heart rate measure, perceived exertion and biochemical procedures) and
external components (i.e., movement speed, body impacts, metabolic power, accel-
erations and decelerations) may affect the performance [18, 20]. Small changes in the
inputs determine proportional and measurable changes in the output, reporting line-
arity characteristics such as controllability, observability and canonical structure [21].
These assumptions determines approaches focused on the linearity of the system,
reporting an fitness-fatigue binomial with a related dependence on dose-response
relationships [22, 23]. However, the accuracy of these theoretical models has been
challenged for being feeble and for the lack of individualised measurement [23].
Moreover, the ecological dynamisms of informational contexts, social relations and
human movement variability are not considered in linear analyses [24–26]. Human
movement and collective behaviour are not characterised by the linearity of the
systems (as in team sports, like football) and the linear theory could be deemed as a
reductionist approach to the problem [5, 6, 26]. Thus, the individual and collective
performance has been reported using a complex and dynamic perspective [26–31].
Under these assumptions, biological systems are characterised by non-linearity,
interaction-dominant dynamics, emergent behaviour, self-similarity, self-organisation
and a chaotic component [32]. Literature reports several nomenclatures for the topic
as complex adaptive systems [8, 33, 34], complex and dynamic systems [6, 26] or
non-linear and dynamical self-organisation systems [27, 34, 35].

The ready access to cutting-edge technology was another reason for this field of
research to increase. Such technology eventually became more affordable and user
friendly. The use of tracking data started by assessing the individual players’move-
ment, and later integrated spatial-temporal patterns based on Cartesian and Euclidean
references [13, 36, 37]. Over the last two decades, positional data has been verified in
football training and match-play to assess the complexity of the systems inherent to
the individual movements and collective coordination [31, 38, 39]. Positional dataset
can be applied to measure both physical and tactical measures [10, 40–45]. However,
analysis do not always integrate different performance indicators [10, 46, 47]. Usu-
ally, studies focused only in a single performance dimension, however, football is a
multifaceted sport with the physical, tactical, and technical factors amalgamating to
influence performance with each factor not mutually exclusive of another [47]. Inte-
grating performance metrics remain rarely described in current literature, concerning
football environments [36]. That creates issues in the performance analysis, leading to
the fact that the integrative approaches remain understudied. This research gap may
be a very important topic to enhance knowledge about the theoretical concepts,
mathematical models and methodological procedures of the non-linear approaches to
integrate physiological and behavioural data in football.

2. Theoretical concepts of the non-linear approaches

2.1 Football as a complex and dynamic Cartesian coordinates

Football is an invasion game characterised as a complex and dynamical systems
with a goal-oriented adaptation amongst teammate and opponents [9, 48].
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Previously, to measure and tracking player’s movements, mapping tactical actions
and modelling collective behaviour were time-consuming processes [2, 4, 49].
Observational and notational analysis had scarce technological and procedural
means to support the occurrence of the large number of physical, technical and
tactical actions of the football game [49–51]. The wearable technologies as tracking
systems allowed real-time access the players’ position on the field during training
and competition [31, 38, 39]. Positional dataset can be captured at different fre-
quencies by using tracking systems as global positioning systems (GPS) tracking
systems [52, 53], micro-electromechanical systems (MEMS) [36, 54], local radio-
based local positioning systems (LPM) [55, 56], computerised-video systems
[57, 58] and tracking system [59, 60]. This is largely due to the high cost associated
with its use, which restricts its use almost exclusively to professional settings in
male players [20, 61]. The validity and accuracy of these time-motion methodolo-
gies is well documented with an excellent reliability (coefficient of variation, CV:
1.02–1.04%) [52, 53]. However, the integration of the different devices still needs
further studies [60, 62, 63]. Using this techniques to collect data, the players’
movements are possible to be framed in a Cartesian referential (football field),
represented by time series of Cartesian coordinates (xx, yy) [36]. Also, this
approach allows spatiotemporal patterns to be assessed with a physical and
tactical significance for coaches, performance analysts and researchers [30, 36].
Capturing collective and tactical performance also requires knowledge of the
tactical-strategic variables that mediate intra- and inter-team behaviour
[40, 64, 65]. According to Duarte et al. [11], inter-player and team coordination
reports mutual influence of each player on the behaviour of dyadic systems
shaped emergent performance outcomes. Sampaio and Vitor [64] applied
positional data to calculate mean position in relation to the geometric centre
of the team. Thus, longitudinal and lateral directions are established by the
players’ dyads and geometrical centre of the team (i.e., team centroid) [40, 45].
Movement patterns and inter-player coordination as a key issue in non-linear
signal processing method [6, 64, 66]. Length, width and centroid distance as
measures of team’s tactical performance were also applied in youth football by
Folgado et al. [66]. Synchronisation and synergy are theoretical terms recurrently
used to assess intra-team and inter-team coordination and assess spatial-temporal
displacement for goal orientation and team success [11, 65]. Typically, this special-
temporal displacement has been assessed by the distance between player’s dyads
[42, 45]:

D ax tð Þ,y tð Þ , bx tð Þ,y tð Þ

� �
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ax tð Þ,y tð Þ

� �2
þ ax tð Þ,y tð Þ

� �2
r

(1)

where D is the distance, a is the player, x and y are the coordinates, t is the time,
and b is the teammate or opponent. Team dispersion can be measured using effec-
tive playing position (EPS), surface area or spatial exploratory indexes using
Euclidean (planar) coordinates [67–69]. For their measurement dyads players are
achieved to measure the magnitude of the variability, predictability, stability and/or
regularity in the distance between players [11, 40]. However, the individual pre-
ponderance within the synergies and synchronicities of the team remains somehow
challenging to measure [70]. Additionally, ball possession is a critical issue in this
positional data modelling given the importance of distinguishing phases of play
[44, 64]. Due to this fact, different levels of analysis must be considered such as
micro, meso and macro [13, 71, 72]. Moreover, positional and behavioural data
cannot be interpreted separately, because football performance is a multifactorial
phenomenon [10, 46, 47].
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2.2 Current performance metrics to measure physiological demands under a
linear framework

The training process requires a systematic physiological and biomechanical
stimulus to ensure optimal adaptations and an adequate performance [19]. Several
theoretical frameworks have been developed to assess the quantity and quality of
the training and competition demands [18, 19]. These training load-based
consider the linear system theory, likewise dose-response relationship and
fitness-fatigue binomial. Fitness-fatigue model approach was originally proposed by
Bannister [73]:

p kð Þ ¼ p ∗ þ c1
Xk�1

i¼1

u ið Þ exp
� k�1ð Þ

τ1 �
Xk�1

i¼1

c2 ið Þu ið Þ exp
� k�ið Þ

τ2 (2)

were p kð Þ is the measured fitness (or performance) with gain term (k) and time
constant τ1ð ) [23]. Cumulative effect of training as a key guidance to the individual
athlete’s performance [20, 74]. Training load concept has been developed under the
assumption that the athlete is a linear system [74, 75]. It is possible to breakdown
training load into external and internal load. The external load describes the work
rate (i.e., physical or biomechanical output), regardless of the biochemical and
psychophysiological response [20, 76]. In training environments, it is mainstream
to reports the work rate [49, 77], workload [78, 79] and training load [18, 19]. When
load measures are also applied to analyse match performance, quite often is noted
the physical performance [47], activity profile [80, 81] or match running perfor-
mance [82–84]. Wherefore, integrating load measure with other performance fac-
tors is a current research-practice gap when determining metrics with physiological
and behavioural significance [10].

2.3 Physiological and behaviour dataset in football environments: a integration
approach using non-linear procedures

Football performance, a multifactorial phenomenon, dependant on a variety
of factors such as environmental, contextual, physical, technical, tactical and
psychophysiological [46, 47, 83]. These factor are not mutually exclusive of
one another, what makes relevant an integrated approach to provide holistic
insights about performance analysis [47, 83]. On regular basis, each of these
factors are analysed in isolation without taking the others into account, leading to
1-dimensional insights [83]. Bradley and Ade [47] proposed a theoretical model
emphasising on high-intensity running efforts during match-play advocating a
contextualization of these running-based actions amongst technical and tactical
activities [47]. This becomes of utmost relevance considering the football game
[9, 65]. This is what mediates the players’ decision making throughout the game
according a team strategy previously defined [13]. Several authors have tried to
establish ecological approaches to evaluate training and match outcomes,
including non-linear approaches [11, 65]. Non-linear analyses were fundamentally
performed on competitive game [41, 85] and limited training tasks as small and
large-side games [42–45, 67, 69]. It is therefore important to understand mathe-
matical models and methodological procedures underpinning non-linear analyses to
assess their significance in applied research and applied settings, identify possible
research gaps to be explored and, be aware of potential limitations and criticisms
(Figure 1).
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3. Mathematical models and methodological procedures of the
non-linear approaches

Non-linear approaches have been recurrently applied in football using complexity
principles [14, 31, 36]. The informational context and spatiotemporal determinants
that mediate players’ perception and action are analysed by nonlinear and dynamic
proprieties of the football game [6, 28]. It is assumed that environmental, task and
organismic constraint influence individual and collective behaviour [5, 28]. This
behaviour has a physiological cost over time that must be measured [18, 20, 76].
Informative content can be classified as different domains of variability, namely the
frequency domain, the entropy domain and the scale-invariant domain [5, 86]. In
biological systems, sequential time-series have become outstanding data analysis in
multifaceted context [87–90]. According to Bravi et al. [86] the time-series data can
be described through five different domains of variability: (1) statistical (i.e., statisti-
cal properties of the distribution in a stochastic process); (2) geometric (i.e., proper-
ties of the dataset shaped in a certain space); (3) energetic (i.e., energy or power of
the time-series); (4) informational (i.e., degree of irregularity/complexity inherent to
the order of the elements in a time-series); invariant (i.e., fractality or unchanging
attributes over time or space). In football, time-series data application has been
widely applied [14, 36]. Low et al. [36] organised the non-linear methods into mea-
sures of the regularity (or predictability) and synchronisation. Geometrical centre
and periodic phase oscillators has been considered to analyse players’synchronisation
and modelling the coordination of a team [14]. However, remains unclear the appli-
cation of time-series data from an integrated approach perspective [10, 47, 83]. Thus,
it is paramount to determine mathematical models and methodological procedures
for non-linear time-series data analysis, bearing in mind an integrative approach.
Therefore, the following subsections elaborate on the different non-linear
mathematical models possible to apply in football.

3.1 Entropy

Entropy is a non-linear and informational parameter applied to describe
variability, regularity or predictability of the movement/performance uncover the

Figure 1.
Physiological and behavioural dataset in football environments.
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inter-player’s interactions [86, 89, 91]. That, is entropy parameters describes the
degree of irregularity/complexity inherent to the order of the elements in a time-
series [86]. There are several types of entropy reported in the literature and applied
in football research from the integrative perspective, amongst which Approximate
Entropy (ApEn) [6, 11, 42], Sample Entropy (SampEn) [44, 92], Cross-sample
Entropy (Cross-SampEn) [92] and Boltzmann-Gibbs-Shannon Entropy
(ShannonEn) [43]. ApEn expresses the probability that the sequence configuration
in a time-series data allows the prediction of the configuration from another
sequence from a distance apart [89, 91]. ApEn was derivate from Kolmogorov-Sinai
entropy and ranged amongst 0�2 where lower values correspond to more
predictable and higher values stands more unpredicted patterns within time-series
(0 ≤ ApEn ≤2) [89].

ApEn m, r,Nð Þ ¼ ϕm rð Þ � ϕmþ1 rð Þ (3)

wherem is the window length distance amongst comparting time-series points, r
is the similarity radius, N is the time-series length, and ϕ is the probability that
points m distance within a tolerance level (r) [36, 90]. Cm

i rð Þ measures how similar
are the regularity of the data points in the window length (m) having regard to the
following ϕm rð Þ [6, 36]:

ϕm rð Þ ¼ N �mþ 1ð Þ�1
XN�mþ1

i¼1

lnCm
i rð Þ (4)

From a practical point of view, the imputed ApEn values should be computed
with 2 to vector length (m) and 0.2 * standard deviation to the tolerance (r)
[41, 45, 93]. ApEn reliability for short time series is low, providing relative consis-
tency during changes in input parameters (m, r and N) [1, 89, 91]. For this reason,
Richman and Moorman [89] developed SampEn where their logarithm is simpler
with shorter time-series records than ApEn that is heavily dependent on the length
record causing lacks of relative consistency. SampleEn logarithm has been was
developed on the basis Grassberger et al. [94] reporting a larger window length and
a greater relative consistency than ApEn [89–91]. Likewise, SampEn values close to
zero indicates a regular or near-periodic time-series sequence, while the higher
values reports a more unpredictable pattern (0 ≤ SampEn < ∞) [88, 91, 92].
SampEn measures the negative logarithmic probability that two similar sequences
of m points extracted within the tolerance limits (r) for a window length (m + 1)
[36, 92].

SampEn m, r,Nð Þ ¼ � ln
ϕmþ1 rð Þ
ϕm rð Þ (5)

Where, m, r, N, and ϕ retain the meaning from ApEn equation, whereby and
m + 1 windows are compared for eliminating the self-matching bias in the ApEn
[90]. ϕmþ1 rð Þ reports the total number of time-series sequences in a window length
m + 1 as far the ϕm rð Þ expresses the total template in a length m within the
aforementioned tolerance level (r) [36].

Multiscale entropy (MSE) as Cross-ApEn and Cross-SampEn was recently
introduced from the primary entropy procedures (i.e. ApEn and Cross-ApEn)
[90, 95]. Therefore, cross-entropy methods quantify the degree or complexity of
coupling between two cross-sequences while the primary entropy techniques eval-
uated the asynchronism between two time series [87, 90]. Cross-SampEn remain a
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greater relative consistent than Cross-ApEn, being defined as long as one template
finds a time-series sequence [89]. Mostly, Cross-SampEn has been recurrently used
in football settings to measure players’ synchrony [36, 92]. Cross-SampEn, the
templates are chosen from the series u and compared with vectors from v, while the
negative logarithm accounts the ratio of two average between outputs [36, 89]:

Cross� SampEn m, r,Nð Þ ¼ � ln
ϕmþ1 rð Þ
ϕm rð Þ

� �
(6)

Boltzmann-Gibbs-Shannon entropy was applied by Ric et al. [43] to measure
temporal diversity and structural flexibility of the players. This entropy-based
technique was originally applied by Balescu [96], reporting the configuration’s
probabilities as the large N in a relative frequency occurring in a stationary distri-
butions described by Shannon [97]:

H xð Þ ¼
Xn
i¼1

pi log bpi (7)

where pi = ni/N, where ni and N is the frequency and total number of the
configuration, respectively [1, 43]. Predictable and unpredictable patterns were also
reported as lower and higher entropy values, which is presented by absolute or
normalised forma (0 ≤ H xð Þ ≤ 1) [36].

MSE techniques was applied in football by Canton et al. [44] to identify how
positioning the goals in diagonal configurations on the pitch modifies the external
training load and the tactical behaviour in youth football environments (i.e., small-
sided games). The authors applied a SampleEn algorithm to compute entropy values
in different timescales, calculating the area under for complexity index as reported
in multiple entropy analysis for time-series [90, 98]. MSE techniques reports the
point-to-point fluctuations over a time-series range [44, 90, 98] as:

yτj ¼
1
τ

Xjτ

i¼ j�1ð Þτþ1

xi (8)

Where, timescales is τ, yi is the data point in the constructed time-series and xi is
a data point in the original time-series through a window length (N). Complex
index (C1) is calculated using the area under the constructed time-series and the
original time scale curve [90, 98]:

C1 ¼
XN
i¼1

En ið Þ, 1≤ y j ≤
N
τ

(9)

Where, En is the reported entropy parameter at the time scale i andN is the total
number of time scale used for the C1 calculation [90].

3.2 Relative phase (Hilbert transform)

Relative phase was extensity reported in football within an integrative frame-
work [40, 41, 67]. Using a Hilbert transform ϕ tð Þ½ �, relative phase computes the
difference between two signals reporting coupled oscillators and stable patterns of
synchronisation, in-phase and anti-phase, when players moved in the same or
opposite directions [36, 99]. Hilbert transform was originally introduce by Gabor
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[100] with aim to measure the phase and amplitude for a signal. Palut and Zanone
[99] configured a phase diagram plotting the imaginary part of the Hilbert transform:

ϕ tð Þ ¼ ϕ1 rð Þ � ϕ2 rð Þ
ϕ tð Þ ¼ arctan

H1s2 tð Þ �H2 tð Þs1 tð Þ
s1 tð Þs2 tð Þ þH1 tð ÞH2 tð Þ

(10)

Where, H1s2 tð Þ and H2 tð Þs1 tð Þ were the Hilbert transform from the two com-
pared signals [36, 99]. In football, longitudinal and lateral directions within the
pitch were reported using near-in-phase synchronisation of each players’ dyads
[40, 41, 67]. The percentage of time spent in each near-in-phase mode of coordina-
tion was computed to verify in-phase synchronisation (�30° ≤ ϕ ≤ 30°), anti-phase
synchronisation (�180° ≤ϕ ≤ �150° or 150° ≤ ϕ ≤ 180°) or without pattern
synchronisation (all other ϕ degree) [36, 99]. Oscillation in football environment
has been a recurrent non-linear approaches to process x- and y-directions and
positions covered by football players in centroid and effective playing space zone
[38, 101]. Sampaio and Vitor [64] displayed the relative phase post-test value to
measure movement patterns and inter-player coordination. This study reported a
higher regularity of the patterns with the increasing of the expertise level. There is a
gap in understanding how the physiological dataset can influence the intra- and
inter-team variability that needs to be further studied [47]. It remains to be under-
stood how this varies across the different levels of the expertise.

3.3 Complex index

Non-linear parameters are often transformed into reliable complexes indices to
measure complexity in football settings [43, 69, 93]. Dynamic overlap is a complex
index used to compare time-series against the average cosine auto-similarity of the
overlap between configurations within time lags [102]. It is an informational non-
linear parameter that expresses how timescale statured in a dynamic behaviour
using the exploratory breadth at different timescales [43, 69]:

< qd tð Þ> ¼ 1� qstat
� �

tα þ qstat (11)

Where, < qd tð Þ> is the dynamic overload value, t is the time lag, qstat is the
horizontal asymptote and α expresses the gradient. Dynamic overlap tends to infinity
wherefore predictable and unpredictable reflects zero an one values, respectively
(0 ≤ qd tð Þ ≤ 1) [36, 43, 69]. Additionally, trapping strength is the overall behavioural
flexibility performed at lower and highest values of the time scale [43].

Another complex index reported in the literature is the stretch index, which can
be defined as distances amongst players and the geometrical centre of the team
[45, 85]. That is, this complex index measures the spatial expansion or contraction
[103] as:

sind ¼
PN

i¼1widiPN
i¼1wi

(12)

Here di is the distance between player i and their geometrical team centroid
[103]. Stretch index can be expressed in meters, and is also computed by CV and
entropy parameters [93, 104]. Otherwise, spatial exploration index (SEI) is
obtained with the width and length displacements, computing the distance from
each data point in the time-series according to geometrical centre [1, 2].
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3.4 Correlation index

Windowed and cross correlation were also applied to assess collective behaviour
through positional data in football training and match environments [36, 65, 92].
Cross correlation function is well-supported in the human movement research,
wherein the overlapping time windows that enclosed the time-series sequence
under analysis [105, 106]. Cross-Correlation function multiplied the point-to-point
amongst two time-series data series, reporting the sum of the products and the
respective relationship quantification [105]:

rxy ¼
XN�1

i¼0

xiyi (13)

Where rxy is the correlation across the window length of each analysed time-
series (N); xiyi are the data point of the calculated data series. Boker et al. [106]
described cross-correlation with the pairwise dataset at two different time-series
signals in accordance with:

rxyτ ¼ 1
N � τ

XN�τ

i¼1

xi � xð Þ yiþτ � y
� �

σ xð Þσ yð Þ (14)

Where τ is the observations across cross-correlation (r) amongst time-series data
point (xiyiÞ; x and y are the means, σ xð Þσ y

� �
are the standard deviations in the

studied window length (N) reporting positives and negatives correlation
(�1 ≤ r ≤ 1) [105–107]. Pearson coefficient (r) was expressed as [105]:

rxy ¼ N
P

xyð Þ � P
xð Þ P

yð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n
P

x2 � P
x2ð Þ½ � nP y2 � P

y2ð Þ½ �p (15)

where, rxy maintains the meaning to the previous equation. Person-moment
correlation was used to estimate in-phase synchronisation (i.e., r values close to �1),
anti-phase synchronisation (i.e., r values close to 1) and without pattern (i.e., r = 0)
[36, 92]. It remains to be seen whether matrix correlation may be applied to
correlate players synchronisation with physiological insight, since it was only applied
to assess dynamic collective behaviours in isolation individual physiological demands
[65, 92, 107]. Complementarily, a study associated the cross-correlation with the an
vector coding technique to analyse coordination patterns between teams during
offensive sequences that ended in shots on goal or defensive tackles [108]. The
authors based their non-linear analysis the relative motion plot proposed by Sparrow
et al. [109]:

θ ið Þ ¼ arctan
θ2 iþ 1ð Þ � θ2 ið Þ
θ1 iþ 1ð Þ � θ1 ið Þ
����

����, i ¼ 1, 2, … , n� 1 (16)

where i is the time-series data point in a right horizontal and n is the total frame
for each timescale [108]. As well, the θ ið Þ is the coupling angles between in the
second, third and fourth adjusted quadrant (i.e., π � θi, π þ θi, 2π � θi) [36, 109].
Near-in-phase synchronisation were computed using this non-linear technique,
expressing the in-phase (22.5° ≤θi < 67.5° or 202.5° ≤θi < 247.5°) and anti-phase
(22.5° ≤θi < 67.5° or 202.5° ≤θi < 247.5°). Even more, attacking and defensive team
phases are also reported by Moura et al. [108]. By distinguishing the phases of the
play, this non-linear method could allow to understand how physiological
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demands can affect the intra- and inter-synchronisation in offensive and
defensive phases.

3.5 Fractality

Fractal dimension is an invariant non-linear parameter characterised by the
unchanged proprieties of the system over time and/or space [86]. Multifractal time
series expresses different local scaling exponents for a time-series dataset scaling
different exponents at different times [86, 110]. Few studies applied fractal dimen-
sion to predict stability and predictability of the football players along specific
training tasks [110, 111] and competitive matches [110–112]. Fractal calculus (FC)
was reported using Shanon and Grünwald-Letnikov approaches [111, 112].
Grünwald–Letnikov fractional differential consideres the matrix containing the
multi-player positions [111, 113]:

Xδ t½ � ¼
x1 t½ �
⋮

xNδ t½ �

2
64

3
75, xi t½ �∈R2� �

(17)

where Nδ expresses the number of players in the team Nδ across a time-series
analysis. The matrix Xδ t½ � is the planar positioning matric of player (i) in a target
team δð Þ at the a concrete time (t) [111, 113]. Shannon information was expressed
by [112]:

I P xð Þ½ � ¼ � logP xð Þ (18)

wherebyI P xð Þ½ � is the function between the cases D�1I P xð Þ½ � ¼
P xð Þ 1� logP xð Þ½ � and D1I P xð Þ½ � ¼ P xð Þ 1� 1

P xð Þ
h i

. I and D are the integral and

descriptive operations [112].
A study applied multifractal dimension in football movement behaviour using

Hausdorff dimension (D) [110, 112, 114]:

D Eð Þ ¼ lim
ε!0

sup
logNE εð Þ
� log ε

(19)

where NE is the minimal diameter at the most ε needed to cover [114]. Fractional
dynamics may tracking football players trajectory, which can be useful to increase the
autonomy of tracking systems [113]. Additionally, fractal and multifractal analysis
can be used to analyse the regularity and synchronisation of the team, as well the
players’ movement dynamics [110, 111, 113]. However, the use of fractal variables
within an integrative approach remains little explored whereas it is important under-
standing the links between collective behaviour with the fractional properties of
movement and its physical and physiological repercussions [47, 110]. Fractal propri-
eties may also increase the autonomy of the tracking systems to collect information in
tracking systems such as making decisions based on it [111].

3.6 Clustering methods

Clustering methods have become popular in data mining in several research
areas, including sports sciences [70, 92, 115]. Rokach and Maimon [115] was
described the clustering methods in different typologies as hierarchical,
partitioning, density-based, model-based, grid-based, and soft-computing methods.
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Duarte et al. [92] pioneered applied a clustering method to measure overall and
player team collective synchronisation in football. This method is derived from
Hibert transform to calculate individual phase time-series and subsequently the
cluster phase of these time-series by the natural exponential function [36, 92].
Originally, cluster phase analysis was proposed by Frank and Richardson [116]
using Kuramoto’s parameters for group synchronisation [117]. This clustering
method calculates the mean and continuous group synchronisation

ρgroup or ρgroup,i
� �

whence individual’s relative phase ϕkð Þwas measured in relation

to the group measure [116]. After the Hilbert transform calculation, the continuous
degree of overall team synchronisation was clustered [92]:

ρgroup tið Þ ¼ 1
n

Xn

k¼1

exp i ϕk tið Þ � ϕk
� �� �

�����

����� (20)

where overall team synchronisation ρgroup tið Þ∈ 0, 1½ � and mean degree to group
synchronisation at every point-to-point of the time-series data tið Þ [36, 92]. ρgroup,i
was computed by the inverse of the circular variance of relative phase of the cluster
amplitude, ϕk tið Þ, while i ¼ ffiffiffiffiffiffi�1

p
as [92]:

ρgroup tið Þ ¼ 1
N

Xn
i¼1

ρgroup,i (21)

Synchronisation cut-off values is zero to one representing synchronisation and
unsynchronisation (0≤ ρgroup or ρgroup,i ≤ 1), respectively [36, 92]. Cluster phase
analysis has not yet been applied to integrate physiological and behavioural data in
football [38, 101].

Furthermore, average mutual information (AMI) was also applied to measure
complexity of the football patterns and expresses the amount of information one
random variable contains another [118]. AMI is calculated by relative entropy
between probabilities distribution and the product midst two selected variables
[36]. The mathematical equation described by Cover and Thomas [118] for the
calculation of mutual information is:

I x, yð Þ ¼
X

X,Y ∈A

P x, yð Þ log P x, yð Þ
P xð ÞP yð Þ

� �
(22)

Where xð Þ and y
� �

is the team’s centroid movement coordinates and A is the
space discretisation [119]. P xð Þ and P y

� �
are the marginality of the probabilities

distributions [36]. The AMI identify the relationships between time-series points
that are not detected by linear correlation [118, 119]. Similar correlation cut-offs
values were applied to predict uncertainty in less values and independence in higher
values (0 ≤ AMI <1) [119].

3.7 Frequency domain

Non-linear techniques as entropy measures can also be expressed in the fre-
quency domain [86]. Several studies have evaluated the variability of movement
comparing informational and frequency domains [10, 41, 42]. CV expresses the
magnitude of the variability in the distance amongst players’, expressed as
percentage (%) [10, 93]:
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CV %ð Þ ¼ σ

x
100 (23)

Speed synchronisation has also applied into a integrative approaches in some
studies [10, 41]. The near-in-phase synchronisation to players’ displacements is
expressed in time spent (%) of time according to speed intensity zones: 0.0–
3.5 km h�1 (low intensity); 3.6–14.3 km h�1 (moderate intensity); 14.4–19.7 km h�1

(high intensity); and >19.8 km h�1 (very high intensity) [41]. Summary diagram
for mathematical models and methodological procedures of the non-linear
approaches are presented in Figure 2.

Table 1 displayed the corresponding equation, thresholds, advantages,
disadvantages and practical application for each nonlinear variable.

4. Practical considerations, criticisms and future perspectives

Matlab® routines (Math-Works, Inc., Massachusetts, USA) were the most
selected procedure to analyse positional dataset in football. Universal Transverse
Mercator (UTM) coordinate system were used to transform latitude and longitude
data points [40, 66]. Methodological procedures differ on the correction guidelines
to be used and reduce tracking signal noise, advising the use of 3 Hz Butterworth
low pass filter [64, 92]. Several authors ran non-linear logarithms using 20 windows
of 3000 points per data collect (i.e. ranged 5�25 Hz) [40, 67]. Integrating notational
analysis and video-based tracking systems has been a worthwhile strategy to pro-
vide contextual significance to positional data [67, 68, 93]. Applying new analysis
techniques based on big data still lack an integrative approach, and it will be
interesting to understand how future studies can do so with techniques such as
machine learning, deep learning or network analysis [13, 14]. These techniques
have been extensively used to analyse positional and physiological variables, but
there are still few studies under an integrative perspective [13, 36, 46]. There is a

Figure 2.
Summary diagram for mathematical models and methodological procedures of the non-linear approaches.
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lack of standardisation on non-linear measures, measurement and thresholds
[20, 76]. It is even more evident in the physiological measures, therefore, the results
obtained in studies that integrate positional and physiological datasets should be
interpreted with caution [120]. The application of integrative approaches should
also consider the boundaries between different key performance indicators such as
the psychophysiological [45, 121–123], technical [44, 67, 93] and contextual factors
[83, 84]. Also, acceleration outputs, metabolic power and body impacts have been
poorly integrated with positional data. Behavioural data should still be better
contextualised and the related-bias for physiological thresholds must be considered
upon the time-dependent and transient reduction [84]. An integration approach to
physiology and behavioural data must overcome some challenges on data visualisa-
tion, data processing (inherent to big data) and real-time tracking [13]. Moreover,
futures researches should focus their analysis on women and sub-elite performers
[20, 61].

5. Conclusion

Physiological assessment to monitoring training and match load has been carried
out mainly under a linear perspective. Positional data to assess tactical behaviour
considers fundamentally the theory of the complex systems and non-linear dynam-
ics. Thus, an integrative approach allows a more holistic and extensive evaluation of
the performance as a multifactorial phenomenon. This chapter summarises the
theoretical concepts, mathematical models and methodological procedures to be
applied by researchers and practitioners in training and match settings in football.
The non-linear techniques reported more often in the literature were entropy,
relative phase, complex indexes, correlation matrixes, clustering methods,
frequency-based measures, fractals and multifractals. Correlation matrixes, clus-
tering methods and fractality have not yet been applied in an integrative perspec-
tive in football. Finally, using non-linear approaches to integrate physiological and
behavioural data remains a research-practice gap to be explored in the next years.
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Chapter 7

Justification of some Aspects of 
the Choice of Training Means 
Selection in Track-and-Field 
Jumps
Mikhail Shestakov and Anna Zubkova

Abstract

The chapter deals with the aspects of a take-off in track-and-field jumps with 
regard to biomechanics and physiological processes. In this chapter, we describe bio-
mechanical and physiological processes underlying the main biomechanisms (BM), 
which are involved in track-and-field jumps. Our investigation aims at confirmation 
of the hypothesis that the concept of BM forms the basis of the approach to select-
ing technique development means in track-and-field. The aim of the first part of 
the research was to compare the contribution of different BMs. We have analyzed 
biomechanical parameters of the take-off in a group of elite jumpers (n = 50) during 
official competitions. Computer simulation modeling was used to detect how an 
increase in the run-up speed changed the contribution of different BMs. The aim 
of the second part of the research was to examine the peculiarities of a take-off in 
special exercises. Findings of the research demonstrated that the take-off in training 
exercises was performed using relatively independent BMs, similar to those used in 
competitive jumps. Being dependent on the motor task, key biomechanisms appear 
to be interdependent on the dynamic level. The role and contribution of the BMs 
depend on the type of exercise or conditions of its execution, initial conditions, and 
a motor task set to an athlete.

Keywords: track-and-field jumps, muscle-tendon unit, biomechanism,  
special exercises

1. Introduction

At present, having taken a systemic-structural approach, general biomechanics 
studies feature of the locomotor system of a man, biomechanical characteristics 
of movements, composition, and structure of motions in sports exercises and 
movements.

This approach suggests to single out spatial and temporal elements in a system 
of movements [1]. Just here, we see a contradiction, as a material system cannot be 
subdivided into spatial and temporal elements. From the point of view of con-
temporary philosophy of scientific cognition, it is incorrect to think of processes, 
properties, or relations as being systems. They all are no more than manifestations 
of various properties of a material object, while a system is a model of an original 
material object, the latter also consisting of material elements.



Exercise Physiology

108

An approach used by J.G. Hay [2] is the most recognized in sport biomechanics 
now. Its essence (illustrated by a vertical standing jump) consists in subdivision 
of the trajectory of the body center of gravity (COG) into a few segments. The 
following identification of biomechanical characteristics responsible for the COG 
displacement and velocity of displacement is based on common sense. For example, 
arm lift-up shifts the COG upwards; legs extension produces the same effect; legs 
length ensures a certain position of the body COG at the end of take-off. On the 
ground of common sense, important parameters are selected and subjected to cor-
relation analysis in order to find their relationship and to obtain multiple regression 
equations. The logic of this approach is similar to that of an empirical research 
aimed at formulation of an empirical law, which does not reveal the essence of a 
phenomenon, although enables to make some suggestions.

In biomechanics, we may be unfamiliar with brain organization and the central 
nervous system (CNS) can be considered as a “black box.” Here lies the bound-
ary between physiology and biomechanics. A biomechanist must be proficient in 
programming deliberate motor actions aimed at reaching a preset goal, i.e. motor 
programs. Physiological concepts of movement control do not substantiate the laws 
of mastering motor actions. However, to achieve success, a coach needs knowledge 
both in biomechanics and physiology in order to create training programs aimed at 
the development of motor programs of a competitive movement in an athlete. Thus, 
to work out a plan of technique development of a track-and-field athlete, it appears 
necessary to model a competitive movement, as well as training means to be used 
besides the principle movement.

To model the locomotor system of a man, we must use ideal models from theo-
retical mechanics [3]. Theoretical mechanics use models including the following 
elements: two- or three-dimensional space, time, point mass, perfectly rigid body 
(a rod), hinge, kinematic chain, ideal liquid or gas, etc. [4]. All these models are 
used in biomechanics, although to create an adequate model of a locomotor system, 
a model of muscle is needed. Hence, the subject of biomechanics matches that of 
theoretical mechanics only partially.

At every single instant, human existence can be considered as a combination 
of biomechanisms. In general, the concept of biomechanism includes biochemical 
objects (mitochondria, myofibrils, etc.), physiological systems (cardiovascular, 
endocrine, immune, central nervous, and other systems), and, the locomotor system.

In biomechanics, this concept should be referred to mechanics, in particular, to 
the theory of machines and mechanisms. Let us define a biomechanism (BM) as an 
aggregate of certain body parts movements, independent of other parts movements, 
transforming one type of energy into another that leads to changes in the position 
and speed of the athlete’s body COG while accomplishing a certain movement task 
in certain external conditions [5–7].

To control a multilink system, the CNS combines separate links into subsystems 
(key kinematic mechanisms), which can act independently, although in doing so to 
pursue a common goal. A biomechanism as an integral system consists of a set of 
components, each possessing its own properties, which can manifest themselves in 
human movements in different ways.

The following components are singled out in a biomechanism:

1. Muscle as:

• a converter of chemical energy into mechanical one;

• a resilient element, capable of storing and returning energy;
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• a ductile element, capable of damping external loads;

• an energy (power) transmitter from energy sources.

2. Bone as:

• a lever for force and power transfer;

• a pendulum for energy conversion;

• a rod for support and reaction against external loads.

3. Joint as:

• a hinge joining bones in a kinematic chain;

• a hinge restricting mobility of joined bones.

Besides that, we should take into account controlling units containing control 
programs (motor programs that are formed, stored, and functioning in the athlete’s 
CNS) [8, 9].

It is noteworthy that a CNS model must meet strict requirements. The model 
must reflect the process of controlling the object (in our case, the locomotor system) 
as well as model environment conditions and their relationship. Important is for 
both processes to be modeled as parallel [10]. The ability to perform deliberate move-
ments means that a person can control target-oriented movements of the body or its 
parts more or less precisely. As the purpose of a movement is supposed to be solved 
by a certain BM and perceived by consciousness, it can be controlled and changed 
deliberately. The problem of movement spatial & temporal parameters differentia-
tion, i.e. a method of performing a motor action, or, in other words, technique of 
a movement is, probably, solved by means of conscious control of certain BMs [6]. 
Hypothesis. Our investigation aims at confirmation of the hypothesis that the con-
cept of bimechanism (BM) forms the basis of the approach to selecting technique 
development means in track-and-field. We examined one of the most important 
components of track-and-field jumps, i.e. a take-off.

The following BMs can be identified in the take-off in track-and-field jumps:

• BM of the support leg and body extension (LBE);

• BM of the arms and swinging leg swinging motion (SM);

• BM of the “overturned pendulum” (OP);

In the publication [11] the authors underscore three factors that play a key role in 
the biomechanism of the support leg and body extension. They are:

• consecutive extension of the coxofemoral and knee joints;

• differently directed changing angles in the coxofemoral and knee joints in the 
transition phase from shock absorption to take-off;

• optimal legs bending in the knee joints.
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Swinging motions contribution. This mechanism increases the vertical compo-
nent of the COG velocity after take-off [12]. It ensures:

• growth of the support reaction force due to the accelerated motion of the 
swinging links [13];

• growth of the swinging links velocity till the start of the knee joint extension [14];

• correct position of the swinging links at the end of take-off [13].

The essence of the “overturned pendulum” biomechanism consists in the ability 
to increase the COG vertical velocity due to the athlete’s body pivoting over the 
point of bearing [15, 16].

Relatively independent kinematic mechanisms are interdependent at dynamic 
level, i.e. realization of any of them affects the efficiency of the others. The role and 
contribution of the key kinematic mechanisms to the result demonstrated by an 
athlete depend on the type of a jump, initial conditions, and the task set. There exist 
different ways of realization of any BM as well as different interaction between BMs 
within the same jumping event.

Physiological basis of biomechanisms (BMs).
To study a concept of “biomechanism” (BM) in voluntary movements, we 

should understand physiological processes which take place in muscles directly 
involved in the biomechanisms.

An efficient take-off in jumps depends on well-coordinated simultaneous activa-
tion of three biomechanisms:

• BM of the “overturned pendulum” that helps additional to load muscles-
extensors of the knee joint of the support leg;

• BM of “swinging motion of the arms and swinging leg” that provides addi-
tional load on the support leg joints and muscles;

• BM of the “support leg and body extension” that provides elastic energy stor-
age in ankle muscles-flexors (plantar extensors) of the support leg.

The BM of the “support leg and body extension” involves more muscle activity 
than the other two BMs (“overturned pendulum” and “swinging motion of the arms 
and swinging leg”), which play complementary roles by increasing the impact of 
the first one on the muscles.

In track-and-field jumps, athletes try to develop the maximal power of move-
ment. Greater power of muscle contraction can result from an increase in either its 
strength, or its velocity, or both components. As a rule, the most significant gain in 
power is due to the increase of muscular strength.

Multiple studies demonstrate that manifestation of greater power in jumps may 
be related to physiological peculiarities of muscle-tendon unit (MTU) activity 
[17]. Elastic energy of tendons is used for solving various motor tasks, notably for 
increasing output power of the muscle-tendon unit (MTU) [7].

There are two ways to increase the efficiency of power development in the BM of 
the “support leg and body extension”: pre-stretch of skeletal muscles and mechani-
cal energy transfer via biarticular muscles.

As regards the first way of increasing power of a take-off (pre-stretch of skeletal 
muscles), it is known that pre-stretch of muscle-tendon unit (MTU) enhances 
strength of its subsequent contraction [18]. This mechanism can only be involved if 
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extension starts from the most powerful hip joint due to m.gluteus maximus (GM) 
contraction. The energy is transferred from the hip joint to the shin via m. rectus 
femoris (RF) m. gastrocnemius (GA) is not involved into work immediately after 
the extension of the knee joint; it requires some time for GA to start contraсtion. 
Elastic energy is stored in the tendons of ankle extensors and then released quickly. 
As a result, the ankle joint being controlled by the weakest muscles can develop 
greater power due to the energy transferred from the proximal joint [19]. Thus, 
the maximal power of muscle contraction is achieved due to conjoint activity of 
muscles and tendons involved in the mechanism of energy transfer based on the 
pre-stretch effect.

The second way of increasing power of a take-off (energy transfer via biarticu-
lar muscles) was described in a few works including those related to jumps [17, 19]. 
It also involves processes which take place in the MTU. This mechanism is based on 
the fact that powerful monoarticular gluteus muscles, in particular GM contribute 
most to hip extension, thus increasing the angle in the hip joint. The energy is 
transferred from GM to the knee joint via the biarticular RF, and the knee joint is 
extended by RF and a group of monoarticular m. vastus (VA). Energy transfer via 
a biarticular muscle takes place when the muscle contracts, although it develops 
the greatest power when working in almost isometric regimen, i.e. contracting very 
slowly [20]. At the same time, knee extension causes plantar flexion in the ankle 
joint due to energy transfer via m. gastrocnemius (GA) that reinforces contraction 
of the triceps muscle of the calf [21].

The description of two ways to enhance power of a take-off shows that the MTU 
pre-stretch requires less time than energy transfer via biarticular muscles. In some 
works, the first way of power enhancement is called a “catapult” [22, 23]. This time 
difference is very important with regard to interaction of the BM of “support leg 
and body extension” with the other two BMs. In the first case (MTU pre-stretch) 
greater contribution of the “overturned pendulum” will decrease the effectiveness 
of the mechanism, whereas greater contribution of the “swing” will have positive 
effect on the result. Greater velocity of the swing owing to active contraction of the 
working muscles will lead to greater storage of elastic energy, greater stiffness of the 
support leg, and consequently greater power of the movement. Meanwhile shorter 
time of the movement will decrease the effect of MTU pre-stretch. In the second 
case (energy transfer via biarticular muscles) extra loading of the support leg due to 
greater contribution of the “overturned pendulum” will have positive effect. Greater 
contribution of the “overturned pendulum” is reached by increasing the step length 
and thereby lowering the COG trajectory that increases time of the take-off.

As a practical matter, this knowledge is important for correct planning and 
training. Training exercises should be performed by athletes taking into account 
their individual peculiarities based on different ratios of BMs contribution in the 
take-off power.

2. Objective and methods

We have analyzed biomechanical parameters of the take-off in a group of elite 
Russian male jumpers (n = 50) in competitive conditions (during official contests). 
The aim of this part of the research was to compare the contribution of different 
BMs involved into take-off in track-and-field jumps. Video recording was made by 
a digital camera JVC-9800 with the speed of 50 frames per second. Having been 
captured by standard computer programs, the image of the jumper’s body was 
modeled by virtue of an anthropomorphic 12-segment [5]. The computer complex 
consisted of a few modules: calculation of mass-inertial parameters of an athlete; 
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calculation of kinematical and energy characteristics of movements of separate 
body links and the whole body based on videotape processing (it allowed to deter-
mine linear and angular indices of the body links kinematics as well as potential, 
kinetic and full energy of each link). The unique feature of this module is the 
capability to determine changes in length and contraction speed of 9 major muscles 
of the lower extremities. It permits to determine key peculiarities of the athlete’s 
technique and to simulate conditions, under which top results could be achieved. 
Mathematical processing was done in the Scientific Research Institute of the 
Russian State University of Physical Education, Sport, and Tourism. The accuracy 
of measurements was determined in a metrological study and accounted for 0.01 m 
(linear parameters) and 0.02 mps (velocity parameters).

3. Results of the first part of the research

Having analyzed the results, we determined the contribution of BMs into take-
off in jumps regarding changes in the full energy of separate segments and links of 
the athlete’s body. Simulation modeling enabled us to make conclusions concerning 
not only the ratio of BMs contribution into take-off in every jump event and a com-
parison of different jumps (horizontal and vertical) but to monitor the change of 
BMs contribution into take-off in case of 5% increase of the athlete’s COG velocity 
at the last step of the approach run in each type of jumps and its effect on the result.

Results demonstrated by the athletes in the course of the experiment attained 
the level of master of sport, international class (Table 1). The simulation modeling 
showed that the growth of the approach speed would provide real chances of get-
ting into the World championship finals.

Table 2 displays proportion (in %) of the BMs contribution into take-off based 
on changes in the full energy of the athlete’s body links measured in the experiment.

The greatest contribution of the BM of swinging links into the take-off is at once 
apparent. The contribution of the BM of the take-off leg extension is more pro-
nounced in pole vault and less pronounced in high jump, whereas the contribution 
of the BM of “overturned pendulum” is greater in high and long jumps.

High and long jumps are the most similar in what concerns the structure of BMs 
operation at take-off, although the execution of the jumps is quite different (hori-
zontal and vertical directions).

Biomechanism Long jump (%) High jump (%) Triple jump (%) Pole vault (%)

Leg and body extension 15.8 14.3 16.1 18.9

Swinging links 69.8 70.2 70.5 67.9

Overturned pendulum 14.4 15.5 13.4 13.2

Table 2. 
Contribution of different BMs into take-off in track-and-field jumps (%).

Parameter Long jump High jump Triple jump Pole vault

real result (at the registered COG velocity), cm 805 ± 12 228 ± 2.3 1715 ± 35 565 ± 5.5

Simulated result (at the modeled COG velocity), 
cm

820 232 1740 575

Table 1. 
Jumping results: Real and obtained by simulation modeling.
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We decided to find out what would happen if the athlete’s speed at the last step 
of the approach run (just prior to take-off) increased by 5%. We took the value 5% 
because the examination of strength-velocity qualities of top-class athletes permit-
ted to suppose such an increase of speed to be attainable by advanced jumpers, who 
seem to be capable of bearing higher strength loads.

An increase in speed will naturally lead to an increase in the body links energy. 
The question arises if the energy growth will be proportional to the speed of the 
COG in every BM.

Important changes were observed in the BM of swinging links (Figure 1). In 
high and long jumps the contribution of this BM not only increased, but started 
earlier. As for triple jump, both temporal and amplitude parameters of the BM of 
swinging links grew. In pole vault, the increase was proportional to the increase of 
the COG velocity. The structure of the BM of the take-off leg extension for all the 
jumps under study remained the same. Considerable changes took place in the BM 
of “overturned pendulum” in high and long jumps. Its contribution became more 
important in triple jump but nearly did not change in pole vault.

Changes in the ratio (in %) of BMs contribution into take-off are shown in 
Table 3.

We should also note an increase in the total energy of the BMs, the greatest being 
observed in high and triple jumps.

On present evidence, it may be suggested that high and long jumps are the most 
similar in the structure of take-off, lesser similarity being found with triple jump 
and pole vault. Therefore, horizontal and vertical jumps reveal a certain resem-
blance in the structure of take-off (Table 4).

The greatest increase in the body COG speed can be reached by intensifying 
movements of swinging links (as in amplitude, as in temporal parameters). At the 
same time, training means and methods aimed at the development of the BM of the 
take-off leg and body extension should not be excluded from training programs, 
because the links of this BM would have to bear the increased loads resulting from 

Figure 1. 
Change of BMs contribution to take-off.
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more intensive work of the swinging links. This will provide efficient work of the 
BM of “overturned pendulum”.

Data obtained in this part of the research permit to conclude that the structure 
of take-off in track-and-field jumps is formed according to a certain motor objec-
tive that depends on the character of the jump.

The speed of the athlete’s body COG at take-off in all jumping events is con-
trolled to a great extent by swinging movements of the body links, in other words, it 
depends on amplitude and temporal parameters of the swing.

3.1 Pedagogical requirements to training means selection

In running jumps, the efficiency of key kinematic mechanisms and, conse-
quently, the efficiency of the athlete’s interaction with the support depends on 
movements pattern executed by an athlete and aimed at realization of the following 
pedagogical requirements:

For all jumps:

• to run as fast as possible in the approach;

• to start active swinging movements before touch-down.

For taking off in long and high jumps:

• to lower the body COG at the last 2–3 approach strides;

• to plant the take-off foot by a “paddling” movement, but at less angle with the sup-
port (i.e. in front of the body) and to lean the trunk backward from the vertical.

The degree of realization of some of the requirements differently affects the 
realization of the others. For example, the COG lowering at the last approach strides 
in high and long jumps (contrary to triple jump and pole vault) creates favorable 
conditions for correct placement of the take-off foot and less angle of the body 
lean with the support, in spite of setting higher requirements for strength-velocity 
qualities of the take-off leg muscles. This should increase the contribution of the 

Biomechanism Long jump (%) High jump (%) Triple jump (%) Pole vault (%)

Leg and body extension 53 52.2 52 51.9

Swinging links 56.6 61.81 56.59 63.9

Overturned pendulum 57.9 59.25 57.67 54.1

Table 4. 
Changes of the total energy in every BM (in %) obtained by modeling a 5% increase of speed at the last step of 
the approach.

Biomechanism Long jump (%) High jump (%) Triple jump (%) Pole vault (%)

Leg and body extension 13.5 13.7 12 18.7

Swinging links 71.5 72.6 75.5 68.9

Overturned pendulum 15.0 14.3 12.5 12.4

Table 3. 
Changes in BMs contribution into take-off obtained by modeling a 5% increase in velocity at the last step of the 
approach.
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“overturned pendulum” and swinging links BMs in the phase of the body and take-
off leg pivoting upon the point of support so that the trunk becomes positioned 
vertically above it. The subsequent forward-downward rotation of the take-off 
leg causes lowering of the knee and coxofemoral joints that is compensated by 
the mechanism of the take-off leg and body extension. When the take-off leg is 
planted “under” the trunk at take-off (a popular method of learning technique in 
long jumps), the take-off leg is lowered (forward-downward rotation), that can be 
considered as a technique fault, because in this case the efficiency of the BM of the 
take-off leg and body extension and the contribution of the “overturned pendulum” 
decrease.

The realization of some of the requirements mentioned above does not always 
favor the realization of the others. For instance, a too fast approach increases 
high-impact and inertia loads on the take-off leg, in particular, when it is placed at 
narrow angle with the support.

Taking into account the take-off structure in a given type of jumps and the peda-
gogical requirements listed above, any training program in track-and-field should 
include special means, each affecting technical skills depending on the core and 
form of a certain movement.

The revealed phenomena allowed to set objectives for the second part of the 
research aimed at biomechanical investigation of training means most frequently 
used for technique development in track-and-field jumping events.

To examine biomechanical features of take-off in special exercises primarily 
used in technique development sessions by track-and-field jumpers (in different 
jumping events), we have carried out a laboratory experiment on a special complex 
“Qualisys” (Sweden) using high-speed recording camera (240 frames per second). 
5 elite male track-and-field jumpers, regularly performing in international competi-
tions took part in the experiments (2 long jumpers, 2 high jumpers, 1 pole-vaulter). 
The age of the subjects was 22 ± 1.4 yrs., duration of practicing track-and-field 
jumps 7 ± 2.3 yrs., height 1.84 ± 0.04 m, weight 74 ± 3.1 kg. Exercises performed 
in the experiment included: long jump, long jump over a hurdle (0.96 m) placed 
in 1 m distance from the take-off spot, long jump taking off a raised or lowered 
board (0.05 m), jump up with touching an object suspended at 2.5 m height and in 
1 m distance from the take-off spot, a pattern of 3 hops after an approach run. All 
exercises were performed after 6 running strides at the maximal approach speed.

4. Results of the second part of the research and their discussion

4.1 Biomechanism of the take-off leg and body extension

In jumps, the greatest mechanical impact directed at stretching biarticular 
muscles of the lower extremities, in particular, rectus femoris, is achieved at 
take-off due to simultaneous forced bending of the take-off leg in the knee joint (at 
shock absorption) and its active straightening in the coxofemoral joint. In this case, 
the tractive force produced by this muscle is aimed at the knee joint extension. This 
element of the BM of the take-off leg and body extension at the phase of interaction 
with the support outwardly looks as the leg flexion with the simultaneous driving 
of the pelvis and knees forward while leaning backward.

Biceps femoris has two functions in running jumps. According to our data and 
that reported in other studies, the take-off leg hits the take-off board at the angle 
of 59–74° with the horizontal, the angles in the coxofemoral and knee joints vary-
ing within the range of 165–170° and 160–175° correspondingly, depending on a 
jump event (Table 5). The trunk having “run against” the support leg planted on a 
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take-off board, starts pivoting forward. Less angles of the support leg touch-down 
and body lean (measured clockwise with respect to the horizontal) were observed 
in the following exercises: jump up with touching a suspended object by hand, long 
jump from a raised platform (0.05 m).

The analysis of the dynamics of αCFJ/αKJ (Figure 2) and values of angles in the 
involved joints in different types of jumps showed that the speed of contraction in 
biarticular muscles is lower than in those being monarticular, and consequently, the 
tractive force produced by biarticular muscles is greater.

It led us to suggest that biarticular muscles play more significant role in provid-
ing efficient interaction with the support in jumps. In this context, training means 
and exercises should be selected so that they could develop strength-velocity 
qualities of those muscles in plyometric regimen of contraction, primarily with 
oppositely directed change in angles (as in the pairs CFJ-KJ and KJ-AJ).

Maximal results in jumps are reached when the angle of the knee joint flexion at 
shock absorption is optimal. These optimal values are different for different jump 
events. Similar in all the jumps is that the amplitude of the forced leg bending varies 
within the range of 25–35° and is independent of the type of a jump.

The examination of the three key features of the BM of legs and body extension 
demonstrated that at dynamic level the structure of the locomotor system deter-
mined the specificity of interaction with support in jumping exercises. Under oth-
erwise equal conditions, the following factors are thought to be the most important: 

Figure 2. 
Changes in angles in the coxofemoral and knee joints (αCFJ/αKJ) of the take-off leg at take-off. 1- long jump, 
2 - long jump over a hurdle; 3- long jump from a raised take-off platform (0.05 m), 4 - long jump from a lowered 
take-off platform (0.05 m), 5 -jump up with touching an object by hand °.

Exercise Angle in the 
ankle joint (AJ) at 

touch-down

Angle in the 
knee joint (KJ) at 

touch-down

Angle in the coxofemoral 
joint (CFJ) at touchdown

Long jump, ° 67 169 171

Long jump over a hurdle 65 172 175

Long jump from a raised 
take-off platform (0.05 m), °

60 165 170

Long jump from a lowered 
take-off platform (0.05 m), °

74 174 168

Jump up with touching an 
object by hand, °

59 175 172

pattern of 3 hops, ° 70 160 165

Table 5. 
Kinematic characteristics of take-off in exercises under study (°).
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1) maximal values and ratio of force momentums in the joints being involved, and 
2) plyometric regimen of contraction of monarticular and, in particular, biarticular 
muscles.

4.2 Swinging links motion

Additional stretching of the lower extremities muscles at the end of shock absorp-
tion is provided by external mechanical load originating from the vertical component 
of inertia forces (Fin) applied to the centers of mass of swinging links and transferred 
to the centrifugal force (Fcf), directed along the kinematic chain. The value of Fin 
depends as on the swinging movement of swinging links, as on the accelerated lift of 
the linkage points of those links: for arms – the shoulder girdle lift and trunk straight-
ening; for the swinging leg – lift of the pelvis (due to the take-off leg straightening and/
or trunk pivoting over the point of bearing in accordance with the BM of the “over-
turned pendulum”). Contribution of the accelerated lift of the linkage points of the 
swinging links can be estimated from the difference between the values of Fin and Fcf.

The links are accelerated by:

• positive force momentums in the shoulder joints and the coxofemoral joint of 
the swinging leg;

• a decrease of the swinging links radius of inertia (arms flexion in the elbow 
joints and the swinging leg flexion in the knee joint). According to the law of 
kinetic momentum conservation, it leads to an increase in the angular velocity 
of rotating links.

Deceleration of the swinging links goes on in the reverse order – the radius of 
inertia grows and the sign of the force momentum changes from positive to negative 
one due to the action of antagonist muscles. This enables an abrupt reduction of Fin 
in the centers of mass of the swinging links up to zero that, consequently, reduces 
the load on the lower extremities muscles at the end of the transfer from the plyo-
metric regimen of their contraction to the myometric one. It is the effect of a sud-
den release of a stretched active muscle [24] Therefore, at that instant the swinging 
links should have gained the maximal momentum in the direction of the take-off, 
and the lower extremities should work on the acceleration of the trunk solely.

Results displayed in Table 6 show that inertia forces in swinging motions caused 
significant changes in the COG vertical velocity at take-off, which were due to:

creation of additional load on muscles-extensors of the lower extremities at the 
end of shock absorption phase (inertia forces being transferred to the support by 
kinematic chains);

Exercise Fin, swinging leg Fin, upper extremities

Long jump 1253 ± 54 655 ± 24

Long jump over a hurdle 1080 ± 36 583 ± 35

Long jump from a raised take-off platform (0.05 m) 1345 ± 44 674 ± 64

Long jump from a lowered take-off platform (0.05 m) 1437 ± 87 812 ± 75

Jump up touching a suspended object by hand 1315 ± 89 702 ± 72

pattern of 3 hops 1214 ± 65 733 ± 32

Table 6. 
Maximal vertical component of inertia forces of the swinging links centers of mass at take-off (N).
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growth of the swinging links velocity until the start of the knee joint extension;
swinging links position at the end of take-off.

4.3 Biomechanism of the “overturned pendulum”

According to our data, the highest (0.06 m) lift of the pelvis (or the marker 
attached at the point of the CFJ axis of rotation of the take-off leg) at shock absorp-
tion takes place in long running jumps with the take-off from a raised platform, 
despite the knee joint flexion.

It was found out that in a hop performed after an approach run the center of mass 
of the take-off leg thigh was raised by 0.03 m, while the motion of the swinging links 
was directed forward-downwards. As consequence of these compensatory move-
ments in long jumps the body COG moves in parallel to the support, and in triple 
jump (step and jump phases) the body COG is lowered toward the support (Table 7).

The evidence concerning the BM of the “overturned pendulum” proved that its effi-
ciency depends to a certain extent on the position of the athlete’s body at touch-down. 
The less is the touch-down leg angle and the more is the body backward lean, the longer 
will the distance used for accelerating the pelvis, trunk, and the whole body be.

5. Practical recommendations

Findings of the second part of the research demonstrate that there exist specific 
biomechanical characteristics of training means used by track-and-field jumpers.

We have found out that in training exercises the take-off is performed using 
relatively independent BMs, similar to those recorded in competitive jumps. Being 
dependent of the motor task (conditions of performing the exercise), key biomech-
anisms appear to be interdependent on the dynamic level, i.e. the contribution of 
one of them affects that of the others. The role and contribution of the BMs depend 
on the type of an exercise or conditions of its execution, initial conditions, and a 
motor task set to an athlete. There exist different ways of realization of any BM as 
well as different interaction between BMs within the same jumping event.

Specific features of take-off in the examined exercises permitted to classify all 
the training means into four groups (Table 8):

• training means, mostly involving the BM of legs (take-off leg) and body exten-
sion (group I)

• training means, mostly involving the BM of swinging links (group II);

Exercise Shift of the marker, mm

Long jump 1.2 ± 0.09

Long jump over a hurdle 4.6 ± 0.55

Long jump from a raised take-off platform (0.05 m) 6.1 ± 1.4

Long jump from a lowered take-off platform (0.05 m) 3.0 ± 0.8

Jump up touching a suspended object by hand 5.1 ± 1.3

pattern of 3 hops −2.1 ± 0.07

Table 7. 
Shift of the marker placed at the CFJ axis of rotation of the take-off leg at shock absorption.
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• training means, mostly involving the BM of an “overturned pendulum” (group III);

• training means, involving the combination of the BM of swinging links with 
the BM of the “overturned pendulum” (group IV).

Thus, different special exercises are intended to exert specific effects on the 
structure of take-off, those effects being dependent on the specifics of the content 
and form of an exercise.

This comparison of technical drills differs from the conventional one, in which 
every kinematic or dynamic parameter of an exercise is compared with the similar 
parameter of an actual competitive jump.

Several specific exercises that are currently used in training athletes in differ-
ent jumping events are listed below as examples (Table 9). All the exercises are 
classified into groups I – IV and may be recommended for practical use by athletes 
of a corresponding specialization. The list of exercises is not full because of the 
scope limitations for materials to be presented, but it provides general notion about 
aspects of training means selection for solving concrete training tasks taking into 
account jumpers’ specialization.

Exercise BM of leg and body 
extension

BM of swinging 
links

BM of the “overturned 
pendulum”

Group

Long jump after a short 
approach run

17 68 15 I

Long jump over a hurdle 15 65 20 III

Long jump from a raised 
take-off platform (0.05 m)

13 65 22 II

Long jump from a lowered 
take-off platform (0.05 m)

10 74 16 III

Jump up with touching a 
suspended object by hand

13 70 17 IV

pattern of 3 hops 18 69 11 I

Table 8. 
Contribution of different BMs in track-and-field technique development exercises (%).

Group Jump event Exercises

I Triple jump
Long jump
Pole vault

After 4–6 running strides jump onto a pile of mats landing on a swinging leg. 
Important is to bring pelvis forward at the take-off.

III High jump
Long jump

After 4–6, running strides jump in a “stride” over 2 hurdles; the distance between 
the take-off spot and the first hurdle is from 180 to 220 cm, the distance between 
the hurdles 80–90 cm.

III Triple jump
Long jump
Pole vault

After 6–7 strides of a direct approach, run make a long jump over a bar set at the 
height 70–80, 90–100, 110–120, or 130–140 cm, taking off in 80–90 cm from the 
nearest upright.

IV High jump
Long jump

After 4–8 running strides make a long jump attempting to touch a suspended 
object by the chest or head. Take off in a distance of 2–2.5 m from the projection of 
the hanging object.

II Triple jump
Long jump

Alternate leg bounds in a pattern: floor (the take-off leg) – floor board (the 
swinging leg) – low vaulting horse (the take-off leg) with touching a suspended 
object.
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Abbreviations

BM Biomechanism
CFJ coxofemoral joint
KJ knee joint

Group Jump event Exercises

I Triple jump
Long jump
High jump

A barbell 20–30 kg on the shoulders. After 2–3 walk steps plant the take-off leg on 
the board (5–10 cm lower than the surface of the approach) and pushing off by the 
swinging leg quickly straighten the take-off leg with the following swing by the 
swinging leg.

II High jump
Long jump

Standing on a gymnastic bench, feet shoulder width apart, a barbell (10–30 kg) on 
the shoulders. Step forward, straighten the support leg bringing the swinging leg 
forward simultaneously, and putting it on a bar of wall bars. The distance between 
the bench and the wall bars – 200 – 280 cm.

II Triple jump
Long jump
Pole vault

Stand with one foot in front, the other one behind the trunk. Grip the hanging 
rope at the head level. Push off the take-off leg bringing pelvis to the rope. While 
moving the rope in a circle, perform giant strides. Important is to bring pelvis 
forward in proper time.

IV Triple jump
Long jump
Pole vault

Stand on a platform 70–80 cm high, the swinging (take-off) leg in front, the 
take-off (swinging) leg behind. Jump down landing on the take-off (swinging) leg 
and bounce up onto a platform 20–30 cm high trying to shorten the touch-down to 
take-off phase as much as possible. The take-off is similar to that of a long (high) 
jump.

IV High jump After 6–8 approach strides in a curve leaning into the arc, make a long jump 
attempting to touch a suspended object by the chest or head. Take off in a distance 
of 2–2.5 m from the projection of the hanging object.

IV High jump The same exercise as the previous one, but after a swing turn the knee of the 
swinging leg inside (toward the take-off leg). When taking off turn the trunk so 
that the shoulder opposite to the take-off leg is brought forward.

III Triple jump
Long jump
High jump

Jump down from a platform 50–80 cm high, land on one foot, and jump over a 
hurdle trying to make the touch-down to take-off phase as short as possible. The 
height of the hurdle should be gradually increased. The distance from the platform 
to the hurdle 3–5 m.

III Triple jump
Long jump
High jump

The same as the previous one, but landing on both feet.

IV Triple jump
Long jump

After 2–4 running strides make a triple jump starting from a raised platform. In the 
third phase (the jump) clear a hurdle set at 50–80 cm height.

I Pole vault Starting position (s. p.): Grip onto a pole (in a vertical position) by the right hand, 
keeping the arm straight, do one step backward and grip the pole by the left hand 
30–40 cm lower than the right one. Without moving in any direction tries to touch 
the pole by chest lifting the knee of the swinging leg.

I Pole vault S. p. – similar to the previous one. While stepping forward, do a take-off and hang 
on to the pole.

II Pole vault After 4–6 running strides take off and hang on the pole. At the end of the legs 
swing make a half turn counterclockwise to face the approach runway.

I Pole vault After an approach run jump and grip on to a hanging rope, swing legs upward–
forward and turns counterclockwise. Clearing a bar can be added.

II Pole vault When performing a pole vault swing legs upward trying to reach the upper end of 
the pole by them.

Table 9. 
Specific exercises that are currently used in training athletes in different jumping events.
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Abstract

Exercise physiology (EP) and its main research directions, strongly influenced 
by reductionism from its origins, have progressively evolved toward Biochemistry, 
Molecular Biology, Genetics, and OMICS technologies. Although these technolo-
gies may be based on dynamic approaches, the dominant research methodology in 
EP, and recent specialties such as Molecular Exercise Physiology and Integrative 
Exercise Physiology, keep focused on non-dynamical bottom-up statistical infer-
ence techniques. Inspired by the new field of Network Physiology and Complex 
Systems Science, Network Physiology of Exercise emerges to transform the 
theoretical assumptions, the research program, and the practical applications of 
EP, with relevant consequences on health status, exercise, and sport performance. 
Through an interdisciplinary work with diverse disciplines such as bioinformatics, 
data science, applied mathematics, statistical physics, complex systems science, 
and nonlinear dynamics, Network Physiology of Exercise focuses the research 
efforts on improving the understanding of different exercise-related phenomena 
studying the nested dynamics of the vertical and horizontal physiological net-
work interactions. After reviewing the EP evolution during the last decades and 
discussing their main theoretical and methodological limitations from the lens of 
Complex Networks Science, we explain the potential impact of the emerging field 
of Network Physiology of Exercise and the most relevant data analysis techniques 
and evaluation tools used until now.

Keywords: complex systems, circular causality, nonlinear dynamics, timescales, 
self-organization

1. Introduction

Exercise physiology (EP), the study of how the body adapts physiologically to the 
acute and chronic stress of exercise or physical activity, has evolved extensively since 
the beginning of the early twentieth century. Due to an increased interest in exercise 
and health, initially motivated by the poor physical capacity of soldiers, is today a 
scientifically founded branch that provides the basis of physical fitness, exercise 
performance, training, testing, and rehabilitation programs addressed to all types of 
population, including elite athletes and clinical patients. Its potential to enrich Basic 
Physiology and diverse fields such as Sports Medicine, Sports Rehabilitation, Sport 
Science, or Training Science is still undervalued and has to be rediscovered under 
the framework of Complex Systems and Network Science approaches [1].
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In this chapter, the present and future of EP will be overseen from a historical and 
scientific perspective. The main limitations of the EP available evidence-based research, 
strongly influenced by excessively simplified theoretical and methodological assump-
tions, will be discussed using the example of the exercise-induced fatigue. Finally, 
the research approach of the new emerging field of Network Physiology of Exercise, 
focused on the coordination and integration among physiological systems across spatio-
temporal scales (from the subcellular level to the entire organism), will be presented.

2. Evolution of Exercise Physiology 

It is essential to understand the EP history when approaching the future [2]. As any 
scientific branch, the EP evolution has been constrained by multiple and multilevel 
factors acting at different timescales such as financial possibilities, organizational 
and ideological positions. Although historical data pertaining to EP spans more than 
2000 years, first research contributions correspond to the early twentieth century, 
which was characterized by an increasing specialization and sub-specialization in many 
scientific fields. This state of affairs brought about a flood of fragmentation in science 
that promoted the naissance and development of the main EP research labs in the world.

First works, initiated by Scandinavian scientists, were related to metabolism 
and heat production during exercise and recovery. Maximal oxygen uptake was 
described as the upper limit of performance [3], and lactate production (from 
glucose metabolism) was related to fatigue [4]. Research was focused later on 
circulation, muscle physiology, or environmental physiology and provided the basis 
of exercise as medicine. While the major concern of research after the World War II 
was the health and fitness of soldiers, the most recent concern is the obesity epi-
demic and other diseases related to the food abundance and lack of physical activity.

With the development of labs and the creation of world organizations such 
as the American College of Sports Medicine (ACSM), and the European College 
of Sport Sciences (ECSS), the field of EP has become enormously specialized in 
the last years, and EP researchers usually work in one area (e.g., cardiovascular, 
muscular, etc.). This has produced a loss of the original essence of Physiology, 
the unique branch of Biology specifically dealing with synthesis and integration. 
Although technological advances have led to create more sophisticated and better 
equipped labs, the type of inquiry and research focus of EP has been kept in general 
quite immutable, and clinical exercise physiologists keep mainly directed to testing 
energy production (e.g., aerobic power, anaerobic thresholds, etc.) [5].

Influenced by reductionism, Biology has traditionally emphasized: the decom-
position of systems responsible for a given phenomenon into component parts and 
processes. Identifying such components and describing their mechanisms apart 
during exercise have been one of the main EP endeavors. Using a range of experi-
mental models from cells to animals and humans, main approaches have laid the 
description of the biological mechanisms of temporary and persistent functional 
changes in response to acute and repeated exercise [5, 6]. It is worth noticing that 
despite the evolution of biology and the technological advances of the last years, the 
initial theoretical assumptions of EP have kept almost intact.

Even if “why” questions, related to teleological explanations, have been traditionally 
avoided because the final purpose of physiological systems is assumed to be unknown 
or nonexistent, research questions often reflect the excessively simplistic assumptions 
that have characterized EP from the very beginning (see Section 3 for further detailed 
explanation). The linear and reductionist approach of the scientific production is 
reflected in the redundant expression “Effects of,” highlighted in the content analysis 
done on over 22.000 ECSS abstracts submitted during almost two decades [7].  
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This expression reflects a very specific mode of inquiry, and its consequential data 
acquisition tools, analysis techniques, and inductive methods, commonly and uncon-
troversially used in EP research.

A century of reductionist research has produced a lot of information and 
descriptive knowledge, some obtained through very well-designed experiments, 
but has provided only a partial understanding of exercise-related phenomena, and 
led to several controversial findings. In fact, some of the main questions still remain 
without clear responses. For instance, which are the limits of performance, what 
limits VO2max, what causes fatigue, why are there responders and non-responders 
to exercise, etc. The extant controversies seem strongly affected by the excessively 
simplified theoretical and methodological assumptions that characterize the field.

2.1 Molecular Exercise Physiology. Are explanations only in the cell?

Due to the lack of clear responses to the main topics obtained investigating 
at system and organ levels (e.g., cardiovascular system, muscle), the reduction-
ist rationale led EP investigation, and medical investigation in general, in which 
disease is increasingly understood in molecular terms, toward microscopic levels 
(Molecular Biology, Genetics, and OMICS technologies). The acknowledgment of 
the role of exercise on health status and the pathway toward personalized medicine 
has also reinforced the micro-level research focus of EP [8–11].

While the 1970s were the decade of Biochemistry, the 1980s represented the 
Molecular Biology era. Technological advances played a fundamental role in 
this evolution. The introduction of DNA microarrays, a fast technology to study 
thousands of DNA and protein molecules simultaneously, supposed a revolution 
in biological research. Coupled with computational methods, pushed the develop-
ment of Systems Biology (e.g., [12]), a branch that focuses on complex interactions 
within biological systems, and enabled to investigate the behavior of the genes of 
an organism under different conditions [13]. The identification of new biomarkers, 
the improved sensitivity and specificity of the existing ones, and new insights into 
the personalized therapeutic strategies to improve athletic performance and human 
health through precision exercise medicine is the main aim [14].

Research in Molecular Exercise Physiology and “sportomics” [15–17] is mostly 
focused on omics data collection and analysis efforts to catalog exercise-regulated 
pathways. Although Molecular Biology dwells on dynamic principles, the dominant 
research methodology in Molecular Exercise Physiology, and Integrative Physiology 
[10, 18] keep focused on non-dynamic bottom-up group-pooled statistical inference 
modes of inquiry. Main properties of CAS as synergies, established not only hori-
zontally (e.g., among molecules) but vertically (among molecular, cellular, tissular, 
organ, and system levels), are neglected. The embeddedness of lower levels in upper 
levels, the circular causality (bottom-up, top-down) relationship among the levels, the 
different timescales of activity, the nonlinear dynamic processes that suffer qualitative 
changes through self-organization are also some of the main neglected properties.

Many component processes can lose or gain on significance during exercise; for 
instance, as fatigue develops (see Section 2.2). Physiological and psychobiological 
synergies compensate critical quantitative values registered at micro-level keeping 
stable behavioral variables registered at action level. In biological systems, the same 
effect at microscopic level can be produced by many different macroscopic phe-
nomena. In addition, genes are dominantly pleiotropic, that is, the same gene can be 
involved in different physiological effects and states. Hence, the informativeness of 
the microscopic (Molecular Biology levels) may be at best an initial point in a much 
more elaborate study of the organism-environment interaction to conclude on the 
real macroscopic phenomenon that is involved in a health or performance problem.
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Personal health and performance cannot be reduced to molecular and genetic levels 
as medicine cannot be geneticized. In addition, the network relations do not operate 
only bottom-up, but also top-down, that is, from the entire person to the genes level 
following the circular causality property of complex systems [19].

The view that everything can be explained at microscopic (molecular) level 
directly implies that health can be intervened and repaired only at this level, that is, 
through pharmacological substances. However, a person-environment approach [19] 
implies that health and performance are products of the interaction of many differ-
ent levels, and health can be also improved intervening at environment or psycho-
logical level. In fact, interventions at macroscopic (social, psychological) level have 
been proven as crucial in changing the processes at subcellular level [20, 21]. Results 
seems to show that in a sick society, where more often than not, the competition for 
socially imposed success becomes a goal for itself, there is an increased likelihood of 
cell aging and poor personal health [22]. In multilevel complex networks, the mac-
roscopic ambience strongly constrains its embedded components [23, 24]. While the 
use of pharmacological substances may be promoted somewhat by the big financial 
benefits that lie behind, mental interventions, usually cheaper and requiring only 
the development of self-knowledge and self-discipline [20], receive in general 
less scientific attention. In particular, exercise is a privileged type of intervention 
because it may affect all personal levels in a correlated cascade way [7, 25].

Systems Biology and Integrative Physiology strive for the same goal: to understand 
Biology whole-istically [18]. Systems Biology is focused on systems operating at a 
cellular level and has evolved over the past decade (called the “omics era”) as a direct 
result of advances in high-throughput molecular biology platforms and associated bio-
informatics. In fact, Systems Biology has been described as: “the study of an organism, 
viewed as an integrated and interacting network of genes, proteins and biochemical 
reactions which give rise to life.” Instead of analyzing individual components or aspects 
of the organism, such as sugar metabolism or a cell nucleus, systems biologists focus on 
all the components and the interactions among them, all as part of one system. These 
interactions are ultimately responsible for an organism’s form and function [26].

Physical exercise dictates the magnitude and pattern of how networks of genes, 
proteins, and biochemical reactions will integrate and interact. This is an important 
point, because to the exercise physiologist most, if not all, cellular-network-based 
change will be secondary to the physiological stimulus causing that change, e.g., 
muscle contraction, rather than originating at the level of the network per se. 
This in essence is one important difference between the molecular biology focus 
at the core of Systems Biology and functional feedback approach of Integrative 
Physiology, a difference eloquently described by Noble [27]. In conclusion, 
although there is a tremendous potential for omics approaches to fill critical gaps 
in our understanding of the integrative networks underlying the health benefits of 
exercise [28] and allow going beyond the one-size-fits-all model of prescription [29], 
the complexity and interconnectedness of exercise biological networks cannot be 
unraveled and understood by studying single tissues or molecular targets alone. 
They require dynamic, multilevel, and global approaches. For instance, whether 
molecular processes can inform about the level of stress, the macroscopic phenom-
enon of stress cannot be explained only at microscopic level.

2.2  From microscopic to systemic hypotheses in Exercise Physiology. Example 
of exercise-induced fatigue research

The research performed to respond to the question about the causes of exercise-
induced fatigue and spontaneous task failure is a good example of the current 
tendencies in EP research.
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Over the last century, physiologists have tried to find the etiology and underlying 
mechanisms of exercise-induced fatigue [30]. Despite a wealth of knowledge about 
individual components intervening in the fatigue process and their adaptation to 
different types of exercise, they have failed to detect a single component or process 
responsible of the phenomenon and the limits of exercise tolerance in general [31]. The 
questions of “what causes exercise-induced fatigue” or “are limiting mechanisms cen-
tral or peripheral, are there in the brain or in the muscle [32, 33]?” are clear examples 
of the type of inquiry searching for cause-effect relationships and the fragmentation 
tendencies derived from the reductionist models applied to the EP research.

The research investigating central and peripheral mechanisms of exercise-
induced fatigue has not provided either a clear response to the question [34–37]. 
The impaired action potential propagation, the inhibition of reflex mechanisms, the 
stimulation of chemical and nociceptive afferent signals, the corticospinal stimula-
tion changes, the increase in extracellular serotonin, the cytokines liberation, the 
muscle acidosis, the accumulation of NH4, H+, Mg2+, Pi, the hyperthermia, the 
inhibition of Ca2+ liberation, the glycogen reduction, the increase of K+ and free 
radicals are all associated processes to the fatigue development but cannot explain it.

In a similar way, assumed cause-effect or dose–response relationships among 
biochemical and performance variables have been proven to be often wrong. For 
instance, lactic acid, initially thought to be the consequence of oxygen lack in con-
tracting skeletal muscle and related to the limits of high-intensity short-duration 
exercise, now it is recognized as being formed under fully aerobic conditions and 
associated to ergogenic and antifatigue properties [38, 39].

Fatigue is a macroscopic phenomenon and reflects itself in macroscopic behavior 
of performers [40]. Microscopic processes associated to it are not linearly indepen-
dent (as it is usually tacitly assumed), and their total effects cannot be treated as a 
sum of individual effects. In particular, when knowing that there is a circular causal-
ity spread over the levels in all complex systems. Instead of focusing on isolated 
central and peripheral processes, the exercise-induced fatigue and task failure can 
be studied at behavioral coordination level, which integrates all network levels [41]. 
Using a macroscopic kinematic variable extracted at action level, the authors studied 
the time-variability properties of the elbow angle, considered as order parameter, 
during an effort performed until exhaustion. Critical behavior such as critical slow-
ing down, enhancement of fluctuations, and correlation enhancement in interlimb 
coordination was reproducibly observed [42]. In this way, fatigue was understood as 
a process that leads to a system-level phase transition (spontaneous task disengage-
ment), due to the circular causality mechanism that spreads over the levels in CAS.

In this way, it was hypothesized that the spontaneous task failure consists of 
a percolation process, produced by the impaired ability of the psychobiological 
network system to make the necessary short-term adjustments for negotiating the 
imposed external workload. In this scenario, the spontaneous task failure/disen-
gagement, represent a giant (at systemic level), protective inhibitory fluctuation 
that causes a temporary abrupt switch to a lower energy expenditure level, a critical 
phenomenon prominent in complex systems, such as human psychobiological net-
works. This means that the loss of stability at systemic level is the cause of the task 
disengagement and not a singular process at singular level that can be pinpointed.

3.  Limitations of Exercise Physiology. Contrasting approaches from 
complex network science

In contrast to decomposition, EP has paid much less attention to re-composition 
of physiological mechanisms [43]. The greatest challenge today, not just in Biology 
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Theoretical 
assumptions

Exercise Physiology Complex Networks Science

Systems Dominated by their 
components

Dominated by the interactions among 
components

Theory Cybernetic Control Theory Dynamic Systems Theory

Control CNS as the main regulator/
programmer

Parametrically regulated system

Mechanisms Homeostatic Homeodynamic

Methodological 
traits

Exercise Physiology Networks Science

Variables Isolated variables Networked collective variables

Measures Means and max values of 
variables

Connectivity/Synergy/Coordination dynamics

Data acquisition Group-pooled data Intra-individual time series

Analysis Population to individual 
generalization

Individual to population generalization

Relations Bottom-up (from micro 
to macro levels) statistical 
inferences

Bottom-up and top-down (circular causality) 
multilevel dynamic interactions

Table 1. 
Contrast of some limiting theoretical and methodological assumptions of EP research with assumptions based 
on Networks Science.

but in all of science, is then to reassemble such decomposed mechanisms captur-
ing the key properties of the entire ensembles [44]. If composing and closing the 
sequence of the Krebs cycle and/or describing the sequence of reactions of the 
glycolysis was years ago a key innovation, the challenge today is defining the nonlin-
ear dynamics of embedded network processes under constraints.

New technologies and interdisciplinary work have promoted the introduc-
tion of complex systems thinking on EP, but there is still a long way to go. The 
sophistication and capacity of modern technology, able to shift the landscape of 
basic life sciences research from that of traditional biological reductionism to a 
much more integrative, holistic systems approach [45], are not enough. In fact, a 
change from a reductionist to holistic paradigm cannot be achieved only via the 
technical world. Together with new techniques and technologies, the develop-
ment of new theoretical assumptions, conceptual frameworks, and analysis tools 
is necessary. New ways of doing and understanding based on complex systems, 
proven as successful in other disciplines, should be also implemented in EP [46]. 
As pointed by Greenhaff and Hargreaves [26], “perhaps the tools of Systems 
Biology should be viewed increasingly as a valuable addition to the arsenal that 
exercise scientists can use to interrogate physiological function and adaptation” 
(Table 1).

a. Theoretical assumptions

Instead of fragmenting and studying separately the functions of different 
physiological components and processes, the focus of Networks Science is put on 
the interaction dynamics among such components and processes. Classical cyber-
netics, inspiring the basic biological control system model of EP, is replaced by 
Dynamical Systems Theory (DST), which provides concepts and tools to describe 
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and study the coordinative changes occurring in the physiological network 
over time.

According to classical cybernetics, different components and processes operate 
through feedback loops to maintain physical or chemical physiological param-
eters constant (homeostasis). The predictions of this “engineering” approach are 
linear, i.e., proportional between inputs and outputs and are displayed through 
descriptive block diagrams, commonly used in EP to represent how organic 
structures and processes interact. The basic assumption of these diagrams is that 
of time-invariant encapsulated modules, processes, and regulation profiles. While 
the concept of feedback works fine in simple systems that have only two parts to 
be joined, each of which affects the other, when a few more parts are interlaced 
together, the system very quickly becomes impossible to treat in terms of explicit 
feedback circuits.

In complex systems, there is no reference state with which feedback can 
be compared and no place where comparison operations are performed. 
Nonequilibrium steady states emerge from the nonlinear interactions among the 
system’s components, but there are no feedback-regulated set points or refer-
ence values as in a thermostat. For instance, it is not possible to explain through 
feedback loops phenomena such as the fatigue-induced task disengagement [47], 
the overtraining syndrome [47, 48], or the macroscopic emergence of noncontact 
injuries [49].

Feedback homeostatic mechanisms are replaced from a Networks Science point 
of view by the concept of homeodynamics or dynamic stability, i.e., a constantly 
changing interrelatedness of body components and processes while an overall 
equilibrium is maintained [50].

It is common among exercise physiologists to propose conceptual models where 
the main regulator or programmer is the Central Nervous System (CNS) (see, e.g., 
[45, 51]). Integrative Physiology also neglects that CAS does not need any internal or 
external programmer to regulate their functions [52]. Properties of such functions 
(i.e., stability, instability, switches among states, etc.) are parametrically regulated, 
and the CNS is also a regulated subsystem. This means that physiological states emerge 
from the interaction among multilevel system components (the CNS being another 
component) through a self-organized process. The search for the ultimate high-level 
regulator would end in infinite regress (who regulates the regulator that regulates…?) 
and represents a loan on understanding exercise-related physiological phenomena.

b. Methodological traits

Instead of isolated variables, the use of macroscopic collective variables 
is proposed because they behave as order parameters integrating all network 
levels and capturing the system organization. The dynamics of such variables, 
reflected in their time variability properties, may inform about the interactions 
among system components and may help detecting different states and anticipate 
qualitative changes.

Instead of using only molecular data to establish bottom-up statistical timeless 
inferences from micro to macroscopic phenomena, the study of the time-variability 
properties of behavioral macroscopic variables, extracted at action level (e.g., the 
elbow angle in Section 2.2) during exercise, may inform about the vicinity of quali-
tative changes. This approach helps to detect dynamic features such as stable and 
unstable states, critical behavior (phase transitions, bifurcations, critical slowing 
down, enhancement of fluctuations). It is worth to remark that such behavior can be 
produced at different quantitative values of physiological parameters or set points [41].

Specific proposals of Network Physiology are developed in sections 4 and 5.
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Most of the available research on EP, based on inductive analytical research, 
infers intra-individual phenomena from the analysis of inter-individual variations 
obtained through group data means and comparison designs. This approach has 
some basic debatable methodological issues that should be discussed.

The main aim of physiological (systemic, biochemical, genetic, epigenetic) 
research is to find the mechanisms of regulation and causal changes that occur at 
intra-individual (i.e., organism) level as an effect of various internal and external 
factors. In other words, the intra-organismic processes and not the population are 
the explanatory target. It is important to note here that intra-individual variability 
and co-variability unfold in time and hence, need to be measured through time 
series analytical tools. While the problem of sample to population generaliza-
tion has been much discussed, investigated, and used, in inferential statistics, 
much less attention has been focused on the question of sample or population to 
individual generalization. A tacit assumption has been that the results obtained 
at sample and generalized to population level are representative of the changes 
of a “typical” (i.e., average) individual [53–55]. In other words, the group-pooled 
data merely would enhance the typical phenomenon that already exists in every 
and each individual. However, in order for this assumption to be correct, there 
are some strict conditions to be fulfilled. These conditions are the non-violation 
of ergodicity1 assumption. On the other hand, pooling over group subjects is the 
predominant research practice in exercise and health-related research. Even the 
state-of-the-art analytical software packages for time series analysis [56] are based 
on pooling-over-subjects approaches.

The correctness of the tacit assumption of ergodicity conditions, to our knowl-
edge, has never been explicitly tested EP. Hence, the generalization of results from 
population to individual (or between clusters of individuals) may be typically not 
valid for developmental biological systems. This means that the structure of causal 
changes may drastically vary from individual to individual, and these differences 
are not detectable at the group-pooled level. Some approaches to overcome these 
serious problems have been proposed [57–60].

Using molecular data, Integrative Exercise Physiology and OMICS techniques 
are focused on establishing non-dynamical bottom-up statistical inferences 
between micro- and macro-level states, ignoring one of the main properties of 
CAS: the tendency to form multilevel synergies. Synergies acting at different levels 
(e.g., molecular, cellular, tissue, organ, etc.) allow reciprocal compensations among 
physiological components and processes to satisfy a task goal during exercise. Such 
synergies are flexible assembled patterns of coordination, which form emergent 
structures and functions responding to the exercise requisites. Without them, life 
would not, and could not, exist. Through circular causality relations, components 
form new synergies, which govern, in turn, the components’ behavior [61, 62]. 
While computer scientists build programs that tell circuits what to do, nature builds 
synergies [63, 64].

Synergetic is also manifested through the CAS property of degeneracy: different 
components produce the same function, and different synergies may be activated 
to attain the same task goal [65, 66]. For instance, different motor units cooperate 
and reciprocally compensate their activation over several timescales to perform an 
effective or functional motor action over time during a running competition. The 
self-assembled, adaptive interactions of CAS underpin also another robustness 
enabling property: pleiotropy or multifunctionality, that is, the same components 

1 Ergodicity: The system’s stochastic evolution in time is stationary (stationarity assumption) and the 
structure of the intraindividual multivariable dynamics is the same in all individuals (the homogeneity 
assumption). Typically, jointly these conditions are not fulfilled in biological systems.
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may be assembled to produce multiple functions. For instance, the skeletal muscle, 
with genuine/primordial contractile functions, may exert as well immunological 
and endocrine functions [67, 68]. Such properties enable CAS to switch between 
diverse coordinative states and maintain a metastable dynamic [69].

4. Network physiology of exercise: A paradigm shift

Dynamic models, initially rejected by biologists, initiated some 40 years ago a 
paradigm shift in general biology [70, 71], molecular and cell biology [72], genom-
ics [73], and all the “omic”-based approaches [74], which are now at the forefront 
of science. Such interaction-based approaches have started to spread in EP and 
relevant fields of medical research such as cancer [75]. However, Physiology, and in 
particular EP, should do a substantial effort for reassembling biological processes 
and focusing not only on horizontal interactions at molecular level and establish-
ing non-dynamical statistical inferences to the entire person (e.g., performance 
or health status, see Figure 1, left), but integrate all vertical network levels (e.g., 
molecular, cellular, tissue, organ, systems, see Figure 1, right). That is, avoiding 
the gap between micro and macro structures and functions and considering the 
multiple vertical synergies that may act among them.

Network Physiology of Exercise (NPE) emerged inspired by the field of 
Network Physiology [76–84] and Networks Science [1]. Network Physiology 
addresses the fundamental question of how physiological systems and subsystems 
coordinate, synchronize, and integrate their dynamics to optimize functions at the 
organism level and to maintain health. It aims at uncovering the biological dynamic 
mechanisms [85–88] since it satisfies both the mechanistic requirement of structure 
and localization (e.g., nodes and edges/links in dynamic networks may represent 
localized integrated organ systems, subsystems, localized components or processes, 
and interactions among them across various levels in the human organism) and the 
requirement of dynamical invariance and generality that is enabled by dynamical 
systems approach [89].

In the context of exercise, NPE aims to transform the theoretical assumptions, 
the research program, and the current practical issues of current EP. It focuses 
the research efforts on improving the knowledge of the nested dynamics of the 
vertical (among levels) and horizontal (among organs and components) network 

Figure 1. 
Contrast between Molecular Exercise Physiology (left), focused on non-dynamical bottom-up statistical 
inference techniques, and Network Physiology of Exercise (right), focused on the nested dynamics of the 
vertical and horizontal physiological network interactions.



Exercise Physiology

134

interactions to understand how physiological states and functions emerge under 
different constraints and contexts.

Studying the organism as a dynamical system means studying a set of variables 
that interact over time, that is, their time series, that may exhibit various patterns. 
DST comprises a highly general set of mathematical concepts and techniques for 
modeling, analyzing, and interpreting these patterns in time series data. Therefore, 
DST is not applied exclusively to the area of biomedical sciences, it can also be used 
to describe social and psychological phenomena, among others [90–92].

Many physiological mechanisms exhibit oscillations or more complex dynam-
ical behavior, which is crucial for orchestrating operations within the mecha-
nism. Such complex behavior is non-sequential, because some of the interactions 
in the mechanism are nonlinear, and the system is open to energy. Initial positive 
adaptations of physiological functions are followed by stagnation or decrease of 
such functions when workload increases further (e.g. overtraining syndrome, 
see [47, 48, 93]).

Interactions, generate novel information that determines the future of elements, 
and thus of the system itself [94]. The interaction-dominant dynamics of humans, 
in contrast with the typical component-dominant dynamics of machines [95], has 
been emphasized in the EP literature [41, 96, 97]. This means that the behavior of 
CAS cannot be simply explained through linearly independent variability sources, 
processes, or local mechanisms. For instance, exercise physiologists cannot rely 
on critical quantitative endpoints in cardiovascular, respiratory, metabolic, or 
neuromuscular systems to explain the limits of performance [31, 98, 99] and should 
reformulate their research hypothesis on the basis of CAS properties.

4.1 Network Physiology of Exercise. Data analysis techniques

Novel data analysis techniques have been successfully applied in the context of 
Network Physiology to explore how physiological systems dynamically integrate 
as a network to produce distinct physiologic functions [80, 85, 86, 100]. The goal 
of such tools is to develop a general theoretical framework and a computational 
instrumentarium tailored to infer and quantify interactions among diverse dynami-
cal systems—specifically, (i) systems of oscillatory, stochastic, or mixed type; (ii) 
systems with noisy, nonstationary, and nonlinear output signals; (iii) systems act-
ing on widely different timescales from milliseconds to hours; (iv) systems coupled 
through multiple coexisting forms of interaction. Some of the most relevant data 
analysis techniques to infer couplings among several physiological systems, with 
potential to be utilized under exercise settings, are the following:

4.1.1 Time delay stability (TDS) method

Integrated physiologic systems are coupled by feedback and/or feed-forward 
loops with a broad range of time delays. To probe the network of physiologic 
coupling, a novel concept has been introduced, time delay stability, and a new TDS 
method has been developed to study the time delay with which modulations/bursts 
in the output dynamics of a given system are consistently followed by correspond-
ing modulations in the signal output of other systems. Periods with constant time 
delay indicate stable interactions, and stronger coupling between systems results 
in longer periods of TDS (Figure 2) [80, 101]. Thus, the strength of the links in the 
physiologic network is determined by the percentage of time when TDS is observed: 
higher percentage of TDS corresponds to stronger links. To identify physiologically 
relevant interactions, represented as links in the physiologic network, we determine 
a significance threshold level for the TDS based on comparison with surrogate data: 
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only interactions characterized by TDS values above the significance threshold are 
considered. The TDS method is robust and can track in fine temporal detail how 
the network of connections between organ systems changes in time. The method is 
general and can be applied to diverse systems.

4.1.2 Phase synchrogram algorithm (PSA)

Nonlinear oscillatory systems are characterized by nonidentical eigenfrequen-
cies and highly irregular signal output can synchronize even when their coupling is 
weak—i.e., their respective frequencies and phases “lock” at a particular ratio. Despite 
the significant difference in the periodicity of the cardiac and respiratory rhythms 
represented by the heartbeat and respiratory intervals, and despite the complex noisy 
variability in the cardiac and respiratory signals, previous work found that episodes 
of heartbeat-respiration phase synchronization emerge. Previous authors developed a 
synchrogram algorithm able to identify segments of cardiorespiratory phase synchro-
nization and to track how the degree of this nonlinear form of coupling changes in 
time and across physiologic states ([85]; Figure 3). The PSA synchrogram algorithm 
is robust and can identify interrelations between output signals of nonlinear coupled 
systems even when these signals are not cross-correlated [86]. Thus, the PSA can 
quantify the degree of coupling between nonlinear systems when other conventional 
methods (such as cross-correlation or cross-coherence analysis) cannot.

4.1.3 Cross-correlation of instantaneous phases (CCIP) method

Due to the nonstationary trends embedded in physiologic signals, traditional 
cross-correlation and cross-coherence analyses fail to accurately quantify the inter-
relation between physiological systems. This approach based on the cross-correla-
tion between the instantaneous phase increments of the output signals of nonlinear 

Figure 2. 
Schematic presentation of the TDS method: Segments of (a) heart rate (HR) and (b) respiratory rate (Resp) 
in 60 sec time windows (I), (II), (III) and (IV). Synchronous bursts in HR and Resp lead to pronounced 
cross-correlation (c) within each time window in (a) and (b), and to a stable time delay characterized by 
segments of constant τ0 as shown in (d)— four red dots high- lighted by a blue box in panel (d) represent the 
time delay for the 4 time windows. Note the transition from strongly fluctuating behavior in τ0 to a stable time 
delay regime at the transition from deep sleep to light sleep at ∼9400 sec and inversely from light sleep back to 
deep sleep at ∼10,100 sec (shaded areas) in panel (d). The TDS analysis is performed on overlapping moving 
windows with a step of 30 sec. Long periods of constant τ0 indicate strong TDS coupling.
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coupled systems is not affected by the nonstationarity of the signals. Chen et al. 
[86] successfully applied this new approach to study cerebral autoregulation in 
healthy subjects and in stroke patients. The approach is sensitive to uncover previ-
ously unknown differences in the coupling between cerebral blood flow velocity 
and peripheral blood pressure in the limbs for healthy and post-stroke subjects 
(Figure 4). In contrast, linear cross-correlations and other traditional methods 
cannot identify changes in cerebral autoregulation after stroke.

4.1.4 Principal components analysis (PCA)

PCA has been recently conducted on the time series of several cardiorespiratory 
parameters during maximal exercise (Figure 5). The PCA pinpoints and quantifies 
whether the increment and decrement of time patterns from different physiological 
processes are statistically correlated. In this way, the magnitude to which time patterns 
of physiological responses covary in time is reflected. The covariation of several (two 
or more) cardiorespiratory parameters shows the mutual information that they share. 
This common variance, in turn, enables time patterns of single cardiorespiratory 
outcomes to be represented through fewer principal components (PCs). The PCs are 
obtained in decreasing order of importance and reflect the highest possible fraction 
of the variability from the original dataset. Thus, the total number of PCs indicates 
the level of coordination among the initial cardiovascular and respiratory parameters. 
More concretely, a dimensionality reduction is indicative of the creation of new 

Figure 3. 
Schematic presentation of the PSA method: (A) three consecutive breathing cycles and (B) a simultaneously 
recorded ECG signal. (C) Demonstration of phase synchronization between the heartbeats and respiratory 
cycles shown in (A) and (B). For each breathing cycle, all first heartbeats occur at the same respiratory 
phase φ1r(t), and all second and third heartbeats within each breathing cycle occur at φ2r (t) and φ3r (t), 
respectively (symbols collapse), indicating robust phase synchronization. (D) each heartbeat in the ECG signal 
(B) is shown with its phase φr (t) relative to the beginning of the breathing cycle in which it occurs. Different 
symbols represent heartbeats in different breathing cycles as in (A) and (C), and vertical dashed lines show 
the beginning of each breathing cycle. Three horizontal lines formed respectively by the first, second, and third 
heartbeats in the three breathing cycles indicate robust 3:1 phase synchronization despite noisy heart rate and 
respiratory variability.
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Figure 4. 
The CCIP approach: Identifies breakdown of coupling mechanisms of cerebral autoregulation after stroke. 
Signals of peripheral blood pressure (BP) in the limbs and blood flow velocity (BFV) in the brain for (a) 
healthy and (b) post-stroke subject during a quasi-steady supine state without external perturbations. (c-d) 
Traditional cross-correlation function C(τ) for the BP and BFV signals for the same subjects shown in  
(a) and (b) does not identify differences in the BP-BFV coupling between healthy and post-stroke subjects. 
(e-f) In contrast, cross-synchronization function S(τ) obtained from the phase increments of BP and BFV 
signals using our CCIP method shows a significant difference in the BP-BFV coupling between healthy and 
post-stroke subjects, even though patterns in the pairs of BP-BFV signals are visually similar (a, b) for both 
healthy and stoke subjects.

Figure 5. 
Typical example of the reduction of cardiorespiratory variables to time series of cardiorespiratory coordination 
variables (PCs) in two consecutive maximal cardiorespiratory tests interspersed by 10-min resting: Test 1 and 
test 2. Top graphs: Original time series of the six selected cardiorespiratory variables in test 1 and test 2. Bottom 
graphs: Time series of PC scores (standardized z-values in the space spanned by PCs) in both tests. The six time 
series are collapsed to one time series (test 1) or two time series (test 2) as a consequence of the PC dimension 
reduction. The black and the red lines show the average trend of both processes as calculated by weighted least 
squares method. Data points of the x-axis of both graphs refer to the number of measurements recorded along 
the cardiorespiratory test.
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coordinative patterns [102]; therefore, the reduction in the quantity of PCs suggests 
an enhancement in the efficiency of cardiorespiratory system [103].

4.2  Evaluation tools based on Network Physiology: Network-based biomarkers

The common testing variables used in Exercise Physiology (e.g., VO2max, ven-
tilatory thresholds, etc.) do not provide sufficient information about the dynamic 
interactions among physiological systems and their common role in an integrated 
network. In this line, previously published works have shown a lower sensitivity of 
gold standards such as VO2max compared with other coordinative variables able to 
determine dynamic interactions among physiological systems [104–107]. The dif-
ferent data analysis techniques described in the previous section have the potential 
to be used as novel evaluation tools to investigate interactions among physiological 
systems under exercise settings. More specifically, these techniques can lead to the 
development of new network-based biomarkers able to quantify how different key 
organ systems (e.g., brain, heart, skeletal muscles) coordinate and synchronize as a 
network during exercise and track how these network interactions change in response 
to fatigue and training. The use of new network-based biomarkers will break new 
ground in the study of multilevel inter-organ interactions and will provide new 
understanding of Basic Physiology and diverse exercise-related phenomena such as 
sports performance, fatigue, overtraining, or muscle-skeletal injuries.

4.2.1 Inter-muscular interactions

Inter-muscular coordination is defined as a distribution of muscle activa-
tion or force among individual muscles to produce a given combination of joint 
moments [108]. Therefore, neuromuscular control during exercise or activities of 
daily living is not limited to switching muscles on or off but includes fine-tuned 
control to select the appropriate muscle fiber types with precise timing and acti-
vation [109–111]. Techniques based on the frequency domain of the surface EMG 
[112, 113] are the most suitable to infer information on motor unit recruitment 
and muscle fiber since (i) the average conduction velocity of the active motor unit 
is related to fiber-type proportions, and (ii) the changes in the spectral proper-
ties are linked to the changes in the average conduction velocity. Inter-muscular 
coherence (IMC) is one of the most utilized methods to investigate inter-mus-
cular interactions in the frequency domain—it estimates the amount of common 
neural input between two muscles during voluntary motor tasks [114]. Despite its 
clinical relevance to evaluate inter-muscular coordination, IMC has been recently 
questioned for its lack of potential to identify nonlinear dynamic coupling across 
frequencies [115] and, thus, ignore the interactions between distinct types of 
muscle fibers across muscles. Therefore, new data analysis approaches are needed 
to investigate the physiological mechanisms underlying cross-frequency network 
communication among distinct muscle fiber types across muscles during exercise.

4.2.2 Cortico-muscular interactions

Skeletal muscle activity is continuously modulated across physiologic states to 
provide coordination, flexibility, and responsiveness to body tasks and external 
inputs. Despite the central role the muscular system plays in facilitating vital 
body functions, the network of brain-muscle interactions required to control 
hundreds of muscles and synchronize their activation in relation to distinct physi-
ologic states has not been sufficiently investigated. In this line, to identify and 
quantify the cortico-muscular interaction network and uncover basic features of 
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neuro-autonomic control of muscle function, a recently published work [116] has 
investigated the coupling between synchronous bursts in cortical rhythms and 
peripheral muscle activation during sleep and wake. The findings demonstrate 
previously unrecognized basic principles of brain-muscle network communica-
tion and control and provide new perspectives on the regulatory mechanisms of 
brain dynamics and locomotor activation, with potential clinical implications for 
neurodegenerative, movement, and sleep disorders and for developing efficient 
treatment strategies. Further research is warranted to investigate cortico-muscular 
interactions during exercise and their changes in response to fatigue and different 
training methodologies.

4.2.3 Cardiorespiratory interactions

Previous research has demonstrated that the cardiac and respiratory systems 
exhibit three distinct forms of coupling: respiratory sinus arrhythmia (RSA), 
cardiorespiratory phase synchronization (CRPS), and time-delay stability (TDS) 
[76, 85, 101]. While RSA is a measure of amplitude modulation of the heart rate 
during the breathing cycle, CRPS and TDS characterize the temporal coordination 
between the cardiac and respiratory systems. Specifically, the CRPS reflects the 
degree of clustering of heartbeats at specific relative phases within each breathing 
cycle (despite continuous fluctuations in heart rate and in breathing intervals), 
and the TDS quantifies the stability of the time delay with which bursts in the 
activity in one system are consistently followed by corresponding bursts in the 
other system. The findings indicate that these three distinct and independent 
forms of cardiorespiratory coupling are of transient nature, with nonlinear tem-
poral organization of intermittent “on” and “off ” periods, even during the same 
episode of any given physiologic state (sleep stage), and that these coupling forms 
can simultaneously coexist.

In the context of exercise, cardiorespiratory coordination has been investigated 
through a Principal Components Analysis (PCA) performed on time series of car-
diovascular and respiratory variables registered during cardiorespiratory exercise 
testing (expired fraction of O2, expired fraction of CO2, ventilation, systolic blood 
pressure, diastolic blood pressure, and heart rate). Cardiorespiratory coordination 
has been utilized to assess changes produced by different training programs [103, 
105], testing manipulations [104, 106, 117, 118], nutritional interventions [107], 
and pathological conditions [119]. The main findings of this set of studies point 
toward a higher sensitivity and responsiveness of cardiorespiratory coordination 
to exercise effects compared with isolated cardiorespiratory parameters, such as 
VO2max and other gold standard markers of aerobic fitness.

It should be noted that the aforementioned network-based biomarkers (inter-
muscular interactions, cortico-muscular interactions and cardiorespiratory interac-
tions) can provide relevant information about how different key organ systems 
coordinate and synchronize as a network during exercise and track how these 
network interactions reorganize with accumulation of fatigue and in response to 
different training programs. However, these network-based biomarkers can only pro-
vide information at the organic (macroscopic) level by using equipment capable of 
recording continuous high-frequency physiological signals (time series of EEG, ECG, 
EMG). Therefore, the development of adequate technology able to register continu-
ous and synchronous data extracted from different levels is needed to investigate the 
dynamics of physiological network interactions (i) not only at a macroscopic level, 
but also at lower levels of integration (i.e., cellular and subcellular); and (ii) among 
multilevel systems components—that is, capturing the synergies, embeddednes, and 
circular causality (bottom-up, top-down) between lower and upper levels.
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5. Conclusions

Despite the fundamental discoveries, vast progress and achievements in the field 
of EP for over a century, the reductionist framework that has traditionally dominated 
research in the field has imposed limitations to the exploration and understanding of 
the regulatory mechanisms underlying complex exercise-related phenomena.

EP research, characterized by an inductive analytic mode of inquiry, has pro-
gressively evolved toward Biochemistry, Molecular Biology, Genetics, and OMICS 
technologies. Although such biology branches can be subjected to dynamical 
approaches, Molecular Exercise Physiology and Integrative Physiology keep focused 
on qüestionable non-dynamic bottom-up group-pooled statistical inferences.

Inspired by the field of Network Physiology and Complex Systems Science, 
Network Physiology of Exercise emerges to transform the theoretical assumptions, the 
research program and the practical applications of EP. The cybernetic Control Theory 
is replaced by Dynamic Systems Theory (DST), the centralized control of the CNS by 
a multilevel self-organization of body functions, and the static regulatory mechanisms 
by dynamic mechanisms with synergetic properties. The inductive analytical research, 
generalizing from group inter-individual inferences to intra-individual phenomena, 
is replaced by an inductive/deductive research based on intra-individual time series 
analysis techniques. Furthermore, it fills the gap of current research in Molecular 
Exercise Physiology, which is almost exclusively based on establishing bottom-up 
static statistical inferences from molecular data to the physiology of the entire person.

Network Physiology of Exercise focuses the research efforts on investigating 
the nested dynamics of the vertical (among levels) and horizontal physiological 
network interactions. The embeddedness of lower network levels in upper levels, 
the circular causality (bottom-up, top-down) among levels acting at different 
timescales and the emergence of nonlinear network phenomena are some of its 
genuine expected contributions. Network Physiology provides a wide range of data 
analysis techniques that have the potential to be utilized as novel evaluation tools to 
investigate interactions among physiological systems under exercise settings. These 
techniques can lead to the development of new network-based biomarkers (e.g., 
cardiorespiratory interactions, inter-muscular interactions, and cortico-muscular 
interactions) able to identify how different key organ systems coordinate and 
synchronize as a network during exercise and track how these network interactions 
change in response to different physiological states and exercise interventions. 
The use of new network-based biomarkers will open new and exciting horizons 
on exercise testing, will enrich Basic Physiology and diverse fields such as Exercise 
Physiology, Sports Medicine, Sports Rehabilitation, Sport Science, or Training 
Science, and will improve the understanding of diverse exercise-related phenomena 
such as sports performance, fatigue, overtraining, or sport injuries.
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Chapter 9

Energy Cost of Walking and
Running
Vaclav Bunc

Abstract

Walking and running are the basic means of influencing an individual’s condition,
his or her health and fitness. Due to the fact that various forms of physical load are used
in movement training, the cause must be described by a single number, which reflects
the volume, intensity, and form of physical load. One of the possibilities is to deter-
mine the energy cost (EC) of the applied physical activities. Possibilities of evaluation
of EC in laboratory and field conditions using the speed of movement allow to stream-
line movement training. To achieve the desired lasting effect, it is necessary that the
total EC exceeds the so-called stimulus threshold, that is, the subject of physical
training must reach a certain minimum level of total EC of applied physical training.
The total energy content of exercise allows you to design individual exercise programs.
In the paper, we present the relationships between energy and speed of movement for
the most commonly used physical activities to increase fitness in people without
regular physical training–walking and running in different age groups and for men and
women and the principles of design of movement interventions using this parameter,
as well as the implemented programs and their effect.

Keywords: walking, running, energy, intensity of exercise, energy cost of
movement, movement economy

1. Introduction

Determining the energy intensity of physical activity is a basic problem in
evaluating the impact of this activity on the human body, either in terms of certain
civilization diseases prevention, or in terms of increasing the functional (physical)
fitness of people, or to assess the body’s response to a given type of load.

The goal of all non-pharmacological intervention programs – movement pro-
grams in primary and secondary prevention is to determine the minimum amount
of exercise load that will cause the necessary persistent changes in the state of the
organism [1–3].

In general, the amount of energy that an organism consumes in a given physical
activity is directly proportional to the intensity of that activity [1, 4, 5]. Throughout
the range of movement load intensities–movement speed v, the energy E required
to provide locomotor activity is proportional to the power of the velocity of move-
ment. This relationship is generally nonlinear over the entire range of load intensi-
ties v and can be described by the following Equation [2, 6, 7].
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E ¼ c ∗ vn (1)

Where c is the energy cost of movement, n for human movement ranges from 1
to 3 and expresses the density of the environment in which the movement is
realized. The higher the density of the environment, the higher the value of n.
The coefficient c characterizes the economics of motion and it is true that the
lower its value, the better the economics of movement and the better its
technique [2, 8].

The energy demands for submaximal movement intensity (i.e. movement econ-
omy) can be quantified by calculating the steady-state V̇O2, expressed with respect
to body mass and time, for a standardized, submaximal movement intensity [1, 9].
Because this variable represents an aerobic need for physical activity, ATP
resynthesis from ADP must be paid exclusively from substrates stored in the body
and oxygen obtained from pulmonary ventilation and not from substantial protein
catabolism. In untrained individuals, research has shown that at low to moderate
speeds, steady state oxygen consumption is reached in approximately 3 minutes.
Trained individuals reach a steady state earlier than untrained individuals.
Although the existence of steady state is limited by a number of methodological
limitations, this steady state can also be demonstrated by a non-increasing
accumulation of lactate in the blood and RER lower than 1.00. All this is signifi-
cantly influenced by diet, where in the case of predominant protein intake, the RER
is less than one [1].

With a constant speed or running, at submaximal exercise intensities, the relation-
ship between E and speed of running v is linear Energy necessary to proceed at a given
running speed can be regarded as the product of c coefficient times the speed itself

E ¼ c ∗ v (2)

Where c is in J.kg�1.m�1 and running speed in m.s�1, thus yielding energy E in
W.kg�1. the range of linearity depends not only on the actual training state, but also
on the metabolic state, age, sex, and speed potential of the subjects studied [6, 10].

The linearity of this dependence depends on the subject’s training state. For running,
it is in the range of 20–80% of the maximum intensity of movement in the untrained,
and in the range of 10–90% of the maximum intensity in the trained [10].

Direct measurement of energy during real physical activity is relatively compli-
cated. For practical reasons, we have often expressed E as oxygen uptake for the
activity. In these cases, it has been convenient to express c in J.kg�1.m�1 and
running speed in m.min�1, to obtain E in more customary units ml.kg�1.m�1. Thus
the last equation may be rearranged as follows:

VO2 ¼ c ∗ v (3)

Under aerobic conditions, since the energy E can be identified with VO2max, and
in the submaximal range of intensities v, the last equation becomes:

f ∗VO2max ¼ c ∗ v (4)

where f is the fraction of VO2max which may be utilized over a prolonged period
of time [2, 11]. The duration of the competition and thus also the performance in
training is obviously a decisive factor in determining the magnitude off. It is larger
the longer the duration of the competitive performance [2, 6, 12].

The movement speed thus may be calculated as follows

v ¼ f ∗VO2max ∗ c�1 (5)
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It follows from the above relationship that the better the economy of movement -
the lower c, the higher the speed the individual can move.

2. Energy cost of movement

Coefficient of movement energy cost during running (expressed in J.kg�1.m�1),
and indicates how much energy is needed to transfer the body mass of 1 kg to the
distance of 1 m. It holds that the better the economy of movement, the lower the
values of c we find. In our older study, we found the following values of the
coefficient c for different sports, gender, and age. The value of this coefficient
ranges from 3.5 for highly trained runners on middle distances to values of about 4.2
for untrained people. For example for men and women respectively in adult middle
distance runners C = 3.57 +/� 0.15 and 3.65 +/� 0.20, in adult long-distance runners
C = 3.63 +/� 0.18 and 3.70 +/� 0.21, in adult canoeists C = 3.82 +/� 0.34 and 3.80
+/� 0.24, in young middle-distance runners C = 3.84 +/� 0.18 and 3.78 +/� 0.26
and in young long-distance runners C = 3.85 +/� 0.12 and 3.80 +/� 0.24 [2]. This
similarity may be explained by the similar training states of both sexes, resulting
from the intense training which did not differ in its relative intensity and frequency
between the groups of men and women. Bunc and Heller [2] found a negative
relationship was found between the energy cost of running and maximal oxygen
uptake (VO2max) expressed relative to body mass (for men r = �0.471, p < 0.001;
for women r = �0.589, p < 0.001). Thus, the better the adaptation to a given
movement load, the higher the values of the maximum consumption an individual
can achieve and the lower the density of the coefficient c, and the better the
technique of movement.

The energy demands of higher stride frequency at a given speed are frequently
cited as the most plausible explanation for the higher energy cost of movement, for
the higher coefficient c. This concept is based on the assumption that the energy
required to move body mass should directly reflect the muscle tension created by
each stride [13].

If we assume that differences in stored energy are not significant between
different subjects [1, 2] then we may conclude that in the non-trained subjects
with increasing body fat percentage, and generally with increasing body mass, the
coefficient of the energy cost of movement increases, and the energy cost of
movement decreases when training state decreases. The prerequisites for using
stored chemical energy for moving are reduced and thus the moving capacity and
movement economy decline. For improving of predispositions for moving (transfer
of body mass), it is necessary to reduce body mass to the subject’s “optimal” body
mass [4].

3. Energy cost of running

Movement economy c, which has traditionally been measured as the oxygen cost
of running at a given velocity, has been accepted as the physiological criterion for
‘efficient’ performance and has been identified as a critical element of overall
distance running performance [4, 6, 7, 11, 14]. It follows from the above that there
is a relationship between the mechanics of running and its energy intensity, but
previous research does not allow to determine a clear biomechanical profile of a
runner with a high economy of movement - the high technique of movement.
Through movement training, individuals seem to be able to adapt to achieve
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movement as economically as possible and minimize energy degradation [15].
Information in the literature suggests that biomechanical factors are likely to con-
tribute to a better economy in any runners [16].

Atropometric parameters can significantly affect the biomechanics of move-
ment, movement technique, and its energy intensity. These include height,
ponderal index, and ectomorphic or ectomesomorphic figure; body fat percentage;
foot morphology, pelvic size, foot size, and shape [13].

The economy of running can be influenced by movement patterns of running,
their kinematics. These factors include the length of the step, which is freely chosen
depending on the current fatigue; vertical oscillation of the center of gravity of the
body; knee angle during the swing; range of motion, angular velocity of plantar
flexion during toe-off; arm movement with smaller amplitude; peak ground reac-
tion forces; rotation of the arms in the transverse plane; angular deflection of the
hips and shoulders about the polar axis in the transverse plane; and efficient use of
stored elastic energy [7, 17, 18]. Other factors that can significantly affect the
running economy are: the shoes mainly their weight and the elasticity of the sole;
higher share of higher and high training intensities of training history; and medium
flexibility base. This information can be crucial in identifying talents for medium
and long-distance running. At higher levels of training, it is likely that “natural
selection” tends to eliminate athletes who have either failed to inherit or develop
traits that support the economy of movement [19, 20].

It turns out that intra-individual variations in running economics range
between 2% and 11% for a particular speed. Most of these variations are probably
due to biological measurement error [21]. While the sources do not support gender
differences in movement economics, data from some studies suggest that men may
have better movement economics than women due to more muscle mass and less
body fat. The economics of running change depending on age, depending on the
amount of physical training completed. Pre-adolescent children have a worse econ-
omy than older children and adults, while older adults show the same trend com-
pared to younger counterparts [9]. Air resistance at higher speeds fundamentally
affects the economy of movement. Running on a treadmill at speeds higher than
13 km.h�1 due to air resistance significantly underestimates the cost of energy
intensity compared to running speeds at the same speed in the field [9]. Oxygen
consumption increases as a result of the “Q 10 effect” [22, 23]. There is also no
consensus on the impact of different types and intensities of training on running
economics, and significant differences in economics between long-distance
runners who undergo the same load (eg track) suggest that non-training factors
may also affect the running economy, such as the amount and type of muscle
fibers [13, 20, 24].

From a study by Black et al. [19] show that anthropometric parameters and body
composition are important predictors of running economics. Relative slenderness
indices, especially segment perimeters, have been commonly associated with run-
ning economy, suggesting that a slimmer individual can be expected to expend less
energy and thus be more economical at any given speed [25]. It should be noted that
the amount of energy available for physical activity stored in the body per kg of free
fat mass is practically the same for virtually all persons of the same sex. The
importance of running economics in medium and long-distance running, we rec-
ommend to trainers, applied practitioners, and athletes to evaluate anthropometric
parameters and body composition as part of the evaluation of training. This is
especially important in identifying talented athletes and preparing top athletes to
achieve maximum individual performance [26].

Studies comparing different groups of runners with different training and focus
have shown that the maximum differences in energy intensity between runners are
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around 20%. Factors influencing the value of coefficient c include body dimensions:
body height and weight, the architecture of the lower calves, mostly the length of the
calcaneal tuberosity, which are responsible for 60–80% variability of this coefficient.
Children have higher c values than adults. This can be explained by their higher resting
metabolism, lower running technique, and lower leg/leg ratio [9, 27]. The storage of
elastic energy and its reuse also contributes to the variability of c. The coefficient c
increases with the increasing speed of movement due to the increase in mechanical
work is blunted to speed of 6–7 m.s�1 by increasing the vertical stiffness and shorten-
ing the contact time with the ground. Fatigue caused by prolonged or intense running
is associated with up to a 10% increase in c; the influence of metabolic and biome-
chanical factors on the energy intensity of running remains unclear. Women show c
similar to men of similar body weight, despite differences in running technique. The
higher performance of black African endurance athletes is probably related to their leg
architecture and better elastic storage and reuse of elastic energy [20].

Speed and movement techniques are considered to be the main sources of
changes in the energy intensity of running in individuals with different body
masses. The linear dependence of energy on running speed is approximately up to a
speed of 3.6 m.s�1. In the case of higher speeds, this dependence is nonlinear.
At6speeds higher than 3.6 m.s�1, runners are less likely to achieve aerobic
performance - steady state oxygen consumption [28].

Walking and running are the basic means of influencing an individual’s
condition, his health and fitness. Possibilities of evaluation of energy intensity in
laboratory and field conditions using the speed of movement, allows to streamline
movement training. Energy intensity allows you to design individual exercise pro-
grams, for example, for the needs of primary and secondary prevention of obesity,
cardiovascular disease, reducing the impact of current lifestyles, etc. [3, 4, 29].

Human locomotion is characterized by two principal gaits, walking and running.
This makes it possible to move either at a slow speed for long periods of time or at
over 10 m.s�1 during a sprint [30]. The basic features of both locomotion modes are
the same: each step represents one posture phase and one swing phase, but then
they differ because the foot controls have two separate operating modes for walking
and running. The timing of each phase of the movement is different. The frequency
of steps is usually lower when walking than when running, so the contact time with
the surface of each foot is longer when walking and shorter when running, while the
swing shows the opposite trend. When walking, there is always at least one foot on
the ground, while running there is a flight phase where both feet are above the
ground and the amplitudes of the contractions of the flexor and extensor muscles
during the two phases of the step are different [31, 32].

Studies examining the interaction between stride length, energy absorption, and
impact attenuation have only been performed on level ground. Stepped running
places unique demands on the musculoskeletal system compared to running on a
plane, resulting in differences in physiological requirements and the kinematics and
kinetics of the run [5]. Downhill running is associated with greater impact magni-
tudes and increased energy absorption when compared to level running [5]. The
increased eccentric muscular work required to absorb more energy during downhill
running may also be associated with muscle damage and delayed onset muscle
soreness (DOMS), which negatively affects running performance. In contrast,
uphill running is more energetically costly than level or downhill running [32] but is
associated with lower impact magnitudes and reduced lower extremity energy
absorption, especially when compared to downhill running [32]. Step length and
frequency are also known to change during graded running [5], and step length
manipulation may aid in understanding the injury and performance implications of
these natural changes to preferred step length [18].
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The evaluation of the energy intensity of running is a suitable criterion
for examining the efficiency of mechanical work, evaluation of movement
technique, and analysis of endurance performance during endurance running
[24, 33].

Once energy cost values (V̇O2 and caloric expenditure) are standardized using
bodyweight, the primary determinant of energy cost was the speed of movement
[1, 33]. The derived generalized models make it possible to determine both V̇O2

(ml.kg�1.min�1) and the energy intensity (kcal.kg�1.min�1) of walking and
running. The relationship between walking speed or number of steps and the
energy intensity of walking is parabolic, while the relationship between running
speed and energy intensity of running is in the range of about 20–80% for untrained
and 20–90% for trained line runners is linear [34]. Neither age nor body height
significantly improved the prediction of the energy cost of movement from its
speed.

In practice, results of spiroergometric surveys often need to be checked
using the relationship between oxygen consumption and movement speed. The
relationship between energy and speed of running may be used as a linear form as
follows

VO2:kg
�1 ml:kg�1:min�1� � ¼ a ∗ v km:h�1� �þ b (6)

Where a and b are constants that depend generally on the training status, sex,
age and speed, and strength predisposition.

Many equations can be found in the literature for predicting energy expenditure
during walking or running. Not only can the amount of energy that was “burned”
during a training unit be determined, but often these relationships are implemented
in miniaturized electronic devices that provide the user with relevant data on the
energy intensity of the physical activity performed. At the same time, it should be
noted that the energy estimation error from walking or running speed is around
10% and these relationships can be used for so-called biological testing of
spiroergometric analyzers. We include in the text those prediction equations which
are currently the most frequently used and which provide relevant information for
a given population. We have chosen the following tables and equations because they
have often been cited in the literature. The ACSM Equation [35] was used because
most exercise physiologists know the ACSM guidelines. McArdle’s [33] walking and
running tables have been used because they are found in commonly used exercise
physiology textbooks and are often used by researchers in the field to estimate
energy expenditure. Other equations were chosen because they were cited in the
literature and provided additional estimates of walking and running. The prediction
formulas that were used are listed below:

ACSM [34]:

Running: _VO2 mL�kg�1�min�1� � ¼ 0:2 m�s�1ð Þ
þ 0:9 m�s�1ð Þ fractional gradeð Þ þ 3:5

(7)

Walking: _VO2 mL�kg�1�min�1� � ¼ 0:1 m�s�1ð Þ
þ 1:8 m�s�1ð Þ fractional gradeð Þ þ 3:5

(8)

Bunc & Heller [14]
Running men

VO2:kg
�1 mL�kg�1�min�1� � ¼ 3:749 ∗ v km:h�1� �� 2:133 (9)
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Bunc et al. [12]
Running women

VO2:kg
�1 mL�kg�1�min�1� � ¼ 3:549 ∗ v km:h�1� �þ 3:008 (10)

Bunc & Dlouhá [34]
Walkimg

VO2:kg
�1 mL�kg�1�min�1� � ¼ 3:207 ∗ v km:h�1� �� 1:777 (11)

VO2:kg
�1 mL�kg�1�min�1� � ¼ �0:108 ∗ v km:h�1� �

þ 0:379 ∗ v2 km:h�1� �þ 4:503
(12)

McArdle [33]:
McArdle’s tables are available in the referenced text.
Van der Walt and Wyndham [36]:
Walking

_VO2 L�min�1� � ¼ 0:00599 ∗Mþ 0:000366 ∗M ∗V2 (13)

Running.

_VO2 l�min�1� � ¼ �0:419þ 0:03257 ∗Mþ 0:000117 ∗M ∗V2 (14)

Pandolf, Givoni & Goldman [37]:

W J�s�1� � ¼ 1:5 Mþ 2:0 ∗ Mþ Lð Þ ∗ L=Mð Þ2 þ n ∗ Mþ Lð Þ ∗ 1:5 ∗ v2 þ 0:35 ∗ v ∗G
� �

(15)

M = body mass (kg), L = load carried, v = velocity (m�s�1), G = grade, and n is
the terrain factor. For unloaded, level walking on a track or treadmill, the following
formula is used:

W 1 J�s�1� � ¼ 1:5 ∗Wþ 1:5 ∗ v2 ∗W (16)

Léger & Mercier [38]:

_VO2 ml:kg�1:min�1� � ¼ 2:209þ 3:1633 ∗ v km:h�1� �
(17)

Epstein, Stroschein & Pandolf [39]:

Mr: ¼ Mw� 0:5 ∗ 1–0:01 Lð Þ ∗ Mw� 15 L� 850ð Þ (18)

Mr. = metabolic cost of running, Mw = metabolic cost of walking, L = clothing
weight

With the maximal error of estimation in the range of running speeds
8–16 km.h.�1 about 10%.

For walking in the range of intensities the oxygen consumption inaccuracy at the
speeds from 4 to 10 km.h�1 is around 12% [12, 34].

Running has a greater energy cost than walking on both the track and treadmill.
For running, the Léger equation, ACSM [35], and Bunc [12] prediction model
appear to be the most suitable for the prediction of running energy expenditure.
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The ACSM [35], Pandolf, Givoni & Goldman [37], and Bunc [12] linear prediction
equation also closely predict walking energy expenditure, whereas McArdle’s [32]
table or the equations by Epstein and van der Walt were not as strong predictors of
energy expenditure.

For movement speeds lower than 7 km.h�1, the energy cost of running is
higher than walking For movement speeds higher than 7 km.h�1, the energy cost
of walking is higher and increases exponentially with increasing movement
intensity [34] that ACSM [35], Bunc [12] and Léger [38] predictive energy
performance models for running straight are more accurate in a young
healthy population. For horizontal walking, the ACSM [34, 35], and
Pandolfova [37] reduction models also appear to be more accurate than other
prediction equations.

The energy intensity of both running and walking represents the total energy
consumption using many different mechanisms in the body, including muscle
dynamics, blood circulation, and aerobic processes of energy release. In both run-
ning and walking energy-intensive experiments in humans, this is usually deter-
mined from oxygen consumption and carbon dioxide production values minus the
basal metabolic rate at rest to achieve net metabolic performance. The energy
intensity of exercise is commonly expressed in two different ways: energy
consumed per unit time (metabolic rate or power) or energy consumed per unit
distance [40].

The negative relationship between maximal oxygen consumption expressed rel-
ative to body mass and coefficient energy cost of running c means that athletes with
higher aerobic capacity, higher VO2max have lower values of c, i.e. better running
economy [2, 41]. These findings may bet the results of the prolonged duration of
the competitions and, thus, of the training performance of these athletes when
they are forced to turn out a highly economical performance over a prolonged
period of time, and it may also bet the result of a high degree of adaptation to
running [25].

4. Energy cost of walking

An energetic economy has been shown to have a large influence on human
walking behavior. For example, at a given speed, humans tend to walk with a
preferred step length that coincides with minimum metabolic cost [40]. Despite the
complexity of the relationship between walking biomechanics and its energy
expenditure, relevant studies have shown significant contributors to overall
walking energy intensity, such as step-by-step work to redirect the center of
gravity and energy in generating muscle strength to support weight transfer and
swing. Feet.

The biomechanics of complex movements, such as those that occur when walk-
ing and running, which involve a large number of cooperating body segments, can
be better understood by considering the energy counterpart, ie the energy
expended on muscle contraction, which must work continuously to drive the body
forward. Running and especially walking are basic physical activities to which a
person is maximally adapted. This adaptation has evolved over many generations in
order to minimize the energy requirements of a given physical activity. Walking is
an energetically beneficial physical activity, its energy intensity is only about 50%
higher than the basal metabolic rate (at speed of 0.6 ms�1 it is about 2.44 W.kg�1)
[16], and this has in the past allowed populations to expand their ecological niches.
Conversely, running can be very challenging and can be continued without slowing
down for untrained individuals for less than an hour and sprinting for a much
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shorter time; but while the energy intensity of walking varies with the speed of
movement, when running the same distance, the energy expended, although higher
overall, is independent of movement speed [32].

Our older study [34] tries to answer the question of the energy cost of
walking (VO2) could be accurately predicted with the simple models which
analyze the relationship oxygen uptake-speed of walking. Employing the new
modification of this model from 1986 [42] to analyze VO2 - speed of walking
relationship leads to the elaboration of a simple linear model, two-compartment
linear model, a polynomial model of second-order and monoexponential model of
the metabolic cost of treadmill walking. To verify and compare these models 87
males, age ranged from 19 to 62 years, were evaluated on a motor-driven
treadmill. They walked at 0% slope on a treadmill at various velocities ranged
from 3 to 12 km.h�1.

The linear model has in range of intensities 3–12 km.h�1 a form of VO2.kg
�1

(ml.kg�1.min�1) = 5.228*v (km.h�1)-11.158, r = 0.812, SEE = 4.16 ml.kg�1.min�1.
The two-compartment linear model has in range of intensities of 3–7 km.h�1 a form
of VO2.kg

�1 = 3.207*v(km.h�1)-1.777, r = 0.932, and SEE = 1.5 ml.kg�1.min�1. In the
range of 7.1–12 km. VO2.kg

�1 = 7.120*v-29.168, r = 0.901, SEE = 3.78 ml.kg�1.min�1.
In the range of intensities from 3 to 12 km.h�1 a polynomial model was found in the
form VO2.kg

�1 = 4.501–0.108*v + 0.379*v2, r = 0.891, SEE = 4.43 ml.kg�1.min�1, and
the exponential model had a form VO2.kg

�1 = 4.360*exp.(0.223*v), r = 0.861,
SEE = 6.84 ml.kg�1.min�1. All these correlation coefficients were highly significant
(p < 0.001 in all cases) [34].

It was concluded that when applied to adult population, the models provide a
reasonable estimate of the actual requirement for treadmill walking provided the
subjects in an oxygen uptake steady-state [43]. From the above, an important
conclusion for practice follows: with adequate accuracy of about 10%, a linear
model of the dependence of oxygen consumption and walking speed can be used in
the range of walking speeds of 4–12 km.h�1.

As with other researches for VO2.step
�1 or speed of movement, we have found

U-shaped curves of the coefficient energy cost of walking (see Figure 1). The
minimum was at a speed of about 4 km.h�1. This finding supports the speculation

Figure 1.
Dependence of energy cost coefficient on speed of movement in walking and running.
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that does exists the “optimal” speed of moving which reflects the minimal energy
expenditure during walking [34].

The energy coefficient of walking varies depending on the increasing speed of
walking. In contrast, the coefficient c for running is practically constant in the range
of running speeds 6–15 km.h�1(see Figure 1) [7, 44].

In general, the dependence on walking speed or number of steps has a
nonlinear parabolic course with a clearly defined minimum of around 4 km.h�1 see
Figure [34, 42, 45, 46] over the entire range of walking load intensity intensities.
From a speed of about 4.5 km.h�1, the value of the coefficient c when walking
increases exponentially. For practical use, on the basis of the above, a linear
description of the dependence between the energy or oxygen consumption and the
speed of movement can be used in practice to determine the energy intensity of the
movement.

For movement speeds lower than approx. 7 km.h�1, the coefficient of energy
intensity of walking is lower than for running [34]. For practice, this means that in
the case of mainly patients, walking at speeds lower than 7 km.s�1 is more energet-
ically advantageous than running at the same speed.

During treadmill running most well-trained runners run at step frequencies that
minimize their energy expenditure. However, outdoor running, with air resistance
and wind, is different from treadmill running [23, 47].

5. Air resistance by movement

The resistance of the environment, in our case walking and running air, is
characterized by forces that act against the movement of an object that moves in
space. These resistive forces act in the opposite direction to the speed of the
approaching flow, thus slowing down the object. Unlike other resistance forces,
resistance depends directly on speed, because it is a component of the net aerody-
namic force acting against the direction of movement, on the front profile of the
moving individual, and on the air density. Therefore, world records on sprinters
have often been broken at higher altitudes, where the air density is lower [48, 49].

Air resistance, or drag, can be put into one of three categories; lift induced,
parasitic, and wave. Each of these types of air resistance affects an object’s ability to
stay up and the power it will need to keep it there [49].

Lift-induced air resistance happens as the result of the creation of lift on a three-
dimensional lifting body (wing or fuselage).

Parasitic drag happens when a solid object moves through a fluid. This type of
air resistance is made up of lots of components like “form drag” and “skin friction
drag”.

Wave drag is made when an object moves at a high speed through a compress-
ible fluid.

Air resistance is usually calculated using the “drag equation”, which determines
the force experienced by an object moving through a fluid or gas at a relatively large
velocity. This can be expressed mathematically as [49, 50]:

FD ¼ 0:5 ∗ ρ ∗ v2 ∗CD ∗A (19)

In this equation, FD represents the resistance force, ρ is the air density, v is the
velocity of the object relative to the speed of sound, A is the cross-sectional area,
and CD is the coefficient of resistance. The result is what is called “quadratic
resistance.” For movement in an air environment, these constants can be deter-
mined as follows.
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A ¼ 0:266 ∗ 0:2025 ∗ height0:725 ∗ body mass0:425
� �

21½ �, CD ¼ 0:9 51½ � (20)

The energy required to overcome air resistance was estimated at 2% for running
outdoors at 5 m.s on a calm windless day [48]. Jones and Doust showed that HR was
about 3–4 beats higher when running outdoors (quiet day) compared to running on a
treadmill [52]. Pugh found an increase in VO2 of about 14% as the rate of the
ventilator in the laboratory increased from 0 to 10 m.s�1 for a subject running on a
treadmill at 3.75 m.s�1 [23]. This would correspond to the difference between a
treadmill running at 3.5 m.s�1 and running at the same speed at a headwind of 6.5 m.
s-1. Based on our study of trained runners, there is a significant difference in running
energy intensity and at running speeds higher than 13 km.h�1 [10, 12]. In another
study, 6 runners ran in the headwind at a speed of about 6.5 ms�1. The HR value was
4–8 bpm.min�1 higher in the headwind compared to the windless, which illustrates
the significant effects that wind can have on the energy intensity of the run [53].

The technique of movement changes depending on the increasing resistance of
the air at higher speeds. Therefore, in order to maintain the correct movement
technique even at speeds above 13 km.h�1 running behind the car is often used in the
training of runners, which reduces the direct impact of air resistance on the runners.

6. Movement programs based on walking and/or running

Walking and running are very often used in intervention programs for cultivat-
ing fitness or for body mass reduction [3, 29, 54, 55]. Exercise intervention with a
mean weekly energy intensity of 20.40 � 4.51 kcal.kg�1.week�1 or with a mean
energy cost per day of 5.4 kcal.kg�1.day�1 which are applied for at least 7 weeks,
will cause significant changes in functional and morphological parameters. These
changes are independent of age and gender. In the case of weight, the total energy
intensity of physical activities increases with increasing body mass [3, 27].

Physical intervention based on walking or running with an intensity
corresponding to 80–90% SFmax, at least 80% of the total load must consist of
running or walking for at least 8 weeks will cause changes in aerobic capacity
expressed by changes in VO2peak are on average around 16% of the initial value. We
find the same relative change in the speed of movement at which the load on the
treadmill is terminated due to subjective exhaustion. The weight reduction is
around 14% of the initial weight and the average improvement of the kinetic load
assumptions as measured by the ECM / BCM coefficient is around 15% [3, 54].

Recent cross-sectional studies have demonstrated the ability to economize
movement, either alone or in combination with V02max, a crucial factor that may
explain a substantial portion of performance variations between trained long-
distance runners and untrained subjects of comparable levels of exercise and fitness.
Limited data from short-term and long-term longitudinal research also suggest that
the success of endurance running is related to training and improving the econom-
ics of movement leading to a reduction in the energy intensity of movement [53].

In practice, this leads to the clear conclusion that the first step in any endurance
training is to improve the economics of running - running techniques leading to
reduced energy consumption and delayed fatigue due to depletion of energy
resources stored in the body.

7. Discussion

Walking and running are the basic locomotor activities of a person. They are not
demanding on the environment and are implemented in practically any weather
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and in almost all environments - on flat and changing surfaces, movement on the
plane, and downhill or uphill. We adopt very well to these forms of physical
activity, which results from their long-term use for livelihood and the implementa-
tion of work and leisure activities. The energy intensity coefficient of walking
depends on the speed of movement and reaches a minimum at a speed of about
4 km.h-1 [34]. On the contrary, the coefficient of energy intensity of the run is
practically independent of the running speed. The minimum dependence of the
coefficient of walking energy intensity on its speed is probably due to the optimal
use of the recovery of elastic forces at this speed of movement.

This minimum of energy intensity is often used in the rehabilitation of cardiac
patients because the changes caused by the speed corresponding to this minimum
are the smallest [56, 57].

Evaluation of the degree of adaptation to running, with the help of c coefficient
as an additional characteristic during laboratory tests, enables us to ascertain, along
with other parameters, not only the effectiveness of training procedures, but also
helps in the evaluation of the technique of the movement performed. This is essen-
tial in sports events where training is started at an early age and enables us to
determine the energy cost of the training stimulus used [1, 2, 24].

Movement economization in the case of long-term exercise loads is associated
with the maximum use of automated movements, which are less energy-intensive
than non-automated movements. In practice, this makes key recommendations. At
the beginning of each movement intervention, it is always necessary to focus on
economizing movement, improving technique \ movement, and only then concen-
trating on managing the required volume of exercise loads [41].

To master the necessary movement techniques in the case of deepening fatigue,
ie in the case of deepening acidosis and reducing the amount of energy substrates
is possible only as a result of long-term intensive training [4, 32]. Running
economics - the energy intensity of running is primarily dependent on completed
training, but the genetic disposition of the runner also plays a role here, i.e. its current
level is given by the intersection of genetic preconditions and completed running
training [58].

Based on the energy cost of walking or running for a particular individual, it is
possible to design a movement intervention that allows you to optimize the effect of
this intervention and mainly minimize the time required for this intervention [59].

Evidence suggests that several internal (sex, running biomechanics, anatomy)
and external factors (experience, mileage, training routines) may contribute to the
risk of injury in recreational runners [60]. Good exercise technique, its good econ-
omy, a good value of the energy intensity coefficient of running c, can significantly
delay the onset of fatigue during long-term running training load and can act
preventively against muscle injuries [61]. Therefore, special attention should be
paid to cultivating running techniques in preparation for long-distance races, such
as marathons and ultra-endurance races, in order to ensure the necessary condition
without increasing the risk of injury from overload.

8. Conclusions

Evaluation of energy cost of majority of physical movement activities and sub-
sequent cultivation, used to influence fitness or in primary and secondary preven-
tion, allows to increase the effectiveness of the applied physical intervention. At the
same time, it can delay the onset of fatigue and thus reduce the incidence of muscle
injuries. Assessing the energy intensity of running or walking in laboratory or field
functional tests can significantly expand the information content of these surveys
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and should therefore be an integral part of these surveys. Models relating energy
and intensity to exercise are useful for quantifying the training load of both recre-
ational and trained runners and allow you to minimize the time devoted to endur-
ance training.
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Chapter 10

Mechanical Limits of Cardiac 
Output at Maximal Aerobic 
Exercise
Sheldon Magder

Abstract

This chapter uses an analytic approach to the factors limiting maximal aerobic 
exercise. A person’s maximal aerobic work is determined by their maximal oxygen 
consumption (VO2max). Cardiac output is the dominant determinant of VO2 and 
thus the primary determinant of population differences in VO2max. Furthermore, 
cardiac output is the product of heart rate and stroke volume and maximum heart 
rate is determined solely by a person’s age. Thus, maximum stroke volume is the 
major factor for physiological differences in aerobic performance. Stroke output 
must be matched by stroke volume return, which is determined by the mechanical 
properties of the systemic circulation. These are primarily the compliances of each 
vascular region and the resistances between them. I first discuss the physiological 
principles controlling cardiac output and venous return. Emphasis is placed on the 
importance of the distribution of blood flow between the parallel compliances of 
muscle and splanchnic beds as described by August Krogh in 1912. I then present 
observations from a computational modeling study on the mechanical factors that 
must change to reach known maximum cardiac outputs during aerobic exercise. A 
key element that comes out of the analysis is the role of the muscle pump in achiev-
ing high cardiac outputs.

Keywords: aerobic limit, oxygen consumption, stressed volume, venous return, 
cardiac output, stroke volume, heart rate, time constants

1. Introduction

Sustainable work at high levels of energy consumption requires oxygen (O2) 
based metabolism. Maximum O2 consumption (VO2) thus determines a person’s 
maximal aerobic power [1]. A young active healthy male of standard size can 
increase VO2 from a resting value of around 0.25 L/min to between 3.00 and 3.5 L/
min, a 12–14 fold increase [1, 2]. In elite athletes, values greater than 6.0 L/min have 
been measured [3]. The physiological basis of these numbers can be understood by 
considering the Fick principle, which is essentially a statement of the conservation 
of mass [1, 4]. VO2 is the product of how much volume per minute/min (L/min) is 
delivered to tissues, in other words, cardiac output, and how much O2 is extracted 
from each volume unit of blood [1, 2].

 ( )2 2 2   1 .36    a vVO Q x x Sat O Sat OHb  = −

 (1)
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Q is cardiac output (L/min), [Hb] is hemoglobin concentration (in g/L), 1.36 is 
the constant for the amount of O2 (ml) per g of Hb, SataO2 is the arterial O2 satura-
tion (as a decimal) and SatvO2 is the venous O2 saturation (as a decimal). Thus, the 
limit of aerobic function is based on the maximum extraction of O2 from the blood 
and the maximum cardiac output.

The capacity of arterial blood to carry O2 is determined by the concentration 
of hemoglobin ([Hb]) and the amount of O2 that each gram of Hb can bind [5]. 
The constant for binding of O2 to Hb with no other substances present is 1.39 ml 
O2 per gram of Hb, but normally other molecules in blood, such as methemoglobin 
and carboxyhemoglobin, take up some of the binding sites. Thus, constants of 
1.34–1.39 are used in the literature to account for these factors. The actual content 
of O2 in blood is dependent upon [Hb] and the saturation of Hb molecules with 
O2; the saturation is in-turn is dependent upon the partial pressure of O2 in blood 
(PO2 in mmHg). [Hb] concentration thus sets the upper limit of how much O2 is 
present to be extracted from the blood. As an example, with a [Hb] of 145 g/L, a 
saturation of 98%, and capacity of Hb to carry O2 of 1.36 ml O2/g Hb, the arterial O2 
content would be 197.1 ml/L. The saturation of arterial blood usually is slightly less 
than 100% because of some shunting of blood across the lungs and venous blood 
returning to the left ventricle from the coronary circulation. [Hb] is similar in a 
standard male and endurance athlete (unless there has been some kind of unfair 
manipulation of [Hb]!) so that this factor does not play a large role in differences in 
maximum VO2. During exercise [Hb] increases slightly because of a loss of plasma 
and hemoconcentration [6].

The O2 content of blood returning to the right heart gives the overall extraction 
of O2 by all tissues. This is called mixed venous O2 content (MvO2). At rest, about 
25% of the arterial blood O2 content is extracted, which gives a MvO2 of around 
150 ml/L in both a standard male and elite athlete [6]. During peak aerobic exercise, 
the greatest proportion of the blood goes to the working muscle, which is capable of 
extracting almost all the delivered O2 it receives at peak performance. Under resting 
conditions about 60% of blood flow goes to the muscle vasculature and 40%, or 
about 2 L/min, goes to the non-muscle vasculature [7, 8]. At peak exercise, the 
amount going to non-working muscle remains largely unchanged, or decreases by 
a small amount, so that greater than 90% of blood flow goes to the working muscle 
[7], which at peak performance can extract almost all the O2 it receives. The percent 
of blood flow going to non-working tissues sets a lower limit of O2 extraction [9]. 
The maximal amount of O2 extracted is similar in standard young healthy males 
and endurance athletes, although extraction can be slightly greater in endurance 
athletes. This is likely because they have larger amount of muscle mass per total 
body mass, and thus a higher fraction of blood flow can go to the working muscle, 
which results in greater total extraction. A greater capacity to endure discomfort 
may also play a role. A typical MvO2 at peak performance is in the range of 22 ml/L 
in the standard male and 18 ml/L in elite endurance athletes, which is less than a 
1% difference in the total amount extracted [10]. Thus, differences in O2 extrac-
tion between standard and elite athletes contribute little to differences in their 
maximum VO2 unless the arterial O2 carrying capacity is significantly increased, 
although this potentially could limit extraction by increasing blood viscosity and 
reducing blood flow to tissues.

Based on the Fick equation, the other determinant of maximum VO2 is cardiac 
output. In a typical young male, cardiac output can increase from a resting value of 
around 5 L/min to 20–25 L/min, a 4–5 fold increase [1, 2]. In elite athletes maximal 
cardiac output can be in the range of 30 L/min to even over 40 L/min in some 
high performing cyclist and cross-country skiers [11]. The athletes thus can have a 
6–7 fold increase in cardiac output from resting levels and this increase in cardiac 
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output is the major factor explaining their higher aerobic capacity [4]. If [Hb] 
is normal there is a tight linear relationship between cardiac output and VO2 that 
is independent of body size, fitness, or age [2, 4]. The slope of this relationship is 
the same in women and men but the relationship is shifted downward in women 
because of they generally have lower [Hb] [2].

Cardiac output is the product of beats per minute, that is, heart rate, and 
stroke volume. Maximum heart rate at peak aerobic performance is solely deter-
mined by age and not by differences in fitness, body size, heart size, or sex; the 
rise in heart rate is dependent upon the percent of the maximal capacity of the 
muscles being used [2]. This means that the primary difference in aerobic power 
of the standard male and elite aerobic athletes is the maximum possible stroke 
volume for that person [1, 3]. Furthermore, stroke volume is dependent upon 
heart size, which for healthy hearts is related to lean body size as determined by 
the person’s genetic make-up [12]. There is little change in stroke volume capac-
ity with training [10], although increases in maximum stroke volume often are 
observed in studies with training [10, 13]. These observed increases in stroke 
volume are likely related to reductions in submaximal heart rate, which occur due 
to alterations in neuro-humeral mechanisms with training [9]. A lower heart rate 
at a given VO2 requires that there be a larger stroke volume for the same venous 
return and cardiac output so that the relationship of cardiac output to VO2 is 
maintained, but this does not mean that there was an intrinsic change in heart 
structure.

2. Basic principles of the determinants of blood flow in the circulation

It often is thought that blood flow around the circuit is dependent on the 
arterial pressure regenerated by the heart [14]. This view is of presented as an 
electrical model with the arterial pressure being the equivalent of a fixed volt-
age from a source. In this construct, vascular volume, which the electrons in 
the circuit, is not a fixed value, but can increase or fall based on current for the 
fixed pressure drop. In contrast, Arthur Guyton [15], and for that matter, Ernest 
Starling [16], used a hydraulic approach in which the elastic energy, that is pres-
sure, produced by a fixed volume in the circuit determines the return of blood to 
the heart. The action of the heart in this approach is to pump the returning blood 
back to the circuit [17]. In the Guyton approach, blood flow around the circuit is 
determined by two functions: cardiac function and a function that describes the 
return of blood to the heart from a large venous compliant region [15]. These are 
discussed next.

2.1 Cardiac function

The basis of cardiac function is the Frank-Starling law, which says that the 
greater the initial cardiac muscle length the greater the force produced by the 
heart up to a limit [16]. The determinants of cardiac output are heart rate and 
stroke volume, and stroke volume is determined by the preload, afterload and 
contractility. Cardiac function is plotted with right atrial pressure (Pra) at the 
end-of diastole. This determines right ventricular end-diastolic muscle length, 
and the preload, on the x-axis, and cardiac output on the y-axis (Figure 1) [18]. 
This relationship assumes a constant heart rate, afterload and contractility. An 
increase in cardiac function is produced by an increase in heart rate, increase 
in contractility, or a decrease in afterload and is indicated by upward shift of 
the curve (Figure 1). The opposites cause a decrease in cardiac function and a 
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downward shift of the curve. Importantly, the cardiac function curve has a sharp 
plateau [19], and when reached, further increases in preload, that is Pra, do not 
increase cardiac output.

2.2 Venous return function

The typical total blood volume of a 70 kg male is approximately 5.5 L. When 
there is no flow in the circulation the contained volume still stretches vascular walls 
and creates a pressure of 7–10 mmHg; this is called mean circulatory filling pressure 
(MCFP) [15, 20]. About 70% of vascular volume resides in small veins and venules. 
The compliance of the walls of these vessels, that is change in volume per change in 
pressure, is 30–40 times greater than that of arterial and capillary vessels and seven 
times the compliance of the pulmonary vessels [21]; because systemic veins domi-
nate the volume of the circulation, they are the major determinant of MCFP [22]. 
Under flow conditions, volume redistributes throughout the vasculature so that 
there can be some change in volume and pressure in the veins and venules. Since the 
pressure in veins and venules is the upstream pressure determining blood return to 
the heart, it is given a separate name, mean systemic filling pressure (MSFP). When 
there is no flow, MSFP and MCFP are equal as is Pra.

Another important concept is vascular capacitance [23, 24]. Some of the total 
vascular volume just rounds out vessels, but this volume does not stretch vessel 
walls. This volume is thus “unstressed” in that it does not produce a pressure. Only 
the volume above unstressed volume stretches vessels walls and accordingly is called 
stressed volume. Under resting conditions about 70% of blood volume is unstressed 
and 30%, or about 1.3–1.4 L, is stressed [25]. Only this stressed volume produces 

Figure 1. 
Schematic plots of venous return and cardiac function curves at rest and maximal aerobic exercise. The resting 
state is shown with solid lines and exercise state with dashed lines. The change in cardiac output was from 5 
to 25 L/min. The x-axis is right atrial pressure (Pra) in mmHg and the y-axis is blood flow in L/min. The 
curved red lines are cardiac function curves and the blue lines are venous return curves. The slope of the venous 
return curve is −1/resistance to venous return (Rv). During exercise there is a marked increase in the cardiac 
function curve due to primarily to the rise in heart rate and to a lesser extent, stroke volume. This is matched by 
a marked decrease in Rv and a small increase in MSFP due a decrease in vascular capacitance.
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the elastic force that drives venous blood back to the heart. However, activation of 
sympathetic activity can result in constriction of veins and venules and thereby 
convert unstressed into stressed volume [24, 26–28]. By this means, unstressed 
volume acts as a vascular reserve, and stressed volume can be increased by 6–10 ml/
kg, and sometimes more. This is the equivalent to a vascular infusion of fluid and 
can greatly increase MSFP almost instantly.

Venous blood returns to the right heart through the resistance downstream from 
the venous compliant regions [15]. Although small, and only produces a pressure 
drop only of 4–8 mmHg, this resistance it is a major determinant of the return of 
blood to the heart because it controls the emptying of the large upstream venous 
reservoir.

The final determinant of venous return is Pra. This is the downstream pressure 
for venous drainage. In this context, it can be considered that the primary role of 
the heart in the control of cardiac output is to keep Pra low so as to allow venous 
return [18]. In this sense, the right ventricle has primarily a “permissive function” in 
that it “allows” venous blood to return. Importantly, the best that the heart can do is 
lower Pra to zero, that is, atmospheric pressure. Below this value the pressure inside 
the floppy great veins is less than the surrounding pressure and collapse, thereby 
creating flow limitation or what is called a vascular waterfall. When this happens, 
lowering Pra further does not increase venous return and accordingly, cardiac 
output [29].

Venous return was plotted by Arthur Guyton with flow on the y-axis and Pra 
on the x-axis (Figure 1) [15]. The x-intercept is MSFP and the slope of the line is 
the negative inverse of the resistance to venous return (−1/Rv). The venous return 
curve has the same axes as the cardiac function curve. Thus cardiac function and 
return function can be plotted on the same graph and this plot can be used to 
mathematically solve the interaction of these two functions [15].

2.3 Interaction of the return function and cardiac function

Actual cardiac output is determined by the intersection of the cardiac function 
and return function (Figure 1) [15]. An isolated increase in cardiac function produces 
an increase in cardiac output and a decrease in Pra. An isolated increase in the return 
function produces an increase in cardiac output with a rise in Pra [18]. A study in 
normal young males showed that at the onset of pedaling on an upright stationary 
cycle, Pra immediately increased from –2 to ~4 mmHg [30] and then changed little 
all the way to maximum effort [31]. This indicates that after an initial moderate 
increase in preload because of volume being squeezed out the working muscle, 
increases in cardiac and return functions are perfectly matched. Interestingly, in a 
group of patients with denervated transplanted hearts, although it took a longer time 
for equilibration to occur, as exercise continued they too had little change in Pra with 
increasing cardiac outputs. The slope of the rise in their cardiac output with the rise in 
VO2 also was the same range as normal subjects [31–33].

2.4 Two compartment model

So far in this discussion, I have applied the Guyton model of the circulation 
which considers that there is only one large venous compliant region [20]. In 1912 
August Krogh [34] observed that if a closed circuit has two regions with different 
compliances in parallel, changes in the fractional distribution of flow between the 
two regions produced by changes in their inflow resistances, alters the rate of flow 
around the system (Figure 2). This is because when more volume goes to the less 
compliant region, the pressure rises in this region, which then increases the rate of 
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outflow from that region. This concept was subsequently further developed for the 
cardiovascular system by Permutt and co-workers [35, 36]. The venous compart-
ment of the splanchnic circulation is much more compliant than that of the muscle 
vasculature [37, 38]. This makes sense from an evolutionary point of view because 
there is a lot more space in the abdominal region to take up volume reserves than 
in the actively contracting and thinner limbs. A shift of blood flow to muscle beds 
because of metabolic dilation with exercise thus increases net venous return. This 
appears on the cardiac-venous return plot as a steepening of the slope of the venous 
return function, which has resistance units. However, the x-intercept, which is 
MSFP, does not change because when flow is zero the pressures is the same every-
where in the vasculature (Figure 2).

Permutt and coworkers further explored the mathematical basis for this. The 
product of a resistance and compliance draining a vascular bed gives its time 
constant of drainage (τ) [35, 36]. The τ is the time it takes to get to ~63% of a new 
steady state pressure and volume when there is a step change in flow into a region. 
Based on animal studies, estimates of the τ draining the splanchnic bed are in the 
20–24 second range, and those of the muscle compartment 4–6 second.

2.5 Importance of τ in the circulation

The τ for filling and draining regions in the vasculature are of great importance 
because pressure and flow in the system are pulsatile. This creates a periodicity that 
fixes times for flow into and out of vascular regions. As the frequency of cardiac 
pulsations increase, the τ of a region can limit flow. As a reminder, τ is the product 
of the compliance and resistance of a system. Since the left ventricle develops a very 
high elastance during ejection [39], and thus a low compliance, and it pumps into 

Figure 2. 
The two compartment model of the circulation—Krogh model. In this model there are two parallel venous 
compartments. One, the equivalent of the splanchnic bed (s) has a large compliance (i.e., large volume for 
given height) and the other, the equivalent of the peripheral-muscle bed (p), a low compliance (smaller volume 
for a given height). Flow into each compartment is determined by their arterial resistances (Ra) which act like 
taps controlling the flows. Drainage occurs through their venous resistances (Rv) which also can be regulated. 
The top shows the cardiac function-venous return plot as in Figure 1. a is the system at rest and b shows what 
could happen with exercise. Increasing flow to the muscle bed by lowering its inflow reisistance (Ra-p), raises 
the pressure in this region and increases the outflow. This is seen on the cardiac function-venous return plot 
as a steeper slope to the venous return curve. This allows an increase in cardiac function to produce a higher 
cardiac output.
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large conductance vessels with low a low input resistance, the τ of emptying of the 
left ventricle is much shorter than the τ of emptying of systemic veins returning 
blood to the heart. However, even then, the ventricle does not eject all its volume 
during systole. Similarly, right ventricular filling does not normally reach the limit 
of filling during diastole because there is not enough time to do so. There is thus 
room in the system to respond to faster inflow to the right ventricle, and for the 
left ventricle to handle the increased volume per minute. However, as heart rate 
increases, diastole and systole shorten and there is less time for ejection and filling. 
Ejection is aided by the marked decrease in arterial resistance with exercise which 
shortens the τ of ejection. On the diastolic side, there needs to be a shortening of 
diastolic relaxation and a shortening of the period of ejection to allow more time for 
flow to come back. The increase in the rate of venous return is aided by the decrease 
in venous resistance through a number of mechanism. These include a decrease in 
the venous resistance of muscle because of passive dilation from higher flow as well 
as possible flow-mediated active dilatation and decreased resistance to the venous 
drainage of the splanchnic bed which is driven by beta-adrenergic activity [28, 40]. 
As discussed above, another factor is the distribution of blood flow between the 
splanchnic and muscle beds which is discussed next.

3.  Two compartment computational model of the circulation  
and determination of maximal cardiac output

Based on the rational above, we adapted a computational model of the circulation 
so that it had two parallel venous compartments [41]. One compartment repre-
sented the splanchnic bed and had a τ at rest of 22 sec and the other represented the 
muscle compartment with a resting τ of 4 sec. Resting parameters used in the model 
were based on animal and human data and adjusted to give known resting hemody-
namic values in humans [2, 6, 42]. These included a resting heart rate of 65 b/min, 
cardiac output of 5 l/min, and a mean blood pressure of 93 mmHg. Adjustments 
were then made in circuit parameters as needed to aim for a peak cardiac output 
in the range of 20–25 L/min and a mean blood pressure of 115 mmHg. Values for 
resistances and compliances in the model, and their changes with sympathetic acti-
vation, were based on animal studies [26–28, 36, 38, 40]. Modeling cardiac param-
eters turned out to be very challenging. Two critical assumptions were the limit of 
diastolic filling of the right heart because it sets the maximum stroke volume and 
second, the constants that determine the shape of the diastolic passive filling curve 
of the right and left ventricles because these affect diastolic filling pressure and thus 
the gradient for venous return. Based on values in the literature, we set the limit of a 
normal right ventricular diastolic volume to 140 ml. With a heart rate of 180 b/min, 
this gave an upper limit to the maximum possible cardiac output of 25 L/min.

To simulate the maximal exercise condition we first increased the heart rate 
to 180 b/min. Without any adjustments in the mechanics of the circulation this 
actually lowered cardiac output. Even when we shortened the systolic ejection time 
and the τ for diastolic relaxation of the ventricles, in the absence of adjustment 
other circuit factors, there still was little change in resting cardiac output. This is 
because blood needed to come back faster. When we increased the distribution of 
blood flow going to the muscle bed from 60 to 90% as expected during exercise, 
t cardiac output increased only moderately and arterial pressure fell markedly, 
which contributed to lower than expected muscle blood flow. Based on a previous 
study of baroreceptor regulation of the systemic circulation [28], we reduced the 
resistance draining the splanchnic bed as well as the capacitance of that bed to 
produce an increase in stressed volume of 6 ml/kg. From studies on the τ of isolated 
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contracting skeletal muscle [43, 44] we lowered the venous resistance of the muscle 
bed during the simulated exercise condition from 4 to 2 sec. Each of these individu-
ally only produced small changes in cardiac output. However, when they were all 
put together, and arterial resistances were adjusted to obtain the expected arterial 
pressure, cardiac output was still only around 17 L/min, and much less than what 
we were aiming for, which was 20–25 L/min. Another consequence was that the 
venous pressures markedly increased in the veins of muscles, which means that 
capillary pressures would have been markedly elevated and there would be major 
capillary leak.

The two compartment model and the τ draining the regions can be used to give a 
mathematical formulations of the maximum cardiac output:
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Q = cardiac output (L/min), γ = stressed vascular volume (L), CT = total vascular 
compliance (ml/mmHg, and is the sum of splanchnic and muscle compliances), 
F = fractional of total cardiac output to the region, τ = time constant (sec) and 
subscripts S and M = splanchnic and muscle vasculatures, respectively. This simpli-
fication omits the small variation that would occur if volume accumulates or is lost 
in the pulmonary circuit.

3.1 Muscle pump

The solution for reaching known high values of cardiac output at peak exercise 
was to add the equivalent of a muscle pump by having active compressions on the 
muscle venous compartment. This increased cardiac output to the 22–23 L/min 
range we were aiming for. The muscle pump acted through a number of mecha-
nisms. The marked decrease in arterial resistance that is required to increase blood 
flow to the working muscle results in capillary and venous pressures that approach 
arterial pressure. The high venous pressure then stretches the compliant venous 
walls and a large amount of volume would accumulate in the muscle vasculature. 
This effectively creates a loss of a large proportion of stressed volume from the 
circuit. By forcefully squeezing veins during contraction, muscle contractions 
transiently empty the venous volume to almost zero. This appears as a large venous 
pulse of flow from the veins of contracting muscles [30, 44, 45]. Transiently lower-
ing local venous volume also ensures that the capillary pressures do not remain 
persistently high when exercising and thereby reduces capillary leak. Another effect 
of the muscle pump is that it “speeds” up the movement of blood from the muscle 
veins to the heart, effectively decreasing the time constant of venous drainage [43]. 
The importance of this will be discussed below under factors affecting RV filling.

Muscle contractions do not send blood in the retrograde direction because of the 
presence of a Starling resistor-like mechanism at the arteriolar level [46]. Because 
of this mechanism, the muscle also does not “suck” blood from the arteries and 
does not act as an auxiliary pump; rather, it facilitates flow by preventing volume 
accumulation in the muscle vasculature. When strong enough, muscle contractions 
likely even pump blood through the tricuspid and pulmonary valves during systole 
and diastole, and thereby increase the time and the cycles for flow to go through the 
right heart.

A number of factors determine the effectiveness of the muscle pump. The most 
obvious is that the force generated must be adequate to compress the venous compart-
ment. In the modeling study, the effect was evident with a force of 0.25 mmHg/ml. The 
larger the muscle groups, the larger the affect because there is more volume to empty.
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4.  Implications for peak performance of the observations from the 
modeling study

Since stroke volume is a key determinant of the maximum cardiac output, a 
person’s innate heart size as determined by their genetic make-up is a key variable. 
This does not change much with training. Rather, training changes the characteris-
tic of the kinetics of the return. This is largely related to the amount of muscle. Basic 
muscle mass generally evolves in proportion to heart size and these are genetically 
linked. Muscle mass, though, can be increased by training and this likely is what 
accounts for the expected potential 20% increase in aerobic power with training 
in someone who has not been previously active [10, 13, 47]. More muscle means 
that more blood can come back to the heart. If someone has already been active 
aerobically there likely is little more to gain in VO2-max with training. This does not 
mean, though, that they cannot do more with what they have by an increase in their 
anaerobic threshold [48].

The importance of the amount of muscle as a determinant of cardiac output 
becomes an issue when trying to restore lost muscle. A question that needs to be 
answered for rehabilitation of lost muscle is what level of aerobic activity is needed 
to be to promote return of the original muscle mass? If the person’s capacity starts 
very low, it then may not be possible to do a high enough level activity to generate 
the increase in blood flow in working muscle to generate an increase in aerobic 
activity. Age likely plays a role, too, in the capacity of muscle to recover. There 
are many examples of athletes with high aerobic power who have had significant 
injuries but still are able to return to performing at high aerobic levels. With aging 
though, return of full mass might be less effective despite high levels of training. 
There is evidence of this in recovering critically ill patients beyond age 50 [49].

Since maximum stroke volume is largely determined at birth, and does not 
increase to any significant degree after full growth, the fall in heart rate that occurs 
with aging directly impacts maximum cardiac output with aging. There can be some 
compensation by an increase in stroke volume because there usually are some stroke 
volume reserves but these are limited. In the modeling study, decreasing maximum 
heart rate to 160 b/min only lowered cardiac output by 2%, but lowering it to 140 b/
min decreased maximum cardiac output by 16% with little further change until it 
was lowered to below 120 b/min.

Regulation of blood pressure during exercise turned out to be very complicated. 
A key variable for the increase in cardiac output was the increase in fractional flow 
to the muscle bed. This could occur by just decreasing the arterial resistance going 
to the muscle vasculature, by increasing the resistance to the non-muscle splanch-
nic vasculature, or by some combination of both. If the fractional flow to the 
muscle only was produced by decreasing the arterial resistance in that region, and 
without muscle contractions, arterial pressure markedly fell in the model because 
of the increased trapped blood in muscle veins. When muscle contractions were 
added, the normal volume distribution was restored and blood pressure mark-
edly increased above expected levels. It was then necessary to decrease splanchnic 
resistance in the model to obtain the expected arterial pressure. Higher arterial 
pressures also increase the fractional flow to the muscle compartment because 
the time constant of inflow is much faster to muscle because of its lower arterial 
resistance. It is the ratio of the arterial resistances between the two compartments 
that ultimately counts for the slope of venous return, so we found that we had to 
adjust the two arterial resistances to obtain known values. Failure of compensa-
tion of the arterial resistances to the splanchnic and muscle compartments could 
lead to clinically significant exercise induced hypertension or even hypotension in 
some cases.
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Additional factors: There were no atria in the modeling study. In unpublished 
studies we have added atrium. Under resting conditions, atrial contractions had lit-
tle effect on cardiac output but with all the processes in place at peak performance, 
atrial contractions added as much as a 10–20% further increase in cardiac output.

Besides the muscle pump, there are two other pumping mechanisms that 
can increase venous return and cardiac output during exercise. The descent of 
the diaphragm during the vigorous respiratory efforts at peak performance can 
transiently raise abdominal pressure [50, 51] which will compress the splanchnic 
venous compartment and increase the rate of venous return from this region. In the 
thorax, the inspiratory fall in pleural pressure can increase venous return although 
this effect only can work by lowering venous pressure to atmospheric pressure. 
Below that the Starling resistor mechanism limits any further increase in the rate 
of return. Active expiration can increase intrathoracic pressure, which could aid 
left ventricular ejection, but this benefit is more likely offset by the positive pleural 
pressure decreasing venous return. The final effect would depend upon the balance 
of potential recruitment of volume from the splanchnic compartment versus the 
inhibition to flow in the thorax.

5. Conclusion

Maximum cardiac output is a key determinant of maximum aerobic performance 
[4]. A fundamental principle in the circular circulatory system is that what goes 
out per time must come back at the same rate. Thus, the maximum ejected stroke 
volume per beat must be matched by an equal stroke return. The determinants of 
stroke return often are under-appreciated in discussions of the limits of aerobic 
performance. I have reviewed these factors in detail based on an analysis obtained 
from a computational model of the mechanics of the circulation at maximal 
exercise [41]. The role of the muscle pump was very evident in the analysis. Besides 
the obvious importance of muscles for performing work, muscle contractions play 
an essential role in increasing cardiac output by decompressing the volume that 
otherwise would accumulate in the muscle venous compartment, and by speeding 

Figure 3. 
Effect of muscle contractions on blood flow in isolated gastrocnemius. The gastrocnemius muscle of a dog 
was isolated, maximally dilated and perfused with a constant flow pump. The top line is arterial pressure 
(Part, mmHg), the second is inflow (Qin, ml/min measured with an electromagnetic flow probe), the third is 
outflow (Qout, ml/min) and the fourth the generated longitudinal muscle tension (T, gm). Muscle contractions 
raised arterial pressure. There was a small transient fall in Qin because the contractions obstruct flow. There 
are large increases in Qout with the contraction, which make it look like more total flow went out but Qin is 
constant so the flow is unchanged. This tracing is the same as that of Folkow et al. [52] who based on the venous 
pulsations concluded that muscle contractions increase muscle blood flow but they did not measure Qin which 
indicates that mean flow does not change. Reproduced with permission from Naamani et al. Eur J Appl Physiol 
1995 [44].
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up the return of blood to heart. These roles of contracting muscle in determining 
cardiac output and decompressing the muscle vascular beds could be a fruitful area 
for further investigations with implications for maximizing athletic performance, 
as well rehabilitating persons with reduced muscle capacity. Issues that should be 
important are ideal rates of contraction and force of contraction needed to have 
training effect. In our modeling study, increasing contraction rates from 50 to 150 
contractions/minute or force of contraction of greater than 0.25 mm Hg/ml did not 
change cardiac output, presumably because the veins were maximally compressed, 
but this was an idealized assessment and treated all muscles as one. The rate and 
force factors could be a much more important factor in arm versus leg exercise, 
and in debilitated and elderly patients with limited capacity for production of 
muscle force.

With normal cardiac function, the heart can handle what comes back as evident 
by maintenance of a low Pra. However, the heart does not have volume reserves 
that it can use to increase rate of return to the heart by increasing MSFP. Increased 
cardiac output thus is very dependent upon the increased of the return function and 
the effect of muscle contractions. On the other side, muscle performance is very 
dependent upon the delivered blood flow so that flow from the muscle and into it 
are intricately connected for optimal performance (Figure 3).
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Abstract

Exercise training and regular physical activity have been mentioned as one of 
the non-pharmacological approaches to enhance breast cancer outcomes. Such 
evidence encourages health professionals to recommend it as an adjuvant in treat-
ment conditions to improve cardiorespiratory fitness that, can increase the rate of 
completion of pharmacologic therapies, reduce cancer-related fatigue, and improve 
muscle strength and quality of life. Research results have highlighted a positive 
relationship between exercise and breast tumor outcomes, that seem to be dose 
dependent (the more activity the more protection) and can be mediated through 
several biological mechanisms. In this chapter, we intend to summarize the current 
knowledge about the effects of exercise in the regulation of metabolic and steroid 
hormones, tumor-related inflammation, and the attenuation of cancer-induced 
muscle wasting, highlighting the exercise designs that can prompt the best results.

Keywords: exercise training, breast cancer, physical activity

1. Introduction

Cancer remains not only one of the most daunting diseases worldwide, but also 
a major public health concern. Although extensive research has been conducted 
on cancer prevention, diagnosis, and treatment, statistics of cancer’s effects are 
disheartening [1].

Among cancer’s various types, breast cancer is the second-most common and the 
most common among women, and it is assumed that one of every eight women will 
develop this type of cancer at some point in their lives [2].

The risk of developing breast cancer encompasses reproductive factors, 
hormonal factors, genetic alterations, age, race, sex, and factors related to life-
style [3, 4].

Among the lifestyle factors that increase the risk of breast cancer, alcohol 
consumption [5], tobacco use [6], unhealthy diet [7], and reduced levels of daily 
physical activity or exercise are ranked among the most major [8].

Unlike determined genetic factors, regular physical activity and/or regular 
exercise training (RPA/REX) are modifiable ones [9].

In general, RPA/REX can contribute to overall health, with undeniable benefits 
for cardiorespiratory fitness (CRF), muscle strength insulin resistance, immune 
function, and body mass index (BMI) maintenance which can particularly be 
extended to the prevention of several diseases, including breast cancer [10, 11]. 



Exercise Physiology

186

Nevertheless, the biological mechanisms underlying the protective effect of RPA/
REX on breast cancer remain poorly understood. Biomarkers proposed to support 
that association include the modulation of circulating levels of both metabolic 
hormones (e.g., insulin, and insulin-like growth factors, IGFs) and steroid hor-
mones (e.g., estradiol and progesterone), the reduction of pro-inflammatory 
and anti-inflammatory factors (e.g., interleukins, IL-6 and IL-10; tumor necrosis 
factor-α TNF- α; C-reactive protein, CRP; adiponectin and IL-1), immune function 
(e.g., natural killers cells and leukocytes), and oxidative stress (i.e., reactive oxygen 
species) [8, 12, 13].

A considerable number of reviews have reported epidemiological evidence that 
establishes a connection between RPA/REX and cancer prevention by associat-
ing the amount of exercise performed with a decreased risk of developing cancer. 
Although the role of RPA/REX following the diagnosis of cancer has received less 
attention from researchers, its importance in controlling and reducing the side 
effects of cancer therapy is evident [14]. This evidence inspires health professionals 
to recommend RPA/REX as an adjuvant to improve cardiorespiratory fitness that, 
consecutively, can improve the rate of completion of pharmacologic therapies, 
reduce cancer-related fatigue, and improve the quality of life (QoL) [15].

To enhance the survival of patients with breast cancer early detection and 
improved treatments are fundamental [16]. Researchers in the exercise-oncology 
field have several concerns regarding therapies that best suit specific cases, mini-
mize the number of deaths, and reduce recurrence. Thus, targeting the association 
between active behaviors and the cellular and molecular mechanisms underlying 
that association has been the main target in recent years [17].

Literature provides sufficient evidence to suggest that RPA/REX, when per-
formed at moderate to vigorous intensity for at least 30 min/day, is safe and well-
tolerated by patients both during and after therapy [18]. The American College 
of Sports Medicine (ACSM) recommends that patients with breast cancer avoid 
inactivity. They should be as active as tolerable by their conditions and should fol-
low the guidelines for healthy individuals when possible: 150 min/week of exercise 
training at moderate intensity or 70 min/week of exercise training at a vigorous 
intensity, combining endurance and resistance exercises [19]. Furthermore, these 
are also the recommendations supported by the American Cancer Society (ACS) 
[18]. Nevertheless, the patient’s overall status should always be examined to ensure 
an individually adjusted amount of activity by defining personal thresholds of 
activity determined on a symptom-based approach [20].

A considerable number of studies have provided sufficient evidence that 
supports those recommendations. Almost a decade ago, a systematic review with 
meta-analysis, that considered 14 randomized controlled trials (RCT) involving 
715 patients with breast cancer, concluded that resistance exercise training (RET) 
and aerobic exercise training (AET) increase self-esteem, body composition, 
physical fitness, and the rate of chemotherapy completion [21]. Two years later, 
a prospective study that involved more than 4000 patients, disclosed that being 
active during and after treatment for breast cancer can reduce mortality among 
women regardless of age, state of the disease, and the body mass index (BMI) [22], 
while a short after, another study, involving more than 14,000 women, showed that 
high levels of cardiorespiratory fitness were strongly associated with fewer deaths 
[23]. Similar results were found in another six prospective cohort studies involv-
ing more than 12,000 breast cancer survivors gathered in a meta-analysis; results 
showed that physical activity after the diagnosis of breast cancer reduced death 
by 34% and recurrence by 24%, regardless of BMI, while pre-diagnosis physical 
activity reduced the risk of mortality only in women with a BMI <25 kg/m2 [24]. In 
more recent years, Lahart et al. [25] and Lipsett et al. [26] quantified the effects of 
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exercise training in breast cancer outcomes during therapy with two meta-analyses. 
Both revealed that patients with breast cancer benefited by engaging in exercise 
training activities. While Lahart et al. [25] determined that a combination of RET 
and AET affords significant benefits by reducing fatigue, Lipsett et al. [26] reported 
an inverse relationship between RPA levels and breast cancer-related deaths and 
recurrence.

The results observed, most of which have stemmed from epidemiological evi-
dence, have highlighted a positive association between RPA/REX and breast tumor-
associated deaths and recurrence which, apparently, seems to be dose-dependent, 
meaning more activity, more protection. Nevertheless, confusion remains about the 
specific amount of exercise that can induce the greatest outcomes.

In contrast, to the studies in clinical contexts that have provided extensive 
evidence showing that RPA/REX promotes patients’ survival and reduced recur-
rence, such linearity in animal studies has not been found. Furthermore, although 
evidence showing a positive relationship between RPA/REX and the development 
of mammary tumors [27] exists, the opposite has also been reported by several 
researchers [28].

The up mentioned uncertainty has determined interest in understanding 
whether RPA/REX has a considerable role in tumorigenesis-related outcomes by 
modulating tumor behavior [24]. Researchers in this area have sought to confirm 
a relationship between RPA/REX and concurrent biological changes that can 
determine better outcomes. That association encompasses the intensity, type, 
and duration of exercise bouts, possible pathophysiological pathways, and breast 
cancer-associated mechanisms within the context of the advantageous effects of 
exercise [29]. The present chapter presents an attempt to summarize the insights 
that linked exercise training and cancer-associated mechanisms along the breast 
cancer continuum.

2. Exercise training and glucose-related factors

The modulation of metabolic hormones, including markers of glucose-insulin 
homeostasis are reported to relate to exercise. An altered cellular metabolism that 
favors aerobic glycolysis to support rapid cell proliferation and high-energy turn-
over, are features from which the tumors are recognized. The increased consump-
tion of glucose by some tumors, such as those in the breast, that result in increased 
lactate production (i.e., the Warburg effect), is a well-described mechanism [30]. 
It seems that limiting glucose availability should restrict the capacity of growth 
factors to preserve cellular viability, thereby leading to cell death, is a process in 
which RPA/REX might be crucial. Further, RPA/REX has been hypothesized as an 
inducer of perturbations in the insulin–glucose axis, enhanced insulin sensitiv-
ity, and therefore, promoting a reduction in the circulating levels of insulin and 
 glucose [31].

In the past few years, several studies, mostly RCT, have sought to elucidate 
whether RPA/REX acts in the modulation of glucose-related factors improving 
the outcomes in women with breast cancer. In an RCT conducted by Fairey et al. 
[32] that aimed to determine the effects of REX in glucose-related markers of 53 
postmenopausal breast cancer survivors, the women that trained on cycle ergom-
eters for 15 weeks (3 days/week for 35 min) at a moderate intensity have not shown 
significant changes in fasting insulin, glucose, insulin resistance, or Insulin-like 
growth factor binding protein-1 (IGFBP). However, the exercise training mark-
edly improved the levels of Insulin-like growth factor (IGF) and Insulin-like 
growth factor binding protein-3 (IGFBP-3). Theoretically, increases in IGF-1 imply 
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improvements in cell division and the inhibition of cell death [33]; however, also 
theoretically, because IGFBP-3 is responsible for binding the majority of IGF-1, 
increased levels of IGFBP-3 should be a good sign. In a different exercise paradigm, 
Schmitz et al. [34] also led an RCT with 85 postmenopausal breast cancer survivors 
who experienced a twice-weekly (60 min/session) weight training for one year. The 
training sessions were supervised for 6 months, and all the participants learned 
how to work alone and how to improve their workload. Thereafter, and for another 
6 months, they continued the training unsupervised. Positive results were found 
regarding IGF-2 levels, but no evidence was detected concerning improvements 
in insulin sensitivity and glucose levels [34]. The above-mentioned results, which 
are both discouraging and challenging, do not indicate that REX can effectively 
improve glucose levels, insulin levels, or insulin resistance. Although a positive 
relationship regarding IGF-2 levels was found, this can be related to the different 
exercise designs presented in both studies, namely the different lengths of exercise 
exposure, the differences in the types of exercise, or the reductions in women’s BMI, 
that was reported in the latter but not in the former study.

A few years later, 101 sedentary and overweight breast cancer survivors, were 
randomly assigned by Ligibel et al. [35] to either a 16-week program of unsu-
pervised AET (90 min/week) combined with RET (2 days/week for 50 min with 
supervision) or to a control group. Aiming to analyze the influence of REX on 
insulin concentrations, positive changes were reported for fasting insulin with some 
evidence for improvement in insulin resistance but not for fasting glucose [35]. 
Likewise, Irwin et al. [31] studied 75 postmenopausal breast cancer survivors who 
were subjected to an exercise program involving three weekly supervised sessions 
and twice-weekly unsupervised sessions (30 min of moderate AET for 6 months). 
Women with higher exercise levels were reported to show a decrease in insulin, 
IGF-1, and IGFBP-3. Interestingly and despite other evidence [36], the authors 
assumed that the decrease in IGFBP-3 was probably related to a similar reduction of 
IGF-1 levels.

In the same line of research, an RCT conducted by Guinan et al. [37] with 26 
breast cancer survivors, that combined supervised exercise with a home-based 
program, performed twice a week for 60 min during 8 weeks, did not find any 
evidences of positive changes in the circulating levels of glucose and insulin. 
Likewise, Thomas et al. [38] included 65 postmenopausal breast cancer survivors 
in an exercise program that combined supervised (3 days/week) and unsupervised 
(2 days/week) 30-min training sessions of moderate exercise, aimed to achieve 
150 min/week during a period of 6-month. Significant results were found, trans-
lated into a reduction in fasting glucose among the more active women (>120 min/
week). Again, the different results are probably related to the different exercise 
designs used, which prevent us to reach a satisfactory conclusion about the type and 
amount of exercise to prescribe for breast cancer patients and that best contribute 
to positive outcomes. Two recently published meta-analyses did not highlight any 
clues to clarify this matter. Albeit demonstrating that exercise can reduce fasting 
insulin levels and IGFs [39] in breast cancer survivors, differences in the exercise 
training protocols prevent the attempt of a strength subgroup analysis in one of 
them [39]. On the other, the heterogeneity in exercise designs was mentioned as a 
limitation, and no subgroup analysis was performed [40]. Comparably, to trends in 
human studies, contrasting results also characterize preclinical data. Several reports 
have associated RPA/REX with increases in the levels of glucose-related factors 
[41], whereas others have related the opposite [42]. Additionally, and similarly to 
the research in human populations, the use of different exercise training programs 
prevents any clear understanding of the amount of exercise needed to enhance the 
glucose-related indicators.
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3. Exercise training and inflammation-related factors

Another key factor in the improvement and progression of breast cancer is 
chronic inflammation. RPA/REX could neutralize the permanent state of inflam-
mation by promoting a systemic anti-inflammatory environment. One of the 
mechanisms by which exercise can reduce cancer-related inflammation is through 
the increasing levels of anti-inflammatory myokines produced by the working 
skeletal muscles. Such decreases in cancer-related inflammation could be related 
to the frequency, intensity, type, and duration, of the exercise training sessions. In 
fact, it seems that the intensity may be the key. Higher levels of RPA/REX intensity 
(i.e., moderate or vigorous) can promote the reduction of the circulating levels of 
proinflammatory cytokines and improve immune function [43].

The collected data relating to cancer-induced inflammation and exercise train-
ing in human patients can illustrate the urgency for more studies.

In an RCT with 52 breast cancer survivors, Fairey et al. [44] exposed the partici-
pants to 15 weeks of moderate exercise in cycle ergometer and observed significant 
enhancements in immune function expressed by exercise-induced natural killer 
cell activity, but any association between REX and anti-inflammatory interleukins 
(i.e., IL-4 and IL-10), pro-inflammatory interleukins (i.e., IL-1 and IL-6), tumor 
necrosis factor-α (TNF-α) and cytokines, were not detected. With the same inter-
vention group, the authors reported positive associations between REX and the C 
reactive protein (CRP) levels. Equally, Hutnick et al. [45] in a study involving 28 
breast cancer survivors exposed to moderate treadmill exercise program combined 
with resistance training for 6 months, did not observe any association between REX 
and plasma IL-6 levels and interferon-gamma (IFN-γ). Nevertheless, the improved 
activation of lymphocytes in women who exercised showcased a positive relation-
ship between immune function and exercise. In another RCT, conducted by Gómez 
et al. [46] with 16 breast cancer survivors exposed to an 8-week, a three-times-
weekly program that combined resistance exercise training with aerobic training, 
did not detect significant changes in their inflammation-related systemic markers 
(e.g., IL-6, IL-10, and TNF-α). Rogers et al. [47] after a 3-month training program 
combining AET and RET in breast cancer survivors, found a positive relationship 
between leptin levels and REX, showing relevant evidence of the benefits induced 
by REX in proinflammatory cytokines (i.e., IL-6 and TNF-α).

Likewise, Campbell et al. [48] did not find significant associations between a 
24-week home-based program of moderate exercise and inflammatory markers in 
37 postmenopausal breast cancer survivors.

Although the amount of research performed in the last decade, the importance of 
RPA/REX to induced changes in the systemic repercussions of breast cancer, remains 
doubtful. Once again, differences among studies can confound the true benefits of 
exercise training in inflammation-related markers and enhancing immune response.

Trying to overtake this uncertainty, a recent meta-analysis highlighted the 
positive effects of chronic exercise training in low-grade inflammation in women 
with breast cancer. The benefits associated with the intervention program duration 
(>45 minutes/session) and length (>11 weeks) showed that a significant decrease in 
TNF-α levels were associated with decreased levels of adiposity [49]. Yet encourag-
ing, such results should be interpreted with caution given the number of correla-
tions performed, which in some cases were quite a few.

Similarly, the preclinical data about the advantages of RPA/REX to modulate 
inflammation are also diverse, including the improved expression of several inflam-
mation biomarkers (e.g., CRP, TNF-α, IL-6, INF-γ, monocyte chemoattractant 
protein 1 [MCP1], serum amyloid P [SAP], leptin and spleen weight) [50], although 
other data has reported the opposite, primarily regarding in IL-6 regulation [51]. 
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In that case, the considerable variety of exercise designs and breast tumor models 
might have significantly influenced the outcomes.

4.  Exercise training and estrogen levels along the breast cancer 
continuum

RPA/REX has been associated with lower levels of circulating estrogen, which 
could describe its positive association with breast cancer. Cell proliferation and the 
inhibition of apoptosis via ER (estrogen receptor)-mediated mechanisms have been 
associated with the circulating levels of estrogen [52]. Apparently, physically active 
women with breast cancer, shows lower estrogen levels that can improve survival, 
particularly with tumors overexpressing positive estrogen receptors (ER+) and 
positive progesterone receptors (PR+), though the lack of data from human studies 
to support that hypothesis [24].

Using 1970 women from a previous cohort study to assess the levels of RPA/REX 
self-reported on a questionnaire, Sternfeld et al. [53] found no differences in levels 
of RPA/REX, tumors’ hormonal status, or the number of breast cancer deaths. 
Curiously, the number of all-cause deaths was markedly lower among women 
who presented ER+ and PR+ tumors and had engaged in RPA/REX programs of 
moderate intensity. Irwin et al. [54] measured the self-reported data of 2910 women 
with breast cancer regarding their RPA/REX behaviors, to examine whether such 
behaviors influenced mortality, but did not find significant results between the 
RPA/REX levels and mortality in women with ER+ and negative Human Epithelial 
Growth Factor Receptor (HER−) tumors. The methodological approach of the 
study conducted by Chen et al. [55] was identical, but the results differed starkly. 
The authors observed significant effects between RPA/REX levels and the reduced 
number of total mortalities only among women with ER− or PR− tumors, but not 
with ER+ or PR+ ones. Human studies have divergent results and evidence even 
though most have used the same or similar methodological processes. Of note are 
the reduced number of studies concerning the relationship between RPA/REX 
condition and the circulating levels of estrogen in the progression and development 
of breast cancer, especially because those concentrations are associated with the 
growth of tumor cells [56].

The lack of data in preclinical research also restrains any understanding of the 
role of RPA/REX and the circulating levels of progesterone and estrogen. In this 
field, some studies have shown a positive association [41, 57], between RPA/REX 
and the circulating levels of sex hormone, while the contrary can be also found [58]. 
These findings suggest that methodological limitations, including heterogeneous 
cohorts, small sample sizes, and randomized characteristics, could translate the 
conflicting results regarding the effect of RPA/REX on breast cancer-associated 
markers.

A recent systematic review with meta-analysis in pre-clinical data reported 
considerable improvements in sex hormone concentrations, cancer-induced inflam-
mation, and glucose-related factors among the animals exposed to exercise [59]. 
Performing vigorous exercise for 85 min per week improved sex hormone levels and 
reduced systemic inflammation.

5. Exercise training and muscle mass in the breast cancer continuum

The loss of skeletal muscle is a well-documented process in cancer that affects 
most patients, even though different degrees [60]. The musculoskeletal system 
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provides the basic functions of strength generation, locomotion, and respiration. 
The protection of muscle mass whether in disease or with health is crucial [61]. The 
preservation of muscle fiber size and muscle mass depends on protein turnover, 
in which the balance between protein synthesis and protein breakdown should be 
maintained. A complex system of signaling pathways regulates that stability, and 
under pathological conditions, such regulation can be compromised and result 
in muscle decrease and atrophy [62]. Muscle function in oncology relies on the 
study of cancer-associated cachexia. Systemic metabolic disorder and inflamma-
tion caused by tumors seem to affect protein turnover by promoting wasting in 
muscle mass involving diminished muscle fiber diameter, reduced protein content, 
decreased fatigue resistance, and force production [63].

In disease the loss of muscle mass reduces the patients’ functional capacity, 
thus considerable efforts have been made in the past few years to find an effective 
anticachectic gent, and exercise has been suggested as a possible measure to miti-
gate or reverse muscle dysfunction and wasting or both [64]. Studies in humans 
with different types of cancer have reached different conclusions although, most of 
them, normally favor exercise. Unfortunately, in patients with breast cancer, results 
are insufficient due to the lower incidence of breast cancer patients who suffer 
from cachexia. As mentioned in a study conducted by Schmitz et al. [34], with 85 
cancer survivors divided into two exercise training groups (immediate treatment 
and delayed treatment), that performed a twice-weekly (60 m/session) during 
12 or 6 months, both groups exhibited increases in lean mass and the results were 
more expressed in the immediate treatment group, whereas the delayed treatment 
group did not show differences in lean mass across the study period [34]. Courneya 
et al. [65] obtained similar results after randomizing into three groups 242 patients 
with breast cancer receiving ongoing treatments. An exercise group that performed 
AET with different ergometers of moderate-to-vigorous intensity 45 min/day three 
times weekly, another exercise group that performed RET involving two sets of 8/12 
repetitions in different muscle groups three times weekly, and a control group. Both 
exercise training groups showed significant results relating to the increased lean 
mass, after 17 weeks, more expressed in women who received RET treatment [66].

Animal studies have also highlighted the benefits of exercise against the deple-
tion of muscle mass in the cancer context. Al-Majid et al. [67] described the benefits 
of REX program in the lower limb muscles of tumor-bearing animals subjected to 
eight sessions of electrical stimulation modeling RET. Puppa et al. [55] also reported 
the beneficial effects of moderate-intensity REX in the treadmill for 55 min/day 
6 days/week for 11 weeks on muscle mass, in cancer-induced cachectic animals 
overexpressing systemic IL-6.

The study of Franjacomo et al. [68] aimed to examine if the studies involving 
cachexia could use the model of mammary neoplasms. They determined that the 
model, involving Ehrlich carcinoma cells inoculation could feature systemic inflam-
mation and the muscle wasting of cachexia in a less aggressive manner suitable 
for studying new pharmacological approaches. Nevertheless, using an inoculation 
model of Walker-256 cancer cells subjected rats to a 6-week RET program, Padilha 
et al. [69] concluded that RET performed prior to tumor implantation prevented 
the development of cachexia by attenuating tumor-induced systemic proinflam-
matory conditions, oxidative stress, and damage in the muscles, which suggest the 
advantages of exercise training prior to tumor onset.

Above the heterogeneity of results and research designs in animal models and 
clinical conditions, it seems that the severity and incidence of cachexia depend on 
a reasonable range of factors and can vary according to the site and mass of the 
tumor, tumor type, interindividual differences in susceptibility to cachexia, and 
abnormal metabolism or reductions in food intake [70].
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Evidence from animal studies demonstrates that RPA/REX might play an impor-
tant role in attenuating cancer-induced muscle wasting by regulating or inhibiting, 
if not both, several factors at a molecular level. Apparently, exercise activates a 
network of transcription factors, kinases, and coregulator proteins that cap change 
in gene expression and prompt increases in mitochondrial biogenesis, which in turn 
cause metabolic reprogramming in skeletal muscle. Consistent evidence shows that 
endurance training induces mitochondrial biogenesis and a fast-to-slow fiber-type 
switch in skeletal muscles, expressed in type 1 and type 2A fibers [71].

Clearly, additional studies are needed in the context of cancer-induced muscle 
wasting, to date, no medical intervention has completely reversed cachexia, and no 
approved drug therapies are available [72]. Nevertheless, according to recent data 
[73], molecular mechanisms underlying such beneficial effect of exercise seems to 
be by the contribution of TNF-like weak inducer of apoptosis (TWEAK) signaling 
to cancer-induced skeletal muscle wasting. The authors concluded that exercise 
training prevented tumor-induced TWEAK/NF-jB signaling in skeletal muscle with 
a beneficial impact on fiber cross-sectional area and metabolism. Indeed, 35 weeks 
of exercise training promoted the upregulation of oxidative complexes. An active 
lifestyle for the prevention of muscle wasting secondary to breast cancer, highlight-
ing TWEAK/NF-jB signaling as a potential therapeutic target for the preservation 
of muscle mass.

6. Conclusion

The diversity of designs and protocols of exercise training used in the reviewed 
documents, create serious difficulties to achieve a clear understanding of the best 
exercise training designs that better suit greater outcomes for breast cancer patients.

More powerful studies involving similar protocols could enhance the knowledge 
of the ideal amount of exercise needed in clinical contexts. However, despite the 
diversity of results reported, evidence of the benefits of exercising after a breast 
cancer diagnosis does exist.

Exposure to programs of regular exercise training combining AET and RET 
seems to promote better results along with the moderate-to-vigorous intensity 
through which the exercise is performed.

Exercise programs to breast cancer patients should include organized and super-
vised activities, considering a symptom-based approach, tailored to each patient.

Performing vigorous exercise 85 min/week can reduce the levels of systemic 
inflammation and improve circulating in sex hormone levels in animals, but in 
human populations, such evidence needs to be supported with more studies. The 
present chapter has some limitations mainly related to the studies included. The 
difference in study designs along with the lack of published information in some of 
them creates a difficult understanding and a more accurate analysis. Future studies 
should be performed with the knowledge already achieved in mind reporting, when 
published, the necessary information that allows their replication.
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Chapter 12

Physical Activity and Vaccine 
Response
Kotaro Suzuki

Abstract

Over the past decade, numerous research studies have shown that the immune 
system’s capacity for creating antibodies after getting vaccinated is better in those 
who exercise are physically active. Authoritative studies show that exercise is an 
important ally of the vaccine, amplifying its effectiveness. The immune response 
to vaccines is usually lower in the elderly population. Several strategies have been 
used to help overcome this problem. Recently, studies in humans and animals have 
shown that exercise increases antigen-specific blood antibody levels following 
vaccination. Exercise has been considered as an effective way to improve vaccine 
response in the elderly population. In this chapter, we will discuss the effect of 
exercise on vaccine response. This study summarizes the current understanding of 
exercise and antibody production. In order to develop intervention strategies, it will 
be necessary to further elucidate the predisposing factors and mechanisms behind 
exercise induce antibody response.

Keywords: exercise, physical activity, vaccine response, antibody

1. Introduction

In our daily life, there are harmful viruses, bacteria, and other microorganisms 
that can invade the human body and cause illness. However, the human body has 
a mechanism to prevent pathogens from causing disease once they have invaded 
the body. This mechanism is called “immunity.” Immunity is a powerful defense 
mechanism that protects us from disease by recognizing pathogens in the body and 
killing them. Vaccines make use of this mechanism.

Vaccination is one of the most successful public health interventions in prevent-
ing infectious diseases and reducing the mortality and morbidity associated with 
these diseases. The main aim of vaccination is to prevent pathogen-specific infec-
tions. The result is to prevent people from becoming seriously ill and dying. On the 
other hand, aging is the biggest risk factor for impaired immunological health and 
reduced vaccine efficacy. To enhance the vaccine response, the vaccine itself needs 
to be modified or behavioral interventions need to be found that alter host factors to 
enhance the vaccine response.

Exercise improves antibody response to vaccine in human study [1]. Despite 
the potential beneficial role of exercise on immune responses to vaccination, the 
underlying mechanisms remain understudied. Based on the studies above, it is gen-
erally accepted that prolonged intense exercise is detrimental [2], whilst continuous 
moderate-intensity exercise is beneficial to immune function [3]. Exercise is a cost-
effective behavioral intervention to enhance immune function. Exercise may have a 
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beneficial effect on the immune response to vaccination in elderly population. The 
two main questions of interest are: (1) how does exercise benefit the effectiveness 
of vaccination; and (2) what kind of exercise, for how long and at what intensity, 
would be beneficial in elderly population?

The primary goal of the review presented in this chapter is to provide a better 
understanding of exercise and vaccine response. This chapter is divided into three 
parts, with the first section summarizing basic knowledge about vaccines and 
antibody production. In the second part, we focus on the latest insights into the 
mechanism of exercise-induced increase in antibody concentration. This section 
describes the intensity of exercise, the duration of exercise, endogenous opioids, 
IgG half-life that are modulated by exercise. The third part presents information on 
our current understanding on immune senescence and effects of exercise on vaccine 
response in older adult.

2. Vaccination

2.1 What is in a vaccine?

Vaccination is regarded one of the greatest medical discoveries of modern 
civilization. The eradication of smallpox is one of the most important contribution 
toward for human and best examples of how vaccination stopped a deadly disease 
and saved millions of lives [4]. A vaccine is a complex biological product that can be 
used to safely induce an immune response that confers protection against infection 
and disease on subsequent exposure to a pathogen.

Vaccine adjuvants usually improve the vaccine response by stimulating the 
innate immune system, which provides for the rapid first line of defense against 
infection. Regardless of whether the vaccine is made up of the antigen itself, this 
weakened version will not cause the disease in the person receiving the vaccine, but 
it will prompt their immune system to respond much as it would have on its first 
reaction to the actual pathogen. To achieve this, vaccines are made from pathogenic 
viruses and bacteria that have been rendered less virulent by reducing their viru-
lence. An essential component of most vaccines is one or more protein antigens that 
elicit an immune response that provides protection.

2.2 Vaccines induce antibodies

Vaccination response can be understood as a measure of integrated immune 
function, elicited by antigen exposure and measured by antibody titer and cell-
mediated response [4]. The adaptive immune response is mediated by B cells that 
produce antibodies (humoral immunity) and by T cells (cellular immunity). All 
vaccines in routine use are thought to mainly confer protection through the induc-
tion of antibodies. Immune responses to antigens may be categorized as primary 
or secondary responses (Figure 1). After vaccination, B-lymphocytes detect the 
antigens and respond as if a real infectious agent has invaded the body, proliferat-
ing to form identical cells that can respond to the vaccine antigens. This response 
from immune system, generated by the B lymphocytes, is known as the primary 
response.

After initial antigen exposure, it takes several days for this adaptive response to 
become active. After the first exposure to a pathogen, immune activity rises and 
then levels off and declines. Since the initial immune response is slow, it does not 
prevent disease. Antibody levels in the circulation wane after primary vaccination, 
often to a level below that required for protection. During subsequent exposures to 
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the same pathogen, the immune system can respond rapidly, and activity reaches 
higher levels. The secondary immune responses can usually prevent disease. In 
encountering a pathogen, the immune system of an individual who has been vacci-
nated against that specific pathogen is able to mount a protective immune response 
more rapidly and more robustly. Immune memory is important feature of vaccine-
induced protection. Memory of the infection is reinforced, and long-lived antibod-
ies remain in circulation. It takes several days to build to maximum intensity, and 
the antibody concentration in the blood peaks at about 14 days [5].

Some infections, such as chickenpox, induce a life-long memory of infection [6]. 
Other infections, such as influenza, vary from season to season to such an extent 
that even an adult is unable to adapt [7]. Seasonal influenza A and B viruses are 
constantly evolving in nature, often resulting in antigenic change or “drift” [8]. The 
composition of influenza vaccines is updated annually to keep pace with antigenic 
drift [9]. Whether immune memory can protect against a future pathogen encoun-
ter depends on the incubation time of the infection, the quality of the memory 
response and the level of antibodies induced by memory B cells.

3. Exercise and antibody response

3.1 Exercise induces antibody production

The immune response is a complex mechanism, but it is important to under-
stand this in order to consider the possibility that it may be modulated by exercise. 
Liu and Wang [10] examined exercise-induced blood antibody levels in mice. They 
examined the plasma antibody levels of mice after infected with Salmonella typhi. 
The results showed that the antibody titer of the exercising mice was significantly 
higher (2.76 times higher) than that of the non-exercising group during the experi-
ment. The antibody titer of the exercising mice was 2.76 times higher than that of 
the control group (Figure 2). Authors observed that after the initial immunization, 

Figure 1. 
During the primary response, naive B cell differentiation and antibody production occur several days after 
antigen encounter (initial exposure). In contrast, following secondary antigenic exposure, B cells expand with 
a shortened lag phase and produce larger quantities of antibodies. The difference between the primary and 
secondary exposures is the presence of memory B cells and pre-existing antigen-specific antibody. Memory cells 
differentiate into antibody-secreting plasma cells that output a greater amount of antibody for a longer period 
of time.
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a primary antibody response occurred. After booster immunization, the antibody 
levels increased and then remained high in the blood. This result means that 
maintenance of long-term antibody responses is critical for protective immunity 
against many pathogens. After this study, effects of exercise on secondary antibody 
responses have been tested in young mice [12] and rats [13]. Several studies have 
been conducted on exercise-induced elevation of blood antibody, focusing mainly 
on the secondary antibody response. Exercise immunologists were intrigued by the 
dramatic changes in secondary antibody responses in exercising mice.

Moderate exercise, such as voluntary wheel running exercise [12] or exercise 
(8–15 m/minutes) on a treadmill [14], has been shown to have a marked effect 
on the increase in antibody levels after booster immunization. These findings 
have proved to be valuable information that prompted exercise immunologists 
to investigate. Thus, since the early days, the effect of exercise on the increase in 
blood antibody concentration after booster immunization has been investigated. 
Moderate exercise may be a powerful adjuvant to vaccination.

The rodent model is known to affect the antibody response after booster immu-
nization. In mice, the primary IgG response to the antigen was not enhanced, but in 
mice subjected to exercise, the IgG response was enhanced after booster immuniza-
tion [12]. Subsequent reports also showed that antibody production in exercising 
mice was enhanced after booster immunization [10, 11, 15]. It is unclear why 
moderate exercise affects the antibody response after booster immunization, while 
it does not affect antibody production after initial immunization.

3.2 Effect of moderate intensity physical exercise on antibody response

Both moderate and vigorous-intensity physical activity improve antibody 
response. Moderate-intensity physical exercises stimulate cellular immunity, 
while prolonged or high-intensity practices without appropriate rest can trigger 
decreased cellular immunity, increasing the propensity for infectious diseases [14]. 
Furthermore, acute and intensive exercise, more common among athletes such 

Figure 2. 
Effects of physical training on the murine immunological response. Serum antibody levels in active (exercise) 
and control (non-exercise) mice (modified from Douglass [11]).
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as marathon runners, can lead to transient immunodepression [16]. According to 
the International Society for Exercise and Immunology (ISEI), the immunologi-
cal decrease occurs after the practice of prolonged physical exercise, that is, after 
90 minutes of moderate- to high-intensity physical activity [17].

In contrast, moderate intensity physical activity is responsible for providing an 
increase in the immune response. As an example, elderly women participating in 
a moderate intensity physical exercise program aerobic exercises were performed 
between 60 and 70% of VO2max, involving at least 30 minutes of exercises in 
step, jump coordination, and rhythmic movements sometimes dance for at least 
12 months (1 hour exercise sessions 4 times a week) produced higher levels of anti-
influenza (IgM and IgG) antibodies compared to sedentary women [18]. Another 
study showed that elderly subjects who performed physical exercised at 65–75% 
heart rate reserve (HRR), 25–30 minutes, 3 days per week, for 10 months also 
confirmed that the exercise increased the concentration of antibodies against the 
influenza vaccine [19].

Moderate-intensity exercise was also effective in increasing the effectiveness 
of the pneumococcal vaccine. When young adults immunized with pneumococcal 
vaccine were given 15 minutes of moderate exercise (30 seconds of exercise fol-
lowed by 30 seconds of rest), they showed higher antibody production than those 
who did not exercise [20]. Thus, moderate physical exercise helps our body trigger 
the antigen specific antibody response to effectively.

3.3 Effect of exercise term on secondary antibody response

How long exercise does it take to be effective exercise induce secondary anti-
body response? Moderate exercise conducted over a 2- to 8-week period enhances 
secondary antibody response and is mediated. Kapasi et al. compared different 
duration of moderate exercise training on antibody immune responses in young 
mice [21]. Female C57BL/6 mice were randomized into 2 to 8-week exercise train-
ing or sedentary control group. Mice with 2 weeks of exercise showed a significant 
increase in antibodies after the additional immunization, comparable to mice 
with 8 weeks of exercise. Studies on the effect of moderate exercise on increased 
antibody levels after additional immunization will be reviewed in a later section. 
A moderate exercise program of 2 weeks may be sufficient to improve secondary 
antibody production. The author proposed that may be a useful strategy to enhance 
antibody response to vaccinations in humans.

3.4 Effect of exercise on antigen-specific antibody producing B cell and T cell

Factors responsible for the enhance antibody level after booster immunization 
have been investigated in detail by Suzuki and Tagami [12]. They examined the 
effect of exercise on antigen-specific IgG-producing cells in splenic lymphocytes 
by Enzyme-Linked ImmunoSpot [22]. The antigen-specific IgG-producing cells 
were significantly higher in the exercising group than in the sedentary group. 
Authors proposed that effects of voluntary wheel-running exercise on the number 
of cells which produce tetanus toxoid (TT)-specific IgG producing cells (Figure 3). 
Voluntary exercise of moderate intensity (60–70% VO2max) increases the immune 
response of CD4+ T cells in healthy mice after vaccination [23]. Rogers et al. 
reported that exercised C57BL/6 mice with OVA intranasally immunization, and 
significantly increased CD4+ T cells (collected in spleen, mesentery lymph nodes, 
and Peyer’s patches), TNF-α OVA-specific, and IL-5 were significantly increased. 
These reports suggest that exercise also effect on B cell and T cell responses.
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3.5 Effects of exercise on endogenous opioids

Beta-endorphin, an opioid peptide is released into the blood after moderate exer-
cise [24]. However, this phenomenon varies among individuals. Furthermore, endor-
phin levels in the blood are maintained for 15–60 minutes after exercise [25]. The role 
of endogenous opioids in exercise-induced increases in secondary antibody concentra-
tions is unknown [12]. It has been suggested that endogenous opioids are involved 
in the increase in exercise-induced secondary antibody concentrations. Endogenous 
opioids have been implicated in exercise-induced increases in secondary antibody con-
centrations. Enkephalins were first observed in the brain and endocrine system. Both 
endorphins and enkephalins are important regulators of pain. Endorphins have been 
implicated in immune function [13], pain relief [26], and response to exercise [27–29]. 
The role of endogenous opioids in modulating exercise-induced increases in secondary 
antibody concentrations, especially at the cellular level, needs to be elucidated.

Kapasi et al. [30] initially immunized mice with antigens and administered 
placebo or an opioid antagonist (naltrexone), while untreated mice received no 
intervention. The mice were then subjected to exercising for 8 weeks, followed 
by booster immunization. After the booster immunization, the antibody levels 
increased in the exercising mice. On the other hand, there was no increase in 
antibody levels in the mice that received the antagonist. The increase in antibody 
concentration by endogenous opioids was dose-dependent of intravenous injection 
[31]. The production of antibodies occurs as a result of the interaction of antigens 
retained on follicular dendritic cells with B and Th lymphocytes [32, 33].

The mechanism of exercise-induced antibody concentration is activated by 
the binding of opioids to specific receptors on B cells and T cells [33]. Endogenous 
opioids also affect the antibody response through receptors on Th (CD4+) cells and 
by stimulating proliferation [34, 35]. These cascades are the result of induced IL-4 
production, and IL-4 increases the viability of splenic B cells [36]. Further research 
is needed to determine if the effect of exercise is due to increased antibody levels.

3.6 Effects of exercise on IgG half-life

The mechanism that induces exercise-induced increases in blood antibody 
concentrations is related to the half-life of IgG [12]. The clearance rate of IgG in 

Figure 3. 
Effects of physical training on the murine immunological response. Antigen specific antibody levels in active 
(exercise) and control (non-exercise) mice (modified from Suzuki and Tagami [12]).
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blood has been found to be highly dependent on its concentration in plasma [37]. 
The half-life of IgG in blood at physiological concentrations is about 10-fold longer 
than at IgG higher concentrations [37]. IgG proteins are endocytosed [38]. IgG is 
induced at the cell surface and released into plasma or interstitial fluid. FcRn regu-
lates IgG epithelial transport and recycling. FcRn binds to IgG in a pH-dependent 
manner binding to IgG [39, 40]. In an acidic environment, IgG binds strongly to 
FcRn; the IgG-FcRn complex is transported by lysosomes to the cell surface where it 
fuses with the cell membrane [41]. At physiological pH, the FcRn receptor has little 
affinity for IgG. When sorting vesicles fuse to the plasma membrane, IgG dissoci-
ates from the receptor and is rapidly released into the extracellular fluid. Clearance 
of IgG is increased approximately 10-fold, and the efficiency of IgG recycling is 
over 90% in wild-type animals expressing FcRn [40].

The effect of exercising mice on IgG clearance has been reported [42]. The 
clearance of IgG with exercise has been reported by Suzuki and Tagami [12]. They 
investigated for factors that would reduce the clearance of non-specific 125I-IgG in 
the blood after booster immunization (Figure 4). High blood antibody levels may 
result in low clearance of antibodies. The reason for the low clearance of 125I-IgG in 
the blood of exercising mice has not yet been elucidated; the homeostasis mecha-
nism of IgG depends on the Fc region of IgG [42]. A possible cause of the decreased 
clearance is the FcRn receptor, which is expressed in the vascular endothelium in 
mice and has an IgG protective function [43].

The FcRn molecule is dependent on dimerization with β2-microglobulin (β2m) 
[43]. In β2m-deficient mice, a shortening of the half-life of IgG occurs and homeo-
static IgG levels are reduced [44]. Suzuki et al. reported on the effects of intraperi-
toneal immunization of mice with TT to induce primary and secondary antibody 
responses, protection from IgG catabolism in the liver and β2m expression. The 
authors reported an exercise-induced increase in blood antibody concentrations 
and a prolonged half-life of antigen-specific IgG in active mice [45]. Exercising 
mice had higher levels of radiolabeled IgG in the liver. This phenomenon was also 
confirmed by immunohistochemical analysis. The expression of the β2m gene 
was up regulated in the liver of exercised mice. There was a significant correlation 
between the amount of IgG accumulated in the liver and the concentration of IgG 
in the blood. There was also a significant correlation between total liver IgG and 
liver β2m.

Figure 4. 
Clearance of radiolabeled IgG from exercise (black circles) and non-exercise (white circles) mice (modified 
from Suzuki and Tagami [12]).
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4. Exercise and vaccine in older population

4.1 Immune senescence in old adults

Preventive medicine is the most effective and feasible strategy to protect health 
in old subjects and vaccination against the most common infectious diseases is 
the most indicated approach. Most currently used vaccines are less immunogenic 
and effective in the elderly compared to younger adults [46]. This is due to several 
factors, including immune aging and a different immune response in children and 
young adults than in older adults with a history of infection. Almost all vaccines are 
specifically designed for children and young adults. The mechanisms of immune 
senescence are multiple but seem to be driven largely by changes in T cell-mediated 
immunity. There are fewer antigen-naïve T cells in the peripheral blood of aged 
individuals than there are in younger individuals [47].

Aging is a natural process and is described as “immune senescence.” Immune 
senescence is associated with a decline in the immune system [48]. An important 
sign of immune senescence is the decline in immune function. Decline in immune 
function can lead to the development of opportunistic infections [49]. Immune 
senescence also results in a reduced vaccine response [50], leading to an increased 
incidence of infectious diseases. Improving immune function is expected to reduce 
the incidence of infections in the elderly and have beneficial effects in maintaining 
health. Moderate exercise has been used as an intervention to combat the aging of 
the immune system.

Aging is associated with declines in humoral and cellular immunity [51], and 
therefore reduced immune function. The decline in immunity due to aging is more 
pronounced in acquired immunity than in natural immunity. The capacity of this 
acquired immunity peaks around the age of 20s and declines to about half of that 
in the 40s. The main cause of immune senescence thought to be the change in the 
quality of T cells due to the decline in the function of the thymus gland.

The age-related decline in the function of major cells that take part in the 
antibody response are reflected by the secondary antibody response [52]. Kapasi 
et al. focused on age-related changes in immune function and the effects of exer-
cise, and their study clearly showed that older mice exhibited a secondary antibody 
response similar to that seen in young control mice after exercise [15]. Thus, 
intense exercise exerts positive effects on the secondary antibody response in older 
animals. This, exercise-induced attenuation of immune senescence might help to 
improve immune responses to vaccination. Therefore, the health of the elderly is 
closely related to the maintenance of immune function. Therefore, the health of the 
elderly is closely related to the maintenance of the immune system. Thus, exercise 
has a positive effect on the secondary antibody response in older animals. This 
suggests that exercise in older animals may contribute to the immune response to 
vaccination. Hence, the health of the elderly is closely related to the maintenance of 
immune function.

4.2 Effects of exercise on vaccine response in older adult

Recently, several strategies have been tested to improve the efficacy of a vaccine 
in older adults. Regular exercise has been associated with enhanced vaccination 
responses [51, 52]. In contrast, acute exercise had no detrimental effect on vaccina-
tion response in healthy older adults [53]. Exercise-induced elevation of antibody 
concentrations is a tool against infectious diseases. The use of exercise-induced 
elevation of antibody concentrations to combat infectious diseases in humans has 
been investigated, and positive results have been observed [19]. Moderate aerobic 
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exercise in the elderly [19] and resistance exercise have been shown to enhance 
the immune response to influenza vaccination [54, 55]. In addition, several cross-
sectional studies have found that physically fit [56] and active older adults [57] have 
higher antibody responses to booster immunization. Shuler et al. [58] examined 
antibody titers to influenza vaccination in the elderly. There was no association 
between physical activity level and the degree of antibody concentration. However, 
this study did not measure antigen-specific antibodies.

Cross-sectional studies in elderly populations have all reported increased anti-
body concentrations after booster immunization in participants with high physical 
fitness [56, 59] or physical activity [57, 58, 60]. This effect of exercise-induced 
increases in antibody concentrations after vaccination in an elderly population 
was exemplified by Smith et al. [60]. They compared antibody levels in exercise-
induced antibody production by immunizing with keyhole limpet hemocyanin 
(KLH). The results showed that antibody responses and cell-mediated responses to 
KLH were stronger in active elderly men than in sedentary elderly men.

Woods et al. demonstrated that 10 months of aerobic exercise (60–70% maximal 
oxygen uptake, 45–60 minutes, 3 times per week) in previously sedentary elderly 
subjects resulted in increased blood antibody levels compared to participants who 
only participated in flexibility training during the same period [61]. Elevated 
antibody concentrations to antigens have also been observed after chronic exercise; 
after KLH vaccination, IgG1 and IgM concentrations were higher in participants 
who completed a 10-month cardiovascular training program than in control 
participants [62]. Previously reported studies supported the hypothesis that regular 
exercise improves immune function in the elderly. This is reflected in the increased 
concentration of antigen-specific antibodies after vaccination, especially in the 
elderly.

5. Conclusion

In this review, we presented to improve vaccine response through moderate 
exercise. Currently available evidence shows that moderate exercise impacts upon 
the secondary antibody response but not the primary response. These effects are 
mediated by a diverse range of factors, including the functions of antibody produc-
ing cells, proliferation of CD4+ T cells, endogenous opioids, and IgG half-life. Over 
2-week period enhances secondary antibody response is mediated. Most exercise 
studies have focused on antibody production, with more work required in this area. 
Almost all studies have investigated the effects of moderate exercise on immune 
function. This will provide insight into vaccination that is improved by exercise. 
The incorporation of molecular biological methods into the field of exercise immu-
nology should improve our understanding of the activation of cells involved in 
exercise-induced increases in antibody concentrations after booster immunization.
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