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Preface

Since the dawn of humankind, people have continually sought improvement in all 
aspects of life on Earth. Once it was established that living beings’ characteristics 
are inherited and that genetic richness is an advantage against changing environ-
mental conditions, people began to develop new strategies to reveal and conserve 
genetic diversity in both animal and human populations. The main evolutionary 
mechanisms of mutation, natural selection, and genetic drift have produced a 
wide variety of organisms, which resulted in the formation of many well-defined 
breeds with different levels of performance. Knowledge of the genetic polymor-
phisms and processes that underlie the origins and maintenance of organisms is 
important to providing critical insights into the structure and dynamics of living 
populations. Genetic polymorphisms are essential for populations to evolve and 
cope with environmental changes, new diseases, and pest epidemics. Genetic 
polymorphisms also provide the opportunity to trace the history of populations, 
species, and their ancestors. Therefore, the assessment of genetic variation in spe-
cies and among populations is important for the conservation of genetic resources. 
Over the last few decades, there have been dramatic advances in molecular genetics 
and these developments have provided scientists involved in the conservation 
and improvement of genetic resources with a range of new techniques for their 
research.

Nowadays, techniques are available to determine changes at the DNA level in all 
kinds of organisms. Differences in gene sequences can be directly observed and 
described with a degree of precision previously impossible to achieve. Many of the 
techniques that have been developed have already been used to study the extent 
and distribution of changes in species gene pools and to investigate evolutionary 
and taxonomic relationships. With the development of polymerase chain reaction 
(PCR)-based techniques, in particular, numerous molecular technologies that 
can be used for the detection, characterization, and evaluation of genetic changes 
in populations have been, and continue to be, developed. These techniques can 
be chosen based on how they display genetic differences, the type of data they 
produce, the taxonomic levels at which they can be most appropriately applied, 
and their technical and financial requirements. The aim of the book is to provide 
current knowledge of genetic polymorphisms by presenting the works of scientists 
who are engaged in the production of new information that can be used to reveal 
genetic polymorphisms, often from very different perspectives. In the book, the 
genetic polymorphism studies that are carried out on different kinds of organisms 
at the DNA level or gene expression level are particularly important to evaluate the 
process of genetic polymorphisms.

Chapter 1, “Genetic Polymorphism in Animals”, Jain et al, examine the recent 
development of polymorphisms in certain animals, including protozoa, earth-
worms, honeybees, silkworms, pearl oysters, fishes, and birds. In Chapter 2, 
“From Genes to Biomarkers: Understanding the Biology of Malaria Gametocytes 
and Their Detection”, Kepple et al. provide information about genetic polymor-
phisms in gametocyte biomarkers that enable researchers to develop a more 

XII
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sensitive and accurate diagnostic test for Plasmodium gametocytes. Chapter 3, 
“Thrombosis-Related DNA Polymorphisms”, by Abdelmoula and Abdelmoula, dis-
cusses thrombotic disorders and their related diseases, particularly cardiovascular 
diseases, which are among the most common causes of morbidity and mortality in 
the world. The authors consider multiple, single, and combined genetic variations 
and polymorphisms, especially in the genes of coagulation and hemostasis path-
way as well as the genes of inflammation and other genes interacting with lifestyle 
and environmental factors, such as immune and oxidative systems. In Chapter 4, 
“Cytokine Gene Polymorphism and Cancer Risk: A Promising Tool for Individual 
Susceptibility and Prognostic Implications”, Pandith et al. reveal that germ line 
constitutional mutations or variations in polymorphic sequences are key instru-
ments used as molecular tools to predict the susceptibility of a person to numerous 
cancers. They also point out that cytokines are thought to be essential molecules 
that have a dual face due to pro-inflammatory as well as anti-inflammatory mecha-
nisms in carcinogenesis. Chapter 5, “Genetic Polymorphism and Prostate Cancer: 
An Update”, by Siddiqui et al, provides current information about the occurrence 
and mortality rates of prostate cancer, genes associated with prostate cancer risk, 
single nucleotide polymorphisms (snps), genetic and environmental risk  factors, 
and prostate cancer treatment. Chapter 6, “HER2Ile655Val Polymorphism and  
Risk of Breast Cancer”, by Nguyen-Thanh et al., examines the HER2Ile655Val single 
nucleotide polymorphism and its association with risk of early-onset breast cancer. 
In Chapter 7, “Human Genetic Polymorphisms Associated with Susceptibility 
to COVID-19 Infection and Response to Treatment”, Benlier et al. discuss the  
SARS-CoV-2 RNA virus, ACE2 carboxypeptidase, transmembrane serine protease, 
elastase activity, cathepsin-L peptidase activity, human alpha-1 antitrypsin glyco-
proteins, and HLA molecules in the scope of genetic polymorphisms. Chapter 8, 
“Characterization, Comparative, and Phylogenetic Analyses of Retrotransposons 
in Diverse Plant Genomes”, by Brown et al., provides details about transposable 
elements, specifically the role of retrotransposons in diverse plant genomes. 
The authors also handle the issues of classes and types of transposable elements, 
characterization of retrotransposons, mechanism of action, the role of retrotrans-
posons, multiple sequence alignment, conservation of retrotransposons, and 
phylogenetic analysis. Finally, in Chapter 9, “Sex Determination”, Choudhary 
et al. consider mechanisms of sex determination, evolutionary differentiation of 
sex chromosomes, single gene sex determination, environmental sex determina-
tion, maternal and cytoplasmic sex determination, and mixed-sex determination 
systems.

I would like to express my deepest gratitude to all the authors who contributed to 
this book by sharing their valuable works. This book is a useful resource for students, 
researchers, and experts in molecular genetics.

Dr. Mahmut Çalışkan
Professor,

Faculty of Sciences,
Biology Department,

Biotechnology Division,
İstanbul University,

İstanbul, Turkey
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Chapter 1

Genetic Polymorphism in Animals
Subodh Kumar Jain, Shweta Yadav and Sapna Sedha

Abstract

Biological diversity is the variability among living organisms from all sources of 
nature. Genetic polymorphism study support a lot when any economically impor-
tant particular species is taken into consideration. The knowledge of genetic back-
ground of a species and its population structure is very essential for their successful 
conservation and management. Molecular techniques have been supporting in the 
determination of population diversity and also to determine the genetic architec-
ture of a wide variety of closely related individuals. Molecular techniques based on 
DNA polymorphism are now used in population genetic studies, systematic and 
molecular taxonomy. This chapter will provide information on genetic diversity 
of various economically important species such as protozoa, worms, insects, pearl 
oyster, fishes and birds. The study of genetic variations in economically important 
species has practical significance for developing strategies to control the disease, to 
improve reproductive traits, yield more beneficiary products like honey, silk, pearl, 
manure, etc. Since there are some data gaps, most suitable and promising technol-
ogy must be used to elucidate the role of every single gene involved in the pathways 
to be studied in order to apply for more benefit to the society.

Keywords: genetic diversity, economically important species, protozoa, worms, 
insects, pearl oyster, fishes, birds

1. Introduction

Biological diversity is the variability among living organisms from all sources 
of nature. Information on molecular structure of economically important organ-
ism is useful for optimizing identification of stock, stock enhancement, breeding 
program, management of sustainable yield and preservation of diversity. Genetic 
polymorphism study plays an important role to understand the basis of population 
differentiation and species diagnostics. In recent times molecular techniques have 
been supporting in the determination of population diversity and also to determine 
the genetic architecture of a wide variety of closely related individuals. The discov-
ery of PCR has a major impact on eukaryotic genome and contributed to the devel-
opment and application of various DNA markers. Within the population, organisms 
are identified by their morphology but there are some small invisible changes 
observed due to environmental effect. Genetic polymorphism study support a lot 
when any economically important particular species is taken into consideration.

This chapter will provide information on genetic diversity of various economi-
cally important species such as Protozoa, Worms, Insects, Pearl oyster, Fishes 
and Birds.
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2. Protozoa

There are many factors associated with protozoan parasites genetic diversity 
such as: transmission and passage history in laboratory conditions; occurrence in 
different hosts or geographic regions; selective pressure of drugs and competi-
tive interactions among populations. However, the number of examined isolates 
of parasites and genetic markers, assortment of methods, probes, primers and 
reagents used is also of significance. The significance of genetic variability in 
parasite populations is still the subject of interest and controversy. A simple inter-
pretation of such variation is impossible because of the complexity of host–parasite 
interactions. The knowledge of parasite diversity at the nucleic acids level has 
continually increased, but a correct interpretation of this phenomenon requires at 
least the same knowledge of genetic variability in host populations [1].

The study of genetic variation in malaria parasites has practical significance for 
developing strategies to control the disease. The genome diversity of the important 
human pathogen Plasmodium vivax, however, remains essentially unknown. The 
data about Single Nucleotide Polymorphisms (SNPs) show that P. vivax has a highly 
diverse genome, and provide useful information for further understanding the 
genome diversity of the parasite [2].

All RAPD primers yield patterns that differ between species and thus could 
serve as species-diagnostic traits. But the extensive polymorphisms observed 
within each species for most RAPD primers preclude their practical use for species 
diagnosis. There are, however, primers that yield monomorphic patterns within a 
species and thus can readily be used for species diagnosis, which may be useful for 
epidemiological and other purposes. For example, two primers are monomorphic 
in T. cruzi and thus could be used in epidemiological practice for differentiating  
T. cruzi from T. rangeli, a species that infects humans [3].

3. Worms

For stem cells and regeneration study, free-living flatworms (the planarian 
Schmidteamediterranea) are extensively used as model organisms. The germline-
enriched genes of the flatworm M. lignano have a high fraction of flatworm-specific 
genes. The Mlig-sperm1 gene responsible for producing healthy spermatozoa has 
been identified as a member of the novel gene family conserved only in free-living 
flatworms [4].

TIM29 (mitochondrial inner membrane protein) was shown to stabilize the 
protein import complex TIM22 by interacting with it, but its biological func-
tion remains largely unknown. Till now, it was classified as one of the Domain of 
Unknown Function (DUF) genes, with a conserved protein domain DUF2366 of 
unclear function. It has been demonstrated that DUF2366/TIM29 knockdown 
in Macrostomumlignano prevents worms from adapting to a highly proliferative 
state required for regeneration with least effect during the normal homeostatic  
condition [5].

Low response to ivermectin (IVM) in patients infected with Onchocerca volvulus 
indicates that the parasite might be under a selection process toward potential resis-
tance. In order to limit this process, the characterization of O. volvulus genes is very 
crucial. It has been observed that a deficit of heterozygous female worms leading to 
Hardy Weinberg disequilibrium, which might be explained by a shorter life-span 
of these worms compared to the homozygous worms. Also the heterozygous female 
worms were much less fertile than the homozygotes: more than two thirds of the 
homozygotes were fertile, whereas only 37% of the heterozygotes were fertile [6].
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Control of onchocerciasis or river blindness by mass treatment of the population 
with IVM has been a great success until now, so that in certain foci its elimination 
has become feasible. However, after more than 20 years of repeated IVM mass treat-
ment, the disease still persists in many endemic countries. Sub-optimal responses 
and genetic changes have been reported in Onchocerca volvulus populations under 
high IVM pressure but more work is needed to determine whether resistance is 
developing. In a study four SNPs occurring in the β-tubulin gene of these para-
sites were investigated and found changes in genotype frequencies in O. volvulus 
β-tubulin gene associated with IVM treatments. The SNP at position 1545 (A/G) 
showed a significant increase in frequency of the less common nucleotide in the 
female worms following treatment. After three-monthly treatments, female worm 
homozygotes with the less common genotype, prior to treatment, increased in 
frequency. The selected homozygotes, as well as heterozygotes, appeared to be less 
fertile than the wild-type homozygotes. These results provide additional evidence 
for genetic selection [7].

4. Earthworms

From a unicellular organism like protozoans, nature has used its nimble fin-
gers to create the structural complexity inside the organisms at diverse stages, to 
conform themselves very correctly to the prevailing conditions. In this scheme of 
their polymorphism, it’d be suitable to emphasize the evolutionary significance 
of earthworms which cause them to masters the soil invertebrate community. In 
general, lumbricid earthworms have ruled of their distribution in temperate soils 
and the megascolecid earthworms predominate the sub-tropical and tropical soils. 
The depth of competition is intense in temperate areas with a slender area of inter-
est where litter forms the primary food source [8]. On the opposite hand, niche and 
morphogenecity have been enlarged with greater food diversity for tropical earth-
worms and they display awhole lot of variant in size and behavioral patterns.

4.1 Molecular markers and earthworm genetic polymorphism

Despite being efficient in soils, their relevance and research over the past 
130 years are still fragmentary therefore, the various species complex and morphs 
are not being resolved adequately. Molecular systematics can be an essential supply 
of facts to delimit species and to assign taxonomic categories in complex species. 
Several genes including cytochrome oxidase 1 (COI), 18S, 16S, 28S, and protein-
coding histone H3 genes had been currently used for reading phylogeny and 
polymorphism in earthworm species. The COI gene is a 658 bp trendy marker that 
has been demonstrated to be powerful for earthworm identifications, molecular 
systematics, ecology, phylogeography, and cryptic speciation. Furthermore, the 
other markers specifically 18 s, 28 s, are often involved to have a look at interfamily, 
intrageneric, and shallow intraspecific diversity. Most of the polymorphic research 
are primarily based on mitochondrial markers mainly COI, COII, and different 
protein-coding genes as they evolve extra unexpectedly than nuclear genes thus 
resulting in the accretion of differences between closely related species.

The Barcode of Life Data System (BOLD, http://www.barcodinglife.org), a 
valuable integrative bioinformatics platform, serves as a systematic workbench 
helping all stages of the analytical pathway from specimen collection to validation 
was formulated by Ratnasingham [9]. Chang et al. [10] investigated polymorphism 
in Metaphire formosae species group, a member of the Pheretima complex using 
DNA sequences of (COI), 16S ribosomal (r)RNA, and NADH dehydrogenase 
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subunit 1 (ND1) and revealed the presence of 13 taxa of the M. formosae species 
group, including a cryptic species. A study sequenced the COI, 16S, tRNAs, and 
28S genes in 202 Hormogastridae earthworm individuals in the Iberian Peninsula 
and suggested the presence of excessive genetic range with the presence of five 
cryptic allopatric species [11]. Another study identified two new earthworm species 
namely E. nordenskioldimongol and E. nordenskioldionon from Mongolia which 
were justified by molecular taxonomy using mitochondrial DNA barcoding [12]. 
Similarly, Dario et al. [13] provided the description of one new earthworm species 
viz., Eiseniona gerardoi primarily based on mitochondrial in addition to nuclear 
molecular markers, within the controversial genus Eiseniona of lumbricidae from 
the region of Extremadura (Spain). Dominguez et al. [14] studied the evolution of 
lumbricids via way of means of reading one hundred sixty earthworm individuals 
using the sequencing of two nuclear genes and seven mitochondrial tRNAs, with 
22 morphological characters, discovered 84 lumbricid species under 28 genera. 
Also, Dmitry and Gennady [15] studied the taxonomical status of the exceptional 
ecological forms of D. ghilarovi using COI and 16 s genes as molecular tools. They 
discovered apparent differentiation among the meadow-swamp black form and 
the forest gray form of D. ghilarovi. Decaens et al. [16] sequenced 651 individuals 
using COI gene, which corresponds to 48 MOUTs, and concluded that factors like 
ecological processes in addition to long-time period diversification are critical in 
structuring and diversity of earthworm communities in tropical rainforests of 
French Guiana. Moreover, Hong and Csuzdi [17] revoked the phylogenetic affinities 
of Korean E. nordenskioldi specimens and compared them with Siberian E. norden-
skioldi individuals on the basis of mitochondrial gene marker. Also, Shekhovtsov et 
al. [18] investigated the genetic variations of Eisenia norden skioldipallida Malevic 
from various climatic zones of Northern Asia by sequencing of COI and ITS2 loci 
and detected five cryptic genetic lineages within E. nordenskioldipallida. Teerapong 
et al. [19] explored new earthworm species, Pontodrilus longissimus sp. nov., from 
beaches of Thailand and Peninsular Malaysia primarily based on morphological 
investigations and partial sequencing of mitochondrial COI gene. The molecular 
phylogeny of Lumbricidae earthworms was investigated by Farnaz et al. [20] using 
phylogenetic evaluation of two nuclear gene regions (28S rDNA and 18S rDNA) 
and 11 mitochondrial genes (16S rDNA, 12S rDNA, NADH-I, COI and COII and 
tRNAsAsn, Asp, Val, Leu, Ala and Ser) that lead to the addition of one new genus; 
Philomontanus gen. Nov and its three new species namely, Philomontanussarii sp. 
nov., Philomontanusmahmoudi sp. nov. and Philomontanusbaloutchi sp. nov.

In India, the studies on earthworm polymorphism using molecular tools were 
unavailable till 2008. However, two studies used the RAPD-PCR technique for the 
first time to evaluate the genetic diversity of Indian earthworms [21, 22]. Various 
molecular markers viz., Random Amplified Polymorphic DNA (RAPD), Restriction 
Fragment Length Polymorphism (RFLP), and Simple Sequence Repeat (SSR) 
[23, 24] were sequenced in addition to mitochondrial COI gene of six species of 
earthworms and determined that the COI exhibited a unique barcode to a particu-
lar species. One of the latest works [25] explored four new species of Kanchuria 
(Megascolecidae) from Meghalaya and updated the checklist of the Northeastern 
region of India [26]. Also, Thakur et al. [27] studied polymorphism in Eutyphoeus 
sp. using mitochondrial gene marker. Tiwari et al. [26] studied the earthworm 
polymorphism of the Sagar district of India using integrative methods. Nonetheless, 
earthworm molecular taxonomy based on DNA sequencing in India is at its initial 
stage, such that very little information is available. Recently, 801 DNA sequences of 
Indian earthworm (belonging to family Acanthodrilidae 4, Almidae 3, Eudrilidae 
22, Hormogastridae 7, Lumbricidae 6, Megascolecidae 426, Moniligastridae 122, 
Octochaetidae 199, Rhinodrilidae 6) have been made available on Bold-system 
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under the project diversity studies of Indian earthworms using DNA barcodes. This 
signifies only a fraction of Indian earthworms and thus further challenges remain 
open for biology fanatics to research in the field of genetic polymorphism using 
molecular approach.

4.2 Reproductive organs polymorphism

The absence of certain reproductive organs is ordinarily essential for biparental 
replica in hermaphroditic oligochaetes [28]. During the evolutionary process, 
the organs important in biparental reproduction in hermaphroditic animals were 
found removed in certain Japanese species of Pheretima and evolved into a various 
intraspecific morphs viz., H (primary, from which different morphs derived and 
with biparental replica), Hp (secondary, reproductive machine incomplete however 
a number of organs stay juvenile), A (without spermathecae, storage of sperm 
impossible), R (without terminalia, discharge of sperm impossible), AR (without 
spermathecae and terminali, storage of foreign sperm and extrusion of own sperm 
impossible) and ARZ (testes and other male organs and spermathecae lacking). 
That reproductive-organ polymorphism in Pheretima emphasizes a normal alternate 
into being uniparental. Organ disorder denial of alternative among uni and bipa-
rental may also make parthenogenesis pseudo-obligatory in selected complex of 
earthworms.

4.3 Biochemical polymorphism in earthworms

Since, the genetic variation in earthworm species may cause mild effect on phe-
notype, voluminous work is focused on the effects of only one or a few polymorphic 
loci at any one time. There is an upcoming concern of an individual possessing 
numerous polymorphism (set of polymorphic loci), which may act in concert 
to affect phenotype. That can be assessed through correlating genetic houses of 
loci with physical and/or biochemical properties of the respective gene products. 
The variation in distribution of polymorphism among different pathways such as 
glycolysis, Kreb’s cycle, hexose monophosphate shunt inside glucose metabolism 
and ancillary pathways leading to amino acid metabolism was first highlighted [29]. 
The polymorphic loci which persist in conserved pathways should have common 
variants with intermediate biochemical activities and less uncommon alleles than 
polymorphic loci in different pathways. Comparisons of the activities of rate 
limiting enzymes among different invertebrates suggest that earthworms have a 
fairly low metabolic rate [30–32]. The studies are beneficial particularly in resolving 
polytypic complexes and the genetic consequences of parthenogenesis in invasive 
species.

5. Insects

Insects represent a major life form on earth. So far nearly 0.9 million insect 
species have been discovered comprising 75% of all the recorded animal species. 
Some of the insect species are easy to identify and categorize while for others it 
is difficult due to their small size and environmental factors that resulted in to 
morphological variation. To overcome these problems, the advanced molecular 
techniques viz. PCR, RFLP, and ALFP have been a great help. RAPD markers have 
been used in gene mapping to characterize cultivars and species genetically, infer 
phylogeny and biogeography of insect population and understand modes of evolu-
tion and evolutionary trajectories [33]. RAPD-PCR analysis was used to confirm 
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genetic differentiation between two cockroach species Perplaneta Americana and 
Blatellagermanicana [34].

5.1 Honey bee

Honey bee is the colonial insect with complex social behavior. Beside its eco-
nomic importance it has long been important for the production of honey, wax, 
behavioral study and pollination of crops. Nemobiologists and behaviorists have 
used the honey bee as a model organism to study the molecular basis of learning 
[35]. For genetic analysis honey bee genome sequencing project also proposed that 
it will benefit human health and medicine in diverse areas including venom toxicol-
ogy, allergic diseases, mental illness, infectious diseases, parasitology and gerontol-
ogy and will also improve human nutrition by enabling enhanced pollination of 
food plants and accelerated delivery of hymenopteran parasitoids for biological 
control of pests [36]. Honey bee has a higher rate of meiotic recombination than any 
other known metazoan [37]. The higher recombination rates effectively increase 
the accuracy of linkage mapping and high recombination rate and the low incidence 
of repetitive DNA should facilitate map based cloning of genes in the honey bee 
[38]. AFLP markers and microsatellites have been used in dissecting the guarding 
and stinging behavior in honey bee. Division of labour, expression of guarding 
and stinging behavior is influenced by specific quantitative trait loci [39]. By using 
multilocus fingerprinting super and half-sister in a colony of honey bee has been 
discriminated with synthetic oligonucleotide [40].

5.2 Silkworm

The silkworm Bombyxmori is domesticated for silk production for about 5000 
The silkworm B. mori is domesticated for silk production for about 5000 years. The 
well characterized mutations of B. mori (a well studied lepidopteran model sys-
tem) affect every aspect of organism’s morphology, development, behavior and its 
considerable economic importance [41].

Since B. mori is of great economic importance to silk producing countries such as 
India, Russia, Japan, Korea, China, Bulgaria and Iran, a number of silkworm breeds 
have been collected suitable for a wide range of agroclimatic conditions. More 
than 4000 strains are maintained in the germplasm of B. mori and 46 institutes 
are involving silkworm genetic resources maintenance, which includes univoltine, 
bivoltine, and polyvoltine strains. These different genotypes possess so many 
differences in their quantitative and qualitative traits which control silk yield. It was 
estimated that silkworm genome contains about 108 bp and its genetic information 
volume is nearly one-sixth of human being. There are over 450 morphological, 
physiological, and biochemical characters recorded at present, among them 300 
(including multiallele) had been located on 27 groups of the total 28 chromosomes 
[41]. Apart from a rich biodiversity of geographical races, there are also a large 
number of mutants for a variety of characters present in B. mori [42]. Zhang et al. 
[43] reported that genetic distances within Japanese strains are closer than those of 
Chinese strains and within a strain; the individual polymorphism is significantly 
higher in wild silkworm than those of domesticated silkworm. According to Liu 
[44] at the species level, Antheraeapernyi and Bombyxmori showed high levels of 
genetic diversity, whereas Samia Cynthia ricini showed low level of genetic diver-
sity. However, at the strains level, Antheraeapernyi had relatively the highest genetic 
diversity and B. mori had the lowest genetic diversity. Yukuhiro et al. [45] analyzed 
PCR amplified carbamoyl-phosphate synthetase 2, aspartate transcarbamylase, 
and dihydroorotase (CAD) gene fragments from 146 Bombyxmori native strains 
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and found extremely low levels of DNA polymorphism. CAD haplotype analysis 
of 42 samples of Japanese B. mandarina revealed four haplotypes. No common 
haplotype was shared between the two species and at least five base substitutions 
were detected. These results suggesting that low levels of gene flow between the two 
species. Further extremely low level of DNA polymorphism in B. mori compared 
to its wild relatives suggested that the CAD gene itself or its tightly linked regions 
are possible targets for silkworm domestication. This information clearly indicates 
narrow level of genetic diversity in silkworm.

The existence of genetic variation within a population is crucial for its ability 
to evolve in response to novel environmental challenges. In order to adapt to new 
environment and conditions, the genetically variable populations are thought to 
evolve their morphological, physiological or behavioral mechanisms [46]. This not 
only results in better adaptation to their local environments, but may also lead to 
reduction in the genetic variations thereotically. Domestication, phenotypic selec-
tion, breeding systems, genetic drift is thought to be the main reason for reduced 
genetic diversity in silkworms.

6. Pearl oyster

The pearl oyster Pinctadafucata is a commercially important marine shellfish 
cultured for producing saltwater pearls manly in China and Japan [47]. Researchers 
using genome-wide genetic data from specimens collected across the western 
Pacific, elucidated how pearl oyster populations vary genetically and geographi-
cally. Their analyses provide insight into how these pearl oysters have adapted to 
environmental changes over time. They sequenced the genomes of the specimens 
and analyzed 36,203 single nucleotide polymorphism (SNP) sites [48].

Genetic variability and the pattern of population structure among 9 samples of 
Calafia pearl oyster Pinctadamazatlanica collected from Mexico to Panama, using 
mtDNA RFLP analysis of two genes 12S rRNA and subunit one of Cytochrome 
oxydase (COI). Haplotype diversity varied from 0.000to 0.856. The Panama 
population appeared to be monomorphic, while the other samples exhibited a level 
of haplotypic variability. A test for the impact of demographic history on genetic 
diversity was applied on the sequence data, and the results were congruent with a 
recent decline of population sizes. Three significantly distinct groups could then 
be defined, which correspond to Northern Mexico, Southern Mexico, and Panama 
[49]. The pearl oyster, Pinctadafucata, a marine bivalve belonging to the family 
Pteriidae, is the primary species cultured for marine pearls in China and Japan 
[50]. In a study 16 SNP markers have been reported, may provide a useful tool for 
population genetics and evolutionary analysis [51].

7. Fish

Fishes are economically important animal consumed globally. Information on 
the molecular structure of fish species is useful for optimizing identification of 
stocks, stock enhancement, breeding programs, and management of sustainable 
yield and preservation of genetic diversity. The knowledge of genetic background 
of a species and its population structure is very essential for successful fisheries 
conservation and management. A number of methods have been developed to 
measure genetic diversity within the species [52]. Molecular techniques based on 
DNA polymorphism are now used in population genetic studies, systematic and 
molecular taxonomy. Molecular techniques played an important role to understand 
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the basis of polymorphism of a species, species diagnostics and population differ-
entiation. Three fish species of fish Labeorohita, Catlacatla, Cirrhinamrigala (family 
Cyprinidae) of India have beenstudied by RAPD for molecular identification. The 
diverse nature of DNA bands indicated the genetic distance between fish species 
and presence of common bands attributed to an evolutionary relationship. Pattern 
of species specific unique bands are useful for identification [53]. In addition to 
Labeorohita and Catlacatla, another fish Nile tilapia of the same family has also 
been studied showing genetic relationship [54]. Kempter et al. used microsatellites 
for the authentication of torpedo scad (Megalaspiscordyla) -fish species by success-
fully extracting a DNA fragment of the nuclear rhodopsin gene (RH1) and ampli-
fication of nine microsatellite regions (SSRs). After analysis of the products, they 
found differences between the RH1 sequences and those obtained from Gene Bank. 
This study was used to characterize and assess the genetic diversity of the popula-
tions as well as effectively categorized the populations over the areas of the western 
Indian Ocean and the western Pacific [55].

8. Birds

Major factors of economic concern in the modern poultry industry are the repro-
ductive traits i.e. age at first egg, number of eggs and weight of the egg [56–59]. 
These reproductive traits are of great importance as studies on these genes helps in 
revealing the genetic mechanisms affecting egg-laying performance and for breed-
ing the laying hens with high productivity and quality [60–64]. RT-PCR results of 
a study showed that the growth differentiation factor 9 (GDF9 gene) is involved in 
determining reproductive traits in chicken as they observed its high expression in 
stroma with cortical follicles (STR) and prehierarchal follicles [62].

Very low density apolipoprotein-II (apoVLDL-II) is a major polypeptide compo-
nent of avian VLDL. The function of apoVLDL-II is the transport of neutral lipids 
(triacylglycerol) in the form of VLDL in the plasma. The apoVLDLII gene is dor-
mant in embryos, chicks and roosters but can be activated by estrogen. Genotyping 
for the apoVLDL-II gene showed a mutation in 492-bp fragment located on the 
first intron. Polymorphism in apoVLDL-II gene was significantly associated with 
body weight at 6 week (BW6), carcass weight (CW), breast muscle weight (BMW), 
drumstick weight (DW) and wing weight (WINW). Association between single 
nucleotide polymorphism of apoVLDL-II gene with growth and body composition 
traits in Iranian commercial broiler line [65].

Genetic diversity measured at the molecular level does not always correspond 
to phenotypic breed diversity, because a long history of exchange, upgrading and 
crossbreeding has sometimes created new genotypes within old phenotypes. For 
example, breeders of fancy breeds are mainly concerned about the phenotype, 
whereas the genotype of phenotypically different breeds may be very similar [66].

In a study, it has been reported that the three structurally related orphan G 
protein-coupled receptors (GRP3, GPR6, GPR12) are constitutively active and 
thought to regulate neuronal outgrowth and oocyte meiotic arrest in mammals. 
But the information is scanty related to this data in case of non mammalian verte-
brates therefore require further research. The cloned duck GPR3 and duck/chicken 
GPR6 and GPR12 are intron-less and encode receptors that show high amino acid 
sequence identities (66–88%) with their respective mammalian orthologs. It has 
been demonstrated that GPR3, GPR6, GPR12, and GPR12L are constitutively active 
and capable of stimulating the cAMP/PKA signaling pathway without ligand stimu-
lation in birds (and zebrafish), indicating their conserved signaling property across 
vertebrates [67]. Several researches have demonstrated that RNA-Seq is the most 



9

Genetic Polymorphism in Animals
DOI: http://dx.doi.org/10.5772/intechopen.99423

Author details

Subodh Kumar Jain*, Shweta Yadav and Sapna Sedha
Department of Zoology, Harisingh Gour University, Sagar, Madhya Pradesh, India

*Address all correspondence to: subjain@gmail.com

suitable and promising technology which gives a definitive view of the pathways 
involved and the role of every single gene in that process [68]. RNA-seq data/qRT-
PCR assays revealed that GPR6 and GPR12L expression is mainly restricted to the 
chicken brain, while GPR12 is highly expressed in chicken ovarian granulosa cells 
(GCs) and oocytes of 6 mm growing follicles and its expression in cultured GCs is 
upregulated by progesterone [67].

Signal transducers and activators of transcription (STATs) represent a family 
of latent cytoplasmic proteins that mediate a variety of peptide hormones and 
cytokines in a target cell [69], controlling the action of growth hormones on target 
genes [70]. STAT5B regulates ovary development and sexual maturation [71]. 
Moreover, in another study, STAT5B knock-out mice had no breast development 
or lactation [72].

9. Conclusion

The study of genetic variations in economically important species has practical 
significance for developing strategies to control the disease, to improve reproduc-
tive traits, yield more beneficiary products like honey, silk, pearl, manure, etc. 
Further, the study of genetic variation will help in area wise differentiation of the 
species. Also, the data pertaining to G protein-coupled receptors (GRP3, GPR6, 
GPR12) is scanty in case of non mammalian vertebrates which needs further 
research. RNA-Seq -the most suitable and promising technology must be used to 
elucidate the role of every single gene involved in the pathways to be studied in 
order to apply for more benefit to the society.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Abstract

Each year, approximately 230 million malaria cases and 400,00 malaria 
deaths are reported worldwide. Malaria is a life-threatening disease caused 
by Plasmodium parasites that are transmitted from one individual to another 
through the bites of infected female Anopheles mosquitoes. Malaria parasites 
replicate asexually in the human host, and, in each replication cycle, a portion 
of the asexual stages develops into sexual gametocytes that permit transmis-
sion. The proportion of infections that carries gametocytes and the infectivity 
of gametocytes are indicators of human-to-mosquito transmission potential. 
In P. falciparum, gametocytes appear 10–14 days after infection, whereas in 
P. vivax gametocytes appear simultaneously with asexual schizonts. Such dif-
ference in development not only increases the length of time that an individual 
is infectious, but also increases the likelihood of transmission before treatment. 
The conversion from asexual parasites to gametocytes is also highly variable 
between infections. Differences in age, host immune response, parasite genetic 
composition, density of red blood cells, presence of co-infecting parasite strains, 
and antimalarial drug use could affect gametocytes production. In P. vivax, the 
unique ability to produce hypnozoites, a dormant liver stage of the parasite, 
may allow gametocytes to be produced periodically from relapse and contribute 
to transmission. In this chapter, we will provide an overview of the biology of 
Plasmodium gametocytes, existing tools for gametocyte detection, and features 
of gametocyte genes. The biological insights and genetic findings are essential 
to developing better detection biomarkers and effective strategies to reduce  
transmission in malaria-endemic countries.

Keywords: Plasmodium, gametocyte, epidemiology, biomarkers, transmission
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1. Introduction

1.1 Malaria epidemiology

Malaria is a mosquito-borne disease. In humans, malaria is primarily caused by 
six different Plasmodium parasite species including P. falciparum, P. vivax, P. ovale, 
P. malariae, P. knowlesi, and P. simium [1]. To date, there is an estimated 229 million 
cases of malaria worldwide each year resulting in approximately 409,000 deaths [2]. 
This has resulted in an estimated direct cost (treatments, premature death, and loss 
of household income) of $12 billion USD per year, with lost economic growth being 
many times greater [3]. The deadliest of these is P. falciparum, primarily located in 
the African continent [4], due to the high parasitemia levels and rapid growth [4]. 
P. falciparum utilizes several host receptors, including Band 3 and Glycophorin A, 
B, and C for red blood cell invasion [5], which contributes to high parasite loads in 
infected patients and spread across the ethnically diverse continent. Contrary to P. 
falciparum, P vivax primarily uses the Duffy antigen receptor found on the surface 
of reticulocytes for invasion, leading to lower parasitemia levels. P. vivax is globally 
widespread in Asia, South America, and northern and eastern parts of Africa [6]. 
This parasite can cause relapse from weeks to months after the initial infection [6].

Most P. ovale cases were reported in the tropics of western Africa [7] and is consid-
erably less prevalent and possibly less fatal in comparison to P. falciparum and P. vivax 
[8]. P. ovale has two different subspecies: P. ovale curtisi and P. ovale wallikeri, both of 
which may produce dormant stage hypnozoites similarly to P. vivax [9, 10]. P. ovale has 
been shown to be transmitted across international borders from Africa to China [11] as 
well as to Korea [11, 12], in countries that were considered malaria free [12]. P. malar-
iae is mostly reported in sub-Saharan Africa and southeast Asia. Similar to P. ovale, P. 
malariae is less common and less fatal. In sub-Saharan Africa, infections of P. malariae 
are often found to also contain P. falciparum [13]. Though less common, P. knowlesi, 
a primate parasite infecting long-tailed and pig-tailed macaques [14], has recently 
been reported to infect humans in Southeast Asia [15, 16] and is mainly transmitted 
by Anopheles leucosphyrus and A. hackeri [16–18]. P. knowlesi utilizes two gene families: 
DBL and RBP, to bind the Duffy antigen/chemokine receptor (DARC) to invade 
human erythrocytes [19]. Last but not least, P. simium is a common primate parasite 
that has recently been detected through molecular assays in humans from Atlantic 
Forest region of southeastern Brazil [20]. P. simium remains largely uncharacterized 
due to its novelty and rarity in humans, but is thought to have similar invasion mecha-
nisms to P. vivax due to genetic and morphological similarities [20]. The presence of 
these less-common malarial species emphasizes the need for better detection tools and 
control measures especially in countries approaching the elimination phase.

1.2 Development and transmission of Plasmodium

The lifecycle of Plasmodium is divided into two stages: the human asexual 
reproduction stage (also known as the erythrocytic stage) and the mosquito sexual 
reproduction stage (known as the sporogonic cycle) [20], both of which are neces-
sary for population growth and genetic diversification [19]. The parasite first enters 
the human body in the form of sporozoites through the infected salivary gland of 
an Anopheles mosquito during a blood meal. Within minutes, sporozoites infect the 
liver and begin asexual replication to form schizonts (a process called exoerythro-
cytic schizogony) within a few days to a few weeks [20]. Once matured, schizonts 
bust to release hundreds of merozoites into the blood stream [20]. P. falciparum,  
P. ovale, P. malariae, and P. simium infect mature erythrocytes [2, 19, 21] while 
P. vivax and P. knowlesi infect younger reticulocytes [2, 19, 22–24] to feast on 
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hemoglobin and further reproduce asexually [2, 19]. At this stage, the intracellular 
Plasmodium is considered as a ring stage parasite because the young parasite takes 
up hemoglobin in a single, large vacuole that looks like a ring. Once the hemoglobin 
is engulfed, the parasite then begins feeding and hemoglobin is acquired by endocy-
tosis of erythrocyte cytoplasm within cytostomes, known as the trophozoite stage. 
After the hemoglobin is consumed, the trophozoite may either undergo schizogony 
to asexually reproduce and start the erythrocytic cycle with new merozoites or 
mature into a macrogametocyte (egg) or microgametocyte (sperm). Because 
human body temperature is considerably warm for Plasmodium sexual reproduc-
tion [25], both forms of gametocytes are taken up by an Anopheles mosquito where 
sexual reproduction occurs within the gut of the mosquito producing zygotes. Once 
matured, the zygote will become mobile and elongated, developing into ookinete 
to infect the midgut wall of the mosquito [26] and develop further into oocyst. 
Oocysts asexually divide and eventually rupture into sporozoites that travel to the 
salivary gland of the mosquito to infect a new human host [2, 19].

All six human malaria parasites require gametocytes to infect female Anopheles 
mosquito to reproduce sexually and continue development into sporozoites before 
infecting a new human host [27]. This has led to complications in the control of 
malaria transmission and gametocyte detection [28]. Furthermore, P. vivax and  
P. ovale’s unique ability to form dormant stage hypnozoites complicates parasite clear-
ance and can reintroduce old parasite strains into transmission reservoirs [2, 19]. 
Gametocytes are critical for malaria transmission and possible immune evasion 
in both the human and mosquito hosts [29, 30], emphasizing the importance of 
accurate detection. This chapter aims to provide a systemic review that highlights the 
complexity of Plasmodium gametocytes at the biological and genetic levels and cur-
rent methods used to track and detect Plasmodium gametocytes. We further examine 
the capability of biomarkers used across Plasmodium species and provide new 
candidate biomarkers to further enhance detection protocols. Lastly, we examine the 
immunogenicity of gametocytes in both humans and mosquitoes.

2. Gametocytogenesis

2.1 Gametocyte commitment and development

Gametocytogenesis is the commitment of a Plasmodium parasite to produce 
male and female gametocytes through mitotic division during the trophozoite stage 
that involves multiple epigenetic and transcriptional regulations [31]. Changes in 
temperature, pH, and host age help stimulate gametogenesis, the emergence of the 
gametes in the mosquito mid-gut. A drop in temperature from 38°C to 20-26°C, the 
exposure to gametocyte activating factors and/or mosquito exflagellation factors, as 
well as a rise in pH can trigger gametogenesis [32–34]. Some merozoites, for reasons 
not fully understood, differentiate into the sexual forms of the parasites, the game-
tocytes. Upon ingestion by the mosquito, the decline in pH, a drop in temperature, 
and other mosquito derived factors such as xanthurenic acid can together activate 
gametocytes to transform within 5–10 minutes to male (microgamete) and female 
gametes (macrogamete) within the mosquito midgut. When gametocytes are taken 
up during a mosquito’s blood meal, a number of factors including temperature, 
oxygen and carbon dioxide concentration, pH and exflagellation factor contribute 
to the maturation of gametocytes [35]. Some species, such as P. ovale in humans and 
P. yoelii in mice, can develop into morphologically distinct male and female game-
tocytes directly from hepatic merozoites for further transmission [7]. Gametocyte 
commitment is largely based on stress factors including high parasitemia, anemia, 
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drug treatments, and host immune responses [36–39]. Although no clinical symp-
toms are experienced during gametocytogenesis, this developmental stage is critical 
for sexual replication in the mosquitoes and subsequent infection of a new human 
host in the form of sporozoites. There is considerable variation in the development 
time among the different human Plasmodium species, ranging from 7 to 10 days 
after the initial establishment of asexual parasites for P. falciparum [40] and 
7–15 days for P. vivax [41]. It is yet unclear about the time for gametocyte develop-
ment in P. knowlesi, P. malariae, P. ovale, and P. simium. During this prolonged 
maturation period, gametocytes undergo five morphologically distinct stages (I-V) 
[42]. The immature gametocytes developed during stages I-IV sequester mostly 
in host tissues, particularly in bone marrow and spleen [43]. At stage V during 
maturation, gametocytes become more deformable and return in the blood circula-
tion for uptake by a new mosquito host [44]. For proper sporogonic development 
to occur, both male and female gametes must be taken up during a blood meal as 
merozoites are incapable at forming both male and female gametocytes from the 
same schizont [45]. Most regulation is performed through RNA binding proteins, 
such as acetylation lowers binding efficiency 4 (ALBA4), that increases exflagella-
tion events in an unknown manner [46, 47].

To date, most of our knowledge on gametocyte commitment is derived from 
P. falciparum due to a lack of viable culturing methods for P. vivax [48] and low 
prevalence of other Plasmodium species. Molecular processes including epigenetic 
regulation and histone posttranslational modifications play vital roles in gametocyte 
commitment [49–51]. A well-studied example of histone regulation in P. falciparum 
is H3K9me3, which is normally restricted to multigene families in subtelomeric 
regions [52], and recruits heterochromatin protein 1 (HP1) [53, 54]. Both proteins 
are strongly associated with the AP2-G locus, the primary regulator for gametocy-
togenesis [55, 56]. Previous studies have shown that a majority of asexual parasites 
have AP2-G silenced [47] and this gene silencing may be induced by histone deacety-
lase (Hda2) [57]. Depletion of HP1 through GDV1, another gene that regulates 
gametocyte production, was shown to increase schizont development into gameto-
cytes by 50% [47, 58]. Further, the presence of Stabilization ligand Shield 1 (Shld1) 
may also increase transcription of AP2-G by stabilizing the protein complex for 
transcription and enhance gametocyte production. Although the molecular mecha-
nisms of gametocytogenesis are well established in P. falciparum, there are currently 
no sensitive and reliable methods available in clinical settings for front-line detection 
of in vivo gametocytes due to strain polymorphisms, limiting gametocyte densities, 
and variations in the timing of gametocyte production and development.

2.2 Polymorphisms of gametocyte genes

Recently, advances in next generation sequencing provide new insights in our 
understanding of genetic variation and gene expression across different stages of 
Plasmodium species [59]. The mosquito immune system is a significant barrier for 
some Plasmodium isolates to infect the mosquito hosts. For example, in P. falci-
parum, highly expressed Pfs47 protein allows the parasites to become “invisible” 
and escape the immune system of the mosquito. This protein is expressed on the 
surface of female gametocytes and ookinetes. The African isolates of P. falciparum 
that are known to express Pfs47 have been shown to escape the Anopheles gambiae 
immune system by suppressing the Jun-N-terminal kinase (JNK) signaling and 
avoiding the induction of epithelial nitration [59]. The Pfs47 protein gene is highly 
polymorphic implying that the mosquito immune system may be the driving force 
for diversity, and that parasites with compatible Pfs47 haplotypes and/or escape 
immune evasion are preferably selected [60].
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The innate immune response in the mosquito vector is mediated in most part by 
the hemocytes, which eliminate pathogens such as bacteria, fungi, and protozoa. 
Anopheles mosquitoes are known to have a complement C3-like protein called 
thioester-containing proteins (TEP). TEP of An. gambiae (AgTEP1) has been shown 
to initiate immune defense against P. berghei [61]. TEP1 facilitates the interaction 
between the parasite and hemocytes with late encapsulation that kill the parasite. 
Knockdown of the TEP1 gene renders genetically selected refractory Anopheles 
strain susceptible to infection and increases the infectivity rates [61]. However, 
P. falciparum has been shown to bypass the TEP-based defense mechanism using its 
6-cystein protein P47-like [61]. In P. berghei, the P47-like protein is important for 
female gamete fertility, whereas in P. falciparum, it promotes the gametocyte-to-
ookinete development and protects the ookinete from complement-dependent lysis 
[61]. Furthermore, infection of An. gambiae mosquitoes by ookinetes of P. berghei 
has been shown to module the mosquito’s immune system by up-regulating expres-
sion of the peptide defensin and a putative gram-negative bacteria-binding protein 
and a TNF-α factor-like transcription factor (LL3) [61].

2.3 Expression of gametocyte genes

During the different stages of gametocyte development, various genes express 
differentially. For instance, Pfs16 expresses the earliest and highest in stage II game-
tocytes, the alpha-tubulin II gene shows maximum expression levels in both stage II 
and III gametocytes, Pfs230 expresses in stage III gametocytes, PfsMR5 in stage IV 
gametocytes, and Pfs28 in stage V gametocytes [62]. Such gene expression pattern 
is directly related to the activities involved in each specific stage. Pfs16 is known as 
a marker for detecting sexually committed ring stages parasites and it likely plays a 
key role in gametocyte maturation given its continual expression during the entire 
gametocyte maturation process [63]. Recent immunofluorescences assay identi-
fied a small population of schizonts that expressed the Pfs16 gene. Pfs16 mRNA 
increases in the asexual cycle before schizonts develop into stage I gametocytes, 
though translation is delayed until the onset of stage I gametocytogenesis [62]. This 
finding suggests that both Pfs16 transcription and translation may begin prior to 
invasion of a committed merozoite and development into a stage I gametocyte.

The female gametocyte specific gene Pfs25, which expresses solely in the mosquito, 
is a glycosylphosphatidylinositol-linked protein expressed on the surface of ookinetes 
[64]. This gene is used for the detection of stage V female mature gametocytes as well 
as in the quantification of gametocytes from field studies [63]. Because Pfs25 is solely 
expressed inside the mosquito hosts with limited immune selective pressure, sequence 
variation between isolates is relatively low [65]. Antibodies against Pfs25 have been 
shown to reduce oocyst production in in vitro membrane feeding experiments. Both 
high sequence conservation and antibody response make Pfs25 a leading target for 
transmission-blocking vaccine design. Apart from Pfs25, another family of gameto-
cyte protein with cysteine-rich domains includes Pfs230 and Pfs48/45 that have also 
been targets of transmission-blocking vaccine  development [66, 67].

Pfs230 expresses in both male and female gametocytes with a prodomain that is 
processed during gametocytogenesis and mediates red blood cell binding, specifi-
cally during oocyst development [68]. The Pfs230 protein appears on the surface of 
gametes as a complex with Pfs48/45 (a glycosylphosphatidylinositol (GPI) anchored 
protein [69]) and appears to be critical for gamete fusion. The double domains in 
Pfs230 reveal a structure resembling the surface antigen 1 (SAG1) protein with a 
double beta-sandwich structure found in Toxoplasma gondii, another apicomplexan 
parasite. The complete gene encoding the Pfs230 protein from different isolates 
of P. falciparum showed that 27 nonsynonymous polymorphic sites [70]. Among 
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them, the amino acids at eight polymorphic sites map to positions that point their 
side chains toward the surface of the protein [70]. Five of those eight sites map to 
a confined region on the same side of the beta-sandwich of the protein structure. 
Even though the distribution of the amino acids are over much of the length of the 
domain IV sequence, the polymorphic sites appear to outline, although loosely, a 
contiguous surface region of the model [70]. This structural feature may provide 
relevant sites with respect to the interaction of male and female gametes [70].

In both male and female gametocytes, Pfs230 is expressed without a known 
membrane anchor and appears as a complex with the Pfs48/45 proteins on the 
surface of gametes, though this colocalization is not required. Pfs230 has been 
observed on the surface of live macrogametes in the absence of Pfs48/45 [71]. 
Pfs48/45 is a cysteine rich surface protein that is vital in male gamete fertility. 
Sequence analyses of Pfs48/45 revealed that polymorphisms are rare for residues 
involved at the binding interface [72]. Furthermore, unlike other pre-erythrocytic 
blood stage antigens Pfs48/45 is less polymorphic. The number of synonymous 
substitutions per synonymous site exceeds the number of non-synonymous substi-
tutions per non-synonymous site [73].

Recent clustering analyses indicated that there is a clear distinction in the 
expression levels between male and female gametocyte genes. Male and female 
gametocytes have been shown to be differentiated by their gene expression levels 
as early as stage III. The female gametes are generally separated by stage, indicating 
differentiating gene expression levels with respect to mid and late-stage female 
gametocytes [74]. For male gametocytes, PF3D7_1325200, a putative lactate 
dehydrogenase gene, is highly expressed [74]. Another male gametocyte gene 
PF3D7_1311100 is a putative meiosis-specific nuclear structure protein 1. This gene 
is essential for normal assembly of the sperm flagella in mice, suggesting that it 
may have a role in the male gamete development and exflagellation. Other genes 
including Pf3D7_1114000, Pf3D7_1122900, Pfg14–748, HAP2, and MAPK2 are 
found to be associated with male gametocytes, though both Pf3D7_1114000 and 
Pf3D7_1122900 are also expressed in a few female gametocytes [74].

3. Genetic markers for detection and prevention

3.1 Conventional genes used for gametocyte detection

Previous study has indicated that approximately 10% of P. falciparum and 60% 
of P. vivax infections had concurrent detectable low-density gametocytemia [75]. 
Gametocyte densities are typically lower than asexual parasite densities (Figure 1A) 
and directly associated with total asexual parasite densities (Figure 1B). Given the 
relatively low gametocyte densities, it is conceivable that many of these infections 
are submicroscopic and remain undetected in communities where malaria occurs, 
contributing to continuous transmission.

Molecular tests for diminutive amounts of gametocytes use reverse-tran-
scription polymerase chain reaction (RT-PCR) to amplify RNA transcripts of 
gametocyte-specifically expressed genes. Compared to DNA-based assay, qRT-PCR 
of targeted RNA transcripts revealed higher sensitivity in detecting gametocytes 
of considerably low densities. For example, there are more than 106 copies of 18S 
rRNA transcript per cell but only 5 copies of the 18 s rRNA gene per genome [76]. 
The production of high transcript copies in parasite cells allow for greater detec-
tion limits. For P. falciparum, several targeted genes such as Pfs25, Pfg136, Pfg84, 
and Pfg17 are specific to female gametocytes. The lack of genes specific to male 
gametocytes could underestimate the total gametocytes in an infection and thus 
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its transmission potential. Moreover, genes often show wide variations in detec-
tion limit based on the level of RNA transcript production, ranging from 100 
gametocytes per microliter of blood by Pfg84, 70.7 gametocytes/μL by Pfg136, 25.3 
gametocytes/μL by Pfs25 to as low as 10 gametocytes/μL by Pfg17 [77]. Pfg17 is 
considered as the most sensitive biomarker so far because it can detect the lowest 
number of gametocytes. For example, in malaria-endemic areas of Ghana, Pfg17 
offers higher sensitivity than Pfs25 in detecting P. falciparum gametocytes in clinical 
samples collected from children and adults [61]. Of the 80 children, 47 were tested 
negative and 33 were positive for asexual blood stage P. falciparum. Nine out of the 
47 (19%) negative children were detected positive for P. falciparum gametocytes by 
Pfg17. Among 30 adults aged from 32 to 60 years, 21 were (70%) tested positive for 
P. falciparum gametocytes by Pfg17, but only 7 (23.3%) were positive by Pfs25 [61].

For P. vivax, Pvs 25 and Pvs16 that are specific to female gametocytes are two 
conventional gene markers for gametocyte detection [78]. One gametocyte roughly 
corresponds to four Pvs25 transcripts per cell [79], and Pvs25 can detect from a mean 
of 0.34 gametocytes per μL blood from P. vivax patients in Papua New Guinea [78] 
to a mean of 2 gametocytes per μL blood in patients from Ethiopia [75]. Such low 
gametocyte densities make them extremely difficult to be detected by microscopy. The 
number of Pvs25 gene transcript copes detected by qRT-PCR directly correlates with 
the number of mature gametocytes as well as the overall parasite densities [41, 80] and 
was shown a nearly normal distribution with a mean of 1.2 × 107 copies/μL (ranging 
from 1.1 to 4.8 × 108 copies/μL) blood among 42 symptomatic P. vivax patients from 
northwestern Brazil [81]. Prior studies showed that age is tightly associated with game-
tocytemia. A lower proportion of infections with gametocytes was found with increas-
ing age [79, 82]. Gametocytes are generally detected in ~20% of the infections among 
adults [41], but at much higher proportions in children under the age of 12 [82, 83]. 
Yet, gametocytemia in adults is up to 20-fold higher than in children [84, 85]. In areas 
with low levels of transmission, a large proportion of infections that are undetected by 
microscopy could be reservoir for parasites with high infectious gametocytes [86]. In 
Ethiopia, symptomatic P. vivax infections are nearly four times more infectious than 
asymptomatic ones [87]. Other factors such as host immune response, parasite strains, 
red blood cell density, antimalarial drug use, and relapse can also affect gametocyte 
production [79, 88, 89]. For P. malariae and P. ovale, there is yet no gametocyte assays 
due to little success in finding Pfs25 or Pvs25 orthologues in these species.

Figure 1. 
(A) Comparison of asexual parasitemia and gametocytemia among P. vivax infections from Ethiopia. (B) 
Significant correlation was observed between asexual parasitemia and gametocytemia.
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3.2 Novel gene candidates to improve detection sensitivity

Recently, the male-specific gene pfs13 that offers the lowest female to male 
expression ratio was identified as a new male gametocyte biomarker used in 
qRT-PCR assays from field isolates [90]. Other male-specific markers including 
PF3d7_1311100, PF3D7_1325200, and Pfg14–748 were also shown with abundant 
stage V male gametocytes in infected samples that made them as sensitive biomarker 
candidates [74], although their specific functions are unclear. Furthermore, CCp1, 
CCp3, and P25 were identified as better biomarkers in differentiating female from 
male gametocytes [74, 91]. These genes are highly expressed in stages III to V female 
gametocytes. Though another gene NEK4 is female-specific, it is not sufficiently 
expressed in the transcriptome until stages IV and V, suggesting that it could be a 
good late-stage female biomarker candidate. PF3d7_1107800, a putative AP2 tran-
scription factor, also strongly correlates as a female specific gametocyte gene similar 
to NEK4. PF3d7_1107800 is highly expressed only during stages IV and V, and 
thus, could potentially a biomarker for late-stage female gametocyte detection [74]. 
Besides, female gametocyte marker gene CCp4 was also identified as a new target 
for gametocyte detection [92]. The design of intron-spanning primers of these novel 
genes allows for the amplification of mRNA only without a DNA digestion step [92].

A recent study of 26 P. vivax samples from Cambodian patients indicated that the 
expression profile of 21 predicted gametocyte genes were clustered in two distinct 
groups [93]. One group includes Pvs25, ULG8, gametocyte developmental protein 1, 
guanylate kinase, HMGB1, and five CPW-WPC proteins that associate with intracel-
lular trafficking and histone remodeling in the female gametocytes. The other group 
includes Pvs47, Pvs48/45. Hap2, the gamete egress and sporozoite traversal protein, 
s16, and three CPW-WPC proteins that associate with microtubular development in 
the male gametocytes. It remains to be determined if these male and female game-
tocyte genes show higher expression than the conventional marker Pvs25, offer high 
detectability of the total potentially transmitting gametocyte densities (both male 
and female gametocytes), and allow for robust gametocyte sex-ratio estimates in 
field studies given their stability under suboptimal storage conditions [92].

3.3 Treatment and prevention

In P. falciparum infections, gametocytes express surface antibodies against the 
surface antigens for circumsporozoite protein (PfCSP) 2A10, apical membrane 
antigen 1 (PfAMA1), and thrombospondin-related adhesive protein (TRAP). In P. 
vivax infections, Pvs48/45 and PfCLAG9 have been shown to elicit naturally acquired 
immune responses [65, 66]. Gene 1613 has been identified to be critical for the develop-
ment and maturation of gametocytes, which could potentially impact the elicitation 
of humoral immune response and the ability of gametocytes to transmit [94]. These 
could be critical antigen proteins for vaccine design. As gametocytes mature from one 
stage to another, the production of antibodies in human hosts will cause gametocytes 
to develop and mature at a much slower rate than normal in the bone marrow [94–96]. 
Combining multiple antigens involved in different stages of gametocyte development 
and sexual progression can help interfere and diminish transmission [69]. Predicting 
the structure of the parasite antigen binding domains e.g., in AMA1 and Pfs48/45, and 
delineating epitopes targeted by the host antibodies could uncover key elements in 
blocking transmission and provide a benchmark for evaluating vaccine efficacy [70]. 
Vaccines that block the ability of gametocytes to transmit can reduce infections and 
lower the transmission potential from mosquitoes to humans in malaria-endemic areas 
[67]. Future studies should focus on expanding our understanding of gene interactions 
and their functions as well as disease control by way of transmission blocking vaccine 
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development [71]. Furthermore, uncharacterized chemotypes that possess activity 
against sexual parasites have also been recently identified to inhibit transmission to 
mosquito and human contact [68]. Interference by JmjC inhibitor known as ML324 
causes expression to subsequently cease methylation activity followed by gametocyte 
lysis for P. falciparum. Identifying key surface proteins present in multi-parasite life 
rostrums could potentially be means of a preventative antimalarial against gameto-
cytes [68].

4. Conclusions

To date, gametocytogenesis and gametocyte transmission tracking remain 
largely uncharacterized due to low prevalence and technological hurdles. As several 
countries approach the elimination phase for malaria, the need for sensitive and 
reliable biomarkers for gametocyte detection is more urgent than ever. Microscopy 
has low detection limit to overcome low parasitemia loads and existing qPCR 
biomarkers fail to accurately detect both sexes of the parasites. Information on 
genetic polymorphisms and expression levels of gametocyte biomarkers enable 
researchers to develop a more sensitive and accurate diagnostic test for Plasmodium 
gametocytes. Knowledge of gametocyte reservoirs and their interactions with host 
immune system will help develop effective treatment and preventive strategies to 
minimize the risk of malaria transmission. We recommend future studies focus on 
gene interactions and protein functions involved in gametocyte development, as 
well as polymorphisms in novel gametocyte genes that could be targets for develop-
ing better diagnostics or transmission blocking vaccines.
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Abstract

Venous and arterial thrombosis are complex disorders involving several genetic 
inherited thrombotic and environmental risk factors as well as many mechanistic 
pathways including those of hemostatic, inflammatory and oxidative homeostasis. 
To provide an overview of genetic polymorphisms associated with thrombotic 
disorders, we studied related pathways and mechanisms of venous and arterial 
thrombosis along with their genetic polymorphisms in association with their 
clinical significance. We considered classical polymorphisms in the coagulation 
pathway factors, particularly the thrombophilia predisposition factors: Factor V, 
Prothrombin and MTHFR as well as PROC, PROS and antithrombin III. Other 
known and novel genetic polymorphisms having an impact on the pathogenesis of 
and the susceptibility to venous and/or arterial thrombotic disorders, in particular 
those involving inflammatory, immune and oxidant/antioxidant/redox signaling 
systems, were reviewed.

Keywords: ACE, Antioxidant systems, Arterial thrombosis, Coagulation pathway 
factors, Factor V, Genetic polymorphisms, Hemostatic systems, Leiden, MTHFR, 
Predisposition factors, Prothrombin, Venous thrombosis

1. Introduction

Thrombotic disorders and their related diseases, particularly cardiovascular 
diseases, are among the most common causes of morbidity and mortality in the 
world, causing a heavy burden on public health.

At the era of precision medicine ecosystem, omics technologies are increas-
ingly being used to provide new molecular taxonomy of diseases and more precise 
approaches to assess risks, to predict and diagnose, and to monitor prognosis, 
therapeutic management and progression of these diseases.

During the genomic and the post-genomic phases and after the success of the 
Human Genome project, many genetic markers of complex common multifactorial 
diseases, in particular thrombosis and cardiovascular diseases have been tested 
using genetic association studies.

Multiple single and combined genetic variations and polymorphisms especially 
in the genes of coagulation and hemostasis pathways, as well as in the genes of 
inflammation and other genes interacting with lifestyle and environmental factors 
such as immune and oxidative systems were considered.

However, some of those variants remain under debate and clinical genotype–
phenotype correlations continue to be uncertain.
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To provide an overview of thrombosis-related DNA polymorphisms, we 
reviewed thrombosis related mechanisms as well as genetic variants associated with 
arterial and venous thrombosis and embolism and their clinical manifestations.

Classical polymorphisms in the hemostasis and coagulation pathways factors are 
reported in this first chapter. Besides, other types of genetic polymorphisms and 
variants having an impact on the susceptibility to venous and arterial thrombotic 
disease will be documented in a second future part.

2. Definitions and stratification of thrombotic disorders

2.1 Thrombosis vs. embolism

Thrombosis is defined as the formation, development, or presence of a blood 
clot, known as a thrombus, within a blood vessel that may be either a vein or an 
artery. The prefix “thrombo” come from the Greek “thrombos” meaning a lump 
or clump.

When thrombosis detaches and travels through blood vessels to another part of 
the body, it becomes an embolism.

Thrombosis has catastrophic complications by obstructing blood flow leading to 
ischemia and even infarction of the tissues supplied by the occluded blood vessels.

Embolism is often considered more dangerous than thrombosis because of its 
predilection to obstruct the entire blood vessel.

2.2 Arterial thrombosis vs. venous thrombosis

Usually, thrombotic diseases are classified according to their occurrence in the 
venous system of low flow and pressure or in the arterial system of high-flow and 
pressure.

Venous and arterial thrombotic disorders have long been viewed as separate 
pathophysiological entities partly because of the recognizable anatomical differ-
ences, despite the idea of a common pathogenesis of all thrombosis which is funda-
mentally the disturbance of hemostasis [1].

In fact, arterial thrombosis has long been apprehended to be a phenomenon of 
platelet activation, whereas venous thrombosis has been mainly held to be second-
ary to the activation of the clotting system [1].

Differences observed in the composition of the thrombi, which are platelet rich 
thrombi in arterial thrombosis and fibrin rich thrombi in venous thrombosis, and 
the presence of vascular wall damage in particular atheroma in arterial thrombosis 
reinforced this dichotomy in the concepts of arterial vs. venous thrombosis [2].

Arterial thrombosis involves the formation of white platelet-rich thrombi that 
occurs after the rupture of atherosclerotic plaques and the exposure of procoagulant 
material such as lipid-rich macrophages, collagen, tissue factor and/or endothelial 
breach, in a high shear environment [3].

In contrast, venous thrombosis is usually associated with plasma hyperco-
agulability and activation of the clotting system with expression of procoagulant 
factors on an intact endothelium. This activation is the result of the inflammatory 
process associated or not to a reduced blood flow or a stasis subsequent to prolonged 
immobility [1].

Actually, the distinctions are not absolute, and there are many evidences that 
arterial and venous thrombosis have many common underlying mechanisms 
involving biological factors either responsible for activating coagulation or inflam-
matory pathways in both the arterial and the venous systems [4].
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Moreover, it was shown that patients with venous thromboembolism are at a 
higher risk of arterial thrombotic complications than matched control individual 
supporting the interplay between venous and arterial thrombosis pathogenesis [5].

2.3 Arterial vs. venous thrombotic related diseases

Arterial and venous thrombosis and embolism are associated to a variety of diseases 
and clinical manifestations such as systemic arterial thrombosis or embolism, ischemic 
strokes and acute infarction as well as superficial vein thrombosis and acute peripheral 
venous phlebitis, deep vein thrombosis and acute pulmonary embolism [6]. Obstetrical 
and placental thrombosis is another clinical presentation of thrombotic disease.

2.4 Coagulopathies vs. thrombophilia thrombotic related states

The definition of the term coagulopathies is controversial. They are various 
conditions in which the aptitude of blood to clot is impaired. However, the term of 
coagulopathies is used by many health-professionals to design thrombotic states 
and disorders of coagulation [7].

The definition of the term thrombophilia is more consensual and refers to 
inherited defects leading to enhanced coagulation, especially of the venous system. 
On the other hand and for many authors, thrombophilia may be, inherited or 
acquired, and the hypercoagulability state may arise from an excess or hyperfunc-
tion of a procoagulant or a deficiency of an anticoagulant factor [8].

2.5 Microthrombosis vs. macrothrombosis

Microvascular thrombosis is defined by the occurrence of microthrombi within 
the microcirculation. This microthrombogenesis process is associated to various 
severe clinical diseases such as thrombotic thrombocytopenic purpura, dissemi-
nated intravascular coagulation, and antiphospholipid syndrome as well as other 
thrombotic microangiopathies. It is also observed during systemic infections, 
cancer, myocardial infarction, stroke and neurodegenerative diseases [9].

Microvascular thrombosis often occurs subsequently to disordered clot formation 
and disordered inflammation pathway. Recently, during the coronavirus pandemic, it 
was shown that the novel severe acute respiratory syndrome coronavirus 2, is char-
acterized by a dysregulated immune system and hypercoagulability recognized on 
the basis of profound d-dimer elevations and evidence of microthrombi and macro-
thrombi, both in venous and arterial systems. The complex crosstalking between the 
innate immune system and coagulation pathways culminates in the model of immu-
nothrombosis, ultimately causing microthrombotic complications [9]. Microvessel 
thrombosis can then cause greatly differing symptoms that range from limited changes 
in plasma coagulation markers to severe multi-organ failure. Immunothrombosis 
is critically supported by neutrophil elastase and the activator molecules of blood 
coagulation tissue factor and factor XII. Identification of the biological driving forces 
of microvascular thrombosis should help to elucidate the mechanisms promoting 
pathological vessel occlusions in both microvessels and large vessels [10].

3. Thrombosis pathogenesis

Thrombosis is a pathologic phenomenon related to the disturbance of the 
dynamic balance of hemostasis. In fact, under normal circumstances, there is a fine 
balance between the procoagulant, anticoagulant and fibrinolytic pathways.
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Hemostasis is the physiological mechanism aiming to protect the vascular sys-
tem and to keep it intact after injury. The dynamic hemostatic balance comprising 
interactions between endothelial cells, thrombocytes, coagulation, and fibrinolysis 
prompts the regulation of hemostasis in order to assure the function of tissues 
and organs. This mechanism ensures the control of hemorrhage and thrombosis 
pathway activation and provide a matrix in wound healing and tissue repair. The 
amount of fibrin layers, at a site of injury inducing the progress of the tissue repair, 
is controlled by hemostasis balance [11].

When this equilibrium is disturbed under any condition, the physiologic process 
becomes pathologic leading to bleeding or to thrombotic troubles.

Numerous genetic, acquired and environmental factors can disturb the balance 
in favor of coagulation, leading to the pathologic formation of thrombi in veins, 
arteries, or cardiac chambers [1, 12].

The German pathologist Rudolf Virchow recognized that if this dynamic 
balance was altered by venous stasis, abnormal coagulability and vessel wall 
damages, microthrombi could propagate to form macroscopic thrombi. This 
understanding of thrombosis formation has been baptized as the triad theory in 
1856 (Figure 1) [13]. Mechanisms of stasis, hypercoagulability, and endothelial 
dysfunction have been, subsequently elucidated as well as the different major 
factors involved in the hemostasis and coagulation cascade and fibrinolytic 
system, both at the biochemical and genetic levels [14].

Typically, arterial thrombotic disease is interrelated to atherosclerosis and 
thrombosis, as well as their interaction designed by the term atherothrombosis. 
Acute arterial thrombosis occurs at the site of a ruptured, lipid-rich atherosclerotic 
plaque. This event contributes to the transition of a stable atherosclerotic disease to 
an acute state [3]. Depending on the localization of atherosclerotic plaques, arterial 
thrombotic disease may be an acute infarction such as myocardial or brain infarc-
tions, ischemic stroke, or peripheral arterial occlusion leading to ischemia. Arterial 
thrombosis can also be due to other pathological conditions favoring arterial clotting 
and turbulences such as atrial fibrillation and antiphospholipid syndrome [1, 3].

Figure 1. 
The triad contributing together to venous thrombosis described by Rudolph Virchow.
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In veins, Virchow’s triad is traditionally invoked to explain pathophysiologic 
mechanisms leading to thrombosis. In fact, abnormalities in blood composition 
with plasma hypercoagulability, alterations in the wall components of blood vessel 
and changes of the blood flow with stasis, are the three components involved in 
the development of venous thrombosis [13]. Clinical manifestations of venous 
thrombosis include acute peripheral venous thrombosis (phlebitis) and deep venous 
thrombosis or venous thromboembolism as well as pulmonary embolism, the most 
serious acute complication of deep venous thrombosis. Long-term complications 
represented by post-thrombotic syndromes are due to damages affecting the valves 
in the veins. Venous thromboembolism and superficial vein thrombosis account for 
about 90% of venous thrombosis. Other rarer forms include retinal vein throm-
bosis, splanchnic vein thrombosis, cerebral venous sinus thrombosis, renal vein 
thrombosis, and ovarian vein thrombosis [15].

4. Thrombosis related pathways

The complex thrombosis related pathways crosstalking implies hemostasis and 
coagulation, inflammation and immune system as well as the contributing role of 
Redox homeostasis and the interplay of oxidative/nitrosative stress to both inflam-
mation and coagulation [16, 17].

4.1 Hemostasis and coagulation pathways

Understanding, components and factors as well as steps of hemostasis and 
coagulation pathways, is important in defining the molecular variants related to the 
thrombosis pathogenesis [18].

Hemostasis encompasses the tightly regulated processes of blood clotting, plate-
let activation, and vascular repair. Hemostasis, which is the physiologic response 
to vascular endothelial injury, encompasses a series of processes to maintain blood 
within the vascular system through the formation of a clot. It involves three basic 
steps: vascular spasm, platelet clot formation, and coagulation, in which activation 
of the coagulation cascade clotting factors promotes the formation of a fibrin clot. 
Fibrinolysis is the process in which a clot is degraded [19].

Hemostasis can be divided into primary hemostasis and secondary hemostasis 
corresponding to the coagulation process. The fibrinolytic pathway called the 
tertiary hemostasis interacts to regulate fibrin deposition and removal during 
healing [18, 20].

Primary hemostasis consists of the formation of the platelet clot and includes 
the blood vessel constriction or vasoconstriction, platelet adhesion, activation and 
aggregation at the site of the vessel injury. Secondary hemostasis is characterized 
by the transformation of fibrinogen into fibrin and changes the platelet clot into a 
stable fibrin clot [20, 21].

During hemostasis, three distinctive pathways can be involved: intrinsic, 
extrinsic, and common pathways. Activation of the intrinsic pathway is promoted 
through exposed endothelial collagen, while activation of the extrinsic pathway is 
stimulated through tissue factor released by various cells in particular the endothe-
lial cells after external damage. These pathways initiate separately at the beginning 
but at a specific moment with the presence of factor X, the Stuart-Prower factor, 
they converge, leading to common pathway with the generation of the prothrombi-
nase complex that cleaves the prothrombin into thrombin and then fibrin activation 
process and platelet clot stabilization with a fibrin webbing. Coagulation cascade 
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involving conversion of inactive coagulation factors to their active forms following 
a series of enzymatic reactions including multiple cofactors and that ends with the 
conversion of fibrinogen to fibrin, leads to the formation of the definitive fixed 
blood clot with scrambled blood cells. The factors II, VII, IX, X, XI and XII circulate 
as zymogens that are activated into serine proteases to act as catalytic agents cleav-
ing the next zymogen into more serine proteases, whereas factors V, VIII, XIII are 
not serine proteases [20–22].

To look at the multiple involved factors and actors in hemostasis pathways as 
well as their complex interactions; we reviewed recent literature reviews detailing 
the physiology of hemostasis and coagulation pathways. The biologic and molecular 
factors, cofactors and actors of the hemostasis pathways are summarized in Table 1 
and Figure 2.

At the cellular level, hemostatic reactions involves plasma, platelet, and vas-
cular components. After a blood vessel injury the extracellular matrix and the 
collagen become unprotected and in contact with the blood within an area of 
vasoconstriction, leading to the liberation of cytokines and inflammatory mark-
ers. Consequently, platelet adhesion, activation and aggregation at that site are 
sequentially mediated by interactions between various receptors including tyrosine 
kinase receptors, glycoprotein receptors, other G-protein receptors and proteins 
within the platelets [23]. Platelet degranulation induces the liberation of Adenosine 
diphosphate, thromboxane A2, serotonin, and multiple other activation factors. 
The conversion of fibrinogen to fibrin and the formation of a platelet-fibrin hemo-
static clot ends by a coagulation cascade involving the formation of fibrin polymer 
mesh catalyzed by activated factor XIII that stimulates the lysine and the glutamic 
acid side chains causing the cross-linking of the fibrin molecules and the formation 
of a stable fibrin clot [24].

The fibrinolytic pathway called the tertiary hemostasis interacts to regulate 
fibrin deposition and removal during healing. The activities of thrombin and 
other serine proteases are modulated by the serine protease inhibitors (serpins), 

Clotting 
factors

Aliases names Gene Chromosome Exons Gene ID

Factor I Fibrinogen FGB 4q31.3 8 2244

Factor II Prothrombin FII 11p11.2 14 2147

Factor III Thromboplastin -Tissue Factor FIII 1p21.3 6 2152

Factor IV Ionized calcium

Factor V Proaccelerin FV 1q24.2 25 2153

Factor VI Unassigned

Factor VII Proconvertin -Stable factor FvII 13q34 10 2155

Factor VIII Anti-hemophilic factor A FVIII Xq28 27 2157

Factor IX Christmas factor FIX Xq27.1 8 2158

Factor X Stuart-Prower factor FX 13q34 8 2159

Factor XI Plasma thromboplastin FXI 4q35.2 15 2160

Factor XII Hageman factor FXII 5q35.3 15 2161

Factor XIII Fibrin stabilizing factor FXIIIA1 6p25.1 15 2162

FXIIIB 1q31.3 12 2165

www.genecards.org and www.ncbi.nlm.nih.gov/gene/

Table 1. 
Clotting factors and their encoding genes.
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including antithrombin III and heparin cofactor II which are important in 
regulating the physiological anticoagulant action of glycosaminoglycans at the 
endothelium [25].

Under normal circumstances, there exists a fine balance between the procoagu-
lant and anticoagulant pathway and hemostasis is under the inhibitory control of 
several inhibitors that limit clot formation, thereby avoiding thrombus propagation. 
This balance is disturbed whenever the procoagulant activity of the coagulation 
factors is increased, or the activity of naturally occurring inhibitors is decreased 
[14, 26]. As thrombin acts as a procoagulant, it also acts as a negative feedback by 
activating plasminogen (Serpine 1 Gene ID: 5054 7q22.1 with 9 exons) to plasmin 
and stimulating the production of antithrombin (Serpinc1 Gene ID: 462, 1q25.1 with 
9 exons). Plasmin acts directly on the fibrin mesh and breaks it down. Antithrombin 
decreases the production of thrombin from prothrombin and decreases the amount 
of activated factor X. Protein C or blood coagulation factor XIV (PROC Gene ID: 
5624, 2q14.3 with 8 exons) and protein S (PROS1 Gene ID: 5627 3q11.1 with 16 
exons) act to prevent coagulation, mainly by inactivating factors V and VIII. The 
Kunitz-type protease inhibitor tissue factor pathway inhibitor (TFPI Gene ID: 7035, 
2q32.1 with 13 exons) limits the diffusion of the coagulation cascade. TFPI binds to 
FXa or the TF-FVIIa-FXa complex to restrict coagulation function [https://www.
genecards.org, https://www.ncbi.nlm.nih.gov/gene/].

Under abnormal circumstances, the formation of thrombi happens in a not 
breached vessel, in particular in venous thrombosis where thrombi are formed 
subsequently to the activation of the clotting system. However, in arterial thrombo-
sis, thrombi are considered typically as the result of a phenomenon of atherothrom-
bosis after rupture of atherosclerotic plaques leading to platelet activation and 
interactions between platelet activation, tissue factor vesicle expression from plaque 
macrophages, and then activation of the coagulation cascade [27].

4.2 Inflammatory and immune pathways

Understanding the role of inflammation in thrombosis disorders is important in 
defining the molecular variants related to the thrombosis pathogenesis.

Figure 2. 
The three distinctive pathways of hemostasis: intrinsic, extrinsic, and common pathways.
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The complex pathways of inflammation and hemostasis appear to have a com-
mon evolutionary origin and interrelated pathophysiologic processes [28].

In fact, there is an inflammation-hemostasis cycle in which each activated pro-
cess promotes the other, and the two systems function in a positive feedback circle. 
The mechanisms responsible in the relations between thrombosis and inflammation 
involve all components of the hemostatic system including associated cells and 
plasma coagulation/fibrinolysis cascades [1, 28, 29].

The first event in thrombus formation is probably the stimulation of an 
inflammatory response with the activation of endothelial cells, platelets, and 
leukocytes. Initiation of inflammation leads to the formation of microparticles 
that activate the coagulation system through the induction of tissue factor. In 
fact, throughout the inflammatory response, various inflammatory mediators, 
in particular proinflammatory cytokines play a central role in ever-changing 
the hemostatic activity towards procoagulant state by triggering endothelial cell 
dysfunction, increased platelet reactivity, activation of the plasma coagulation 
cascade, impaired function of physiologic anticoagulants and inhibited fibrino-
lytic activity [30].

On the other side, coagulation cascade augments inflammation by means of 
thrombin-induced secretion of proinflammatory cytokines and growth factors. 
Platelets may also trigger inflammation, in particular by activating the dendritic 
cells. In abnormal circumstances, other inflammatory factors are implicated such 
as chemokines, adhesion molecules, platelet-derived mediators linking thrombosis 
and atherosclerosis and thrombosis, infection and immunity [28, 31].

Recently, there is a consensus that vascular thrombosis diseases are simultane-
ously, triggered by biological stimuli responsible for activating coagulation and 
inflammatory pathways in both the arterial and the venous systems [32]. In fact, 
while it is commonly recognized that the pathogenesis of arterial thrombotic 
disease is related to the chronic lipid-driven inflammatory disease of the arterial 
wall characterized by the involvement of the innate and adaptive immune systems 
or atherosclerosis, it is only recently that inflammation has been accepted as a com-
mon pathway of venous thrombosis formation [33, 34].

The most well described pathophysiologic process, in which there are an estab-
lished relation between inflammation and hemostasis is the arterial atherothrom-
bosis generated consequently to ruptured atherosclerotic plaque. Besides, chronic 
inflammation may cause endothelial damage, resulting in the loss of physiologic 
anticoagulant, antiaggregant and vasodilatory properties of endothelium. There 
are, many systemic inflammatory diseases characterized by thrombotic tendency 
in the absence of vessel wall damage, including chronic autoimmune diseases and 
vasculitis, such as Behçet disease, antineutrophilic cytoplasmic antibody-associated 
vasculitis, Takayasu arteritis, rheumatoid arthritis, systemic lupus erythematosus, 
antiphosholipid syndrome, familial Mediterranean fever, thromboangiitis obliter-
ans and inflammatory bowel diseases [28, 35, 36].

Inflammation-induced venous thrombosis developed in the absence of ves-
sel wall damage, in particular during malignancies, is also well demonstrated. 
Malignant proliferation induces prothrombotic substrates such as tissue factor 
and production of inflammatory cytokines, including tumor necrosis factor (TNF 
Gene ID: 7124, 6p21.33 with 4 exons) and interleukin-1 (IL1A Gene ID: 3552, 2q14.1 
with 8 exons and IL1B Gene ID: 3553, 2q14.1 with 7 exons). This leads to the shift of 
the hemostatic state to procoagulant state that predisposes to the development of 
venous thrombosis [1, 37].

On the other hand, during the coordinated intravascular coagulation response 
of platelets in response to various blood pathogens and consequent tissue dam-
age recently termed immunothrombosis, the risk of thrombosis that manifests as 
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arterial or venous thrombosis (and may contribute to atherosclerosis). During this 
process of immunothrombosis, inflammation-dependent activation of the coagula-
tion system is part of the host response to pathogens, aiming to limit their systemic 
spread in the bloodstream [38, 39]. This response is achieved through an interplay 
between innate immune cells and platelets, triggering the activation of the coagula-
tion system and the releasing of the complement system. Platelets and immune 
cells form, in fact, a physical barrier of confinement preventing dissemination of 
pathogens and potentially leading to activation of the innate and adaptive branches 
of the immune system [40]. Interestingly, platelets mediate the crosstalk between 
the hemostatic and the immune system utilizing similar pathways. The dysregulated 
and excessive activation of immunothrombosis results in thromboinflamma-
tion, causing tissue ischemia by microvascular and macrovascular thrombosis. 
Pulmonary immunothrombosis in severe COVID-19 correlating with a systemic 
prothrombotic phenotype provides clinical evidence for the partnership between 
inflammation and thrombosis [12, 41].

4.3 Oxidative pathways and redox homeostasis

There is now a strong evidence for the participation of reactive oxygen and 
nitrogen species in the pathogenesis of thrombosis as well as solid proofs of an 
interplay of oxidative and nitrosative stress, inflammation and thrombosis [42].

First, it is well established that reactive oxygen species (ROS) participate in 
vascular cell signaling and proatherogenic gene expression by modulation of oxida-
tion–reduction (Redox) reactions pathways [43–45].

The cellular redox state, or balance between cellular oxidation and reduction 
reactions, serves as a vital antioxidant defense system that is linked to all important 
cellular activities. Redox homeostasis is thought to be achieved by careful regulation 
of both ROS formation and removal from the body system [46].

Recently, redox processes in cell signaling imply, beside ROS, Reactive Nitrogen 
Species (RNS). In fact, ROS and RNS were identified as key players in initiating, 
mediating, and regulating the cellular and biochemical complexity of oxidative 
stress either as physiological or as pathogenic processes [47].

Oxidative stress is a term associated with both enhanced production of ROS 
and reduced efficacy of protection by antioxidant enzymes. Nevertheless, after 
the discovery of NO as a biological entity and the powerful role of superoxide 
radicals O2- and NO as oxidants via ONOO- formation, oxidative stress has become 
unavoidably related to nitrosative stress and RNS. The key species associated with 
oxidative and nitrosative stress as well as their interactions have been reviewed 
and it was suggested that ROS are the initial reactants produced from an ionization 
event, whereas RNS are the effectors/activators of redox-dependent cellular signal 
transduction pathways [48, 49].

Depending on the severity of the oxidative stress, adaptive processes occur by 
increasing antioxidant capacities and by growing the capacity of the oxidative dam-
ages reparation. In extreme cases, metabolic processes shift away from oxidative 
metabolism towards glycolytic metabolism. In the case of chronic metabolic oxida-
tive stress along with the accumulation of oxidative damage to critical biomolecules, 
potentially pathological conditions can develop due to the cumulative oxidative 
damage interacting with proteins, lipids, and DNA [48, 50].

An excessive ROS generation or a defect in the antioxidant defense system 
impacts a wide variety of biological molecules, lipids in the plasma and mitochon-
drial membranes, causing lipid peroxidation that impairs membrane selective 
permeability, proteins (resulting in structural instability and damage to their 
enzymatic function) and nucleic acids, thus inducing pathways of apoptosis [51].
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In particular, oxidative stress is responsible for the disruption of the coagulation 
cascade at various stages leading to anomalies in blood coagulability and platelet 
reactivity. Nicotinamide adenine dinucleotide phosphate (NADPH) oxidase fam-
ily (NOX) enzymes appears to be the most important source for ROS involved in 
processes related to thrombosis [52]. On the other hand, oxidative stress contributes 
to the development of atherosclerosis leading to atherothrombosis [53].

Oxidative pathways of thrombosis can occur throughout endothelial apopto-
sis, impairment of red blood cells quality and function, endothelial dysfunction 
and damage of endothelial cell lining, activation of platelets and leukocytes, and 
consequently by affecting the clotting system. The endothelial cell lining is essential 
in triggering the prothrombotic events as an intact endothelial cell lining prevents 
platelets adherence and activation. Furthermore, endothelial injury-associated 
oxidative stress promotes tissue factor expression having a potent procoagulant 
activity. In fact, ROS increases the expression of tissue factor in endothelial cells, 
monocytes and vascular smooth muscle cells, with essentially the contribution of 
NOX enzymes [54]. Whereas TFPI, which is the only physiologic regulator of tissue 
factor activity, can be inhibited by oxidative stress and exerts a procoagulant effect. 
ROS can also directly inactivate major anticoagulant proteins such as protein C and 
its upstream agonist thrombomodulin (THBD Gene ID: 7056, 20p11.21 with one 
exon). The stimulation of protease-activated receptors (PARs) may also lead to 
endothelial tissue factor induction via mitochondrial ROS signaling [55].

ROS stimulates platelet reactivity and during this ROS generation/platelet 
reactivity, platelet ROS are mostly generated by reduced NADPH oxidase. NOX2 
expressed in platelets is an important regulator of platelet activation associated 
thrombosis. Engagement of primary platelet receptors, GPIb-IX-V and GPVI, that 
initiate thrombus formation, leads to a rapid increase in intracellular ROS above 
basal levels, and is a key step in platelet activation following exposure to physiologi-
cal ligands such as von Willebrand factor (VWF)/collagen [55–57].

Thus, in contrast to endothelial injury-associated thrombus, platelet-dependent 
thrombus formation may also be influenced by alteration of platelet redox state or 
other cells or vascular redox state. Settings and pathways that influence the forma-
tion of superoxide and nitric oxide, as well as their metabolism, may specifically 
influence platelet function and thrombus formation [58].

Many studies emphasis that ROS influences venous thrombus formation and 
resolution through the modulation of the coagulation, the fibrinolysis, the prote-
olysis and the complement system, as well as the regulation of effector cells such 
as platelets, endothelial cells, erythrocytes, neutrophils, mast cells, monocytes and 
fibroblasts. During antiphosholipid syndrome for example, venous thrombosis 
occurs in patients having alterations in their redox homeostasis [42].

Reactive free radicals are defined as any chemical species capable of independent 
existence that contains one or more unpaired electrons. Reactive oxygen species 
(ROS) and Reactive nitrogen species (RNS) are free radicals that are associated with 
the oxygen atom (O) and other molecules, with stronger reactivity. Other biologi-
cally important free radicals exist such as lipid hydroperoxide (ROOH), lipid peroxyl 
radical (ROO), and lipid alkoxyl radical (RO), which are associated with membrane 
lipids and thiol radical (RS), which has an unpaired electron on the sulfur atom [59].

ROS consists of radical and non-radical oxygen species formed by the partial 
reduction of oxygen, including superoxide anion (O2-), hydroxyl radicals (OH), 
singlet oxygen (1O2) and hydrogen peroxide (H2O2). Generally, ROS are generated 
endogenously as natural by-products of aerobic metabolism during mitochondrial 
oxidative metabolic rate and by the means of cytochrome p450, cyclooxygenase, 
lipoxygenase and NOX enzymes. ROS are, also generated in response to stimulation 
such as by cytokines and other inflammatory mediators [59, 60].
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Imbalance between oxidative stress and antioxidant status may be the result of 
an up-regulation of ROS-producing enzymes, such as NADPH oxidase and myelo-
peroxidase, along with down-regulation of antioxidant enzymes, such as super-
oxide dismutase (SOD) and glutathione peroxidase (GPx). Antioxidant defenses 
modulate the steady state balance of ROS with the implication of other several 
antioxidant enzymes such as catalase, glutathione peroxidases, heme oxygenase, 
thioredoxin system as well as small molecule antioxidants such as glutathione, vita-
mins A, C and E. These enzymes are produced to scavenge ROS, thereby limiting 
their detrimental effects [60, 61].

For example, age-dependent increased venous thrombosis is related to age-
related endothelial dysfunction involving upregulation of the NADPH oxidase and 
cyclooxygenases (COXs)-dependent oxidative stress pathways. On the other hand, 
overexpression of the antioxidant enzyme GPX-1 protects from age-dependent 
increased venous thrombosis. Moreover, during aging, abnormal aged red blood 
cells may also adhere to the endothelium or extracellular matrix, activate platelets 
and other cells, and enhance local thrombin generation during thrombosis [52].

Second, in nitrosative stress, RNS involve various species such as nitric oxide 
(NO), nitrogen dioxide (NO2) and peroxynitrite (ONOO-). NO is generated in 
biological tissues by specific nitric oxide synthases (NOSs) and acts as an important 
oxidative biological signaling molecule in defense mechanisms and immune regula-
tion. In the extracellular milieu, NO reacts with oxygen and water to form within an 
enzymatic cascade more reactive products. Immune cells, including macrophages 
and neutrophils, simultaneously release NO and superoxide into their phagocytic 
vacuoles. Other inflammatory cells can also produce reactive chemicals that can 
result in 3-NT formation, including the peroxidases in activated neutrophils and 
eosinophils. 3-NT is a characteristic marker of nitrosative stress and, commonly, 
inflammation [47].

NO was originally discovered as a vasodilator product of the endothelium and 
later as a factor having important antiplatelet actions, inhibitor effects of leukocyte 
adhesion and migration, and other inflammatory cells adhesion. By activating 
guanylyl cyclase, inhibiting phosphoinositide 3-kinase, impairing capacitative 
calcium influx, and inhibiting Cox-1, endothelial NO limits platelet activation, 
adhesion, and aggregation. Platelets are also an important source of NO, and this 
platelet-derived NO pool limits recruitment of platelets to the platelet-rich throm-
bus [62, 63].

A deficiency of bioactive NO is associated with arterial thrombosis in individu-
als with endothelial dysfunction and patients with a deficiency of the extracellular 
antioxidant enzyme GPx-3. Impaired NO availability also seems to be caused 
by inactivation of NOS and the levels of an endogenous inhibitor of NOS such 
as asymmetric dimethylarginine (ADMA). On the other hand, it seems that the 
decline in vascular NO production may be a characteristic feature of mammalian 
aging [47, 64].

Low NO availability is incriminated in thrombus formation. In fact, in the 
presence of low NO availability, endothelium-dependent vasodilation is impaired, 
which leads to abnormal red blood cells adhesion, and may contribute to increased 
platelet activation [65].

NO is considered as having a dual role as a protective or harmful molecule 
depending on tissue concentration levels and interaction with oxidative stress. 
In the endothelium, NO has antiatherogenic actions related to the inhibition of 
platelet function and inflammatory cell adhesion, promotion of fibrinolysis, and 
attenuation of smooth muscle cell proliferation. Oxidative stress and enhanced 
ROS production seem to be involved in the down-regulation of the protective NO 
pathway [48].
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Finally, ROS/RNS generated during inflammation and inflammatory response 
and crosstalk between cellular redox state and the ROS/RNS network during 
inflammation constitute an emerging field. In states of inflammation, NO produc-
tion by the vasculature increases considerably and, in conjunction with other ROS, 
contributes to oxidative stress [47].

ROS/RNS have also emerged as important modulators of intracellular transduc-
tion signaling. These radicals interact with redox-sensitive signaling molecules 
including protein tyrosine phosphatases, protein kinases and ion channels, regulat-
ing cellular processes like growth factor signaling, hypoxic signal transduction, 
autophagy, immune responses, and stem cell proliferation and differentiation. 
Moreover, the level of miRNAs can be modulated at the transcription and/or 
processing level by stress-induced factors like p53 or NF-kB as well as the presence 
of intracellular hydrogen peroxide levels [43, 44, 51, 66].

5. Thrombosis-related DNA polymorphisms

Among the many important insights derived from completion of the Human 
Genome Project was the recognition of the abundance of single nucleotide poly-
morphisms (SNPs) as a major source of genetic variation. Studies over the past last 
years have resulted in increasing recognition of the critical role of structural genetic 
variation in particular of copy-number variation in modulating gene expression 
and disease phenotype. Recently, genome-wide surveys and association studies 
are being widely applied to identify genetic factors that affect complex diseases or 
traits. However, while for SNP-association studies there are well-developed avail-
able resources, resources for structural genetic variation identified via genome-
wide association studies are still in their early phases [67–69].

Arterial and venous thrombosis, with their clinical manifestations classified as 
complex multi-factorial diseases are related to various genetic variations that are 
both deleterious mutations and disease-susceptibility sequence polymorphisms, 
since the last century. In fact, beyond deficits in coagulation inhibitors, which have 
been known for a long time, the two most known thrombogenic mutations have 
been discovered in 1994 and 1996 [69].

Genetic studies in thrombosis started with the conception of the term throm-
bophilia by Jordan and Nandorff in 1956 [70]. Nine years later, antithrombin 
deficiency was identified as a genetic risk factor of thrombosis [71]. In the 1990s, 
activated PC resistance and the causal genetic variation of factor V Leiden, the 
first-born thrombogenic mutation, were revealed in a family setting. Factor V 
Leiden risk factor was also the first prothrombotic defect in a procoagulant protein. 
In 1996, case–control studies revealed the common prothrombin 20210 G > A 
mutation [72].

Using association studies and commonly PCR-RFLP tools, many genetic varia-
tions in almost all coagulation proteins were tested. However, until the beginning of 
the new century, only few gene loci were significantly associated with thrombotic 
diseases. The majority of the genetic variations was identified in the coding genes 
of hemostasis and coagulation factors and was shown as important risk factors for 
particularly venous thrombosis [73]. In contrast, in arterial thrombosis disease 
commonly related to atherosclerosis, many polymorphisms were identified, with 
significant relationships demonstrated between genotypes and plasma phenotypes. 
However, the exact contribution of genotypes to clinical phenotypes remains 
regularly uncertain. These variants associated in majority to a small risk, if any risk 
at all, have a limited usefulness as relevant biomarkers of the thrombotic diseases 
that must be prescreened to guide prevention, prognosis and treatment [74].
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Nowadays, despite the success of genome-wide association studies in identifying 
new genetic factors determining many thrombosis-related diseases such as coronary 
artery disease, results for arterial and venous thrombosis have yielded little success. 
One of the reasons for the limited number of loci identified is most likely the lack of 
power due to the small sample sizes of studied cases [75].

Since the underlying pathogenic mechanisms are only partially known, regard-
ing the complex interplay of many pathways in thrombosis-related pathogenesis as 
shown in the chapter 3 and the emerging role of intricate modulators of intracel-
lular transduction signaling, there is mounting evidence indicating the challenging 
struggle of the mapping disease-susceptibility genes in thrombotic disorders. 
Genetic variations within thrombosis related pathways involving hemostasis and 
coagulation, inflammation, and immune system as well as Redox homeostasis and 
oxidative/nitrosative stress might be potential risk factors. Subsequently, many 
new loci need identification as risk factors as well as characterization in the future, 
through studies of candidate genes and genome-wide association studies.

6. Classic thrombophilia-related DNA polymorphisms

Thrombophilia traditionally refers to rare inherited defects leading to 
enhanced coagulation, especially of the venous system. Thrombophilia may be 
inherited or acquired. Acquired causes of thrombophilia include trauma, surgery, 
pregnancy, use of oral contraceptives, antiphospholipid syndrome, paroxysmal 
nocturnal hemoglobinuria and heparin induced thrombocytopenia. Inherited 
causes of thrombophilia are related to the hypercoagulability state that may arise 
from an excess or hyperfunction of a procoagulant or a deficiency of an antico-
agulant factor [72].

In 1937, Nygaard and Brown first used the term thrombophilia, when they 
described sudden occlusion of large arteries, sometimes with coexistent venous 
thrombosis. Investigation of thrombophilia causes started by familial setting within 
families characterized by a predisposition to thromboembolic diseases and a strong 
tendency to venous thrombosis. This approach leaded to the early description of the 
deficiency of antithrombin causing venous thromboembolism at a young age related 
to thrombophilia entity in several members of a Norwegian family. Deficiencies of 
protein C and protein S were discovered after few years like the novel hereditary 
thrombophilia risk factors in other anticoagulant proteins. The inherited risk fac-
tors implying prothrombotic factors for thrombophilia were identified in following 
years like the underlying causes linked to venous thrombosis. They included FV 
Leiden variant linked to resistance to activated protein C (APC resistance) and FII 
20210 G/A transition linked to elevated levels of Prothrombin (Table 2) [82, 83].

The factor V G1691A and prothrombin G20210A polymorphisms in arterial 
disease have been subjects of numerous reports. Many of these—some large—con-
cerned with their association with arterial disease in young, middle-aged, and 
elderly populations had negative results. In contrast, some studies report positive 
associations, particularly when the interaction of these polymorphisms with 
environmental factors were formally evaluated [82, 83].

In 1988, Kang et al. [84] described a heat-labile form of MTHFR associated with 
mild hyperhomocysteinemia. The C677T polymorphism of the MTHFR gene has 
led to the identification of many more cases of thrombophilia.

Hereditary thrombophilia manifests more or less severely and early depending 
on the genotype, which may be heterozygous (a single affected allele), homozygous 
or composite heterozygous (two affected alleles) or associated with several different 
genetic risk factors.
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Association studies between inherited thrombophilia and venous thromboem-
bolic disease showed dominance of factor V Leiden, and factor II G20210A variant 
in comparison with coagulation protein deficiencies (Table 3).

6.1 Factor V mutations

The factor V gene (Gene ID: 2153) is located on the long arm of chromosome 
1 at q24.2. It consists of 25 exons that span a region of approximately 80. The FV 
gene encodes a propeptide of 2224 amino acids containing a 28-residue signal pep-
tide, excised after translocation into the endoplasmic reticulum. This propeptide, 
called proaccelerin, is a monomeric protein of 330 kDa. It is characterized by a 
domain structure with 3 A domains (330aa), 2 C domains (150aa) and a B domain 
[N-A1-A2-B-A3-C1-C2--COOH]. Proaccelerin consists of two calcium-stabilized 
non-covalent chains: a heavy chain (110,000) and a light chain (74,000–71000). It 
is highly N- and O-glycosylated (about 13–25% of the mass, i.e. 37 N-glycosylation 
sites: 25 at the B-domain, 9 heavy chains and 3 light chains). Factor V exists in 
two forms V1 and V2, related to the heterogeneity of the molecular mass of the 
light chain and caused by the partial glycosylation at the Asn2181 residue (3 and 
2 carbohydrate chains respectively for FV1 and FV2). These 2 forms differ in 
their functions: FV2a would have more affinity for membrane phospholipids and 
thrombin generation. Factor V is synthesized by hepatocytes and megakaryocytes. 
Approximately 80% of pro-accelerin is circulating in plasma (with a concentra-
tion of 5-10 mg/l = 21 nM) and only 20% is stored in the α-granules of platelets 
(i.e. between 4600 and 14000 molecules/platelet) in association with BPM 
(binding protein multimerin). This platelet fraction is released during platelet 
activation [91, 92].

Proaccelerin has a dual function: procoagulant and anticoagulant. Procoagulant 
action: Factor Va is part of the prothrombinase complex (Xa;Va;PL;Ca) that con-
verts prothrombin (FII) to thrombin (FIIa), which is responsible for thrombus 
formation. It is initially activated by thrombin, which eliminates the B domain, 
and then its Xa cofactor binds to the C2 domain. At the molecular level, factor V 
performs its procoagulant function after proteolysis by thrombin and FXa at three 
arginine residues (Arg709, Arg1018, and Arg1545). This results in the elimination of 
the B domain. Thus FVa is formed by a heavy chain (105 KDa) [A1-A2] and a light 
chain (74–71 KDa) [A3-C1-C2] stabilized by calcium [92].

Once activated, FV complexed with FXa on membrane phospholipids and in the 
presence of Calcium forms the prothrombinase complex that converts prothrombin 
to thrombin. Anticoagulant action: Factor V binds to protein S and is a synergistic 

Thrombophilia risk 
factor

Prevalence in the general 
population (%)

Mode of 
transmission

Reference

FV Leiden 2–15 Dominant Bertina et al. [76]

FII G20210A 2–3 Dominant Poort et al. [77]

MTHFR C677T 1–11 Recessive Frosst et al. [78]

ATIII deficiency 0.02–2 Dominant Egeberg [79]

PC deficiency 0.2–0.5 Dominant Griffin et al. [80]

PS deficiency 0.1–2.1 Dominant Comp and 
Esmon [81]

Table 2. 
Prevalence and mode of transmission of inherited thrombophilia.
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cofactor for inhibition of VIIIa by activated protein C. The anticoagulant action 
requires the inactivation of FVa. This is mediated by protein C which successively 
proteolyses it at Arg506, Arg306 and Arg 679. The first cleavage at Arg506 reduces 
the activity of FVa (25–40%) as well as its affinity for FXa, this partial inactivation 
is completed after cleavage at Arg 306, however Arg 679 is less important in this 
process. Thus, factor V will be fragmented into FVai (composed of the A1 domain 
associated with the light chain) and two fragments derived from the A2 domain 
(A2N and A2C respectively on the N and C terminal side). Alternatively, the 
inactivation of FVa is mediated by thrombin, which cleaves Arg643 in the presence 

Thrombophilia 
n/N

Absence of 
thrombophilia n/N

OR (CI = 95%)

FV Leiden heterozygote

Dilley et al. [85] 8/9 32/107 18.75 (2.25–156.15)

Gerhardt et al. [86] 47/65 72/287 7.80 (4.26–14.28)

Martinelli et al. [87] 22/28 97/323 8.54 (3.36–21.73)

Murphy et al. [88] 3/16 29/556 4.19 (1.13–15.54)

Tormene et al. [89] 6/94 1/81 5.45 (0.64–46.29)

TOTAL (95%) 86/212 231/1354 8.94(2.32–50.79)

FII G20210A HETEROZYGOTE

Dilley et al. [85] 4/4 36/112 18.86 
(0.99–359.76)

Gerhardt et al. [86] 20/23 98/321 15.17 (4.41–52.24)

Martinelli et al. [87] 7/14 112/337 2.01 (0.69–5.87)

TOTAL (95%) 31/41 246/770 12.01(2.03–139.29)

MTHFR C677T HOMOZYGOTE

Dilley et al. [85] 5/13 22/63 1.16 (0.34–3.99)

Murphy et al. [88] 1/57 9/223 0.42 (0.05–3.42)

Ogunyemi et al. [90] 2/12 28/48 0.14 (0.03–0.72)

TOTAL 8/82 59/334 0.57(0.42–2.71)

ATIII Deficiency

Gerhardt et al. [86] 6/8 83/212 4.66 (0.92–23.65)

Martinelli et al. [87] 1/2 118/349 1.96 (0.12–31.58)

TOTAL 7/10 201/561 3.31(0.52–13.61)

PC Deficiency

Gerhardt et al. [86] 15/24 91/312 4.05 (1.71–9.58)

(Ogunyemi et al. [90] 2/2 28/58 5.35 (0.25–116.31)

TOTAL 17/26 119/370 4.7(0.98–62.94)

PS Deficiency

Gerhardt et al. [86] 13/24 92/309 2.79 (1.2–6.45)

Martinelli et al. [87] 2/3 117/348 3.95 (0.35–44.00)

TOTAL 15/27 209/657 3.37 (0.77–25.22)

Table 3. 
Association studies between inherited thrombophilia and venous thromboembolic disease.
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of endothelial cells, resulting in a reduction of affinity between the two heavy and 
light chains [91–93].

On the other hand, activated protein C can degrade intact FV and thus confers an 
anticoagulant property (FVac). Thus, the latter would be a cofactor of APC and protein 
S in the degradation of FVIIIa. This anticoagulant property requires cleavage at differ-
ent sites (Arg306, Arg506, Arg679 and Lys994). However, only Arg 506 is required for 
the expression of the FV-APC cofactor activity [93]. This functional duality of FV in 
the coagulation process is dependent on the local concentration of procoagulant and 
anticoagulant enzymes such as thrombin, FXa and APC, which are responsible for the 
conversion of FV into a procoagulant or anticoagulant cofactor [94].

Various mutations affecting the FV gene have been described in association with 
a thrombotic phenotype. Among these missense mutations, the most prevalent is 
the Factor V Leiden mutation, initially described by Bertina et al. (Table 4) [76].

6.1.1 Factor V Leiden

Many studies have focused on the pathogenicity of VF in the occurrence of 
thrombophilia. Since its discovery in 1994 by Bertina et al. [76], FV Leiden rep-
resents the major anomaly in thromboembolic patients. It is a 1691G-A transition 
in exon 10 of the FV gene resulting in an Arg506-to-Gln substitution (R506Q ) 
(Figure 3). This mutation is responsible for resistance to activated protein C, since 
it affects the potential site of cleavage by activated protein C, both for FVa degrada-
tion and FV-APC cofactor activity for FVIIIa inactivation [98, 99].

The thrombotic risk depends on the form of expression of the FV Leiden allele: it 
is 5–7 times in heterozygotes, 30 times in homozygotes and intermediate in pseudo 
homozygotes. The latter is a particular form, where the FVL allele is associated with 
another deficient or null allele [98].

Different mutations have been described in association with FV Leiden. The 
first mutation is a A4070G transition at exon 13 of the FV gene, resulting in a 
His1299Arg substitution, described in 1997 [100]. This mutation is an allelic form 
characterized by a moderate deficiency in Factor V not counterbalanced by FV 
Leiden; hence the occurrence of thrombosis.

In 1998, it was identified a null mutation that consists of a C2308T transition, at 
exon 13 of the FV gene affecting codon Arg 712(CGA), and producing a stop codon 
(TGA) resulting in a truncated protein at the level of its light chain (A3, C1, and C2 
domains) unable to perform its anticoagulant function. As a result, only FV Leiden 
molecules are present and thus responsible for thrombosis [101].

The geographic distribution of FVL is extremely heterogeneous: it is absent 
in Asians, Africans, Americans, and Australians; however, it is prevalent in the 
Caucasian population. The existence of a single haplotype of FV Leiden worldwide 
suggests a single mutational event that occurred about 30,000 years ago, after the 
migration from Africa and the segregation of Asians from Europe. The age of factor 
V Leiden is estimated at 21,340 years [102].

Codon AA Name Reference

ARG306GLY 1090A-G FV HONG KONG Chan et al. [95]

ARG306THR 1091G-C FV CAMBRIDGE Williamson et al. [96]

ILE359THR 1250 T-C FV LIVERPOOL Steen et al. [97]

Arg506Gln 1691G-A FV LEIDEN Bertina et al. [76]

Table 4. 
Various mutations affecting the FV gene.
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FV Leiden is a remarkable genetic anomaly in more ways than one. It is common 
in the general population (2–15%) and affects 20–25% of patients with at least one 
episode of venous thromboembolism. Carriers of the anomaly are heterozygous in 
the vast majority of cases, which increases their risk of thrombosis by a factor of 5. 
However, homozygotes are not rare (0.05 to 0.25%) in the general population. They 
have a significant risk of venous thromboembolism (RR in the range of 20–30), but 
generally have no thrombotic events in childhood. They may remain asymptomatic, 
even in the homozygous state as the Factor V Leiden mutation has incomplete 
penetrance [103].

6.1.2 Factor V Hong Kong

In the Chinese population, it was identified a 1090A-G substitution in exon 7 of 
the FV gene resulting in an Arg306Gly (R306G) substitution and the mutation is 
named Factor V Hong Kong. It is one of the sites of cleavage by activated protein C 
that is affected, leading to a loss of the procoagulant activity of FVa. However, no 
predisposition to thrombosis was detected [95].

6.1.3 Factor V Cambridge

In 1998, at Addenbrooke’s Hospital (Cambridge, England), Williamson et al. 
[96] identified a new mutation of the FV gene in a thrombophilic patient. It is a G 
to C transversion that results in an Arg306Thr (R306T) substitution. This mutation 
affects the APC cleavage site and is responsible for a loss of procoagulant activity of 
FVa. Unlike FV Hong Kong, FV Cambridge is associated with resistance to activated 
protein C.

6.1.4 Factor V Liverpool

In 2004, Steen et al. [97] identified a new mutation affecting the FV gene, called 
FV Liverpool. It is a 1250 T-C transition resulting from an Ile359Thr substitution 
(I359T). This mutation reduces the susceptibility of FVa to proteolysis by APC, 
since it alters the N- glycosylation at the asn357 residue of the A2 domain. Thus, the 
anticoagulant activity of FV is decreased and resistance to protein C is observed.

Figure 3. 
Sanger sequence of the G1691A Factor V Leiden mutation in exon 10 of the FV gene.
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6.2 Factor II or prothrombin gene mutations

The factor II gene (Gene ID: 2147) is about 21 Kb long. It is located on chromo-
some 11, near the centromere (band 11p11.2). It has 20,241 bp, 14 exons of 25 to 
315 bp and 13 introns of 84 and 9447 bp.

Factor II protein or prothrombin is one of the coagulation factors whose 
hepatocyte synthesis depends on vitamin K. It is a globular protein of about 
72 kDa. It consists of a polypeptide chain of 579 amino acids, formed by functional 
domains found in several coagulation factors. The propeptide (residues −43 to −1), 
encoded by exons 1 and 2, is cleaved before secretion of the protein by hepato-
cytes. The Gla domain (residues 1 to 37), encoded by exon 2, is characteristic of 
vitamin K-dependent proteins: it contains 10 glutamic acid (Glu) residues that 
are converted to c-carboxy-glutamic acid (Gla) post-translationally by a vitamin 
K-dependent carboxylase present in the endoplasmic reticulum of the hepatocyte. 
Gla residues are involved in binding to anionic membrane phospholipids (mainly 
phosphatidylserine) in the presence of calcium. Two “Kringle” domains (Kringle 1: 
residues 65–143; Kringle 2: residues 170–248) are encoded by exons 5–6 and exon 7 
respectively. Kringle 2 is involved in the binding of prothrombin to factor Va. The 
C-terminal part of prothrombin carries the serine protease domain, encoded by 
exons 8–14 [104].

Thrombin is the active form of factor II. It is composed of two polypeptide 
chains joined by a disulfide bridge: an A chain (residues 284–320) encoded by exons 
8 and 9 and a B chain (residues 321–579) encoded by exons 9 to 14. Prothrombin 
synthesized in hepatocytes is found in the bloodstream. Prothrombin is activated 
by the prothrombinase complex into thrombin, a potential factor in the coagulation 
cascade. The prothrombinase complex consists of an enzyme (factor Xa, or FXa), a 
protein cofactor (factor Va, or FVa) and anionic phospholipids. FXa performs two 
cleavages at the Arg271/Thr272 and Arg320/Ile321 peptide bonds, giving rise to 
thrombin and activation peptides (F1, F2, F3) [104, 105].

Thrombin, a serine protease, is both multifunctional and highly selective. It has 
procoagulant properties, converting fibrinogen to fibrin, activating factor XIII, 
and amplifying its own formation (activation of platelets and factors V, VIII, XI). 
It is also anticoagulant, since by binding to thrombomodulin, it becomes capable 
of activating protein C, the negative regulator of coagulation. It activates not only 
platelets but almost all cell types (blood, vascular and non-vascular cells), thus 
intervening in many processes other than hemostasis (inflammation, angiogenesis, 
tissue remodeling, etc.…) [106].

Various mutations have been described associated with the occurrence of 
thrombophilia (Table 5). These mutations affect both the regulatory and the 
splicing system and lead to thrombosis and hyperprothrombinemia respectively. 
Nevertheless, the G 20210A polymorphism first described by Poort et al. [77] is the 
most incriminated in thrombophilia.

6.2.1 G20210A In the 3’UTR region of the FII gene

The G20210A mutation affects the 3’UTR region of the FII gene. It leads to tran-
scriptional efficiency through facilitated polyadenylation, resulting in increased 
prothrombin synthesis (https://www.ncbi.nlm.nih.gov/gene/2147).

The geographic distribution is due to a founder effect that dates back to 
23,720 years [102]. The G20210A prothrombin mutation is quite common in the 
general population (2–3%). It is found in about 10% of patients with venous throm-
bosis, with carriers having a 3–4 fold increased risk. Homozygotes are rare and are 
likely to have a higher risk [103].
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6.2.2 Other molecular polymorphisms of the FII gene

In 2001, Ceelie et al. [109] focused on the genetic causes of hyperprothrom-
binemia by analyzing variations in the prothrombin sequence in homozygous 
20210-GG subjects. A homozygous 19911-G mutation is associated with an elevated 
prothrombin level. However, it does not affect thrombotic risk. On the other hand, 
this risk is potentially increased in association with the G20210A mutation (OR = 1.6 
for 19911A versus 4.7 for 19911G). In the same year, Wylenzek et al. [108] detected 
a new mutational point in a Lebanese family: a C20221T substitution in the 3’UTR 
region of the F2 gene. In addition, in 2002, Warshawsky et al. [107] identified a 
mutation in four patients of African American origin presenting venous thrombo-
sis. It is a C20209T substitution of the 3’UTR region of the FII gene [110].

6.3 Polymorphisms of the methylenetetrahydrofolate reductase MTHFR

The MTHFR gene (Gene ID: 4524) is located on chromosome 1 (1p36.22) and 
consists of 12 exons (https://www.ncbi.nlm.nih.gov/gene/4524). Several transcrip-
tional start sites, alternative splicing and polyadenylation sites have been observed 
for MTHFR. Transcription start sites are located in two regions, and two promoters 
have been characterized. The latter contain multiple binding sites for transcription 
factors [111].

5,10-methylenetetrahydrofolate reductase (MTHFR) is a 150 kDa dimer com-
prising two isoforms of varying sizes: 77 kDa and 70 kDa. It consists of 656 AA and 
has two domains: catalytic on the N-terminal side and regulatory on the C-terminal 
side. The MTHFR protein is a homodimer with a βα structure. Each monomer is 
formed by 8 alpha helices and 8 beta sheets. It is the cofactor of the flavine adenine 
dinucleotide (FAD) [111].

MTHFR is a cytoplasmic enzyme found in the spleen, lymph nodes and bone 
marrow. Dimeric flavoprotein 5,10-methylenetetrahydrofolate reductase (MTHFR) 
is an NADPH-dependent enzyme that catalyzes the reduction of 5,10-MTHFR, the 
major carbon donor in nucleotide biosynthesis, to 5-MTHFR, which is the predomi-
nant form of folate and the donor of the methyl radical in the reaction of homo-
cysteine remethylation to methionine [111].

Indeed, homocysteine is a sulfur-containing amino acid formed during the con-
version of methionine to cysteine (demethylation). The catabolism of homocysteine 
follows two pathways: on one hand, transsulfuration (conversion to cystathionine 
and then to cysteine) involving cystathionine betasynthase (CBS) and, on the other 
hand, remethylation (regeneration of methionine) involving methionine synthase 
(MS) and methylene tetrahydrofolate reductase (MTHFR). These enzymes have as 
enzymatic cofactors certain vitamins of the B group (B6, folic acid, B12) [112].

The 5,10-methylene tetrahydrofolate reductase (MTHFR) catalyzes the irrevers-
ible reduction of 5,10-methylene tetrahydrofolate (CH2THF) to 5-methyltetra-
hydrofolate (CH3THF). MTHFR activity thus affects the availability of CH2THF, 

Localization AA Reference Phenotype

3’UTR C20209T Warshawsky et al. [107] Thrombosis

3’UTR C20221T Wylenzek et al. [108] Thrombosis

3’UTR G20210A Poort et al. [77] Thrombosis

A19911G Ceelie et al. [109] Hyperprothrombinemia

Table 5. 
Various mutations affecting the FII gene.
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which influences RNA and DNA synthesis. CH3THF is required for the remethyl-
ation of homocysteine to methionine (MET), which in turn is involved in protein 
synthesis and methylation of DNA and other compounds (CH3-X) [113].

Hyperhomocysteinemia may be both a genetic and acquired abnormality. 
Homocystinuria and hyperhomocysteinemia can be caused by rare inborn errors 
of metabolism that result in marked elevations of plasma and urine homocysteine 
concentrations [114].

Genetic polymorphisms result from common mutations that are usually ignored 
because they are often benign. However, some polymorphisms are not without 
health consequences. Two SNPs are described for MTHFR: C677T polymorphism 
and A1298C polymorphism of the MTHFR. Recently, rare variants in MTHFR have 
been detected by whole exome sequencing in association with the occurrence and 
the recurrence of pulmonary embolism [115].

6.3.1 C677T polymorphism of MTHFR

In 1995, Frosst et al. [78] identified a C to T substitution of nucleotide 677 that 
converts an alanine to a valine in 222. This mutation affects the catalytic domain of 
the MTHFR protein responsible for the generation of a thermolabile enzyme whose 
enzymatic activity is reduced by half at 37°C and absent at 46°C. This thermolabil-
ity depends on the transmitted form: in homozygotes, the residual activity is only 
18–22% while it is 56% in heterozygotes. On the other hand, the presence of the 
mutation in the homozygous state alters the metabolism of folates and induces a 
moderate increase in plasma homocysteine concentrations. The study of the bio-
chemical characteristics of this thermolabile factor revealed a tendency to segregate 
into monomers as well as the dissociation of its cofactor FAD in solution [116].

The C677T mutation of MTHFR is a common polymorphism in the general 
population (allelic frequency is 0.38). Its frequency in the homozygous state varies 
between 1 and 21% with a significant heterogeneous distribution among differ-
ent ethnic groups [117]. The homozygous TT genotype is particularly prevalent 
in northern China (18%), eastern Italy (18%) and California (21%). In addition, 
there is a geographical gradient in Europe (increase from north to south) and China 
(decrease from north to south). Furthermore, the genotypic frequency is low in 
African ancestors, intermediate in Europeans and prevalent in Americans [111].

6.3.2 A1298C polymorphism of the MTHFR

In 1998, Van der Put et al. [118] identified another SNP less frequent than C677T 
(allelic frequency is 0.33): it is a 1298A-C substitution that converts Glu429 to Ala 
(E429A) and thus destroys the restriction site for MboII. This mutation affects the 
regulatory domain of the protein and is associated with a more pronounced reduc-
tion in MTHFR enzymatic activity in homozygotes than in heterozygotes. However, 
the E429A protein is biochemically similar to the normal protein [116].

6.4 Protein C deficiency

Protein C (PROC), protein S (PROS1), and antithrombin (Serpinc1) have been 
demonstrated to play important roles in the anticoagulation process and thrombo-
philia [69, 72, 119].

PROC gene is located on chromosome 2 (2q14.3) and consists of 8 exons. Gene 
ontology annotations related to this gene include calcium ion binding and peptidase 
activity. An important paralog of this gene is PROZ (https://www.ncbi.nlm.nih.
gov/gene/5624).
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This gene encodes a vitamin K-dependent plasma glycoprotein, produced and 
secreted by hepatic cells as a zymogen. Along with its cofactor protein S (PS), 
activated protein C plays the role of an inactivator of the coagulation factors and 
an important factor of the regulation of the blood clotting pathway. It has a pro-
teolytic effect on of the activated forms of coagulation factors V and VIII (Va and 
VIIIa). Protein C is a multi-domain glycoprotein composed of a non-catalytic light 
chain linked to the catalytic heavy chain by a single disulfide bond. The light chain 
harbors the vitamin K-dependent N-terminal g-carboxyglutamic acid (Gla) domain 
followed by two epidermal growth factor (EGF)-like domains. The C-terminal 
catalytic heavy chain with a trypsin-like substrate specificity is preceeded by an 
activation peptide, which is removed during the activation of protein C by the 
thrombin- thrombomodulin complex. The encoded protein C is cleaved to its 
activated form or APC by the thrombin-thrombomodulin complex. APC with the 
serine protease domain leads to the degradation of the coagulation factors Va and 
VIIIa in the presence of PS acting as a non-enzymatic cofactor, calcium ions and 
phospholipids. Protein C exerts also a protective effect on the endothelial cell bar-
rier function [119–121].

Various conditions have been shown to cause acquired protein C deficiency. 
These conditions include vitamin K deficiency, warfarin therapy, severe liver 
disease, disseminated intravascular coagulation, severe bacterial infections in the 
young, and some chemotherapy drugs [122].

In contrast, inherited protein C deficiency is caused by genetic variations in the 
PROC gene. Prevalence of hereditary PROC deficiency is estimated at 0.2–0.5%. 
The milder form is caused by an alteration in one PROC gene and is inherited in 
an autosomal dominant manner. The severe form is caused by an alteration in both 
PROC genes (homozygous or compound heterozygotes) and is inherited in an 
autosomal recessive manner. In the other hand, heterozygous mutations in many 
adults may be asymptomatic for life but other heterozygous protein C deficiencies 
are characterized by recurrent venous thrombosis. Individuals with decreased 
amounts of protein C are classically referred to as having type I deficiency and 
those with normal amounts of a functionally defective protein as having type II 
deficiency [123].

PC deficiency is found in 3% of patients with primary venous thromboembolic 
disease. However, regarding the complex forms of inherited PC deficiency, studies 
of thrombophilic patients have shown that the prevalence of PC deficiency associ-
ated with thrombosis is between 1/16,000 and 1/36,000 [124]. A much higher 
prevalence of asymptomatic PC deficiency has been shown in a healthy blood donor 
population (1/200 to 1/700) [125].

Mutations in PROC gene have been long associated with thrombophilia with 
an increased tendency toward thromboembolic disease risk. In 1981, it was first 
described by Griffin et al. [80] that hereditary PROC deficiency was responsible of 
an hypercoagulability state. Hereditary PROC deficiency considered as autosomal 
dominant by familial studies arises from several distinct mutations in the PROC 
gene. PROC mutations leading to homozygous deficiency are detected during 
neonatal purpura fulminans [126].

Protein C database analysis suggests that there are about 380 mutations 
of PROC gene and that the mutations are scattered on both light and heavy 
chains and involve all functional domains of the protein (Gla, EGF1, EGF2 and 
catalytic domains), and recurrent venous thrombosis [127]. ClinVar database 
records that mention thrombosis and PROC showed 200 genetic variations. 
PROC variants occurring as the result of these genetic changes can lead to severe 
intracellular impairments and ineffective PROC release or non-functional PROC 
release.
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PROC gene neighboring sequence contains several transcriptional regulatory 
regions. Distinct polymorphic loci were identified on promoter region of the human 
PROC gene. It was shown that polymorphic regions of the PROC gene: -1654C > T, 
-1641A > G and -1476A > T were associated with deep venous thromboembolism in 
some countries. Pulmonary embolism incidence in Chinese population seems to be 
associated with TT phenotype of -1654C > T polymorphism of PROC gene [128].

Recently, it was shown that PC as well as its PS cofactor are not only partners in 
the anticoagulant system, but also proteins closely involved in the mechanisms of 
inflammation, apoptosis, and in vascular permeability [129].

6.5 Protein S deficiency

PROS1 gene is located on chromosome 3 at 3q11.1 with 16 exons. There are two 
genes with 98% homology: an active gene with 15 exons spanning more than 80 kb 
and a non-coding pseudogene b, which is very close to the PSa gene (https://www.
ncbi.nlm.nih.gov/gene/5627). This gene encodes Protein S (PS), the major cofac-
tor of PC. It is a single-stranded, vitamin K-dependent glycoprotein of 69 kDa. 
PS is produced by the liver, but has also been localized in the endothelial cell, the 
megakaryocyte and the Leydig cell. It is synthesized as a 676 AA precursor compris-
ing a leader sequence eliminated before secretion, a hydrophobic signal peptide, 
and a propeptide with the carboxylase recognition site analogous to that of other 
vitamin K-dependent factors. The mature form of PS (635 AA) consists of a GLA 
domain with 11 GLA residues, a binding peptide, a thrombin-sensitive loop (TSL), 
four EGF domains, and a carboxyterminal region with areas of homology to the 
hormone-binding globulin (SHBG) [130–133].

PS acts to prevent coagulation, mainly by inactivating factors V and VIII. PS 
increases the affinity of PCa for negatively charged phospholipids, forming a 
membrane-bound PCa-PS complex that makes factors Va and VIIIa more accessible 
to cleavage by PCa. PS circulates in the plasma partly under the influence of PCa. 
Free form (40% of circulating PS) is active in the coagulation system. Whereas, 
60% is in the complexed form with C4b-binding protein (C4bBP), a protein of the 
complement system that binds PS at the SHBG domain. C4bBP-bound PS has no 
cofactor effect on PCa [131].

Other mechanisms of action independent of PC have been suggested for PS but 
their physiological importance is not firmly established; in particular, PS may have 
direct anticoagulant activity through its ability to bind and inhibit factors Xa, Va, 
and VIIIa and to compete with procoagulant factors for binding to phospholipids. It 
may also stimulate inhibition of the tissue factor pathway inhibitor or TFPI.

PS deficiency is found in 2–3% of thrombophilic patients. The prevalence in the 
general population may be in the range of 0.05% to 0.1% [130].

6.6 Antithrombin III deficiency

Antithrombin belongs to the serine protease inhibitor superfamily: the serpins. 
It exerts its physiological function by inhibiting procoagulation factors, such as 
thrombin, factor Xa, factor IIa, and other factors of the blood coagulation system. It 
contributes to the regulation of clot formation both by inhibiting thrombin activity 
directly and by interfering with earlier stages of the clotting cascade [134].

Antithrombin (AT) is a single-stranded plasma glycoprotein with a molecular 
weight of 58 kDa and 432 amino acids (AA) and four oligosaccharide side chains. 
AT is synthesized by the liver. It mainly inactivates thrombin and activated factor 
Xa, but also, in the presence of heparin, factors VIIa, XIa and XIIa [135].



53

Thrombosis-Related DNA Polymorphisms
DOI: http://dx.doi.org/10.5772/intechopen.98728

Inactivation of the protease involves the formation of an irreversible bond 
between the active site of the enzyme and the reactive site of the inhibitor, formed 
by Arg 393 and Ser 394 (P1-P1’). The AT acts as a pseudosubstrate for the enzyme. 
Indeed, cleavage of the P1-P1’ linkage induces a major conformational change in the 
AT, which can then form a stable complex with the target protease by incorporation 
of the AAs located upstream of Arg 393 into a b-sheet structure consisting of five 
strands in the uncleaved form and six strands in the cleaved form, with the sixth 
strand being the P1-P14 segment [136].

Inhibition of the enzyme by AT is catalyzed by heparin and proteoglycans 
of the vascular endothelium. This interaction accelerates thrombin inhibition 
by a factor of approximately 2000. In the presence of heparin, the AT reac-
tive site loop is more exposed at the protein surface and more readily fits the 
catalytic site of certain activated factors such as factor Xa [137]. In the case 
of thrombin, which like AT has binding sites for heparin, a ternary complex 
is formed that brings the enzyme closer to its inhibitor. The heparin-binding 
domain of AT comprises the region of AA 41–49 on the one hand and AA 
107–156 on the other. Both regions are rich in basic AAs that can interact with 
the sulfate groups of heparin. They are similar in the tertiary structure of the 
protein [138].

SERPINC1 is the gene encoding antithrombin. It is located on chromosome 1 at 
1q25.1 with 9 exons. There are ten Alu sequences in the introns, representing 22% 
of the intronic sequences, four times more than in the entire human genome. These 
repetitive elements may contribute to the occurrence of many mutations and dele-
tions in the gene (https://www.ncbi.nlm.nih.gov/gene/462).

Antithrombin deficiency, a rare autosomal dominant disorder (MIM#107300), 
is caused by rare genetic variations of SERPINC1 gene. There are two types 
of antithrombin deficiency. In type I antithrombin deficiency, functional and 
antigenic levels are proportionally decreased. In type II antithrombin deficiency, 
antigenic levels are normal while the functional activity is abnormal. In around 
0.02–0.25% of a healthy population with antithrombin deficiency, there is a 
5- to 50-fold increased risk of developing venous. AT deficiency is found in 
1–2% of patients with primary venous thromboembolic disease. The prevalence 
of symptomatic AT deficiency in the general population is between 1:2000 and 
1:5000 [139].

The first variation linked to antithrombin deficiency was characterized in 1983 
and, to date, more than 200 variants have been reported to be associated with the 
risk of thrombosis. The homozygous variant (Phe229Leu) of SERPINC1 leading to 
spontaneous antithrombin polymerization in vivo has been shown to be associated 
with severe childhood thrombosis [140]. The heterozygous variant is mainly associ-
ated with a high risk of venous thrombosis [141].

However, most of SERPINC1 genetic variants (currently 399 different muta-
tions reported) are rare, usually found in a single family baptized as private or 
orphan and occasionally discovered in more than one population. For example, in 
a Dutch population, Bezemer et al. [142] reported the 5301G > A polymorphism of 
SERPINC1 gene, to be associated with the risk of venous thrombosis. The frequen-
cies of this rs2227589 polymorphism were around 0.10 and 0.329 in the East Asian 
population. In Spanish Caucasian population, it was shown the presence of a func-
tional effect of the 5301G > A on antithrombin levels [143]. All of these conclusions 
were debated in different other studies [139].

Although thrombophilia can be identified in about half of all patients presenting 
with venous thrombosis, genetic testing or screening for hereditary thrombophilia 
is indicated only in selected cases [144, 145].
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7. Conclusions

This chapter has focused on thrombosis-related genetic polymorphisms, 
particularly the variations of hemostatic genes involved in classical inherited 
thrombophilia diseases. They are the earliest and the most studied polymorphisms 
in the field.

Despite the increasing knowledge about thrombosis-related genetic polymor-
phisms, genetic testing for inherited thrombophilia remains considered, most 
often, not helpful to guide clinical decisions and not recognized on a routine basis.

The current knowledge of the contribution of thrombosis-related genetic 
polymorphisms showed an accumulation of understanding over the years for more 
than half a century that has led to robust results regarding their roles in thrombotic 
disorders and their potential clinical consideration, particularly as genetic markers 
of the diseases.

Despite their recognition as risk factors with well-established frequencies and 
sufficiently convincing associations, the implementation of the genetic testing as 
diagnosis/prognosis tools failed to attain an international consensus for clinical 
application. In fact, even though, genetic and genomic testing and screening are 
expected to have a greatly increased role in healthcare with a gradually likely to be 
ordered in routine for many diseases, genetic test reports in thrombosis miss the 
ability to deliver with the results, their clinical implications clearly and unambigu-
ously. Guidelines and recommendations on thrombosis related genetic polymor-
phisms laboratory analysis remained limited to a narrow range of specific clinical 
situations and patients and are not uniform worldwide. The conditions under which 
genetic testing for thrombophilia have been in fact defined, were engaged, validated 
and published by some working groups and medical associations [144–153].

Furthermore, literature review showed that the AT, PC and, PS deficiencies, as 
well as FV Leiden, prothrombin mutation and MTHFR polymorphisms mentioned 
above, are considered as having an increased risk for venous thrombosis but have 
little or no effect on arterial thrombosis. In fact, the available evidence indicates 
that Leiden FV variant is not a major risk factor of any sort in arterial thrombosis 
and micro thrombosis, including myocardial infarction and strokes. The same con-
clusions were demonstrated for the other thrombophilia polymorphisms [154–156]. 
However, hyperhomocysteinaemia is still considered as a mixed risk factor for both 
arterial and venous thrombosis [1, 154].

Additionally, analysis of the literature revealed the description of several other 
polymorphisms that predisposes to the development of thrombosis, mainly those 
involving the hemostatic pathway factors like fibrinogen, factors VIII and VII, 
factor XIII, activated protein C receptor, thrombomodulin, plasminogen activator 
inhibitor, tissue plasminogen activator, Thrombin-activatable fibrinolysis inhibitor 
and platelet receptors (GPIIb-IIIa, GPIb-IX-V, GPIa-IIa, GPVI and others) etc... 
Two exhaustive reviews reporting these polymorphisms and especially their clinical 
significance were identified [146, 157].

In contrast, there is little clarity in relation to arterial thrombotic disease and the 
initial promise that genetic risk factors might contribute appreciably to an explana-
tion of the development of arterial thromboses has largely been unfulfilled. As well, 
the expectations raised by early reports of positive associations have been tempered 
by inconsistent results with almost the majority of the studied hemostatic genes. 
In reality, the most consistent associations that have been found involve fibrinogen 
and the factor XIII [146]. Recently, most association studies of arterial thrombosis-
related genetic polymorphisms are focused more much towards genes and factors 
involved in the other pathogenic pathways leading to thrombosis, i.e., inflamma-
tory, immune and oxidative pathways.
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Interrogation of the NCBI ClinVar database with an inquiry linking polymorphism 
and thrombosis revealed more than 3500 variations. The pathogenicity and the 
cause-and-effect relationship of these genetic variations was not strongly validated in 
the majority of cases. Most of related studies involved limited number of patients with 
untested statistical associations on a large scale. Additionally, some of the problems in 
identifying causal genetic markers are related to difficulties associated with the precise 
definition of the clinical phenotype under study. The sampling of patients in the studies 
was characterized by obvious heterogeneity both in terms of pathologies and in terms 
of the physiopathogenic origins of considered thrombosis. Indeed, there are many 
problematical uses of the terminology and other difficulties regarding the disorders 
stratification and the thrombosis typology. These difficulties of clinical and biological 
heterogeneity limit fundamentally the statistical homogeneity of the studied subgroups 
and the comparative effectiveness during the associative relationship approaches.

To overcome these shortcomings and to reach effective associations, several 
other technical and biological obstacles must be considered and defeated.

Translational medicine and research findings in the field of polymorphisms 
during thrombotic disorders are promising by the use of omics approaches and 
genome-wide association analysis, which will permit the identification of new 
risk loci. They will provide mechanistic insights into the genetic pathogenesis of 
thrombotic entities and put on view greater overlap among venous, arterial and 
microvascular thrombotic disorders than previously thought. The next step will be 
at the interactomic level to disclose binary and complex interactions between genes, 
factors and actors of thrombosis pathways. Indeed, it has been evident through 
this review that there are permanent interactions between the different pathogenic 
factors at the origin of thrombosis and almost permanent functional dualities for 
each factor under the influence of the dynamic homeostatic states of the organ-
ism and of the cells facing various situations to establish adaptive equilibriums. 
The importance of environmental influences and the complexity of the processes 
involved in vascular thrombotic disease suggest another myriad of other interacting 
metabolic factors. This understanding further increases the importance of lifelong 
risk interactions and may suggest an explanation for some of the inconsistencies 
in case–control studies. It is also important to consider that studies of population 
genetics of polygenic disorders, such as thrombotic disease, would ideally require 
prior knowledge of the relationship between the protein level/receptor density and 
disease, the degree of heritability of variance in the plasma levels of the protein/
receptor density, and the genetic determinants of heritability.

It should be emphasized that despite the difficulties delaying the approval of 
genetic polymorphisms as reliable markers of thrombotic disorders, some of them 
have already been integrated into the preventive approaches of precision medicine, 
while others could be adopted in the near future in the predictive approaches of 
precision medicine.

Finally, it is important to mention that the most advantageous achievements of 
the studies on the associated thrombosis genetic variations are perceived through 
the pharmaceutical and biotechnological industries discovers in the field of throm-
bosis. These progresses on drug discoveries during the past, the present and the 
future are closely related to the deep understanding of the pathogenic mechanisms 
of thrombosis as well as their complex interplay.
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Abstract

Cytokines are potent molecules produced mainly by specific activated immune
cells to control inflammatory responses besides other biologic processes. Although
active participation of cytokines provides defense against carcinogenesis on the
other hand, deregulation at the genetic level influences their activity to promote
tumor development. Among many aspects, constitutional polymorphic sequence
variations are key factors that derange the cytokine expression to lead an individ-
ual’s propensity to risk for different cancers. Cytokine polymorphisms are now
believed to alter these critical molecules that have a dual face in carcinogenesis as,
when implicated in the activation of the immune response, these molecules check
the cancer development while their persistent inflammatory reaction can envisage
the development of malignancy and tumor growth. We have given ample evidence
of case-control studies in a range of cancers where substantial evidence, as reported
in this chapter, links polymorphism of cytokine gene susceptibility with numerous
cancers. Cytokine gene polymorphism is vital to be significant bimolecular genetic
determinants of susceptibility and prognosis of cancer. A strong need is felt for
more case-control association studies in cytokine candidate genes involved in
specific pathways for particular cancer in bigger powered sample sizes involving
additional variables to disclose their factual risk for cancer.

Keywords: cytokines, polymorphism, malignancy, tumor, immune response,
case-control, inflammatory reaction

1. Introduction

Cancer is the world's second leading cause of death and accounts for around 1 in
6 deaths worldwide. A projected 18.1 million new cancer-related cases and 9.6
million cancer-related deaths were recorded in 2018, according to the 2018
GLOBOCAN study. Lung cancer is the most frequently diagnosed cancer for both
sexes with 11.6% of the total cases of cancer and is also the leading cause of cancer
death with 18.4% of the total cancer deaths. Cancer, a cellular overgrowth disorder,

69



involves cellular transformation, apoptotic dysregulation, uncontrolled prolifera-
tion, invasion, angiogenesis, and metastasis [1]. A significant correlation between
chronic infection, inflammation, and certain forms of cancer have been suggested
in clinical and epidemiological research, with inflammation frequently occurring in
and around tumors [2].

Recent studies have shown that chronic inflammation that regulates the micro-
environment of the tumor is involved in the initiation of the tumor and is a critical
component of tumor promotion and progression [3]. The insistent inflammatory
microenvironment contributes to increased promotion of the tumor, accelerated
progression, invasion of the surrounding tissues, angiogenesis, and eventually
metastasis [4]. The tumor microenvironment has a vast abundance of cytokines as
well as other inflammatory mediators which impact immunosuppression, cancer
growth, tissue remodeling, and angiogenesis [5]. Cytokines are a heterogeneous
group of glycoproteins or small soluble polypeptides (secreted or membrane-
bound) chiefly produced by the immune cells which under normal conditions are
produced in response to specific stimuli exerting pleiotropic and redundant effects
thereby altering the behavior of the identical or different cells by regulating the
growth, differentiation, and activation of normal cells especially immune cells [6].
Depending on the microenvironment, cytokines may either have pro- or anti-
inflammatory or may even have immunosuppressive activity [7]. In response to
both antigen-specific and nonspecific stimuli, the development of multiple cyto-
kines by immune cells plays a crucial role in the outcome of inflammatory immune
responses [8]. They are either released in response to a variety of cellular stresses,
including carcinogen-induced injury, infection, inflammation, and immunity that
inhibits tumor growth and progression, or are host-derived cytokines that cause
cancer cells to promote growth, reduce apoptosis, aid invasion and metastasis. The
role of cytokines in subsequent settings is to cause a host response aimed at con-
trolling cellular stress and reducing cell damage. Although critical insult control
encourages tissue repair, failure to control the injury can lead to the insistent
development of cytokines, leading to further aggravation of tissue damage.
Depending on several stages of cancer development and progression, host responses
to cellular stress may influence it inherently [9]. Therefore, the cytokine mixture
produced in the tumor microenvironment plays an important role in the pathogen-
esis of cancer [10]. The molecular and cellular changes that eventually lead to
cancer stimulate changes in the local cytokine environment, stimulate immune cell
intrusions, and release additional cytokines that function in an autocrine or para-
crine manner [11]. In addition, pro-inflammatory cytokines are associated with
anorectic and cachectic disease in patients with progressive cancer, pain in the form
of both algia and dynia, toxicity, and resistance to treatment. Physical exercise can,
however, alter cytokine levels and decrease fatigue in cancer patients, and may also
increase their prognosis [7].

Cytokines provide a key molecular link between inflammation, tumor promo-
tion, and progression which mainly include the interferons (IFNs), the interleukins
(ILs), the tumor necrosis factor super family (TNFs), the transforming growth
factor super family (TGFs), and Colony Stimulating Factors (CSFs) [12].

Genetic variations in the human genome can govern the risk of cancer
development, symptoms, treatment, and its outcome [7]. In recent years, within
cytokine gene sequences, many single nucleotide polymorphisms (SNPs) and a
small number of microsatellite polymorphisms have been reported, mainly within
their promoter regions [13] Indeed the most common variations in the genome are
the SNPs [14]. Some suggest that the differences in SNPs may also help explain
cancer disparities among the various ethnic groups [15]. Differential levels of
gene transcription, including TNF -308 and IL-10-10822 can be associated with
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some of these polymorphisms [16]. Several genetic studies have attempted to
associate these cytokine polymorphisms with cancers; however, the studies are
still limited, but increasingly evolving. The link between TNF alpha-SNPs and
specific cancers, including oral carcinoma, has been documented in several studies
[17] and non-Hodgkin’s lymphoma [18], but most of these associations are refuted
by others. IL-1 gene polymorphisms that provide increased expression of this
pro-inflammatory cytokine are associated with an increased risk of cancers,
mainly of gastric origin [19]. The association between IL-1B/IL-1RN polymor-
phisms and the development of gastric adenocarcinoma following Helicobacter
pylori infection is also well known [20]. In relation to cancer, IL-10 polymorphisms
are of particular concern since IL-10 has immunosuppressive and anti-angiogenic
properties [8]. In view of this, this chapter highlights the essential role of genetic
polymorphisms with respect to a host of cancers and their susceptibility in different
geographical regions.

2. Pro-inflammatory cytokine gene polymprphisms

2.1 Solid tumors

2.1.1 Breast cancer

2.1.1.1 Interleukin 6

IL-6 is a major inflammatory pleiotropic cytokine that is considered a main
growth-promoting factor [21]. Several IL-6 target genes are involved in the pro-
gression of the cell cycle and apoptosis suppression, which emphasizes the signifi-
cance of IL-6 in tumorigenesis [22]. Many polymorphic IL-6 studies have shown
that it is associated with breast cancer risk and prognosis. A study indicates that IL-
6 is a predisposing genetic factor that contributes to the prognosis of breast cancer,
with a G/C polymorphism associated with high levels of IL-6 production within the
promoter region of the IL-6 gene correlating with a worse prognosis. While few
studies have been published to date on polymorphisms within the IL-6 gene cluster
and breast cancer [23], there is still controversy about the evidence on 174 G/C IL-6
polymorphism in breast cancer. The presence of IL-6 polymorphism was associated
with an improved outcome in high-risk breast cancer, reported by DeMichele et al.
[24]. Iacopetta et al. [25] found that the IL-6 polymorphism was predictive of the
phenotype of aggressive breast cancer

2.1.1.2 Interleukin 10

IL-10 is an immunosuppressive and anti-angiogenic multifunctional cytokine
that can have both tumor-promoting and inhibiting properties [26]. The IL-10 gene
promoter has been recognized to have a significant number of polymorphisms
(primarily SNPs) [27]. As a consequence, promoter polymorphisms have been the
most scrutinized, particularly with regard to possible gene transcription and protein
production influences. Many studies on the interactions between genotypes of IL-10
and breast cancer have been published. One small breast cancer study confirmed
that the low-expression 21082 AA genotype was associated with a high risk of
disease [28]. In comparison, a larger case-control study found a correlation between
the 2592 AA genotype and the reduced risk of breast cancers [29] but did not
associate with any clinical parameters.
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2.1.1.3 Interferon-γ

Interferon-γ (IFN-γ) is the cytokine that likely has a vital role in carcinogenesis.
Several combined epidemiological studies have shown that IFN-γ can function as a
major risk factor for breast cancer development and progression, primarily due to
genetic polymorphisms of IFN-γ [30]. Interestingly, genetic polymorphisms in the
IFN-γ gene are likely to affect the degree of IFN-γ expression, leading to impaired
function or decreased IFN-γ activity; subsequent low IFN-γ expression levels would
encourage tumor development, which can contribute to can susceptibility to breast
cancer [31]. In order to be more precise, many common IFN-γ gene polymorphisms
have been found to increase the risk of breast cancer, such as rs20697 (�1615C/T)
and rs2430561 (+874T/A) [30, 32, 33]. Contradictory findings have also been
reported recently, although several studies have also suggested that IFN-γ genetic
polymorphisms can play a critical role in breast cancer pathogenesis [30, 31]. Gene
polymorphisms, with low levels of IFN-γ, can alter the function and expressions of
IFN-γ. The rs2430561 A>T polymorphism was revealed by Liu et al. in intron 1 of
IFN-γ [34]. The gene can transform its transcription functionally and lead to sus-
ceptibility to breast cancer [35]. Another meta-analysis shows that genetic poly-
morphisms within the IFN-γ gene were significantly associated with an increased
risk of breast cancer, especially the polymorphism of 2430561 T>A. No connection
was, however, identified between rs2069705 C>T polymorphism and breast cancer
susceptibility. Genetic polymorphisms and the risk of breast cancer in Asians, but
not among Caucasians, suggest that ethnic differences may affect the susceptibility
of individuals to breast cancer [36].

2.1.1.4 Tumor necrosis factor-alpha (TNF-α)

TNF-α is an essential pro-inflammatory cytokine for human cancer growth and
progression [37] by stimulating the development of genotoxic molecules (NO, ROS)
that can lead to DNA damage and mutations, TNF-α can promote tumor initiation
and progression. The increased risk of many cancers, including breast cancer, is
associated with genetic polymorphisms that boost TNF-α development [33].

Increasing evidence has shown that a SNP in the promoter region of the TNF-α
gene (�308G>A, rs1800629) induces genetic susceptibility in many forms of
tumors like BC [38]. The TNF-α-308A allele tends to have a higher constitutive and
inducible expression, as the �308G>A mutation affects the AP-22020 consensus
binding site [39]. The results on the association of –308 (G/A) TNF-α polymor-
phism with breast cancer development are rather contradictory [40]. A rise in
homozygous (�308AA) TNF-α genotype frequency was significantly associated
with the development of breast cancer and poor prognosis in Tunisian women [40].
No link between the homozygous (�308AA) TNF-α genotype and breast cancer
risk was identified in Holland. The association of allele (�308A) TNF-α with tumor
vascularization has, however, been shown to be [41]. Where the majority of studies
found no link between-308 (G/A) TNF-α polymorphism and the occurrence of
breast cancer [42, 43]. Two recent meta-analyses have confirmed that the geno-
types TNF-α-308GA and AA were significantly associated with a reduced risk of
breast cancer in Caucasians [14, 16, 44, 45]. The allele frequencies in the controls of
some studies [42, 46] did not show compliance with Hardy-Weinberg (HW) in the
meta-analyses. In addition, Yang et al meta-analysis included one study comparing
the frequencies of various genotypes of TNF-α-308 polymorphism in patients with
benign breast disease and controls, and another study that did not have frequencies
for each genotype [14, 16, 44, 45]
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2.1.2 Hepato-celllular carcinoma

2.1.2.1 Interleukin-1

IL-1 α and IL-1β are pro-inflammatory and potent cytokines. It has been stated
that the genes of this family are highly polymorphic that modulate the expression of
IL-1β. IL-1β �511T/C, �31C/T, and +3593C/T are the most studied SNPs of the IL-1
gene family, in addition to 86bp of VNTR in intron 2 of the IL-1RN gene with 5
different alleles [47]. IL-1β-31C/T is associated with increased transcription initia-
tion factor binding that has been shown to participate in hepatic carcinogenesis
[48]. In the presence of IL-1β (�511CC and �31TT) genotypes, allele 2 was known
to be a risk for HBV-related hepatocellular carcinoma (HCC). The IL-1β-511C allele
was found to be an IL-1RN risk with no HCCC risk [49]. On the other hand, there
was no connection between the IL-1β-511C allele and HCC in several studies. In the
Wang et al. analysis [50], the IL-1β-31TT genotype and the IL-1β-511/�31CT hap-
lotype were associated with an increased risk of HCC-related HCC and the risk
factor was not the IL-1RN VNTR polymorphism.

2.1.2.2 Tumor necrosis factor-α

Polymorphisms of TNF-α (�1031T/C,�863C/A,�857C/T, �308G/A and
�238G/A) are found to alter TNF-α development [51]. A critical risk factor for HCCC
is regarded as TNF-α �308G/A [45], but TNF-α-238G/A is engineered to play a
passive role in the risk of HCC [52]. On the other hand, several other studies indicated
an increased risk of HCC for the allele TNF-α-308A [51]. The association between
TNF-α promoter alleles such as TNF-α-308A and TNF-α-238A and various TNF-α-
238A expressions is indicated in several studies [39].

2.1.2.3 Interleukin-6

In order to counteract inflammatory reactions, IL-6 is a key factor in viral
infections. In the promoter area, the most studied genetic polymorphisms in the IL-
6 gene are located downstream (�597G/A, �572G/C, �174G/C, and �373A/T), and
have an effect on IL-6 development levels at the transcriptional stage [52]. These are
reported to be associated with chronic hepatitis, where IL-6-572G/C was found to
be associated with the risk of HCC-related HBV [53].

2.1.3 Gastric cancer (GC)

2.1.3.1 Interleukin-1Beta

There are three associated genes in the IL1 cluster: IL1-A, IL-1B, and IL-1RA that
encode the signal proteins IL-1, IL-1, and their receptor, IL-1RA, respectively. The
association between IL-1B and IL-1RA gene polymorphisms and the development of
gastric cancer (GC) has been identified in numerous studies [47]. Polymorphisms
of IL-1 are located in positions-511 (CT, rs16944), -31 (TC, rs1143627), and 3954
(CT, rs1143634) that affect the expression of IL-1. The majority of studies classify
the IL1β-511 polymorphism T allele as normal among Caucasian individuals with
non-cardiac GC but preferably for cancer of the intestinal subtype. It is, therefore,
feasible to propose this SNP as a possible GC predictive marker. Even after numer-
ous meta-analyses have been carried out, investigations of the IL1B-31 TATA-box
polymorphism appear to be controversial. Around 14 studies [54] reported a slight
non-significant correlation between the C variant allele and GC risk in comparison
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with TT homozygotes. Again, in contrast with Hispanic or Caucasian cultures, there
was no correlation between Asian groups. A modest increase in the intestinal GC
subtype among C allele carriers in Caucasian populations was suggested by histo-
logic stratification, but this statement was not true for the diffuse GC subtype.
Wang et al. also found that the +3954 gene polymorphism T allele contributes to the
GC risk. A lack of interaction between the +3954 polymorphism and GC was stated
by Xue et al. [55]. A limited number of studies were conducted on the IL-1β-+3954
C/T polymorphism [55].

2.1.3.2 Interleukin-2

In the differentiation of CD41-positive T cells into Th1 and Th2 effector
subsets, IL-2 effectively controls the immune response and plays an important
role. IL-2 leads to the activation and transmission of immune responses that are
inflammatory, including H. pylori-induced gastric inflammation. In the promoter
region, IL-2, IL-2-330, and -384 have two types of SNPs that affect IL-2 develop-
ment [56, 57]. Wu et al. [57], reported that the T allele significantly reduced the
risk of gastric cardiac cancer with IL-2-330 polymorphism. Another research, on
failed to show a significant association with IL-2-330, while Togawa et al. [58] on
the other hand, stated in 2005 that the IL-2-330 T/T genotype in Japan increased
the risk of gastric atrophy associated with GC. The IL-2-330 polymorphism yields
contradictory findings. In addition, for IL-2-384 and +11.4 polymorphisms and
GC growth, no significant association has been seen [59].

2.1.3.3 Interleukin-6

IL-6 appears to be involved in gastric oncogenesis, as serum IL-6 levels show an
increase in the gastrointestinal cells and mucosa of patients suffering from GC [60].
The data collected indicated that the polymorphism of IL6-174G/C was related to
the risk of GC in the West. The suppression of tumor necrosis factor-α and IL-11
could explain the carcinogenic properties of IL-6 [61]. In 2009, Kang et al. showed a
strong negative association among HP-positive cases and controls between the
IL6-572G/C polymorphism GG genotype and duodenal ulcer risk. The effect of the
G allele on the rate of synthesis of proteins has not been determined to date, and the
role of this SNP remains unclear.

2.1.3.4 Interleukin-8

IL-8 improves the proliferation and migration of cells and serves as a chemical
attractor and mediates chronic inflammatory processes [62]. In contrast, mucosal
levels of IL-8 were found to be elevated in GC patients, and the prognosis was
significantly lower in patients with high expression of IL-8 compared to patients
with moderate levels of this protein [63]. IL-8 can induce Reg protein expression in
stomach cells, which intensifies gastric mucosal cell proliferation and may indirectly
promote the initiation of GC [64]. In the IL-8 gene locus, fifteen functional poly-
morphisms occur, and some can alter gene expression [65]. Several IL8- case-
control studies on 251A/T (rs4073), IL8 +396T/G (rs2227307), and IL8+ 781C/T
(rs2227306) were conducted in which IL8-251A/T, A allele was associated with
increased GCC [66]. Kang et al. [67] also found that higher GC risk is correlated
with the AA genotype of HP-positive individuals. Due to conflicting findings, the
role of IL-8 gene polymorphisms in GC remains unclear. The�251 polymorphism of
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the gene, however, seems to play a major role in the development of GC and needs
further study. In this region, the +396 and +781 SNPs are almost unexplored.

2.1.3.5 Interleukin-17A and 17F

IL-17A and IL-17F, synthesized by activated T cells, are characterized as pro-
inflammatory. Five variants of this cytokine are known which differ in properties
and sites of expression from the founding member IL-17A. Several studies have
shown that IL-17 leads to gastric carcinoma growth and progression [68]. It has
recently been suggested that a low IL-17 tumor expression rate can imply a poor
prognosis in GC patients. Wu et al. reported that in comparison with the mutant AA
genotype, the GA and GG genotypes of +7488 SNP were correlated with an
increased GC risk and also reported the absence of a link between IL17-197G/A
polymorphism and GC risk [69].

2.1.3.6 Tumor necrosis factor-α

One of the pro-inflammatory cytokines strongly expressed in H. pylori-induced
gastritis is TNF-α, a potent gastric acid secretion inhibitor [70, 71]. While the TNF-α
promoter has recorded several polymorphisms, most studies have concentrated on
the G/A polymorphism at position 307 since most of the other polymorphisms are
functionally silent. In patients with polymorphism at position 307 with malignant
tumors, multiple studies find a higher concentration of TNF-α [72]. TNF-α is a pro-
inflammatory cytokine, which is a mediator of the immune response in H. pylori
and shares many biological behaviors with IL-1 [73]. It doubles the risk of gastric
cancer without any correlation with the risk of gastric cancer of the esophagus or
cardium [74, 75]. Studies done on the effect of TNF-α 307 polymorphisms on the
expression of mucosal cytokine and showed no substantial differences in TNF-α
level between different allele carriers that indicate that this polymorphism does not
affect the development of cytokine. Some race-specific associations have been pro-
posed by another meta-analysis summarizing data on TNF-α, 308 variants, with an
increased risk of gastric cancer in various ethnic populations. TNF-α 238 polymor-
phisms were not substantially associated with the risk of gastric cancer, consistent
with previous results [76]. Another research showed that a possible risk factor for
gastric cancers is TNF-α 857 T allele.

2.1.4 Prostate cancer

2.1.4.1 Interleukin-1

The relation between the risk of IL-1 family polymorphisms, including IL-1A,
IL-1B, and IL-1RN and prostate Cancer (PCa), has been less studied. There was no
important correlation between PCa risk and IL-1B/IL-1RN polymorphism in several
studies. In a recent meta-analysis, IL-1A, IL-1RN (rs315951 and rs3087263), and IL-
1B+3953 (rs1143634) polymorphisms were not significantly correlated with the risk
of PCa. In homozygote and recessive models, IL-1B-511 (rs16944) polymorphism
was significantly associated with PCa risk, and in the heterozygote model, the allele
comparison IL-1B-31 (rs1143627) polymorphism was also marginally significantly
associated with PCa risk. Therefore, the meta-analysis indicated that IL-1B-511
(rs16944) and IL-1B-31 (rs1143627) sequence variants were significantly associated
with PCa risk. This result presents more new evidence that pro-inflammatory
cytokines and inflammation play an important role in the etiology of PCa [77].
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2.1.4.2 Interleukin-6

Interleukin 6 (IL 6) plays a crucial role in the inflammatory phase among the
cytokines involved in inflammation. Mandić et al., found that IL-6-174 SNP differs
between ethnicities and that single polymorphic cytokine variants most likely have
little effect on the susceptibility of PCa [78]. The study by Pierce et al. showed that
circulating IL- 6 and its gene polymorphism did not affect the risk of PCa [79].
Whereas Mandal et al. had a contrary view [80]. Another meta-analysis of 11
independent studies, including 10,745 cases and 13,473 controls based on several
recently published studies which indicated an inconsistent conflicting and incon-
sistent trends of association between IL- 6 (174 G/C) and PCa. IL- 6 (174 G/C)
polymorphism has been found not to be a risk factor for prostate cancer in the
general population [81].

2.1.5 Esophageal cancer

2.1.5.1 Interleukin 6

IL-6 (interleukin-6) is a pro-inflammatory peptide that is actively involved in
tumorigenesis [82]. The effect of IL-6 and IL-6 receptors (IL-6R) on the
prognosis of esophageal cancer (EC) has been identified [83]. Systemic and/or
local IL-6 therefore appears to be a central molecule in the stimulation of ESCC
progression. Different studies have shown an association between various IL-6
polymorphisms and cancers. Polymorphism of IL-6-634G>C and prognosis after
EC esophagectomy revealed that when EC patients were treated surgically, those
with the IL-6-634G/G or G/C genotype had a 3-fold poorer prognosis than those
with the C/C genotype. In comparison, IL-6R polymorphism and IL-6 tumor
expression are not associated with prognosis [84]. With respect to EC, Oka et al.
[85] stated that poor survival was associated with high serum IL-6 levels. Buraczyn
et al., on the other hand, stated that in the presence of inflammatory stimulation,
patients carrying the G allele and to an even greater extent the G/G genotype
showed higher IL-6 output at position �634 in the IL-6 promoter region than
patients carrying the C allele [86]. Kitamura et al. also reported that the 634 G allele
is associated in vitro with increased IL-6 production in peripheral mononuclear
blood cells [87]. While IL-6 levels are associated with different cancers, the rela-
tionship between IL-6 and EC polymorphisms requires further evaluation because
less studies are available [88].

2.1.5.2 Interleukin 12

The pro-inflammatory cytokine family is the Interleukin 12 (IL-12)
family, which is essential for host tumor resistance [89]. A few studies have
determined whether polymorphisms and serum levels of the IL-12 family (IL-12A
gene rs568408, IL-12Bgene rs3212227, IL-27 gene rs153109, rs17855750, rs181206)
and its family receptor (IL-12Rb1, 378 C/G) gene are correlated with EC. Studies
that revealed polymorphisms of IL-12 rs568408, rs3212227, and IL-12Rb1 gene
378 C/G and serum levels of IL-12p40 and IL-27p28 were significantly associated
with the risk of EC [90]. IL-12Rb1 gene Codon 378 C to G causes a transition in
amino acid (glycine to arginine), which may further weaken the transcript's
subsequent biological activity and is linked to many malignancies such as
leiomyoma [91].
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2.1.5.3 Interleukin-18

Interleukin-18 (IL-18) is another cytokine that is mainly involved in the inflam-
matory immune response and is a potent factor triggering IFN-γ. Genetic IL-18 gene
polymorphisms have recently been observed to have a significant effect on the
vulnerability of a number of inflammatory diseases and various malignancies,
including EC [92]. Different SNPs have been identified in the promoter region of
the IL-18 gene and are likely to influence gene activity [93]. In the promoter region
of the same gene, three SNPs were found at distinct positions �137, 607, and 656
relatives to the transcriptional start site. A study conducted by Ye et al. in the
Chinese population investigated 137 G/C and 607 C/A polymorphisms of the IL-18
gene in EC patients. The 137 GC and CC genotypes were associated with a signifi-
cantly increased risk of ESCC as compared with the �137 GG genotypes as G to C
substitution at position 137 abolishes a histone4 transcription factor-1(H4TF-1)
nuclear factor-binding site and hence has an impact on IL-18 activity. Nevertheless,
in EC patients, the genotype and allele frequencies of IL-18 promoter 607 C/A
polymorphism were not substantially different from those in healthy controls. The
results, therefore, indicate that IL-18 137 G/C polymorphism could be used as an
ESCCC genetic susceptibility marker [94].

2.1.5.4 Tumor necrosis factor-α

Tumor necrosis factor-alpha (TNF-α) is a pro-inflammatory cytokine that plays
a major role in host defense and inflammatory responses but also induces cell death
and tissue degradation in some instances [95]. There have been reports of
dysregulated expression of TNF-α associated with a number of tumors, including
EC, [96]. A number of SNPs of TNF-α gene have been found, which include
TNF-α-238 G/A (rs361525), TNF-α-308G/A (rs1800629), TNF-α-857C/T
(rs179972), TNF-α-863C/A (rs1800630), TNF-α-509C/T (rs1800469) and TNF-α-
1031T/C (rs1799964) [83]. Among these, the most common TNF-α polymorphisms
occur at position 308 in the promoter region and are extensively studied, showing a
strong association with increased TNF-α production [97]. Many studies have
focused on the association between TNF-α-308 G>A (rs1800629) and EC risk [98].
Deans et al. have found that the genotype AA TNF-α 308 is associated with an
adverse prognosis of gastroesophageal cancer [99]. In contrast, the results of the Cui
et al. study found that TNF-α-308G/A polymorphism was not associated with EC
risk [100]. In addition, Guo et al. did not find a significant difference between EC
patients and controls in the overall genotypic distribution of TNF-α-308G/A
polymorphism [101]. In addition, few meta-analyzed studies report that TNF-α-308
G>A (rs1800629) is poorly associated with an increased risk of EC [102]. Conclu-
sions on the role of TNF-α -308G/A gene polymorphism in the risk of EC have,
therefore, been inconsistent.

2.1.5.5 Interferon-γ

The cytokine produced against viral and intracellular bacterial infections in the
human body is Interferon-gamma (IF-γ). Many polymorphisms have been
investigated mostly in IFN-gamma, which are significantly associated with many
complications such as susceptibility to many infections [103]. It has been stated that
a risk factor for EC may be the IFN-γ + 874AT genotype. The study by Du et al. has
shown that IFN-γ + 874, T allele may predispose for EC [104]. Another research
found that an important association existed between the genetic polymorphism of
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INF-γ 874A>T and infectious complications following esophagectomy in a cohort of
EC patients [105].

2.1.6 Pancreatic cancer

2.1.6.1 Interleukin-1 beta

Interleukin 1b (IL1b), a central IL-1b gene-encoded pro-inflammatory cytokine,
has been associated with chronic inflammation and plays an important role in
inflammatory pancreatic diseases, including pancreatic cancer [106]. In the pro-
duction of pNETs, the functions of IL-1b �511C/T and +3954 C/T genotypes remain
unclear. PNETs are a heterogeneous group with different biology and prognosis of
tumors; they can occur as solitary tumors, and up to 15% of pNETS are part of
hereditary syndromes. The findings of Maja et al. [107] showed a significant corre-
lation between the IL-1b �511C/T genotype and CTCT �511/+3954 genotype com-
bination and susceptibility to functional pNET growth, and the risk of non-
functional pNET development were associated with patients with CTCC �511/
+3954 genotype combination. All of these findings indicate IL-1b participation in
the growth of pNET [107].

2.1.6.2 Interleukin-2

In T cell-dependent immunity, IL-2 is a potent pro-inflammatory cytokine and a
central regulatory cytokine. Several SNPs) have been found to alter IL-2 production
in the promoter region and to be associated with inflammation-based cancer [58].
The G-allele in the IL-2 promoter at the �330 position seems to correlate with
higher IL-2 output [108]. It has been shown that during the cell cycle, dividing
cancer cells release IL-2 in various concentrations and that IL-2 promotes cancer
development [109]. Hofsli and collaborators found that GEP-NET carcinogenesis
growth factors downregulate the IL-2 receptor, presenting proof of an additional
mechanism through which neuroendocrine cancer cell growth is promoted [110]. It
was found that G-allele raises the expression of IL-2 at the �330 position and that
individuals homozygous for the G-allele have three times higher IL-2 values [108].

2.1.6.3 TNF-α

In the inflammatory etiology of pancreatic cancer, TNF-α plays a very crucial
role. The risk factor for various forms of cancer, such as hepatocellular carcinoma,
gastric cancer, and breast cancer, has been identified as TNF-α-308 polymorphism
[111–113], while previous studies have reported that polymorphisms in the TNF-A-
308 A/G gene are not linked to pancreatic cancer [78].

2.1.7 Bladder cancer

2.1.7.1 Interleukin-6

IL6 is an inflammatory pleiotropic cytokine released by different types of
lymphoid/non-lymphoid cells [114]. Immune response, cell survival, proliferation,
and apoptosis are critical for [113]. In the IL-6 promoter region, numerous poly-
morphic variants have been identified that are associated with IL-6 transcription
activity [115] which indicates a connection to cancer [116].

IL-6 polymorphism has been shown to modulate changes in its expression to
cause cancer risk, including bladder cancer. Association studies of IL-6 gene
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polymorphisms conducted in India and globally confirm the risk of several CC
genotype and C allele cancers, especially BCC allele cancers [117, 118]. Fishman
et al. have stated that IL-6-174 G/C polymorphic variation affects transcription and
IL-6 protein expression [119]. Conversely, several studies from other parts of the
Indian and Caucasian population indicated that conflicting findings were present
[120, 121]. The variant genotype IL-6-174 G/C was shown to be significantly asso-
ciated with an increased risk of BC [122] but no BC risk association was found by
other authors [123]. In addition, there was no proven association between IL-6-572
G/C, -596 A/G polymorphisms, and BC risk [118].

2.1.7.2 TNF-α gene polymorphisms

A major inflammatory cytokine is the tumor necrosis factor-alpha (TNF-α)
gene, which mediates a connection to all steps involved in tumor growth and
development. TNF-α gene polymorphisms and their receptors have conceptualized
the understanding of the genetic effects of inflammatory consequences [124]. Poly-
morphic sequence differences are mainly documented in association studies
of various cancers like BC, with some studies refuting and other studies showing
the association for cancer risk, mostly single nucleotide changes in TNF-α promoter
[125, 126]. This contentious link between TNF-α polymorphisms and UBC is due to
the race, sample size, and technical aspects involved. Of the 7 variants of the TNF-α
gene studied by Marsh et al., 859T and +488A polymorphisms were significantly
linked to BC risk [127]. Another research investigates 3 TNF-al-1031 T>C polymor-
phism SNPs where high risk was identified for controls of BC cases [128]. Similarly,
experiments on TNF-al-308 G>A polymorphism have also reported controversial
results [129, 130]. Although TNF-α-308 A variant alleles with a major risk relation-
ship to BC risk were observed by Lima et al. [131].

2.1.8 Gliomas

2.1.8.1 IL-4 gene polymorphism

Research by Brenner et al. found that the polymorphism of IL-4 (rs2243248,
�1098T>G) was substantially correlated with the overall risk of glioma [132].
Another study showed that IL-4 induced aberrant Stat3 activation in glioblastoma
cells but not in normal human astrocytes, and hypothesized that aberrant
Stat3 activation induced by IL-4 could contribute to the pathogenesis of GBM
cells [133].

IL4R encodes the interleukin-4 receptor alpha chain that can connect interleukin
4 and interleukin 13 to regulate the development of IgE [134]. In 2013, TianboJin
et al. reported that rs1801275 in the IL-4R gene can predict the over-dominant
model of Glioma susceptibility by 2.29-fold [135]. Furthermore, another article also
stated that rs1801275 could increase the risk of studying glioblastoma [136]. How-
ever, an important link between mutant IL-4R alpha rs1801275 and gliomas was not
found by Ruan et al. [137].

2.1.8.2 IL-12gene polymorphism

Many SNPS, like 1188A/C, in the IL-12 gene will affect its levels of expression
and are associated with several tumors such as nasopharyngeal carcinoma [138] and
breast cancer [139]. This SNP might influence the susceptibility of individuals to
glioma. Haidar et al. stated that neither mutant (hetero or homozygous) genotypes
nor mutant IL-12p40 1188A/C variant allele appears to be associated with gliomas
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[140]. In line with a meta-analysis review, this outcome [141]. The stratification by
cancer type showed that the variant only represents a risk factor for cervical and
nasopharyngeal cancer, although these authors found a substantial association of
the variant with overall cancer.

2.1.8.3 IL-13 gene polymorphism

IL-13 plays an important role in allergies and is essential for the suppression of
tumor immune surveillance through an immune regulatory pathway [142]. SNPs,
including rs25041, rs1800925, and rs1295686, found in the IL-13 gene, are closely
linked to IL-13 expression. In human malignant glioma cell lines and in primary
tumor cell cultures, IL-13 has been shown to be over-expressed [143]. The serum
immunoglobulin E (IgE) level could be significantly increased by the rs20541 A
allele (glutamine (Gln, Q) form) in different populations [144]. Evidence has also
been established by previous research that IgE levels in patients with glioma were
lower than in people without glioma [136]. It is very fair to expect the IL-13 gene
rs20541 polymorphism to exert some effect on glioma susceptibility due to its
important roles in immune surveillance and serum IgE level modulation. A recent
meta-analysis review, however, indicates that the IL-13+rs1800925 genotype could
be a risk factor for gliomas and that IL-13+rs20541 contributes to cancer [145]
(Table 1).

2.2 Hematological malignancies

2.2.1 Lymphomas

2.2.1.1 IL-4 and IL-5 gene polymorphisms

In the proliferation of T cells, Il-4 and Il-5 play a key role. The study of the
relationship between SNPs was chosen from the main immunological genes of
cytokines and NHL in several studies. This represents a pathway-based approach to
the investigation of common genetic variants in the cytokine network of Th1 and
Th2. Common genetic variants of the Th2 cytokine genes have been observed and
are associated with NHL risk. SNPS has been shown to be substantially associated
with an increased risk of NHL in the TH2 genes IL-4 (�1098T>G) and IL-5
(�745C>T) [165].

2.2.1.2 IL-6 gene polymorphism

While monocytes are the main source of IL-6, many cells, including dendritic
cells, lymphocytes, neutrophils, mast cells, mesenchymal cells, and tumor cells,
may produce it. IL-6 rs1800797 (IL-6 rs1800795G>C, rs1800796G>C,
rs1800797G>A) was the only SNP to demonstrate substantial survival outcomes,
with DLBCL co-dominant model (GG/AG/AA) and recessive model (AA genotype
versus combined GG/GA genotype) subjects having worse overall survival. The
correlation between polymorphism of the IL-6 gene promoter and the risk of
lymphomas, however, shows inconsistent results. A common case-control study
conducted by the International Lymphoma Epidemiology (Inter Lymph)
consortium in 2006 to examine the relationship between gene polymorphisms and
the risk of lymphoma showed that there is no correlation between IL-6 promoter
polymorphism (174G>C rs1800795) and the risk of NHL [166].
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2.2.1.3 IL-10 gene polymorphism

A number of studies have evaluated the association between specific polymor-
phisms of IL-10 genes and the risk of non-Hodgkin lymphoma but fewer studies
analyzed the impact of IL-10 polymorphisms on the prognosis of patients with
DLBCL. There is clear evidence that in hematologic malignancies, immune-
regulatory cytokines play a major role. The relationship of seven single nucleotide
polymorphisms (SNPs) in two selected cytokines (IL-6 rs1800795 G C, rs1800796
G>C, rs1800797 G>A, IL-10 rs1800871 G A, rs1800872 G>T, rs1800890 A>T,
rs1800896 T>C) to risk and overall survival was examined in different
studies [167].

2.2.2 Leukemias

2.2.2.1 IL-15, -18 and-1β gene polymorphism in acute lymphoblastic leukemia (ALL)

The proliferation of T, B, and NK cells is encouraged by IL-15, a pro-
inflammatory cytokine. Some studies have previously shown that IL-15 can
protect hematologic tumors from drug-induced in vitro apoptosis, and high
expression of IL-15 is associated with childhood ALL CNS disease. Several
minimal residual diseases (MRD)-related IL-15 SNPs have been shown to
have a link to increased in vitro transcription/translation efficiency of IL-15.
As found by the GWAS scan, there are 5 SNPs in the IL-15 locus that are
significantly correlated with childhood ALL therapy response. In the most recent
study, polymorphisms of the IL-15 rs10519612 CC genotype have been shown to be
associated with adult ALL1 [69]. Polymorphisms of IL-1β (rs16944) and IL-18
(rs1946518) have been shown to predict the prognostic consequences and manage
ALL. The impact of the rs1884444 sequence variant on relapse rate and
connection of rs10889677 AA genotype with favorable prognostic factors
recommend the influence of the investigated SNPs on ALL response to treatment
and outcome.

2.2.2.2 Other gene polymorphisms in acute and chronic leukemia (AML and CML) and
chronic lymphocytic leukemia

Polymorphisms of IL-1β (rs16944) and IL-18 (rs1946518) have been shown to
predict the prognostic consequences and manage ALL care. In cytokine genes,
several SNPs have been identified, indicating that certain alleles may lead to alter-
ations in cytokine production [168]. It is, therefore, hypothesized that variants of
the cytokine gene can influence the expression of genes and may be associated with
leukemia pathogenesis.

The relation between the polymorphism of IFNγ +874T>A (rs2430561) and
the risk of CML [169] or earlier, CLL was assessed. Various studies have
suggested that the IFNγ+874T>A polymorphism leads to the susceptibility of
CML and CLL [168]. No association between TGFβ1 rs1800470 polymorphism
and leukemia was identified in earlier studies. Nursal et al., on the other hand,
found that variants of the genes TNF-α rs361525, IL-10 (�1082G>A rs1800896,
�819C>T rs1800871, �592C>A rs1800872) and TGF-β1 (codon 25) may have
a significant association with AML etiopathogenesis [170]. The relation
between TNF-α 308G>A, IL-10 (�592T>G, �819T>C, �1082T>C), IFN-γ
+874T>A and TGF-β1 (codons 10 and 25) was not identified to confer any risk to
CML [169].
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2.2.3 Myelomas

2.2.3.1 IL-1gene polymorphism

IL-1 is a potent cytokine that is pro-inflammatory and functions as an endoge-
nous pyrogen. IL-1 has two cytokines formed by two diverse genes, IL-1 alpha, and
IL-1β. Cytokine plays a crucial role in the development, differentiation, and func-
tion of different immune cells in cells. An important interaction between IL-1 alpha-
889C>T and IL-1β-3737C>T and the risk of MM was shown to have an association
with polymorphisms of IL-1 [171].

2.2.3.2 IL-6 gene polymorphism

As a proliferative factor for multiple myeloma (MM), IL-6, a cytokine with
broad inflammation and immunity functions, is identified. Some myeloma cells and
bone marrow stromal cells may produce IL-6 and can restrain apoptosis in myeloma
[172]. Previous studies have shown that IL-6 expression can be partly genetically
modulated in the promoter region of IL-6 by polymorphisms located at the
rs1800795 location. Recent studies have shown that the association of IL-6
rs1800795 polymorphism with MM risk is negligible.

2.2.3.3 TNF-α gene polymorphism

Gene polymorphisms of TNF-αmay also be essential for its functional variation.
Research has shown that a TNF-α allele (�308) has been expressed at lower levels
in MM subjects, indicating that an allele can have a protective effect against disease
[173]. However, the GG genotype of TNF-α (�238) was shown to be correlated to
early progression in MM in another study [174].

2.2.3.4 IL -12 gene polymorphism

IL-12 is a cytokine that stimulates immunity that is both innate and adaptive.
This induces cytotoxicity of Th1 cells and has been shown to have effective immu-
nomodulatory and anti-tumor activities [175]. However, while IL-12 is an inflam-
matory cytokine, protection from neoplastic disease appears to be the prevalent
activity of the cytokine in this case. There is no clear link between IL-12 (rs1801131)
(A>C), polymorphism, and the risk of MM in recent studies [176] (Table 2).

3. Anti-inflammatory cytokine gene polymprphisms

3.1 Solid tumors

3.1.1 Breast cancer

3.1.1.1 IL-1β gene polymorphism

A variety of cell types, including monocytes, macrophages, and epithelial cells,
are formed by interleukin-1β (IL-1β) belonging to the IL-1 family and have multiple
biological effects [190]. IL-1β induces the expression of pro-inflammatory genes
that may play a key role in the early stages of carcinogenesis, such as cyclooxygen-
ase type 2, inducible nitric oxide synthase, and other cytokines/chemokines. A
number of studies have documented the association of IL-1β polymorphisms with
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the risk of breast cancer, establishing the important role of IL-1β in its development.
The findings are contradictory due to the relatively small sample size of the study.
Ito et al. [191] first recorded that rs1143627 is significantly correlated with the risk
of breast cancer (CC vs. TT: OR = 1.82). The correlation in the Chinese population
was followed by another case-control analysis by Liu et al. (CC vs. TT: adjusted
OR=1.72). All the studies for rs1143627 included in the meta-analysis were
conducted in Asian populations, suggesting that rs1143627 could contribute to the
risk of breast cancer, especially in Asians [34].

3.1.1.2 TGFβ -1 gene polymorphism

A multifunctional cytokine that is important for maintaining homeostasis
involving bone and muscle differentiation, immune response, and tumor suppres-
sion is the transforming growth factor beta-1(TGFβ-1). Increased TGFβ-1 develop-
ment occurs in different tumor types and is associated with tumor grade severity
[192]. There is evidence that when the proliferative inhibition effect of the TGFβ-1
signaling pathway has been overridden by other oncogenic mutations, TGFβ-1
functions as a suppressor of tumor initiation but as a promoter of tumor progression
[193]. The 29T/C transformation that generates a Leu10Pro replacement in the
TGFβ-1 precursor signal peptide has been reported to be associated with TGFβ-1
secretion of the protein and thus may have altered the risk of breast cancer. In the
published clinical trials, Dunning et al. [194] concluded that in studies (20,837
patients and 22,879 controls) from European countries, TGFβ-129T/C T polymor-
phism was strongly correlated with breast cancer risk (C/C versus T-carrier, 1.21;
95% CI 1.05–1.37); Hishida et al. [195] found that the C/C genotype was substan-
tially correlated with a decreased risk of breast cancer relative to the T/T genotype
(OR = 0.45, 0.20–0.98); polymorphisms are not likely to be associated with major
increases in the overall risk of breast cancer among Caucasian women in the pro-
moter region of TGFβ-1. Another meta-analysis review indicated that the 29T/C
polymorphism did not contribute to breast cancer risk in both recessive, dominant,
and other genetic models [196].

3.1.2 Hepato-cellular carcinoma

3.1.2.1 IL-10 gene polymorphism

During chronic viral infections, IL-10, an immune suppressor cytokine, plays a
vital role in the weakened host immune response, where its secretion is stated to be
genetically regulated [197]. The most studied SNPs that have an influence on
IL-10.1 development are IL-10 (�1082G/A, �819T/C, and �592A/C). The reports
suggested that �1082 G allele and GCC haplotype are correlated with high IL-10
expression, where less expression association is shown by ATA haplotype. On the
other hand, studies have shown that IL-10GCC and IL-10 haplotype AAGCC
(�3575, �2763, �1082, �819, and �592) are associated with lower IL-10 haplotype
concentration [198].

3.1.2.2 TGF-β1 gene polymorphism

In addition to +869T/C (Codon 10), +915G/C (Codon 25) and +788C/T (codon
263), TGF-β1 polymorphisms are identified in TGF-β1-988C/A, -800G/A, -509C/T
and in insertion/deletion [199, 200]. Several SNPs are identified in TGF-β1 (+869T/
C and +915G/C) [201] while TGF-β1 +869T allele was found to be correlated with
high TGF-β11 expression [202].
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3.1.3 Gastric cancer

3.1.3.1 IL-4 gene polymorphism

IL-4 is also recognized as a pro-inflammatory cytokine suppressor and an
enhancer of anti-inflammatory cytokine synthesis [203]. The polymorphism of the
promoter IL4-590C/T (rs2243250) is widely studied because the mutant T allele has
been documented to increase IL-4 expansion compared to the C allele [204]. In
contrast with the TT genotype, Wu et al. found an increased risk of developing
diffuse form and cardiac GC for the CT/CC genotype in 2003. It is also proposed
that lower IL-4 levels in the gastric mucosa favor the growth of GC. The genetic
polymorphism IL4-168T/C (rs2070874) tested by Wu et al. [205] stated that a
reduced GC risk among the Chinese population was correlated with mutant C allele.

3.1.3.2 IL-10 gene polymorphism

As an immune suppressor and anti-inflammatory mediator, IL-10 typically acts.
From the transcriptional start site, there are 3 functional promoters SNPs at-1082
(A to G, rs1800896), -819 (C to T, rs1800871), and -592 (A to C, rs1800872) pairs in
the IL10 locus. Studies of IL10-1082A/G, IL10-592A/C, and IL10-819C/T polymor-
phisms indicate the absence of major discrepancies in the distribution of genotypes
between GC patients and healthy controls [206–208].

3.1.4 Prostate cancer (PCa)

3.1.4.1 IL-10 gene polymorphism

The most studied cytokine for PCa risk is IL-10. Controversial findings have
emerged in this regard, where various studies show conflicting results and the latest
meta-analysis showed that IL-10 (rs1800871) polymorphism was not correlated
with PCa danger [209]. On the contrary, another meta-analysis indicated that
polymorphic variants of IL-10 (rs1800871) and IL-10 (rs1800872) reinforce the
idea that these may be moderately correlated with advanced PCa and thus affect
disease progression [210]. The 2011 study by Shao et al found no substantial evi-
dence suggesting variations in allele frequency or genotype distribution between
PCa patients and control subjects for any of the three SNPs IL-10-1082 A>G, -819
C>T and -592 C>A.

3.1.5 Esophageal cancer

3.1.5.1 IL-1β gene polymorphism

In cell proliferation and apoptosis, interleukin 1β (IL1β) is involved which is an
essential mediator of inflammatory response. IL1β induces COX-2 expression,
inducible synthase nitric oxide, and other cytokines/chemokines, which can func-
tion significantly in the early stages of carcinogenesis. Many cancers such as gastric
cancer and inflammatory bowel disease are associated with IL1β polymorphisms
[211]. One of the polymorphisms associated with IL1β levels in the promoter area is
rs16944 G>A [212]. According to Liang et al., IL1ß rs16944 GA variant heterozy-
gotes had a substantially decreased chance of ESCC rather than IL1ß rs16944 AA
homozygotes, in line with the Thai population study showing that IL1ß rs16944 GG
genotype was found to be more common in patients with gastric cancer [213, 214].
However, minimal studies have been performed that can provide us with
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clear proof of the functionality in the risk of ESCC of IL1ß rs16944 G>A
polymorphism.

3.1.5.2 TGF-β1 gene polymorphism

Two main components of TGF-β signaling that play an important role in carci-
nogenesis are the transforming growth factor β1 (TGF-β1) and its TGF-β1RII
receptor. Several functional polymorphisms were observed in TGF β1 and TGF β1
RII and were correlated with elevated TGF-β1 serum or plasma levels and increased
TGFβ1RIII transcription activity. Epidemiological evidence has shown that two
transforming growth factor-beta 1 (TGF-β1) gene polymorphisms (namely
rs1800468G>A and rs1800471G>C) could be involved in the production of cancer.
Their function in the carcinogenic process of esophageal squamous cell carcinoma
(ESCC) has, however, been less well described. In recent studies, two polymor-
phisms of this gene (namely rs1800468G>A and rs1800471G>C) have been shown
to be associated with TGF-β1 dysfunction and increased tumor risk [215, 216].
Several evidence indicates that ESCC risk may be increased by the genotypes with
rs1800471 C alleles and rs1800471G>C polymorphism may play an important role
in ESCCC tumorigenesis [217]. There were some drawbacks to this analysis, how-
ever. In contrast to the above findings, several studies have shown that RS#1800468
polymorphism is not associated with an increased risk of ESCC, but with a reduc-
tion in the survival of this tumor, consistent with other studies of various cancers
[216, 218].

3.1.6 Pancreatic cancer

3.1.6.1 TGF-β1 gene polymorphism

TGF-β functions not only as a powerful epithelial, endothelial and hematopoietic
cell proliferation inhibitor but also acts as an effective pro-inflammatory cytokinetic
cell proliferator. In cellular proliferation, angiogenesis, differentiation, migration,
and apoptosis, TGF-β pathway has important roles. TGF-β expression levels have
been reported to correlate with the period of postoperative survival in various
malignancies [219]. A study by Zhang et al. [220] showed the TT genotype to be
more common in patients with leakage of pancreatic anastomosis in TGF-β. In
addition, TT genotype cases had an increased level of bilio-digestive anastomosis
leakage.

3.1.7 Bladder cancer

3.1.7.1 IL-6 gene polymorphism

Interleukin-6 (IL6), a pleiotropic inflammatory cytokine released by different
types of lymphoid/non-lymphoid cells, is important for immune response, survival
of cells, proliferation, and apoptosis [113]. In the IL-6 promoter region, different
polymorphic variants have been identified that are associated with IL-6 transcrip-
tion activity [115], IL-6 influences the release of acute-phase proteins in the acute
inflammatory response and regulates the anti-inflammatory cytokines, thereby
influencing the strength of inflammatory response. IL-6 is active in multiple cancer
growth pathways and promotes neo-angiogenesis. IL-6 polymorphism has been
shown to modulate changes in its expression to induce cancer risk, like bladder
cancer. Association studies of IL-6 gene polymorphisms conducted in India and
globally support the risk of CC genotype and C allele in many cancers, especially
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BC. Fishman et al. have stated that IL-6-174 G/C polymorphic heterogeneity affects
transcription and IL-6 protein expression. The variant genotype of IL-6-174 G/C has
been shown to be substantially associated with an increased risk of BC but other
authors have not identified any risk association. In addition, there was no
proven association between IL-6-572 G/C, -596 A/G polymorphisms, and BC
susceptibility [117].

3.1.7.2 IL-4 gene polymorphism

Interleukin-4 (IL-4), an anti-inflammatory cytokine produced mainly by acti-
vated CD4+T cells, plays a significant role in the production of Th2 to examine and
destroy distorted cells and eradicate extracellular pathogens [221]. The risk con-
ferred by IL-4-590 C/T polymorphism in different cancers has been substantiated
by studies from different quarters [222]. In order to modulate the incidence of BC, a
polymorphic variance of IL-4-590 C/T was found and another analysis similarly
observed a substantial difference in variant allele distribution between cases and
controls [223].

3.1.7.3 TGF- β gene polymorphism

TGF-β1 is the most abundant type of TGF-β, which includes numerous poly-
morphic variants that regulate the expression of TGF-β1 proteins. The risk associa-
tion of TGF-β1 polymorphisms in a number of cancers has been verified. TGF-β1
was shown to be associated with the possibility of BCC in 41 SNPs. In comparison, 3
polymorphisms in TGF-β1 and 4 in the TGFβR1 gene showed no correlation yet
another study reported comparable outcomes of negligible interaction with BC
[210]. Gautam et al., on the other hand, observed an important association between
TGF-β1 c.29 C/T and the risk of BCF [118].

3.1.8 Gliomas

3.1.8.1 TGF-β gene polymorphism

TGF-β functions as an oncogenic factor that contributes to the growth and
invasion of cells and lowers host tumor immune responses [224]. The �509C/T
TGF-β1 gene polymorphism can theoretically control the transcription of TGF-β1.
The 869T/C polymorphism may have decreased cancer survival in patients carrying
the �509C/T T allele and in patients with the 869T/C C allele, as both of these
alleles are associated with elevated levels of TGF-β1. In comparison, TT genotype-
carrying glioma patients and CC genotype patients have longer average survival.
Therefore, in patients with glioma, the TT genotype of the �509C/T polymorphism
and the CC genotype of the 869T/C polymorphism have the ability to be used as
predictors of improved survival.

3.1.8.2 IL-10 gene polymorphism

IL-10 has pleiotropic effects on inflammation and immunoregulation and can
facilitate carcinogenesis [54]. In gliomas, several IL-10 gene polymorphisms have
been shown to influence disease susceptibility and severity [134]. The association of
the IL-10 rs1800871 C/T genotype with increased survival in low-grade glioma
patients was confirmed by Mingjun et al. [225]. Another research found an
important protective interaction of variant IL-10 (�1082A/G) G allele inst
glioma whereby It has been shown to induce an increase in the development of
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IL-10 In 2012, Tanikawa et al. [226] noted that high serum IL-10 levels increased
tumor-specific immune response and decreased tumor growth. The exact role of IL-
10 in glioma is unclear; further studies are needed to elucidate the mechanisms
underlying the relationship between IL-10 polymorphisms and the prognosis of
glioma patients (Table 3).

3.1.9 Lymphomas

Studies regarding the role of interleukin gene polymorphisms in Hodgkin’s
Lymphoma have revealed anti-inflammatory functions of IL-1R and IL-10
[240, 241].

3.1.10 Leukemias

3.1.10.1 IL-10 gene polymorphism in ALL

In cancer growth and progression, interleukin-10, a pleiotropic cytokine
serves as an immune stimulant factor. In ALL IL-10 SNP rs1800896 was
correlated with the progression of the disease and also affect the cytokine
expression. Many experiments, however, studied IL-10 rs100896 T/C
polymorphism to determine the relevant relationship with susceptibility and
prognosis.

3.1.11 Myelomas

3.1.11.1 IL-1Ra gene polymorphism

In response to similar stimuli that induce IL-1 release, the IL1-Receptor
Antagonist (IL-lRa) is developed and released. According to Liang Zheng et al.,
carriers of IL1B rs16944 GA variant heterozygotes had a slightly reduced chance of
multiple myeloma compared to IL-1B rs16944 AA homozygotes, had a slightly
reduced [213].

3.1.11.2 IL-10gene polymorphism

IL-10 suppresses immune responses as an immunosuppressive cytokine by
functioning simultaneously on the innate and the adaptive immune system. IL-10
can also inhibit pro-inflammatory cytokine secretion, antigen presentation, and cell
growth. In the pathogenesis of hematological disorders, both IL-10 and IL-10R
SNPs are involved. IL-10-592G/A and IL-10-1,082G>A SNPs, -592(C) or -1,082(G)
are considered to be correlated with a strong IL-10 expression and a low -592(A) or
-1,082(G) expression (A). However, studies have shown, that the C allele of
IL10-592 has no clear interaction with MM [242].

3.1.11.3 TGF-β gene polymorphism

TGF-β is an active regulatory cytokine with divergent hemopoietic cell effects.
Usually, TGF-β serves to reduce the release of immunoglobulin by B cells. Studies
have shown that TGFβ1 genotypes with rs1800471 C alleles may raise the risk of
MM and rs1800471G>C polymorphism may play a significant role in MMM
tumorigenesis [217].
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4. Conclusion

Germline constitutional mutations or changes in the polymorphic sequence are
key instruments used as molecular tools to predict the susceptibility of a person to
risk numerous cancers. Cytokines are also thought to be essential molecules that
have a dual face due to pro-inflammatory as well as anti-inflammatory mechanisms
in carcinogenesis. These molecules regulate the development of cancer when
involved in the activation of the immune response, while their recurrent inflam-
matory reaction will envisage the development of malignancy and tumor formation.
Any differences in the polymorphic sequence of cytokine genes cause heterogeneity
in their expression to deregulate genetic regulation, which eventually makes a
person vulnerable to multiple cancers. As stated in the t segment, considerable
evidence that links cytokine gene susceptibility polymorphism with various cancers
has materialized their position as important bimolecular genetic cancer susceptibil-
ity and prognosis determinants. In studying candidate genes implicated in particu-
lar pathways for specific cancer; we conclude there is a desperate need for more
case-control association studies involving additional variables haplotypic gene-gene
associations and clinical-pathological features to unearth factual association for
cancer. Because cytokine polymorphisms play a crucial role in immunological pro-
cesses in which a rich supply of inflammatory cytokines are produced by various
intensities of inflammation and cancer microenvironment, research into genetic
polymorphisms in cytokine genes and their reaction to chemo-radiotherapy is
believed to assist patients with cancer treatment and management.
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Abstract

Genetic polymorphism and prostate cancer (PC) are the most pernicious and 
recurrently malignancy worldwide. It is the most dominating cause of cancer 
related casualty among men in the US. Asian countries are inflicted with PC at 
an alarming rate though still the prevalence of PC is lower than European and 
American men. Some of the genetic and environmental factors that might play 
a role in PC risk include: age genetic predilection, family history, race/ethnicity, 
lifestyle, and dietary habits and non-dietary environmental risk factors such as 
smoking. Socio-economic factors including economic, scholastic and intellectual 
factors do not, intrinsically seem to straight away influence the risk of acquiring 
PC. Other genetic changes that may support an increased risk of developing PC 
include HPC1, HPC2, HPCX, CAPB, ATM,s HOXB13 and mismatch repair genes. 
PC occurrence rates are highly variable. Almost all PC mortalities are due to meta-
static disease, generally through tumors the progress to be hormone refractory or 
castrate resistant. PC, developing research has acknowledged a number of candi-
date genes and biological pathways associated with PC. Indirect pathways such as 
P13K/AKT signaling pathway is one of most well known alternate pathway in PC 
Vascular endothelial growth factor (VEGF) is widely known to be potent stimula-
tor of angiogenesis. The over expression of EGFR in a very large majority of cases 
is accompanied by the succession of PC, implying that this may play a mechanistic 
role. Numerous occupational factors have been proposed to cause PC. Some of the 
risk factors include; farmers/agricultural workers, pesticides, shift work and flight 
personnel. PC treatment can be done through surgery, radical prostatectomy is 
the main type of surgery. Risks of injury are many – reactions to anesthesia, loss 
of blood, blood clumps in the legs/lungs, injury to surrounding organs, infection 
at the site of surgery and many more. The other treatments are hormone therapy, 
chemotherapy and radio therapy chemotherapy. Chemotherapeutic drugs are 
typically used one at a time for PC such as transurethral resection of prostate 
(TURP). Some of the chemotherapeutic drugs are Docetaxel, Cabazitaxel, 
Mitoxantrone and Estramustine. Among the score of biomarkers being studied, 
numerous markers and techniques deserve awareness and acceptability for both 
patients and urologists in clinical practice.

Keywords: prostate, BRCA2, P13K/AKT signaling pathway, single nucleotide 
polymorphisms (SNPs)
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1. Introduction

Cancer is both genetically and phenotypically sophisticated. Among all the 
cancers known so far, prostate cancer (PC) is the most pernicious and recurrently 
diagnosed malignancy worldwide (after lung cancer), counting 1,414,259 new 
cases (7.3% of all cancer associated diseases) and causing 375,304 deaths (3.8% of 
all deaths caused by cancer in men) in 2020 [1]. It is the second most dominating 
cause of cancer related casualty among men in the United States. Prostate cancer is 
expected to cause 248,530 new cases and 34,130 deaths in the United States in 2021, 
making it the most common cancer among American men [2]. Prostate cancer is 
thought to contain a genetic makeup that includes somatic copy number changes, 
point modifications, structural rearrangements, and chromosomal number differ-
ences [3]. The somatic transformation rate of prostate cancer lies between 1x10−6 
and 2x10−6 which is identical to breast, renal and ovarian cancer [4]. However, in 
addition to somatic genetic alterations, it has been discovered that prostate cancer is 
associated with the loss of tumor suppressor gene activity due to epigenetic changes 
in their expression. Prostatic adenocarcinoma is the most frequent type of prostate 
cancer, accounting for nearly all occurrences. It grows in the cells of the glands that 
produce prostatic fluid. A digital rectal exam (DRE), a prostate-specific antigen 
(PSA) blood test, a prostate biopsy, or a computed tomography (CT) scan are all 
common ways for a clinician to detect prostate cancer [5].

Prostate cancer is categorized as the third highest among cancers of the male 
urinary and reproductive system in China. In Chinese populations, this condi-
tion impairs the quality of life and longevity of men over the age of 50 [6]. India 
presently has a population of over a billion people, with an estimated 1.5 million 
cancer cases reported each year. Asian Indians were diagnosed at an average age 
of 65.9 years (range: 46–86 years). India has a low incidence of prostate cancer. 
However, due to a dearth of prostate cancer screening, the majority of individuals 
are detected at an advanced stage [7]. The percentage of individuals with late-
stage prostate cancer who have both high-grade illness and bone metastases is 65 
percent. African-American men had a greater occurrence rate and a more severe 
kind of prostate cancer than White men. Prostate cancer is currently afflicting 
Asian countries at an alarming rate. Still, the prevalence of prostate cancer in Asian 
men is comparatively lower than European and American men. One reason that is 
endorsed by epidemiologic studies of immigrant populations and by recent somatic 
genomic alteration analysis is due to distinct genetic backgrounds. The etiological 
factors correlated with prostate cancer are still unresolved and ambiguous [8]. 
Variations in social, environmental, and genetic factors are thought to be the cause 
of this disparity. Some of the factors that may influence the risk of prostate cancer 
include:

• Age, genetic predisposition,

• family history

• race/ethnicity

• lifestyle and food habits are all factors to consider.

Although hereditary factors have been suspected to have a role in prostate 
cancer etiology, only a few genetic markers linked to prostate cancer risk have been 
identified. The strongest risk factor is acknowledged to be a hereditary liability [9]. 
Variations in the usage of diagnostic tests are reflected in the incidence rates around 
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the world. The importance of family history in obtaining evidence for major genetic 
determinants in cancer prevalence cannot be overstated. Prostate cancer progres-
sion and progression are influenced by lifestyle and nutritional habits. Future 
research is needed to better understand the interaction of environmental and dias-
pora factors [10]. Prostate cancer is generally asymptomatic at the initial stage and 
may require minimal or no treatment at all. However, the most recurring grievance 
is complications with urination and nocturia. Prostatic hypertrophy causes all of 
the symptoms listed above. Because the axial skeleton is the most prevalent site of 
bone metastatic disease, more advanced stages of the disease may exist with urine 
retention and back pain [11].

Genetics has an important role in the initiation and progression of prostate 
cancer. Tumor biomarkers are used to detect, treat, and diagnose many tumors in 
their early stages. Understanding the genesis and causative risk factors for prostate 
cancer can help to provide some solutions. This can aid in the expansion of signifi-
cant screening and precluding methods for prostate cancer. Currently, no evidence 
supports how to prevent this cancer [12]. A promising understanding of the etiol-
ogy and causative risk components is crucial for understanding cancer prevention. 
This cancer has a complex, multiple etiology, with 42 percent genetic factors and 58 
percent environmental/lifestyle factors estimated to be involved. Prostate cancer is 
a growing threat to Asian men’s health. Although the rate of incidence of prostate 
cancer is far greater in Western cultures (120 per 100,000 in Northern America) 
than in East Asian cultures (less than 10 per 100,000 in Asia), when Asians migrate 
to Western countries, their rate of prostate cancer incidence increases [13]. Prostate 
cancer has all of the criteria of an excellent chemoprevention target illness, includ-
ing a lengthy latency, high incidence, a huge proportion of tumor markers, and 
identifiable preneoplastic lesions.

The increased morbidity and mortality from prostate cancer necessitate the 
implementation of current and effective preventive measures in everyday life. In 
conclusion, no vital known lifestyle or infectious agent is recognized as a risk factor 
for prostate cancer, categorizing it as one of the limited widespread cancers with 
unidentified risk factor [14].

2. Occurrence rates

Prostate cancer occurrence rates are highly variable. Occurrence, stringency, and 
mortality rates vary with ethnicities, geological location, and age. Its risk increases 
with an increase in age with the youngest being least susceptible. Also, this cancer 
is more widespread and invasive in African-Americans [15]. Native Asians, on the 
other hand, have a remarkably low incidence of prostate cancer, which is likely due 
to a combination of environmental and hereditary factors. Prostate cancer has the 
highest occurrence of 83.4% per 1000,000 incidences in Northern Europe, notably 
Ireland, and the lowest occurrence rate in South Central Asia, at 6.3 per 100,000. In 
Asia, however, prostate cancer accounts for only 1–10% of cases, but the incidence 
of occurrence is rapidly increasing [16].

Prostate cancer ranks second (37.5 per 100,000) in nations with a high Human 
Development Index (HDI), and vice versa in countries with a low HDI (11.3 per 
100,000). The highest occurrence rates of prostate cancer are found among black 
men in the United States and the Caribbean, confirming the importance of Western 
African ancestry in controlling prostate cancer risk. The variation in prostate 
cancer incidence rates is mainly due to different prostate cancer diagnostic practices 
globally. In the early 1980s and late 1990s, there was a drastic increase in prostate 
cancer cases in the United States, Australia, and Canada due to which the detection 
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of pre-symptomatic cancer was feasible [17]. The adoption of prostate-specific 
antigen (PSA) testing was a major factor in this. One of the most striking features 
of prostate cancer is the wide range of occurrence rates caused by differences in 
race, geography, or age, as well as variations in environmental factors such as work 
environment, nutrition, and lifestyle, all of which can increase the risk of preco-
cious prostate cancer. Environmental factors are one of the reasons for varied 
incidence rates of different cancers globally [18]. The cause of prostate cancer is 
unknown, even though it is more common in some populations. However, it is clear 
that prostate cancer is a multifaceted illness with various genetic and environmental 
variables contributing to its etiology.

3. Mortality rates

Almost all deaths from prostate cancer are caused by metastatic illness, which 
occurs when tumors become hormone-refractory or castrate-resistant. Prostate 
cancer mortality rates have dropped dramatically in Northern America, Northern, 
and Western Europe, indicating improved treatment and early detection through 
increased screening [19]. The highest mortality rate of prostate cancer is 27.9 per 
100,000 in the Caribbean, with the lowest mortality rate being 3.1 per 100,000 
in South Central Asia. The highest occurrence and mortality rates are found in 
African-American men. As a result, we can speculate that African-American males 
may maintain some genes that are more susceptible to mutations in prostate cancer 
and that these mutations are linked to a more aggressive type of cancer. African-
American men, as well as men with a family history, should be screened at the age 
of 45. Undeniable death is the most important prostate cancer endpoint [20].

4. Genes associated with prostate cancer risk

Developing research has acknowledged a number of candidate genes and 
biological pathways associated with increased susceptibility to cancer. A signifi-
cantly recent direction for scientists to identify genes involved in human disease 
is Genome-wide association studies (GWAS) [21]. This approach looks for tiny 
differences in the genome known as SNPs (single-nucleotide polymorphisms). 
Because genome-wide association studies examine SNPs across the genome, they 
promise a promising technique to research complex, prevalent diseases in which 
numerous genetic variations contribute to a person’s risk. Genome-wide association 
studies provide an enormous approach for the identification of genetic markers cor-
related with prostate cancer risk. Hundreds of thousands of SNPs can be examined 
simultaneously in each analysis [22]. In genome-wide association studies (GWAS), 
case–control surveys, multiple linkage estimations, next-generation sequencing 
(NGS), and admixture mapping studies, several genes and chromosomal areas 
have been identified to be associated with prostate cancer. As more prostate cancer 
risk variations are identified, the cumulative effects of these variants may become 
increasingly important clinically. Unfortunately, attempts at specifying a reliable 
biomarker have thus far proved futile (Table 1) [15–17].

There is a significant role of genetics in prostate cancer that is indicated through 
epidemiological studies. In the advancement and succession of prostate cancer, 
there is an involvement of a heightening number of single nucleotide polymor-
phisms (SNPs). Individual SNPs show a moderate connection with prostate cancer 
risk, but when they are combined, they have a larger, dose-dependent associa-
tion that presently accounts for 30% of prostate cancer family risk. An SNP is a 
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deviation from the predicted nucleotide in a DNA sequence that arises when a single 
nucleotide (A, T, C, or G) in the genome changes [20–24]. SNPs are thought to make 
a significant impact on disease vulnerability. SNPs are simple to find and only exist 
once, making them an ideal biomarker. Because of the growing interest in the role 
of SNPs in prostate cancer progression and succession, a large number of studies on 
SNPs in prostate cancer are being published [25].

Many case–control studies have recognized innumerable single nucleotide poly-
morphisms (SNPs) correlated with prostate cancer but the clinical role of these SNPs 
remains ambiguous. Some SNPs also affect levels of the prostate-secreted proteins, 
prostate-specific antigen (PSA), hexokinase (HK) 2, and β-microseminoprotein 
(β-MSP); prostate cancer risk was also related with some of these SNPs. Numerous 
SNPs associated with prostate cancer affect the role and/or generation of a prostate 
cancer marker. For example, rs198977 in KLK2 may affect hK2 function and decrease 
hK2 levels in blood [26]. The SNP rs10993994 in MSMB reduces levels of β-MSP and 
is correlated with increased levels of PSA in the blood or semen of an active young 
man. The function of cell cycle dysregulation in prostate cancer vulnerability has 
been described via changing the cell’s ability to respond effectively to DNA damage. 
Patients with advanced or metastatic prostate cancer have been reported to exhibit 
modifications in the CDKN2 gene but not in primary tumors (Table 2) [27].

Genes Population N (Total 
Cases 

Studied)

Prostate 
cancer 

risk

Reference

BRCA1 UK and IRELAND 376 Weakly 
validated

Nyberg et al., 2020

BRCA2 UK and IRELAND 447 Validated Nyberg et al., 2020

AR NON-HISPANIC WHITE 226 Validated Ingles et al., 1997

HOXB13 NORTHERN EUROPEAN 3508 Validated Cooney et al., 2016

CYP17A1 TUNISIAN 250 Validated Souiden et al., 2011

SRD5A2 CHINESE 495 Validated Hsing et al., 2001

TLR4 NORTH INDIAN
Asian

398 Validated Singh et al., 2013

HNF1B EUROPEAN AMERICANS, 
JAPANESE and AFRICAN 

AMERICANS

483 Validated Grisanzio et al., 2012

MSMB SOUTHERN CHINESE 
HAN

509 Validated Xu et al., 2010

JAZF1 EUROPEAN 19421 Validated Prokunina-Olsson 
et al., 2010

ESR1 CAUCASIAN 1859 Validated Nicolaiew et al., 2009

(RNase L) HPC1 SWEDISH 2425 Not 
validated

Wiklund et al., 2004

ELAC2/HPC2 AUSTRALIAN 1557 Not 
validated

Severi et al., 2003

MSR1 CHINESE 410 Validated Hsing et al., 2007

PSA JAPANESE 782 Not 
validated

Wang et al., 2003

HPCX ASHKENAZI JEWISH 2230 Validated Agalliu et al., 2010

Table 1. 
Genes associated with prostate cancer.
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The t-allele of MDM2 was found to be the most strongly linked to prostate can-
cer. The presence of at least one copy of the t allele of MDM2 tSNP309g increases 
the risk of advanced prostate cancer. The association of the rs1447295 A allele with 
prostate cancer was reported. However, no substantial relation of the rs6983267 
G allele with prostate cancer patients was recorded. Seven single nucleotide poly-
morphisms (SNPs) on chromosome 17q, 3 SNPs on 17q12, and 4 SNPs on 17q24.3 
are associated with the risk of prostate cancer was recognized in the European 
population by a genome-wide association study (GWAS) [25–28]. Research on 
susceptibility genes is one of the hottest subjects in prostate cancer risk factors. 
Even still, confirming the prostate cancer susceptibility genes has proven difficult. 
In 2007, in a GWAS conducted in the United States based on 3 known risk loci of 

SNP Chromosome Population N (Total 
Cases 

Studied)

Prostate 
Cancer 

Risk

Reference

rs6983267 8q24 Caucasians 
and Asians

50854 Identified Li et al., 2015

rs1447295 8q24 Caucasians 
and Asians

50854 Identified Li et al., 2015

rs16901979 8q24 Africans 
Americans

50854 Identified Li et al., 2015

rs138213197 HOXB13 Europeans 9012 Identified Beebe-Dimmer 
et al., 2015

rs4242382 8q24 Asian and 
Caucasian

3657 Identified Zhao et al., 2014

rs4430796 17q12 Non-
Hispanic 

White

421 Identified Levin et al., 2008

rs7501939 17q12 Non-
Hispanic 

white

421 Identified Levin et al., 2008

rs10896449 11q13 European 19395 Identified Chung et al., 2011

rs10486567 7p15.2 Finnish 947 Not 
identified

Chen et al., 2014

rs1938781 11q12 Japanese 5560 Identified Akamatsu et al., 
2012

rs2252004 10q26 Japanese 5560 Identified Akamatsu et al., 
2012

rs2055109 3p11.2 Japanese 5560 Identified Akamatsu et al., 
2012

rs1859962 17q24 Non-
Hispanic 

white

421 Not 
Identified

Levin et al., 2008

rs12793759 11q13 European 19395 Identified Chung et al., 2011

rs3737559 2p15 Icelander 23205 Identified Gudmundsson 
et al., 2008

rs5945572 Xp11.22 Icelander 23205 Identified Gudmundsson 
et al., 2008

Table 2. 
SNPs associated with prostate cancer.
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prostate cancer, SNPs rs4242382 and rs6983267 on 8q24 and SNP rs4430796 on 17q 
in the hepatocyte nuclear factor 1B (HNF1B) gene, 4 SNPs associated with prostate 
cancer, rs10993994 on chromosome 10 in the microseminoprotein-beta (MSMB) 
gene, rs4962416 on chromosome 10 in the C-terminal binding protein 2 (CTBP2) 
gene, rs10896449 on 11q13, and rs10486567 on chromosome 7 in the juxtaposed 
with another zinc finger protein 1 (JAZF1) gene was observed [29]. Two loci within 
the gene, SNPs rs1799950, and rs3737559, have been associated with early-onset 
prostate cancer and genealogical prostate cancer, respectively.

The steroid SRD5A2 gene, located on chromosome 2p23 is a major gene that 
makes it prone to prostate cancer. Evidence supporting the linkage of this gene 
to prostate cancer is provided [30]. The transformation of testosterone (T) leads 
to dihydrotestosterone (DHT), the most powerful androgen receptor adversary 
in prostate cells by 5α-reductase (5-AR) enzymes (types 1 and 2). Under normal 
physiological conditions, a 5-AR enzyme that is encoded by SRD5A2 is inevitably 
expressed over SRD5A1 in the prostate. Attractive targets for preventing prostate 
cancer advancement are represented by 5-AR enzymes. The hypothetical basis for 
chemoprevention strategies is the inhibition of 5-AR enzymes and the reduction 
of prostate cancer succession in low-risk disease was also lately shown [30–33]. To 
potentially advance cancer growth and proliferation, SRD5A genetic variations 
alter sex-steroid exposure. Further studies are required to fully comprehend the 
influence of functional variations in SRD5A genes in both normal and prostate 
cancer cells.

Androgens are widely known to play a significant role in the progression of 
prostate cancer, even until it reaches advanced stages. In prostate cancer, especially 
castration-resistant prostate cancer, the androgen receptor (AR) plays a critical role 
(CRPC) [34]. Androgen deprivation therapy suppresses hormone-naive prostate 
cancer; however, AR is altered by prostate cancer and adapts for survival at castra-
tion levels of androgen. The AR gene can be found on chromosome X (Xq11–12). 
Shorter glutamine repeats have been linked to increased AR transcriptional activity 
[35]. The role of epithelial AR is to send secretory proteins to the prostate gland, 
such as prostate-specific antigen (PSA), whereas stromal AR is involved in prostate 
development. Most prostate cancers can be suppressed with androgen deprivation 
therapy, however, some high-risk prostate tumors progress to castration-resistant 
prostate cancer, which then thrives under castrated testosterone levels [36]. AR is 
the most frequent anomalous gene in metastatic CRPC. Several mechanisms play 
a fundamental role in the development of metastatic CRPC: Point mutations in 
the androgen receptor, Androgen receptor amplification, Variations of androgen 
biosynthesis, Variations in androgen receptor cofactor in the prostate cancer, and 
Androgen receptor variants [37].

The binding of anti-androgens such as bicalutamide and flutamide to the ligand-
binding domain (LBD) of AR inhibits androgen binding to LBD. In the progres-
sion of prostate cancer to castration-resistant prostate cancer, prostate cancer 
survives and restarts its growth under castration levels of androgen. A second-
generation non-steroidal anti-androgen with greater affinity for the LBD of AR is 
Enzalutamide [38]. Androgens play a critical role in the progression of both normal 
prostate epithelium and stromal prostate cancer, and activation of genes involved in 
androgen metabolism may be linked to an increased prostate cancer risk.

A fundamental regulatory enzyme in the steroidogenic pathway is Cytochrome 
P450 17α-hydroxylase/17,20-lyase (CYP17A1); Both 17α-hydroxylase and 17,20-lyase 
activities are catalyzed by CYP17A1 and it is crucial for the production of both 
androgens and glucocorticoids [39]. CYP17A is a target for the hormonal treat-
ment of prostate cancer. Many recent investigations have found that CYP17A1 is 
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significantly expressed in more than 50% of human prostate carcinomas, indicating 
that cancer cells synthesize androgen intracellularly. The degree of expression was 
directly linked to nuclear expression of the phosphorylated active form of ARs. 
CYP17A1 plays a crucial role in adrenal and intratumoral de novo biosynthesis of 
androgens. Abiraterone is a suppressor of CYP17A1. Current genes of interest that 
have been identified as genealogical tumor suppressor genes and act as biomark-
ers for prostate cancer include RNase L (HPC1, 1q22), MSR1 (8p), ELAC2/HPC2 
(17p11). Pathogenic variations in genes, such as BRCA1, BRCA2, the mismatch 
repair genes, and HOXB13 exchange views on subtle to a mild lifetime risk of 
prostate cancer [40].

In the breast cancer predisposition gene 2 (BRCA2), germline mutations are 
the genetic events known to date that confer the highest risk of prostate cancer  
(8.6-fold in men ≤65 years). BRCA gene mutations, particularly in BRCA2, 
enhance the likelihood of developing PCa and have implications for disease 
prognosis and management [41]. BRCA2 and BRCA1’s roles in prostate tumori-
genesis are still unknown. The gene BRCA1 has been linked to an increased risk 
of sporadic prostate cancer. The relevance of BRCA1 and BRCA2 to male cancer 
has been extensively researched since families with these mutations demonstrate 
clustering of cancer in men. Both BRCA1 and BRCA2 are tumor suppressor genes 
that are inherited in an autosomal dominant, incomplete penetrance manner [42]. 
Although some studies have begun to assess the involvement of these genes in 
prostate cancer, the precise role of BRCA1 and BRCA2 in prostate cancer progres-
sion and progression has yet to be determined. BRCA1 is one of the co-regulators 
of the androgen receptor (AR), which regulates a signaling pathway important 
for prostate cancer progression and progression. BRCA2 was more common in 
castrate-resistant prostate cancer than primary prostate cancer, further inferring 
the invasive nature of prostate cancer in BRCA2 mutation carriers [43]. Some, like 
BRCA2, are beginning to show clinical promise in the treatment and screening 
of prostate cancer. Numerous studies have shown that the common BRCA1 and 
BRCA2 mutations found in breast and ovarian cancer families also increase the 
risk of prostate cancer in Ashkenazi Jewish populations [41–44]. The odds ratios 
range from 2.1 to 4.8 and principally reach statistical significance for BRCA2 but 
not BRCA1. Further, studies in various populations assist a role for BRCA2. RNase 
L (2′–5′ oligoadenylate-dependent ribonuclease L) (HPC1), located at chromo-
some 1q22; MSR1, with a linkage region on chromosome 8p; and ELAC2 (HPC2), 
on chromosome 17p11 are the most pertinent candidate genes for prostate cancer 
[45]. In prostate cancer, these three genes have been identified as inherited tumor 
suppressor genes. The key changes in the RNase L gene linked to prostate cancer 
include D541E, R462Q , and I97L missense mutations. R462Q and D541E are 
antonymous variations of RNase L that exhibit a decrease in enzymatic activity 
[46]. In hereditary situations, the R462Q or Arg462G ln variation is linked to an 
increased prostate cancer risk in the Finnish population, American Caucasians, 
and Japanese men. I97L is a missense mutation in the ankyrin domain’s third and 
seventh repeat sites. There is no clear link between this mutation and the risk of 
prostate cancer [47].

Hereditary prostate cancer 1 gene (HPC1) (1q24–25), CAPB (1p36), PCAP 
(1q42–43), HPC2 (17p12), HPC20 (20q13), and HPCX (Xq27–28) are the genes 
responsible for the advancement of sporadic and, in particular, familial prostate 
cancer. Certain regions in the MSR1 gene appear to play a role in prostate cancer. 
rs12718376, in the terminal 3= regions of gene MSR1, was characterized as linked to 
a heightened prostate cancer risk in the Caucasian population [48]. With HOXB13 
bearers, a subjective history of invasive cancer is strongly retained. The findings 
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of Beebe-Dimmer et al. show that the G84E mutation in the HOXB13 gene affects 
about 0.5 percent of people of European heritage, confirming previous claims that 
the mutation is linked to prostate cancer [49].

5. Alternate pathways of PC risk

5.1 PI3K/Akt signaling pathway

PI3K/Akt signaling pathway is one of the most well-known alternate pathways in 
prostate cancer. This pathway’s activation appears to be common in many aggres-
sive prostate tumors. Additionally, as prostate cancer develops toward a resistant, 
metastatic condition, the PI3K/Akt pathway is more frequently activated [43–45]. 
Cellular metabolism, tumor genesis, growth, proliferation, metastasis, and cyto-
skeletal remodeling are all controlled by this signaling system. The activation of 
growth and survival pathways is one way that the PI3K pathway might cause cancer.

Further, there is an involvement of the PI3k/Akt pathway in prostate cancer 
with modulation of DNA damage repair pathway [46]. Furthermore, the PI3K/Akt 
pathway is involved in modifying a more invasive phenotype in prostate cancer cells 
through modulating cholesterol ester production. Phosphatases such as phosphatase 
and tensing homolog gene (PTEN), PH and leucine-rich repeat protein phosphatase 
(PHLPP), cellular prostatic acid phosphatase, PP2A, and INPP4B activate the PI3K/
Akt pathway. The PI3K/Akt pathway has also been demonstrated to be important 
in the survival and proliferation of prostate cancer stem cells. The link between 
the PI3K/Akt and AR pathways has piqued researchers’ curiosity as a potential 
co-targeting method in prostate cancer. In various preclinical studies, reciprocal 
connections between these pathways have been demonstrated. These preclinical 
discoveries have aided the advancement of clinical trials including the combined 
inhibition of both the AR and the PI3k/Akt/mTOR pathways. With the invasive 
oncogenic properties of the PI3K/Akt pathway, there has been a lot of interest in 
using it as a biomarker to discriminate more significantly [48].

Although present research suggests that this pathway gives predictive informa-
tion, it is unclear whether it offers many significant advantages over currently 
employed clinical and pathologic indicators. However, there is continued interest in 
using this pathway as a predictive biomarker for newly targeted medicines of this 
pathway. Activation of the PI3K/Akt pathway is undoubtedly important in the inva-
sive character of many prostate tumors. As more individuals develop non-AR-driven 
tumors, this non-androgen receptor pathway may become increasingly relevant with 
the use of contemporary AR pathway inhibitors and combination therapy.

5.2 Vascular endothelial growth factor (VEGF)

In both healthy and pathological settings, vascular endothelial growth factor 
(VEGF) is widely recognized as a potent activator of angiogenesis. Most solid 
tumors, including prostate cancer, have strong evidence of it. Prostate cancer is 
aided by vascular endothelial growth factor (VEGF) and pigment epithelium-
derived factor (PEDF) [49]. Angiogenesis appears to play a significant role in 
prostate cancer, according to sufficient data. Secretion of protein factors such as the 
vascular endothelial growth factor (VEGF) is exuded by prostate cancer cells which 
are widely studied and known as the major angiogenic marker. Many variables 
control and regulate the VEGF pathway, including local environmental hypoxia and 
different hormones, growth factors, and cytokines.
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5.3 Epidermal growth factor receptor (EGFR)

The overexpression of EGFR (epidermal growth factor receptor) is associated 
with the progression of prostate cancer in the vast majority of cases, showing that 
this may play a mechanistic role. The first known member of the HER receptor 
family was the Epidermal growth factor receptor (EGFR or HER-1). After total 
prostatectomy, the risk of recurrence and succession to hormone resistance is 
associated with the expression of EGFR. One hundred percentages of metastases 
of hormone-refractory prostate cancers express EGFR, implying that this recep-
tor is a primary transduction pathway for tumor growth [50]. Only a few clinical 
trials using combos with anti-EGFR drugs have lately been conducted. Erlotinib is a 
reversible and orally active EGFR tyrosine kinase inhibitor that stops the cell cycle 
in the G1 phase. The preclinical results imply that combining additional targeted 
treatments with EGFR, particularly antiangiogenics, should be studied.

5.4 Single nucleotide polymorphisms (SNPs)

In addition, GWAS has identified more than 150 SNVs related to the advance-
ment of prostate cancer, but the clinical advantage of these findings remains 
skeptical.

5.4.1 8q24

The 8q24 polymorphisms have been implicated in various cancers. Overall, 
each of the 8q24 polymorphisms was individually correlated with prostate cancer 
risk. Substantial relations were also observed in an analysis by ethnicity, source of 
control, and quality score. Interestingly, the effect of rs1447295 on prostate cancer 
risk was observed among Caucasians and Asians, but not Africa-Americans. The 
effect of rs16901979 was more eminent among Africa-Americans than Asians [37]. 
Similarly, rs6983267 conferred a higher prostate cancer risk among Caucasians than 
Asians. Collaboratively, these 8q24 variants (s) may regulate prostate cancer risk in 
an ethnic-specific manner. 8q24 rs4242382-A polymorphism was associated with 
prostate cancer risk in Chinese men.

5.4.2 17q12 and 17q24

Gudmundsson and colleagues identified two prostate cancer susceptibility loci 
on chromosome 17q in a recent genome-wide association study. Precisely, there was 
an association of two intronic SNPs in the TCF2 gene (rs4430796 and rs7501939) 
at 17q12 and a third SNP (rs1859962) at 17q24 with the sporadic prostate cancer 
risk. The strongest evidence of prostate cancer association was observed in SNPs 
rs4430796 and rs7501939. Moreover, the results obtained by Levin et al., suggest that 
the increased risk associated with these SNPs is approximately doubled in individu-
als making them susceptible to develop the timely-onset disease. While the results 
for correlation of SNP rs1859962 at 17q24 were not statistically substantial, there was 
symbolic evidence that the “G” allele was over-transmitted to affected men [38–41].

5.4.3 HOXB13 gene

In the HOXB13 gene, an exotic modification named as G84E (rs138213197)  
has been identified according to the studies conducted in 2012, which has been 
categorized as the first major genetic variation linked with familial prostate cancer.  
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The function of HOXB13 in prostate cancer is not well recognized [43]. The 
HOXB13 protein is known to be critical in the embryonic development of the 
prostate gland and is expressed in normal prostate tissue toward adulthood. There 
is an indication that HOX genes may act as both, an oncogene and a tumor suppres-
sor gene in the prostate as well as other cancers. The carriers of the G84E mutation 
represent 0.5% of the total population and are found almost exclusively among 
patients of known European ancestry (Figures 1 and 2).

5.4.4 11q13

The prostate cancer susceptibility alleles on chromosome 11q13 have been 
identified by genome-wide association studies. Chung et al. reported the results 
of fine-mapping the region surrounding the most notable SNP, rs10896449, origi-
nally associated with prostate cancer risk in 11q13. Numerous locus models that 
included consequential SNPs consecutively identified that the second association of 
rs12793759 is independent of rs10896449 and remained significant [8].

5.4.5 JAZF1 gene

Chen et al. demonstrated that two loci (rs4242382 and rs10486567) are highly 
associated with familial multiple prostate cancer. A stronger effect of the risk allele 

Figure 1. 
Mechanism of action of HOXB13 gene.
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A at rs10486567 was observed in the presence of the risk allele A at rs4242382. 
The SNP rs10486567 at 7p15.2 was consistent with the genome-wide study. A three 
C2-H2-type zinc finger protein, which is a transcriptional repressor of NR2C2, a 
nuclear orphan receptor is encoded by the SNP rs10486567 located within intron 
2 of the JAZF1 gene on chromosome 7p15.2. This protein is highly expressed in 
prostate tissue and interacts with the androgen receptor [9].

5.4.6 11q12, 10q26 and 3p11.2

We have identified three new loci, 11q12, 10q26, and 3p11.2, that are associ-
ated with prostate cancer susceptibility at a genome-wide significance level in 
the Japanese population. These findings provide additional support for conduct-
ing GWAS for prostate cancer in diverse populations to identify risk loci for this 
genetically heterogeneous cancer. Akamatsu et al. showed that there are three new 
loci, 11q12, 10q26, and 3p11.2 that are associated with prostate cancer vulnerability 
at a genome-wide significance level in the Japanese population. These findings 
provide additional assistance for conducting Genome-wide association studies 
for prostate cancer in diverse populations to recognize risk loci for this genetically 
heterogeneous cancer. Further functional studies are required to understand the 
biological consequences of the newly recognized vulnerable loci in prostate cancer 
carcinogenesis [10].

For SNP rs5945572 A on Xp11 the findings were the same for cases with younger 
age at onset (≤65) or aggressive phenotype and the entire group. On the other 
hand, there was significantly higher frequency of rs721048 A, among individuals 
diagnosed with aggressive prostate cancer than among those with less aggressive 
disease. Both the Xp11 and the 2p15 variants are familiar and confer a moderate risk, 
resulting in an estimated 7% of individuals of European descent to prostate cancer 
risk. However, the cardinal causative biological perturbation associated with these 
variants remains to be illuminated. Certainly, subsequent studies have not been able 
to confirm numerous considerable gene regions that are recognized by association 

Figure 2. 
Mechanism of action of SRD5A gene.
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analysis and the strategies of identifying candidate genes have not worked effec-
tively. Regardless of this, the advances in genomic technologies and techniques of 
detection have enhanced the proficiency to study the cardinal genetics of prostate 
cancer risk. Still, no other biomarkers are used at the moment for the identification 
of prostate cancer. Regardless, numerous studies for finding alternative biomark-
ers are in process, such as PCA3 (prostate cancer antigen 3), TMPRSS2: ETS 
(transmembrane protease, serine 2: transcription factor ETS-related gene), GSTP1 
(glutathione-S-transferase enzyme), and C-reactive protein, but they still need to be 
examined in clinical trials [50–52].

A risk factor is anything that increases a person’s chance of developing cancer. 
Although risk factors often influence the chance to develop cancer, most of them 
do not directly or by themselves cause cancer. Some people with several known risk 
factors never develop cancer, while others with no known risk factors do [53]. In 
prostate cancer, it is normal to distinguish between epidemiologic endogenic factors 
(e.g., race, hormonal factors, genealogical information, age, etc.) and exogenic fac-
tors (e.g., sustenance, ecological factors, and lifestyle) which also include smoking, 
excess body fat accumulation.

6. Genetic and environmental risk factors

6.1 Age

One of the most important risk factors for prostate cancer is age. Between  
the ages of 55 and 74, a person’s risk of acquiring prostate cancer is estimated to 
be. The occurrence and mortality rates of prostate cancer are significantly  
linked to age, with the highest prevalence found in older men over 65 years of 
age [54].

6.2 Race/ethnicity

African-Americans have the highest prostate cancer risk, followed by whites, 
Hispanics, American Indians/Alaska Natives, and Asian/Pacific Islanders. 
According to the American Cancer Society, African-Americans have a death rate 
that is double that of white men. The risk of prostate cancer in Scandinavian males 
may also be higher. Historically, the occurrence rate in East Asia (Japan and China) 
has been low. However, when Chinese and Japanese men immigrate to the U.S., 
they have an elevated risk of developing prostate cancer when compared with their 
native populations [55].

6.3 Diet

The high intake of calories and fats in western diets is undoubtedly one of the 
primary causes of prostate cancer. Saturated fat, which is often ingested from 
animal sources, may be linked to the development of prostate cancer, however the 
link is small. Red meat is a key component of animal-fat consumption, and some 
research suggests red meat consumption has risk ratios. The biological causes for 
this link are still a mystery. Alpha-linolenic acid, an 18-carbon fatty acid found in 
meat and some vegetable oils, is significant because it is a necessary precursor for 
the creation of prostaglandins and leukotrienes. More research is needed to see 
if dietary substitution of fatty acids implicated in the prostaglandin production 
pathways affects prostate cancer development [56].
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There are more than 20 epidemiological studies that have evaluated the role of dairy 
food intake in prostate cancer. These studies are compatible with a positive association, 
unrelated to the contribution of dairy foods to total and saturated fat intake. Although 
β-carotene intake has not been related with prostate cancer risk, another crucial dietary 
carotenoid compound—lycopene—has become the priority of considerable notoriety. 
Lycopene, which is mostly absorbed through the ingestion of tomato-based foods, is 
the most important carotenoid in most Americans’ diets. Consuming either a lycopene-
rich diet or a β-carotene additive is thought to reduce the incidence of prostate cancer 
by about 40% [57]. Legumes, which include but are not limited to soy, have also been 
researched concerning to prostate cancer risk. So far, nothing has been corroborated 
by the findings. Green tea, another plant product that includes several polyphenolic 
chemicals with possible anti-carcinogenic qualities, is also being investigated.

6.4 Obesity

Obesity has been found to not affect the overall risk of prostate cancer, accord-
ing to numerous studies. Obese men, on the other hand, are more likely to develop 
more aggressive forms of prostate cancer.

6.5 Family history

Numerous investigations, including familial prostate cancer gatherings, twin 
studies, and illness incidence in young individuals, support the importance of 
genetic variables. Prostate cancer is classified into two types: familial and sporadic. 
Familial/genealogical prostatic disease is a malignancy that occurs in affected 
members of one family at an early age (55 years old). This type of cancer has at least 
one first-degree relative with prostate cancer [48–53]. However, in sporadic prostate 
cancer, the genetic material is damaged over time due to external environmental 
sensitivity. A family can be affected by this type of cancer if three generations are 
affected, three first-degree relatives are affected, or two relatives are affected before 
the age of 55. Both forms of cancer have different rates of occurrence. Familial/
genetic cancer has a rate of 15%, while sporadic carcinoma has a rate of 80 to 90%. 
A meta-analysis of several studies found that the cancer risk is higher for men who 
have a brother who has been diagnosed with cancer rather than a father. The most 
and that the genealogical risk is higher for early-onset disease [52].

7. Non-dietary environmental risk factors

7.1 Smoking

Smoke from burning tobacco is considered a carcinogen for many human malig-
nancies, both submissive and non-submissive. Regardless, determining its causal 
link with prostate cancer has been a lengthy procedure. Because tobacco smoke 
carcinogens work explicitly, producing DNA mutations, and indirectly, causing 
hormone metabolism alterations, the causal link with prostate cancer is biologically 
reasonable. Some researchers have discovered a link between smoking and specific 
genetic variants that are linked to an increased risk of prostate cancer [54].

7.2 Socio-economic factors

All social elements, including economic, lifestyle, scholastic, and intellectual 
aspects, do not appear to influence the risk of prostate cancer on their own. Despite 
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this, they are indirectly involved by influencing dietary factors, occupational 
exposure, and access to health systems, both for timely detection and appropriate 
treatment, and they are unquestionably involved by influencing dietary factors, 
occupational exposure, and acquisition to health systems [12–15].

7.3 Other genetic changes

Other genes that may support a heightened risk of developing prostate cancer 
include HPC1, HPC2, HPCX, CAPB, ATM, FANCA, HOXB13, and mismatch repair 
genes. None of these, however, has been proven to cause prostate cancer or to be 
specific to this illness. Researchers are working to find genes linked to an increased 
risk of prostate cancer, and they are always attempting to learn more about how 
specific genetic changes can influence the spread of prostate cancer [23].

7.4 Occupational risk factors

Prostate cancer is thought to be caused by a variety of occupational variables. 
Farmers/agricultural workers, chemicals (organochlorine insecticides), shift work, 
and flight personnel are also risk factors [45].

7.5 Insecticides/pesticides

The most often used pesticide/insecticide was lead arsenate. Its use was 
reduced, but not stopped, until 1988, due to later discoveries of its harmful health 
consequences. In the United States, however, the usage of lead arsenate has poi-
soned most of the farmed land. Many workers are expected to develop cancer as a 
result of its carcinogenic qualities. Most frequently used insecticides are organo-
chlorine pesticides, organophosphorus pesticides, carbamates, concerning to and 
triazines [51–56]. Ancestry is also important in the interplay between pesticide 
susceptibility and ancestry. When exposed to pesticides, a person with a family 
history of prostate cancer has a significantly increased risk of prostate cancer, 
which has been confirmed for carbamates, fonofos, chlorpyrifos, and phorate. 
Evidence is also presented that pesticide exposure causes cancer to become more 
aggressive.

7.6 Organochlorine pesticides

In Swedish and American research, rational results demonstrated a link between 
organochlorine pesticides and a significantly elevated incidence of prostate cancer. 
In a Swedish study, chlordane was shown to be the most dangerous organochlorine 
pesticide, whereas heptachlor, 2,4-dichlorophenoxyacetic acid (2,4-D), and lindane 
were found to be the most dangerous. Certain review articles support a bit that 
pesticides may elevate the prostate cancer risk minimally. The specific pesticide that 
is responsible for the increased risk is not yet discovered [57].

7.7 Shift work

Shift work is usually classified as work that is not done during the day. As a 
result, continual night shift work is classified as shift work. There is a strong link 
between shift work exposure and prostate cancer. Because of the various exposure 
conditions, the degree of variability is fairly significant. A meta-analysis conducted 
by Krstev et al. and prior meta-analyses provided evidence that shift employment, 
including night work, can raise the risk of prostate cancer [48].
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7.8 Flight personnel

A great number of researchers have looked into the risk of cancer in-flight crew 
members. Because flight crews frequently travel across multiple time zones, they 
are sometimes thought to be representatives for circadian rhythm disturbance. They 
are, nonetheless, subjected to carcinogenic ionizing cosmic radiation [57]. They are, 
nonetheless, subjected to carcinogenic ionizing cosmic radiation. Cancer risk might 
be increased as a result of several exposures. According to a meta-analysis undertaken 
by Krstev et al., pilots had a considerably increased risk of prostate cancer. It is dif-
ficult to explain the variation between the pilots and cabin crew by circadian rhythm 
disorder or cosmic radiation and could be due to unrestricted distraction [58]. The 
evidence implies that there may be a link between pilots and prostate cancer.

7.9 Farming

A farmer’s job entails a variety of responsibilities, including animal care, dealing 
with feed, seed, and animal waste, salvaging hay and other grains, driving tractors 
and other vehicles, operating various machines, and performing maintenance and 
repairs. As a result, they are exposed to organic and inorganic dust, pesticides, 
fungus, germs, viruses, lubricants, diesel exhaust, and welding fumes, and ultra-
violet light [49–53]. Due to a variety of exposures, numerous studies have suggested 
an increased prostate cancer risk in farmers compared to other occupations.

7.10 Screening

PSA (prostate-specific antigen) is a substance produced by the prostate gland. 
High PSA readings can indicate prostate cancer, prostatitis (a noncancerous illness), 
or an enlarged prostate gland. The prostate-specific antigen (PSA) test is the most 
widely used prostate cancer screening method. This is a straightforward blood test 
that determines the amount of PSA in your circulation. This test is usually the first 
step in any prostate cancer diagnosis. Nonetheless, PSA screening alone cannot 
determine whether cancer is present. The PSA test is also used to monitor the effects 
of treatment for prostate cancer, such as surgery, radiation, hormone therapy, and 
chemotherapy [55]. When a man undergoes treatment for prostate cancer, his PSA 
level will plunge significantly. Conventional screening with PSA is one of the tools 
the physician will use to measure if cancer has recurred. Biochemical recurrence 
occurs when PSA levels rise to a certain threshold following prostate cancer treat-
ment. This means that some cancer cells have managed to survive and are now 
releasing PSA. If this occurs, the doctor will schedule additional testing and suggest 
additional treatment options.

8. Prostate cancer treatment

8.1 Surgery for prostate cancer

A radical prostatectomy is the main type of surgery for prostate cancer. In this 
operation, the surgeon removes the complete prostate gland and additionally some 
of the tissue around it, including the seminal vesicles [56]. This includes:

• Open/radical prostatectomy

• Laparoscopic prostatectomy
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In the more conventional approach to prostatectomy, called an open prostatec-
tomy, the surgeon operates through a single long skin incision (cut) to eliminate 
the prostate and surrounding tissues whereas, in a laparoscopic prostatectomy, the 
surgeon makes numerous minor incisions and uses extraordinary long surgical tools 
to eliminate the prostate. The surgeon either holds the equipment straight away 
or uses a control panel to specifically move robotic arms that clasp the equipment 
[57]. This technique of prostatectomy has become more common in recent times. If 
done by experienced surgeons, the laparoscopic radical prostatectomy can provide 
outcomes analogous to the open approach.

8.1.1 Open prostatectomy

Open prostatectomy comprises Radical retropubic prostatectomy and Radical 
perineal prostatectomy.

8.1.1.1 Radical retropubic prostatectomy

For this open operation, the surgeon creates an incision in the lower abdomen, 
from the umbilicus down to the pubic bone. Either general anesthesia (asleep) or 
spinal or epidural anesthesia (drugging the lower half of the body) is given together 
with sedation during the surgery. If there is a plausible chance that cancer might 
have spread to surrounding lymph nodes (based on your PSA level, prostate biopsy 
results, and other conditions), the surgeon may also eliminate some of these lymph 
nodes at this time which is known as a pelvic lymph node dissection. The nodes are 
then dispatched to the laboratory to identify if they have cancer cells in them. If the 
cancer cells are found in any of the nodes, the surgeon might not proceed with the 
surgery [59]. This is because it is doubtful if cancer can be cured with surgery and 
eliminating the prostate could assist with severe side effects. After the prostate is 
eliminated, still under anesthesia, a catheter which is a thin, flexible tube will be 
put in the penis to help exude the bladder. The catheter will usually stay in place 
for 1 to 2 weeks until healed. After the catheter is removed, patients can urinate on 
their own [60].

8.1.1.2 Radical perineal prostatectomy

In this open operation, the surgeon makes an incision in the skin between the 
anus and scrotum (the perineum). This strategy is used less often because it is more 
plausible to lead to erection problems and because the surrounding lymph nodes 
cannot be eliminated. But it is usually a shorter operation and might be an alterna-
tive if erections are not concerned and there is no need for the lymph nodes to be 
removed. It also might be used if any other medical conditions make retropubic 
surgery dangerous. It can be just as remedial as the retro public approach if done 
accurately [57]. The perineal operation may cause less pain and an easier recupera-
tion than the retropubic prostatectomy. After the surgery, still under anesthesia, 
a catheter will be put in the penis to assist exude the bladder. The catheter usually 
stays in place for 1 to 2 weeks until healed. After the catheter is removed, patients 
can urinate on their own.

8.1.2 Laparoscopic prostatectomy

If treatment with laparoscopic surgery is taken under consideration, it is crucial 
to comprehend what is familiar and what is not yet familiar about this approach. 
The most significant factors are likely to be the aptitude and experience of the 
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surgeon. If it is decided that laparoscopic surgery is the right treatment, be sure to 
look for a surgeon with a lot of experience. Laparoscopic prostatectomy comprises 
Laparoscopic radical prostatectomy and Robotic-assisted laparoscopic radical 
prostatectomy [59].

8.1.2.1 Laparoscopic radical prostatectomy

For a laparoscopic radical prostatectomy (LRP), the surgeon inserts special long 
equipment through numerous small incisions in the abdominal wall to eliminate 
the prostate. One of the pieces of equipment has a small video camera on the end, 
which lets the surgeon see the interior of the body. Laparoscopic prostatectomy has 
some advantages over open radical prostatectomy, encompassing limited blood loss 
and pain, shorter hospital stays (usually no more than a day), rapid recovery times, 
and the catheter will need to remain in the bladder for less time [60]. The rates of 
major side effects from LRP, such as erection difficulties and discomfort holding 
urine (incontinence) seem to be about as identical as for open prostatectomies. 
Recovery of bladder control may be hindered slightly with this approach. However, 
more long-term studies are required to compare side effects and risks of recurrence. 
Between open prostatectomy and laparoscopic radical prostatectomy, the success of 
either technique seems to be determined primarily by the experience and aptitude 
of the surgeon [55].

8.1.2.2 Robotic-assisted laparoscopic radical prostatectomy

This technique is also known as robotic prostatectomy. In this technique, 
laparoscopic surgery is done using a robotic system. The surgeon settles down at a 
control panel in the operating room and robotic arms are moved to operate through 
numerous small incisions in the patient’s abdomen. Robotic prostatectomy has 
superiority over the open approach in terms of less pain, blood loss, and healing 
time. But with regards to the side effects, men are most concerned about urinary 
and/or erection difficulties [53]. There does not seem to be a discrepancy between 
robotic prostatectomy and other techniques. For the surgeon, the robotic system 
may provide more maneuverability and more accuracy when moving the equip-
ment than a conventional laparoscopic radical prostatectomy. Regardless, the most 
important factor in the accomplishment of either type of laparoscopic surgery is the 
surgeon’s experience and aptitude.

8.2 Risks of prostate surgery

The risks with any type of radical prostatectomy are much like those of any 
major surgery. Difficulties throughout or momentarily after the operation can 
encompass:

• Reactions to anesthesia

• Loss of blood from the surgery

• Blood clumps in the legs or lungs

• Injury to surrounding organs

• Infections at the site of surgery.
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8.3 Side effects of prostate surgery

The major possible side effects of radical prostatectomy include incontinence 
of urine i.e., being unable to control urine and erectile dysfunction i.e., impotence; 
problems getting or keeping erections. These side effects can also occur with other 
forms of prostate cancer treatment [57–59].

Incontinence of urine: not being able to control urine or having leakage or 
dribbling. Being incontinent can influence not only physically but emotionally and 
socially as well. Some of the major types of incontinence include:

1. Men who lack self-restraint of stress might leak urine when they cough, laugh, 
sneeze, or exercise. Lacking self-restraint of stress is the most popular after 
prostate surgery. It’s usually induced by trouble with the bladder sphincter 
valve. Prostate cancer treatments can damage this valve that keeps urine in the 
bladder or the nerves that keep the valve functioning.

2. Men who lack self-restraint of overflow have trouble emptying their bladder. 
They take a long time to urinate and have a dribbling stream with little force. 
This is usually inflicted by blockage or narrowing of the bladder opening by 
scar tissue.

3. Men who lack self-restraint of urge have an instant need to urinate. This 
happens when the bladder becomes too susceptible to stretching as it fills 
with urine.

4. Barely after surgery, men lost all proficiency to control their urine. This is 
called continuous incontinence.

9. Chemotherapy

Chemotherapy (chemo) utilizes anti-cancer drugs injected into a vein or given 
orally. These drugs travel through the bloodstream to reach cancer cells through-
out the body. Chemo is periodically used if prostate cancer has spread outside 
the prostate gland and hormone therapy has been proven futile. Contemporary 
research has also indicated that chemo might be beneficial if provided along with 
hormone therapy. Chemo is still not a conventional treatment for timely prostate 
cancer [54].

9.1 Chemo drugs in treatment of prostate cancer

Chemo drugs are typically used one at a time for prostate cancer. Some of the 
chemo drugs used to treat prostate cancer comprise of:

• Docetaxel (Taxotere)

• Cabazitaxel (Jevtana)

• Mitoxantrone (Novantrone)

• Estramustine (Emcyt)
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Extensively, the first chemo drug given is docetaxel, in combination with the 
steroid drug prednisone. If this does not function or stops functioning, cabazitaxel 
is usually the following chemo drug attempted (Although there may be additional 
treatment options as well).

Docetaxel and cabazitaxel have been indicated to help men live longer, on 
average than former chemo drugs. They may slow cancer’s development and also 
decrease its symptoms, resulting in a better quality of life. However, chemo is very 
improbable to remedy prostate cancer. Other chemo drugs being researched for 
utilization in prostate cancer include carboplatin, oxaliplatin, and cisplatin [56–58].

Chemo drugs for prostate cancer are typically given intravenously (IV), as an 
infusion over a certain period and some drugs, such as estramustine, are given as 
a pill orally. Usually, a slightly larger and sturdier IV is required in the vein system 
to dispense chemo. They are known as central venous catheters (CVCs), central 
venous access devices (CVADs), or central lines. They are used to provide medi-
cines, blood products, nutrients, or fluids right into the blood and can also be used 
to take out blood for testing. Many different kinds of CVCs are available. The most 
common types are the port and the PICC line [55].

Doctors usually give chemo in cycles, with each period of treatment followed by 
a relaxation period to give some time to recuperate from the impact of the drugs. 
Cycles are more frequently 2 or 3 weeks long. The schedule differs depending on the 
drugs used. For example, with certain drugs, the chemo is provided only on the first 
day of the cycle. With other drugs, it is provided for a few days in succession or once 
a week. Then, at the verge of the cycle, there are repetitions of the chemo scheduled 
to begin the next cycle. The duration of medication for progressive prostate cancer 
is based on how well it is functioning and what side effects it causes [56–58].

9.2 Apparent side effects of chemotherapy

Chemo drugs invade cells that are dividing instantly, which is why they function 
against cancer cells. But various cells in the body, such as those in the bone marrow 
(where new blood cells are made), the lining of the mouth and intestines, and the 
hair follicles, also divide rapidly. These cells can also be influenced by chemo, which 
can lead to side effects. The side effects of chemo are determined by the kind and 
dose of drugs provided and for how long they are consumed [59]. Various common 
side effects can include:

• Loss of hair

• Mouth sores

• Anorexia

• Nausea and vomiting

• Diarrhea

• Heightened chance of infections (from experiencing inadequate white 
blood cells)

• Manageable bruising or bleeding (from experiencing inadequate blood 
platelets)

• Exhaustion (from experiencing inadequate red blood cells)
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These side effects are temporary and normally disappear once the treatment is 
finished. There are usually ways to reduce these side effects. For example, drugs can 
be provided to help intercept or decrease nausea and vomiting. Together with these 
risks, various side effects are observed more usual with particular chemo drugs. For 
example:

• Docetaxel and cabazitaxel occasionally cause drastic allergic reactions. 
Medicines are provided before each treatment to help preclude this. These 
drugs can also destruct nerves leading to a phenomenon known as peripheral 
neuropathy, which can cause numbness, tingling, or burning sensations in the 
hands or feet.

• Mitoxantrone can, very unusually, cause leukemia after several years.

• Estramustine conveys an intensified risk of blood clots.

If any side effects are noticed while getting chemo, report them to the cancer 
care team so that they can be treated quickly. In certain cases, the doses of the 
chemo drugs may need to be decreased or medication may need to be impeded or 
ceased to obstruct the effects from getting worse.

10. Chemoprevention

Chemoprevention, a prophylactic strategy that utilizes non-poisonous natural or 
artificial compounds to alter, impede, or avert cancer by targeting certain steps in 
the carcinogenic pathway, is gaining adhesion among health care practitioners. Soy 
isoflavones and curcumin, staples of the Asian diet, have demonstrated convincing 
results as practical factors for the chemoprevention of prostate cancer [60]. This 
is because of their proficiency to regulate various intracellular signaling pathways 
which comprise cellular proliferation, apoptosis, inflammation, and androgen 
receptor signaling. Contemporary information has disclosed that the DNA damage 
response (DDR) is one of the timeliest incidents in the multistep advancement of 
human skin cancers to aggressive malignancy. Soy isoflavones and curcumin stimu-
late the DDR, providing an alternative and justification for their clinical application 
in prostate cancer chemoprevention.

The prostate cancer risk can be ameliorated by approximately 30% by soy food 
consumption. Elevated soy consumption is correlated with localized prostate cancer 
reduction even among Japanese men with a significantly high soy intake concerning 
Caucasians. Moreover, a lower mortality rate from prostate cancer was correlated 
with soy consumption. The level of PSA decreases in prostate cancer patients simply 
because of the customary consumption of soy. Lately, it has been reported that the 
widespread presence of equal production, a potential risk factor for prostate cancer, 
is decreasing in the young generations of Korea and Japan [53–58].

Some of the important points to take into consideration are that chemopreven-
tion must be safe, sustain the quality of life, reduce the occurrence, consequence, 
and harshness of the disease and be economically feasible. Of all the drugs that have 
demonstrated greater scientific evidence in clinical trials, worth mentioning are 
inhibitors of the enzyme 5-α reductase, which converts testosterone into dihy-
drotestosterone and two isoforms exist, type 1 and type 2 exist for this.

Dutasteride is an influential inhibitor of 5-α reductase and is 45 times stronger 
than finasteride in hindering type 1 isoform and twice as strong on isoform 2. 
Undoubtedly, this is a guaranteeing drug in the prevention of prostate cancer in 
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HER2Ile655Val Polymorphism and 
Risk of Breast Cancer
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Abstract

HER2 plays a vital role in the development and progression of several types of 
human cancer, so the HER2 becomes one of major targets for HER2-positive breast 
cancer treatment. Several reports have shown that the HER2 oncogene expression 
relates to clinicopathological factors in cancer patients. HER2Ile655Val single nucleo-
tide polymorphism associates with malignant tumors, including prostate cancer, 
colorectal cancer, osteosarcoma, gastric cancer, uterine cervical carcinoma, fibro-
adenoma, and breast cancer. To understand the precise association, this chapter 
was described to estimate the association between HER2Ile655Val single nucleotide 
polymorphism and susceptibility to breast cancer. Our findings suggest that the 
Val allele in HER2 codon 655 single nucleotide polymorphism is strongly associated 
with the risk of breast cancer. HER2Ile655Val single nucleotide polymorphism might 
also be a susceptibility factor that favors early-onset breast cancer.

Keywords: single nucleotide polymorphism (SNP), HER2Ile655Val, rs1136201,  
breast cancer, early-onset, meta-analysis

1. Introduction

Breast cancer is the most common cancer among women, increasing incidence 
in most countries, representing a public health threat [1, 2]. Breast cancer is con-
sidered the leading cause of women’s deaths worldwide [3]. More than two million 
were newly diagnosed with breast cancer in women worldwide in 2018 [3, 4]. There 
will be an estimated 18.1 million new cancer cases and 9.6 million cancer deaths in 
2018. In the United States, breast cancer caused 42,000 deaths in 2017 [5]. There is a 
link with aging, especially among women aged 45 to 65, and it is increasing among 
younger women [6–8].

Human epidermal growth factor receptor 2 (HER2), also known as c-erbB2 
and neu, is located on human chromosome 17q21 and is responsible for encoding a 
185-kDa cross-membrane glycoprotein receptor. HER2 belongs to the ErbB family 
of growth factor receptors with intrinsic tyrosine kinase activity. The members of 
this family take the form of homodimer and heterodimer when activated via cell 
growth, specifically chemical and invasion [9, 10]. HER2 overexpression is seen 
in breast cancer, gastric cancer, and ovarian cancer [11]. HER2-targeted therapies 
have significantly enhanced HER2-positive breast cancer patients [12, 13]. Targets 
in downstream or resistant pathways of particular interest in HER2-positive breast 
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cancer include mTOR, PI3K, IGF-1R, Akt, HSP90, and VEGF that allow cell devel-
opment, survival, and differentiation [14–17].

Several studies have independently discovered the association between 
HER2Ile655Val single nucleotide polymorphism and different benign and malignant 
tumors. The association between HER2Ile655Val SNP and the risk of breast cancer, 
especially early-onset breast cancer, has also been investigated; however, these 
results are inconclusive and controversial. Several articles have shown the associa-
tion of HER2Ile655Val SNP with an increased risk of early-onset breast cancer in 
Chinese, Australian, and Taiwanese women [18–21]. Nonetheless, the association 
has not been observed in other studies [22–24]. In the present chapter, we aimed to 
obtain a more reliable estimate of the association between HER2Ile655Val SNP and the 
risk of breast cancer and susceptibility to early-onset breast cancer.

2. The role of HER2 in breast cancer

The proto-oncogene HER2/neu (C-erbB-2) has been localized to chromosome 
17q21.1 and encodes a transmembrane tyrosine kinase growth factor receptor [25]. 
HER2 (human epidermal growth factor receptor 2) is a member of the epidermal 
growth factor receptor family, encodes a 185 kDa transmembrane glycoprotein with 
tyrosine kinase activity [26]. Most studies on HER2 found this gene was involved in 
inducing mammary carcinogenesis. HER2/neu gene amplification has been associ-
ated with the development of breast cancer [27].

HER2 is one of the biomarkers that play an essential role in breast cancer clas-
sification. Based on ER, PR, HER2, Ki-67 marker, breast cancer can be divided into 
five groups: Luminal A (ER+ or PR+; HER2-; Ki67 low), Luminal B HER2-negative 
(ER+ or PR+; HER2-; Ki67 high), Luminal B HER2-positive (ER+ or PR+; HER2+; 
Ki67 any), HER2-overexpression (ER-; PR-; HER2+; Ki67 any), Triple-negative 
(ER-; PR-; HER2-; Ki67 any) [28]. In addition, classification based on HER2 
expression provides enhanced and essential therapeutic guidance [29]. Patients 
with subtype absence HER2 expression will have a poor prognosis and not receive 
the most benefit from chemotherapy [30].

HER2 is a human epidermal growth factor receptor (HER/EGFR/ERBB) fam-
ily member. The basic structure of the epidermal growth factor receptor was 
described in Figure 1. In the extracellular domain, LD1 and LD2 are two repeated 
ligand-binding domains. CR1 and CR2 are two repeated cysteine-rich regions. TM 
indicates the short transmembrane spanning sequences. In the intracellular domain, 
TK is a catalytic tyrosine kinase, and CT is the carboxyl-terminal tail. Circled Ps are 
the phosphorylation sites within the TK and CT regions [31].

Schematic diagram of HER2 signaling pathways is shown in Figure 1. Upon 
ligand binding, dimerization between receptors of the EGFR family and HER2 
receptor is induced. The homodimers or heterodimers after that, stimulate a serial 
of signaling cascades. Among various signaling pathways, the phosphatidylinositol 
3-kinase (PI3K) and mitogen-activated protein kinase (MAPK) pathways are the 
two major and most studied pathways which take a pivotal role in tumor prolifera-
tion and anti-apoptosis. The whole signal transduction process can be divided into 
three sections: signal input (ligand-binding and dimerization), signal processing 
(a series of signaling cascades), and signal output (corresponding cellular pro-
cesses) [31].

HER2 molecular pathways approach for HER2-targeted therapeutic strategies 
have the potential to adopt the HER2 overexpression tumor cells. Drugs targeting 
HER2 may include monoclonal antibodies that downregulate HER2 expression by 
binding to the extracellular domain (such as Trastuzumab, Pertuzumab …), small 



145

HER2Ile655Val Polymorphism and Risk of Breast Cancer
DOI: http://dx.doi.org/10.5772/intechopen.99482

molecular tyrosine kinase inhibitors (Lapatinib, Afatinib, Neratinib …), which 
compete for ATP-binding to block HER2 signaling, antibody-drug conjugates (such 
as trastuzumab emtansine, called T-DM1), heat shock protein 90 inhibitors (hsp90) 
and inhibitors of downstream signal molecules (Targeting mTOR, PI3K/Akt …) 
(Figure 1) [31, 32].

HER2 amplified or overexpressed in approximately 15–20% of breast cancer and 
associated with the aggressive clinical feature of absence therapy [33–35]. The IHC 
method of HER2 protein detection is advantageous, convenient, inexpensive, and 
only requires conventional microscopy. However, the results may be influenced by 
the time and the fixation protocol, the antibody clone, and it is challenging to apply 
the score sheet to have accurate conclusions. Therefore, for an ambiguous result 
obtained by immunohistochemical staining, the actual state of HER2 gene ampli-
fication should be assessed by performing fluorescent in situ hybridization (FISH) 
or dual chromogenic in-situ hybridization (DISH) because of its high accuracy 
and reliability, although expensive [36]. HER2 gene amplification and protein 
overexpression are important not only as a prognostic factor but also as a predictive 
clinical response to anti-HER2 therapeutic [37, 38]. Moreover, overall survival in 
patients treating with HER2-targeted therapy was higher than in patients without 
treatment [39].

The correlation between HER2 gene expression and breast cancer is not clear. 
According to most studies, it is thought that HER2 overexpression is a poor 

Figure 1. 
HER2 molecular pathways approaches for HER2 positive breast cancer therapy (modified from Lv et al. 
2016) [31].
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prognostic factor [40]. The breast cancer parameters such as lymph node metas-
tases, tumor grade, cell proliferation were reported that associated with the gene 
expression of HER2 [41, 42]. In the initial reports, HER2/neu amplification was a 
significant predictor of early relapse and death in breast cancer. HER2 gene amplifi-
cation has a significant predictor of both disease-free survival and time to relapse in 
breast cancer patients [43, 44]. However, several authors demonstrated that ampli-
fication of the HER2 gene relate to ER, PR status but not correlate with age, tumor 
size, and lymph node [45].

3. HER2Ile655Val single nucleotide polymorphism

Several studies have independently discovered the association between 
HER2Ile655Val SNP and different types of benign and malignant tumors, including 
breast cancer, prostate cancer, colorectal cancer, osteosarcoma, gastric cancer, 
uterine cervical carcinoma, and fibroadenoma [46–53]. Riaz et al. conducted 
meta-analysis research and concluded that HER2Ile655Val SNP is significantly cor-
related with six significant types of cancer (breast, ovarian, uterine, lung, thyroid, 
and gastric), suggesting that carriers of the Val allele and Val/Val genotype may be 
linked with an elevated risk of these cancers [54].

Single nucleotide polymorphisms residing in regulatory or functionally relevant 
gene regions may affect protein function [55]. HER2Ile655Val SNP has been identi-
fied in the transmembrane domain-coding region of the HER2 gene at codon 655, 
encoding either isoleucine (Ile: ATC) or valine (Val: GTC) [53, 56]. Substitution of 
these two amino acids can alter the hydrophobicity of proteins, affecting the shape 
stability of the regions in the protein [57, 58]. Fleishman et al. found that substitu-
tion of Val for Ile in this position of the transmembrane region will destabilize 
the formation of active HER2 dimers, leading to reduced receptor activation and 
tyrosine kinase activity, even under conditions of HER2 overexpression [59]. The 
association between the HER2Ile655Val SNP and the risk of breast cancer has been 
widely investigated in populations worldwide [18, 19, 23, 24, 53, 55, 60–92].

4.  HER2Ile655Val single nucleotide polymorphism contributes to breast 
cancer risk

Previous meta-analyses by Tao W et al. 2009 [93], Lu S et al. 2010 [94], Wang H 
et al. 2013 [95], Chen W et al. 2014 [47], and Krishna BM et al. 2018 [96] found that 
HER2Ile655Val SNP is associated significantly with an increased risk of breast cancer, 
particularly in young women. However, a meta-analysis by Ma Y et al. 2011 revealed 
that HER2Ile655Val SNP is not associated with breast cancer susceptibility [97].

Our recent meta-analyses further demonstrate the potential contribution of 
HER2Ile655Val single nucleotide polymorphism to the oncogenesis of breast cancer 
[98]. The meta-analysis showed that the HER2 codon 655 Val allele was significantly 
associated with an increased risk of breast cancer in an allele genetic model (addi-
tive model, RR 1.21, 95% CI 1.07–1.36; I2 = 61.0%; n = 16). There was a 21% signifi-
cant increase in the risk of breast cancer in subjects who were Val carriers (Ile/Val 
and Val/Val) (dominant model, RR 1.21, 95% CI 1.06–1.38; I2 = 58.0%; n = 16). The 
recessive model HER2 codon 655 was not associated with the risk of breast cancer 
(RR 1.26, 95% CI 0.99–1.60; I2 = 23.6%; n = 15). There was publication bias in the 
studies (Begg’s funnel plot was symmetric; additive model, Egger’s test t = 5.44, P 
for bias = 0.000, n = 16; dominant model, Egger’s test t = 4.92, P for bias = 0.000, 
n = 16; recessive model, Egger’s test t = 4.35, P for bias = 0.001, n = 15) (Figure 2).
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Figure 2. 
The association between HER2Ile655Val SNP and the risk of breast cancer in worldwide populations (modified 
from Nguyen Thanh et al. 2021) [98]. A. Forest plot for the association between HER2Ile655Val SNP and breast 
cancer risk; B. Funnel plot evaluating publication bias among studies included in the meta-analysis.
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The molecular mechanism of HER2Ile655Val SNP, a non-polar to non-polar amino 
acid mutation, has been investigated in previous studies. Using computational 
exploration, Fleishman et al. 2002 proposed that the transmembrane region of 
the HER2 homodimer can exist in two stable conformations, either in an active or 
inactive form. The dimer mediated by the C-terminal dimerization motif is more 
durable than the dimer formed by the N-terminal motif. The authors found that 
substitution of Val for Ile in this position of the transmembrane region will destabi-
lize the formation of active HER2 dimers mediated by the N-terminal dimerization 
motif and lead to reduced receptor activation and tyrosine kinase activity. However, 
the presence of the Val allele could reinforce the stabilization of the receptor’s active 
state, which results in augmentation of autophosphorylation, hyper-active tyrosine 
kinase, and cellular proliferation [59]. Bocharov and colleagues researched the 
spatial structure of the dimeric transmembrane domain of the HER2 protein. They 
found that the Ile655Val variant can excessively stabilize the ErbB2 active dimeric 
state due to substituting the bulk side chain of Ile with the smaller Val, thus allow-
ing tighter TM helix packing [99]. In another experiment, Tanaka et al. assessed the 
role of amino acid substitutions in the conformational stability of human lysozyme 
protein via thermodynamic analysis at high temperature and very low pH. They 
showed that in constructed isoleucine to valine mutants, the strength of mutant 
proteins was reduced compared to that of the wild-type protein [100].

5.  Association between HER2Ile655Val single nucleotide polymorphism  
and early-onset breast cancer susceptibility

Prior studies independently found a correlation between the high presence of 
the Val allele in the codon 655 of the HER2 gene and the onset of breast cancer 
[101–104]. Additionally, Millikan et al. 2003 and Tommasi et al. 2007 reported a 
strong association between the variant allele 655Val and breast cancer in younger 
women when combined with family history [105, 106]. However, other published 
data reveal the opposite results, with no significant correlation between the 
HER2Ile655Val genotype and the risk of early-onset breast cancer in patients 40 to 
50 years [63, 90, 107–109].

We conducted the meta-analysis, which collected 17 age-stratified articles with 
a cut-off age value from 40 to 55 years old (46.53 ± 3.84). We found that in young 
women, HER2 codon 655 polymorphism was strongly and significantly associated 
with breast cancer in all genetic models (additive, dominant, and recessive), which 
was in contrast to the results from a subgroup of older women (Data not shown).

Subgroup meta-analysis in the breast cancer population was utilized to inves-
tigate the association between HER2Ile655Val SNP and the age at onset of breast 
cancer, calculating adjusted RRs comparing older and younger participants in 
the breast cancer population (Figure 3). There was a significant 17% increase in 
the risk of early onset of breast cancer in patients who were Val carriers (Ile/Val 
and Val/Val) (dominant model, RR 0.83, 95% CI 0.72 to 0.97; I2 = 36.5%; n = 14). 
Meanwhile, no significant association of HER2Ile655Val SNP polymorphism with the 
age of onset was found in the subgroup of breast cancer women under an additive 
model (additive, RR 0.87, 95% CI 0.75–1.01, I2 = 39.8%; n = 10) and a recessive 
model (RR 0.96, 95% CI 0.73 to 1.26, I2 = 0.0%; n = 9). There was no publication 
bias in the studies (Begg’s funnel plot was symmetric; additive model, Egger’s test 
t = −2.02, P for bias = 0.078, n = 10; dominant model, Egger’s test t = −1.91, P for 
bias = 0.08, n = 14; recessive model, Egger’s test t = −2.27, P for bias = 0.057, n = 9). 
Furthermore, subgroup meta-analysis of the control population indicated no 
significant association between HER2Ile655Val SNP and the age of participants was 
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found in control women under all genetic models (additive, RR 0.94, 95% CI 0.75 
to 1.18; I2 = 28.1%; n = 6; dominant, RR 0.94, 95% CI 0.83 to 1.07; I2 = 0.0%; n = 9, 
and recessive, RR 1.19, 95% CI 0.70 to 2.02; I2 = 2.0%; n = 3) (Data not shown). In 
the breast cancer population, the dominant model of HER2Ile655Val SNP was shown 

Figure 3. 
HER2Ile655Val SNP is associated with an increased risk of early-onset breast cancer (modified from Nguyen 
Thanh et al. 2021) [98]. (A) Forest plot for the association between HER2Ile655Val SNP and an increased risk 
of early-onset breast cancer; (B) Funnel plot evaluating for publication bias among studies included in the 
meta-analysis.
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to be significantly associated with younger age. Therefore, the high presence of the 
Val allele in codon 655 of the HER2 gene might explain the increasing frequency of 
younger age onset of breast cancer.

Molecular mechanisms of the early onset state have been studied in certain types 
of cancer. Several candidate genes and signaling pathways have been found in the 
early onset of colorectal cancer. REG1A, CK20, and MAP3K8 gene expression were 
related to early-onset colorectal cancer formation [110]. Using PPI network analy-
sis, Zhao and colleagues suggested that early-onset colorectal cancer is associated 
with vascular smooth muscle contraction signaling pathways. They also identified 
seven hub genes, namely, ACTA2, ACTG2, MYH11, CALD1, MYL9, TPM2, and 
LMOD1, along with this signaling pathway [111]. Recently, using weighted gene co-
expression network analysis and other analysis methods, Mo et al. identified seven 
genes (SPARC, DCN, FBN1, WWTR1, TAGLN, DDX28, and CSDC2) associated 
with the development and prognosis of early-onset colorectal cancer. These genes 
may serve as novel biomarkers for diagnosing early-onset colorectal cancer [112]. 
In prostate cancer, a study conducted by Weischenfeldt et al. found the genomic 
alteration landscapes of early-onset prostate cancer compared to older-onset cancer. 
They discovered that early-onset prostate cancer possesses a higher frequency 
of balanced structural rearrangements, with a specific abundance of androgen-
regulated ETS gene fusions, and concluded that ETS fusion genes are signs of 
early-onset prostate cancer [113]. Furthermore, Gerhauser et al. demonstrated the 
role of androgen receptor-driven rearrangements, an early APOBEC-driven muta-
tional mechanism, and ESRP1 gene duplication that contributed to the pathogenesis 
seen in early-onset prostate cancer [114]. Nevertheless, the molecular mechanism 
involved in the pathogenesis of early-onset breast cancer is, to date, poorly under-
stood and needs to be studied further.

6. Conclusion

HER2 was involved in the development and progression of mammary 
carcinogenesis, including breast cancer. HER2-targeted therapies have signifi-
cantly enhanced the clinical outcome for HER2-positive breast cancer patients. 
HER2Ile655Val single nucleotide polymorphism associate with an increased risk of 
breast cancer. In addition, HER2Ile655Val SNP might be considered as a susceptibility 
factor for early-onset breast cancer. Further molecular studies are required to reveal 
the mechanism of this correlation.
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COVID-19 Infection and Response 
to Treatment
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Abstract

Clinicians and researchers observing the natural history of endemic and  
epidemic infections have always been fascinated by the vagaries of these diseases, 
in terms of both the changing nature of the disease severity and phenotype over 
time and the variable susceptibility of hosts within exposed populations. SARS-
CoV-2, the virus that causes COVID-19 and is believed to originate from bats, 
quickly transformed into a global pandemic. The pandemic of the novel severe acute 
respiratory syndrome coronavirus 2 (SARS-CoV-2) has been posing great threats to 
the global health in many aspects. Currently, there are no proven effective vac-
cines or therapeutic agents against the virus. Comprehensive understanding of the 
biology of SARS-CoV-2 and its interaction with hosts is fundamentally important in 
the fight against SARS-CoV-2. Advanced age, male sex, and comorbidities such as 
hypertension and cardiovascular disease as well as diabetes and obesity have been 
identified as risk factors for more severe COVID-19. However, which and to what 
extent specific genetic factors may account for the predisposition of individuals to 
develop severe disease or to contract the infection remains elusive. The increasing 
availability of data from COVID-19 patient populations is allowing for potential 
associations to be established between specific gene loci and disease severity, 
susceptibility to infection, and response to current/future drugs.

Keywords: Human Genetic Polymorphisms, SARS-COV-2, COVID-19,  
Genetic Susceptibility

1. Introduction

Variability in response to drugs, both in terms of efficacy and tolerability, and 
ways to customize treatments according to their characteristics have become impor-
tant topics of medical research. It was determined that genetic variations in some 
ethnic groups may affect the response to drug and the outcomes of treatment [1]. 
Various enzymes are often involved in drug absorption/distribution/metabolism/
excretion (ADME) processes and show multiple interactions [2].

Gene polymorphisms are sequence variations at specific locations within the 
genome and are observed in more than 1% of the population. Genetic polymor-
phisms can alter the coding of proteins or their expression, and affect natural 
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or acquired immunity [3]. Single nucleotide polymorphisms (SNPs) have been 
studied in relation to various diseases, which are associated with variations of DNA 
sequence with phenotypic changes [4]. Variations in the genes control competence 
in the cellular and humoral immune systems, which define the individual risk level 
for diseases [5, 6].

2. SARS-CoV-2

After the investigation that started with the World Health Organization (WHO) 
China Country Office reporting a cluster of pneumonia cases of unknown cause in 
Wuhan city of Hubei province of China on 31 December 2019, it was identified on 
January 7, 2020 that the agent was a new coronavirus that causes infection in humans. 
The causative virus was designated as 2019-nCoV (2019-novel coronavirus) by the 
WHO and SARS-CoV-2 (severe acute respiratory syndrome coronavirus-2) by the 
International Virus Taxonomy Committee, and the disease caused by the virus was 
named as COVID-19 (coronavirus disease- 2019) [7, 8].

The disease is highly contagious and its main clinical symptoms are fever, dry 
cough, fatigue, muscle pain and shortness of breath. Since the first reported case of 
COVID-19 in the city of Wuhan, China, at the end of 2019, COVID-19 has rapidly 
spread all over China and then to all countries of the world [9]. It was confirmed that 
the virus spreads from person to person, through close contact and via respiratory par-
ticles that are generated by coughing or sneezing [10]. Most of the studies conducted 
in Wuhan at the beginning of the epidemic showed that the first patients worked in 
or visited a seafood market in Wuhan. Initially, it was thought to be caused by snakes, 
but later studies have shown it to be related to bats. As the pandemic progressed, it 
was shown that this viral infection is transmitted from one person to another through 
droplets and by touching the face with hands exposed to contaminated surfaces [11]. 
The virus can be found in respiratory secretions of patients 1–2 days before the onset 
of clinical symptoms and two weeks after disease symptoms [12].

Coronaviruses belong to the subfamily Coronavirinae of the family 
Coronaviridae and include four genera: Alphacoronavirus, Betacoronavirus, 
Gammacoronavirus and Deltacoronavirus. The genome of CoVs (27–32 kb) is a 
single-stranded positive-sense RNA (+ ssRNA) that is larger than other RNA viruses 
[13]. The genome size of SARS-CoV-2 is approximately 29.9 kb [14].

Coronaviruses contain four structural proteins, namely S (Spike) protein, E 
(Envelope) protein, M (Membrane) protein and N (Nucleocapsid) protein, which 
are involved in the formation of mature virus particles (virions) and the emergence 
of infection [15]. The S protein is responsible for the formation of spikes on the 
surface of the coronavirus, and these protrusions play a key role in the attachment 
of the virus to host cell receptors and its entry into the cell. The spike protein is also 
the main antigenic component of the virus [16].

Depending on viral strains and cell types, coronavirus S proteins can be cleaved 
by one or more host proteases, including cathepsins, furin, neutrophil elastase 
(ELANE), transmembrane protease serine protease-2 (TMPRSS-2), and pos-
sibly TMPRSS11A [17–19]. The presence of these proteases on target cells largely 
determines whether coronavirus particles enter cells via the plasma membrane 
or endocytosis. Hoffmann et al. showed that SARS-CoV-2 uses transmembrane 
protease 2 (TMPRSS2) for S protein priming and the SARS-CoV receptor angio-
tensin-converting enzyme 2 (ACE2) for entry into target cells [20]. Likewise, Ou 
et al. found that cathepsin L (CTSL) is essential to the virus entry in the host cell 
[21]. Moreover, it was reported that the S protein of the A2a subtype possesses an 
additional elastase-specific proteolytic cleavage site that enhances the virus’s ability 
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to penetrate host cells [19]. This virus subtype has been reported in China and has 
spread rapidly in North America and Europe [22, 23].

Coronaviruses contain sixteen nonstructural proteins (Nsp1–16). Nsp1 mediates 
RNA processing and replication and Nsp2 modulates the host cell’s survival signal-
ing pathway. Nsp3 separates the translated polyprotein into its distinct proteins. 
Nsp4 contains transmembrane domain 2 (TM2) and modifies ER membranes. Nsp5 
participates in the polyprotein processing during replication. Nsp6 is a putative 
transmembrane domain. A heterodimer of Nsp7 and Nsp8 significantly increases 
nsp12 and template-primary RNA combination. Nsp9 participates in viral replica-
tion by acting as an ssRNA-binding protein. Nsp10 is crucial for cap methylation 
of viral mRNAs. Nsp11 is identical to the first segment of Nsp12 and its function 
is unknown. Nsp12 contains RNA-dependent RNA polymerase (RdRp), a critical 
component of coronavirus replication/transcription. Nsp13 binds to ATP and the 
zinc-binding domain of Nsp13 is involved in replication and transcription. Nsp14 
is an exoribonuclease domain. Nsp15 has Mn (2+)-dependent endoribonuclease 
activity. Nsp16 is a 2’-O-ribose methyltransferase [24]. Entry of coronaviruses 
into host cells is mediated by an increase in glycoprotein (S protein) [16, 25, 26]. 
Transmembrane spike glycoproteins form homotrimers that protrude from the 
viral surface. The spike glycoprotein is critical for the entry of coronaviruses, thus 
making it an attractive antiviral target. A six-helical bundle (6-HB) is formed by 
HR1 and HR2 which are vital for spike protein-dominated membrane fusion of 
SARS-CoV or SARS-CoV-2, making HR1 and HR2 a promising drug target [27, 28]. 
The spike protein of SARS-CoV-2 contains a receptor binding domain that specifi-
cally recognizes the ACE2 receptor. The receptor-binding domain is a critical target 
for antiviral compounds and antibodies [29].

Most patients with COVID-19 develop symptoms such as dyspnea, fever, dry 
cough, muscle pain, fatigue and diarrhea. However, the rate of complications 
such as sepsis, septic shock and multiple organ dysfunction syndrome (MODS) 
has been found to range between 2 and 20% in line with the data collected to date 
[30–32]. Pathophysiological findings in the lungs, which are the entry route of the 
virus, show embolisms caused by thrombus formation at the micro and macro level 
associated with extensive endothelial involvement, as well as intra-alveolar hyaline 
membranes and alveolar edema [33]. Widespread pulmonary damage is attributed 
to a cytokine storm that shows local and then systemic effects, together with the 
damage that starts directly with the virus-ACE2 receptor relationship [34].

3. ACE2

ACE2 cleaves Ang II to angiotensin [1–7], which produces vasodilating, anti-
inflammatory and anti-fibrotic effects via binding to the Mas receptor [35–37]. 
Tissue-bound or membrane-bound ACE2 is a type of transmembrane protein with 
a single metalloprotease active site and a transmembrane domain [38, 39]. ACE2 
is expressed in virtually all human organs in varying degrees. ACE2 expression is 
present in type II alveolar cells (AT2), respiratory epithelial cells, bronchial transient 
epithelial secretory cells,, myocardial cells, endothelial cells and artery smooth muscle 
cells, esophagus epithelial cells, tongue epithelial cells, neurons and glia, stomach, 
cholangiocytes, adipose tissue, pancreatic exocrine glands and islets, bladder urothe-
lial cells, renal proximal tubule cells, podocytes, testis (Leydig and Sertoli cells and 
spermatogonia), uterus epithelial cells, ovary and breast, maternal–fetal interface, 
enterocytes from ileum and colon and rectum cells [40, 41]. In the lung, ACE2 is 
abundantly expressed by Clara cells, type I and II alveolar epithelial cells, macro-
phages, bronchial epithelium, endothelium, and vascular smooth muscle cells [42].
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ACE2 is encoded on chromosome Xp22 and spans 39.98 kb genomic DNA. 
This gene generates two transcripts originating from the same 805 amino acid 
residue protein: one transcript consisting of 18 exons and 17 introns (transcript 
length: 3339 bps), and the other consisting of 19 exons and 18 introns (transcript 
length: 3507 bps). The ACE2 gene displays high levels of polymorphism; in fact, 
some single nucleotide polymorphisms (SNPs) of this gene have been reported 
to be associated with susceptibility to diseases such as hypertension and type 2 
diabetes [43, 44].

Single-cell RNA sequencing analysis has shown that ACE2 mRNA is expressed at 
a higher level in the Asian population than in the Caucasian and African-American 
populations, and also Asian men have a higher ACE2 mRNA expression compared 
to Asian women [45, 46].

There is a negative correlation between ACE2 expression and COVID-19 sever-
ity. ACE2 is secreted from membranes at different levels. Two cell membrane 
proteases are important for this secretion: transmembrane protease serine 2 
(TMPRSS2) and protein 17 (ADAM17) containing disintegrin and metalloprotein-
ase domain [47].

More specifically, ADAM17 acts directly on ACE2 and leads to the shedding of 
ACE2 into the extracellular cellular space, whereas TMPRSS2 affects not only ACE2, 
but also the S protein of SARS-CoV-2, resulting in membrane fusion and cellular 
uptake of the virus. As a result of an extensive database analysis, Cao et al. identi-
fied 1700 variants in the ACE2 gene region on the X chromosome. They identi-
fied 15 (14 SNPs and 1 insertion/deletion (INDEL)) uniquely expressed variants 
with higher minor allele frequencies (MAF) in the Asian population than in the 
European population [48].

It is still debated whether these differences should be taken into account in epi-
demiological studies on COVID-19, which includes ethnic associations with disease 
development [49]. Importantly, diseases correlated with high levels of SARS-Cov-2 
infection, such as hypertension and diabetes, have been found to have a lower 
expression of ACE2 in relation to the SNPs in the ACE2 genes.

Individuals with rs383510/T and rs2070788/G genotypes of TMPSSRSS2 located 
on chromosome 21q22.3 were found to be more prone to develop a severe form 
of influenza A (H1N1) and acute respiratory distress syndrome (ARDS) [50]. 
Remarkably, males have been shown to be more likely to develop severe H1N1 
influenza [51].

The ADAM17 gene region on chromosome 2p25.1 has been determined to differ 
in allele profiles between Asian and European populations and these SNPs are 
associated with hypertension [52] and/or sepsis [53].

When the S1 protein, located at the spikes of SARS-CoV and SARS-CoV2, 
attaches to the enzymatic domain of ACE2 on the cell membrane, both the virus and 
the enzyme are taken up into the host cell by endocytosis [54, 55]. This led to the 
idea that lowering the amount of ACE2 in cells could help fight against coronavirus 
infection. As an antithesis to this, ACE2 has also been shown to have a protective 
effect against viral lung injury by increasing the production of the vasodilator 
angiotensin 1–7. Also, some studies in mice have demonstrated that the interaction 
of the coronavirus terminal protein with ACE2 causes a reduction in ACE2 levels in 
the cell membrane, with the protein being pulled into and degraded, and therefore 
may increase lung damage [56].

Studies in rodents have shown that both ACE inhibitors and angiotensin recep-
tor blockers (ARBs) used to treat high blood pressure increase the amount of ACE2 
and therefore may increase the severity of coronavirus infections [57]. However, 
scientific societies have recommended continuing standard ACE inhibitor and ARB 
treatment [58]. A systematic review and meta-analysis published on July 11, 2012 
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found that the use of ACE inhibitors resulted in a 34% reduction in pneumonia 
risk compared to controls. Besides, it was observed that the risk of pneumonia is 
reduced by treatment with ACE inhibitors in patients with a high risk of pneumo-
nia, especially those with stroke and heart failure [59].

ACE2 limits the adverse vasoconstrictor and profibrotic effects of AngII. 
Hydrolysis of AngII to Ang (1e7) reduces the oxidative stress of AngII on endo-
thelial cerebral arteries. Disruption of ACE2 results in increased AngII levels and 
impaired cardiac function. Decreased cardiac ACE2 levels have been reported in 
hypertension (HT) and diabetic heart disease, and low ACE2 mRNA expression has 
been associated with HT, dyslipidemia, and/or heart failure [60, 61].

It was reported that ACE2 gene polymorphisms can influence both susceptibil-
ity to SARS-CoV-2 and the prognosis of COVID-19 disease. The S1 domain of the 
SARS-CoV2 spike protein mediates its binding to the ACE2 receptor site, while the S2 
domain mediates membrane fusion at the membrane-associated portion undergo-
ing postbinding transconformational modifications. In a study conducted by Li et 
al. in rats, they produced a conformational change in the ACE2 α-helix 1 structure 
by changing the His353 amino acid of the ACE2’receptor and modifying a glycosyl-
ation site (Asp 90), and as a result, they determined that this receptor became more 
suitable for the binding of SARS-CoV [62]. They also found that Leu584Ala, a point 
mutation in ACE2, significantly increased the binding of the enzyme, thus facilitating 
the entry of SARS-CoV into target cells [63]. In some studies, ACE2 expression was 
found to be low in cells infected with SARS-CoV, and recombinant SARS-CoV spike 
protein decreased ACE2 expression and thus increased lung damage [64, 65]. In a 
study by Cao et al. in different populations, seven of the 32 ACE2 variants (Lys26Arg, 
Ile486Val, Ala627Val, Asn638Ser, Ser692Pro, Asn720Asp and Leu731Ile/Phe) were 
found to be effective for SARS-CoV2 [48].

In one study, Stawiski et al. reported that while human ACE2 variants 
K26R, T27A, N64K, S19P, I21V, E23K, T92I, Q102P and H378R are predicted to 
increase host susceptibility, other ACE2 variants K31R, N33I, H34R, E35K, E37K, 
D38V, Y50F, N51S, M62V, K68E, F72V, Y83H, G326E, G352V, D355N, Q388L 
and D509Y are putative protective variants predicted to show decreased bind-
ing to SARS-CoV-2 S-protein. Among these, T92I variant, part of a consensus 
NxS/T N-glycosylation motif, exhibited increased affinity for S-protein [66].

4. Transmembrane serine protease

Transmembrane protease serine type 2 (TMPRSS2) belongs to the type II 
transmembrane serine protease family. It facilitates the entry and activation of the 
virus by making proteolytic cleavage in the spike protein. After SARS-CoV binds 
to ACE2, proteolytic cleavage of the S protein via the cysteine protease cathepsin 
B/L or TMPRSS2 is required for the virus to enter the cell. Although both activate 
the SARS CoV Spike protein, TMPRSS2 activity has been shown to be required for 
the spread of the virus in the host. While rodents given TMPRSS2 serine protease 
inhibitor were protected from SARS-CoV, the same effect was not observed in those 
given cathepsin B/L cysteine prosthetic inhibitor [67]. The transmembrane serine 
protease TMPRSS2 is an essential enzyme capable of degrading the hemagglutinin 
of many influenza virus subtypes and coronavirus S protein [68, 69]. Studies have 
shown that mice with TMPRSS2 deficiency are more resistant to infections with 
H1N1 and H7N9 influenza A virus [68, 70]. TMPRSS2 has been demonstrated to 
help SARS-CoV-2 enter host cells by cleaving the S protein [20]. Matsuyama et al. 
showed that cell lines expressing TMPRSS2 are highly susceptible to MERS-CoV, 
SARS-CoV and SARS-CoV-2 [71]. The gene encoding TMPRSS2 is polymorphic and 
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is regarded as a susceptibility gene for H1N1 and H7N9 influenza [50]. TMPRSS2 is 
expressed in numerous tissues that are targets of COVID-19, such as the lung, heart, 
kidney, and digestive tract. It is also expressed in microvascular endothelial cells, 
suggesting that it may play a role in endothelial dysfunction, thrombosis and related 
complications. TMPRSS2 variants are also thought to contribute to the clinical 
diversity of COVID-19. In the study of Asselta et al., it was reported that TMPRSS2 
exonic variant p.Val160Met and two haplotypes were detected more frequently 
in the Italian population than in East Asians [72]. Besides, in another study, the 
presence of TMPRSS2-ERG fusion in prostate cancer and the strong regulation of 
TMPRSS2 by androgens led to the hypothesis that TMPRSS2 could partly explain 
the greater involvement of males in the COVID-19 pandemic [73].

5. Elastase

SARS-Cov-2 enters the cell by binding its S protein with cellular receptors [20]. 
Some proteases, such as TMPRSS2, cathepsin L, neutrophil elastase, and probably 
TMPRSS11A are involved in this process. As a matter of fact, polymorphisms in 
their encoding genes could not only have an impact in the expression and/or struc-
ture of these proteases but also be associated with susceptibility to SARS-CoV-2 
infection. Elastase is secreted by neutrophils as part of an inflammatory response 
to a viral infection and is also produced by opportunistic bacteria that can colonize 
virally infected respiratory tissue [74]. Increased elastase activity as a result of the 
aberrant inflammatory process produces considerable pulmonary damage that 
contributes significantly to the pathogenesis of chronic obstructive pulmonary 
disease, cystic fibrosis, ARDS and pulmonary fibrosis [75, 76]. Moreever, the 
dramatic increase in neutrophil elastase (NE) in severe COVID-19 may be related to 
neutrophil activation by the IL-8/CXCR2 pathways [77]. The ELANE gene encod-
ing neutrophil elastase is located on chromosome 19p13.3. Two transcripts have 
been reported for this gene, which produce consensus coding sequence. The first 
transcript contains 5 exons and 4 introns and 5 exons encode this 267 amino acid 
protein (transcript length, 909 bps). The second transcript consists of 6 exons and 
5 introns, and 5 exons encode this 267 amino acid protein (transcript length, 1028) 
[78]. In the ELANE gene, 12 polymorphisms with potential functional effects were 
identified: ten in the promoter region, two in the 5′ region near the gene and two 
in the 3′ region near the gene. These 12 polymorphisms produce binding sites for 
various transcription factors and microRNAs [78].

The levels of NE expression are known to be affected by the polymorphisms in 
the promoter region of the neutrophil elastase (ELANE) gene. Several polymor-
phisms were identified to date in the six repetitive tandem motifs of the ELANE 
gene promoter region: -903 T/G, −741G/A, −832G/T, -789C/T, and extra 52 bp 
between the fourth and fifth repeats. Polymorphisms -903 T/G and -741G/A have 
been associated with risk of lung cancer [79]. Luciferase activity assays have shown 
higher activity for ELANE gene promoter constructs carrying -903 T/−741G 
compared to the constructs carrying -903G/−741A. Based on these findings, pre-
dicted activity of ELANE genotypes was classified as low (−903TG), intermediate 
(−903TT/−741AG and -903TT/−741AA), or high (−903TT/−741GG) [80].

6. Cathepsin L

Cathepsin L is a peptidase that cleaves peptide bonds, preferably with aromatic 
residues at the P2 position and hydrophobic residues at the P3 position [81]. It was 
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reported previously that cathepsin L participates in the viral glycoprotein process-
ing of Ebola virus and SARS-CoV, and this viral process has been found to be 
critical for cell membrane fusion and host cell entry [82]. Using cathepsin B and L 
inhibitors in HEK 293/hACE2 cells, Ou et al. showed that treatment with cathepsin 
L inhibitor reduced the entry of SARS-CoV-2 into cells [21]. This finding suggests 
that cathepsin L may be crucial for S protein priming in the lysosome for viral entry.

Six polymorphisms with possible functional implications were identified in 
the cathepsin L gene. These polymorphisms have been found in various regions of 
the gene and form binding sites for transcription factors [78]. Among these poly-
morphisms, rs41307457 has a high frequency only in the African population and 
rs41312184 is present with a high frequency especially in the European population. 
The authors suggested that the relationship of these polymorphisms with SARS-
CoV-2 infection should be analyzed in these populations [78].

7. Human alpha-1 antitrypsin (A1AT)

Human alpha-1 antitrypsin (A1AT) is a 52 kDa glycoprotein synthesized in the 
liver and circulates in the blood, and is a natural inhibitor of several proteases. 
Adequate A1AT activity is crucial for the prevention of proteolytic tissue damage 
[83]. In people with one of many inherited mutations in A1AT, low circulating 
A1AT levels increase the risk of devastating diseases, particularly emphysema 
[84]. Infusion of plasma-purified A1AT protein has proven therapeutic benefits in 
patients with A1AT deficiency [85]. The pharmacokinetics and safety of A1AT have 
been well studied. It was accepted as safe with its rare and generally well tolerated 
side effects [86]. Studies have shown that human A1AT has both anti-inflammatory 
and anti-SARS-CoV-2 viral effects [87]. This dual role makes it a unique and excel-
lent candidate for the treatment of COVID-19. Alpha-1-antitrypsin (AAT) is a serine 
protease inhibitor (SERPIN) and the third most abundant circulating protein. AAT 
plasma level may increase 3 to 5-fold in states of systemic inflammation and/or 
infection, perhaps an indication of the homeostatic role of AAT, but has been found 
to be insufficient in severe cases of COVID-19 [88, 89]. Alpha-1-antitrypsin (AAT) 
has been shown to antagonize various pathophysiological mechanisms induced by 
SARS-CoV-2. It has been demonstrated that these pathophysiological mechanisms 
inhibit TMPRSS-2, the host serine protease that degrades the spike protein of 
SARS-CoV-2, SARS-CoV-2 [20]. AAT also has antiviral activity against other RNA 
viruses, influenza and HIV. It also induces autophagy, a known host effector mecha-
nism against MERS-CoV, a related coronavirus that causes Middle East Respiratory 
Syndrome [90]. Additionally, AAT has potent anti-inflammatory properties, in part 
by inhibiting both nuclear factor-kappa B (NFκB) activation and ADAM17 (also 
known as tumor necrosis factor-alpha converting enzyme) and may therefore reduce 
the hyperinflammatory response to COVID-19 [91]. Moreover, AAT inhibits neutro-
phil elastase, a serine protease that helps recruit potentially harmful neutrophils and 
is implicated in acute lung injury [92]. AAT inhibition of ADAM17 prevents ACE2 
from being scavenged, thus preserving ACE2 inhibition of bradykinin and reducing 
bradykinin’s ability to cause capillary leakage in COVID-19 [93]. AAT also inhibits 
thrombin and venous thromboembolism, and microthrombi and macrothrombi 
in situ are increasingly recognized to play a role in COVID-19 [94]. Furthermore, 
AAT inhibition of elastase results in the formation of neutrophil extracellular traps 
(NETs), a complex extracellular structure composed of neutrophil-derived DNA, 
histones, and proteases, and involved in the immunothrombosis of COVID-19 can 
antagonize. In fact, AAT has been shown to alter the shape and adherence of NETs 
not associated with COVID-19 [95]. AAT inhibition of endothelial cell apoptosis may 
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also limit endothelial damage associated with severe COVID-19-related acute lung 
injury, multi-organ dysfunction, and preeclampsia-like syndrome in gravid women 
[96]. Although it is well known that alpha 1 antitrypsin deficiency is quite common 
in Europeans, rs17580 is the most common deficiency variant as reported by most of 
the studies conducted to date [97].

8. HLA

Human leukocyte antigens (HLA) are encoded by major histocompatibility 
complex (MHC) genes and are highly polymorphic. MHC molecules act as recep-
tors for viral peptides. Studies have shown that polymorphisms in the HLA region 
are associated with susceptibility to many common infectious diseases [98]. In a 
study conducted in 28 patients with severe respiratory failure, HLA-DR expression 
was found to be very low, suggesting that HLA is an important immune regulator 
in COVID-19 [99]. In addition, several studies have attempted to determine HLA 
alleles that are associated with increased or reduced susceptibility. HLA genes are 
important in olfactory perception. Loss of sense of smell differs among individuals 
who had COVID-19 [100]. The olfactory receptor gene is located at the same locus 
as the MHC and is co-transmitted [101]. Therefore, variations in HLA genes are 
known to play a role in differences in immune response against pathogens.

9. Conclusion

Today, many genetic polymorphisms are known to be involved in pathways 
that play an important role in the attachment of the microbiological agent to the 
host cell, resulting in variations in the susceptibility to disease and disease severity. 
Currently, genetic polymorphisms are used in molecular medicine for many pur-
poses. Better understanding of the mechanisms caused by genetic polymorphisms is 
expected to allow for the development of new treatments and discovery of preven-
tive drugs. The COVID-19 pandemic shows marked geographical differences in its 
prevalence and mortality. This variability may be due both to the presence of several 
subtypes of the virus and to genetic differences in human populations. Given this 
fact and the important roles of ACE2, TMPRSS2, cathepsin L and elastase in the 
process of virus entry into the host cell, this article aims to suggest possible vari-
ants at these loci for genetic association studies in SARS patients. Although there 
appears to be a multifactorial genetic influence on the risk of SARS-Cov-2 infection 
and possible disease severity, SNP profiling of the ACE2, ADAM17 and TMPRSS2 
genes is recommended to identify potentially vulnerable populations at risk with a 
relatively simple and easy-to-perform test such as PCR [102] or MASSarray [103]. 
Thus, a ‘multiSNP risk score’ applicable to large populations can be determined, 
and therefore it may be possible to identify subjects carrying a combination of 
fewer suitable alleles for ACE2, ADAM17 and TMPRSS2. Such an analytical strategy 
has recently been developed based on patient genetics for immunogenetic profil-
ing designed to individualize immunotherapy [104]. It is known that macrophage 
activation syndrome (MAS) is an important cause of mortality and morbidity 
in patients with COVID-19. In a study investigating gene polymorphisms in the 
pentraxin 3 (PTX3), a molecule that is synthesized by a number of inflamma-
tory cells and considered to be associated with mortality, MAS was found to be 
less common in COVID-19 patients with the AG genotype (rs1840680 (1449A/G) 
polymorphism) and PTX3 levels were higher in patients carrying the A allele [103]. 
In a study on interferon-induced membrane protein- 3 (IFITM-3) gene variants, 
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an established risk factor in severe viral infections, the IFITM3-SNP, rs12252-G 
allele was found to be significantly associated with hospitalization and mortality 
in COVID-19 patients and lower IFNγ levels were lower patients with the AG/GG 
genotype [105]. Homocysteine can be used as a potential biomarker to predict the 
severity of a number of infections in COVID-19. A study in the Latino popula-
tion suggested that the MTHFR 677 T allele may contribute to the mortality from 
COVID-19 [106]. Dipeptidylpeptidase-4 (DPP4) is known to be a key protein for 
the entry of SARS-CoV-2 into the host cell as well as in obesity and hypertension, 
which are associated with worse prognosis in COVID-19. In light of these data, a 
study suggested that the DPP4 rs3788979 polymorphism might be a risk factor for 
COVID-19 disease [107]. Recently, in a south Asian population, the frequency of 
Human leukocyte antigen (HLA) variants HLA-B*51 and HLA class II, DRB1*13 was 
found to be high in patients with fatal COVID-19 [108].

In summary, until now, genetic influences on the interindividual susceptibility 
of COVID-19 have been largely underestimated; therefore, we hope that this review 
will fill this gap and pave the way for validation in studies at the experimental and 
clinical levels. Taken together, these data suggest that several gene variants may 
have an effect on susceptibility to COVID-19 disease, its prognosis and possibly the 
efficacy of vaccines. As SARS-CoV-2 continues to threaten global health, it is essen-
tial to elucidate the molecular mechanisms involved in this infection to develop 
specific treatment and prevention strategies.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Abstract

Retrotransposons are transposable elements that use reverse transcriptase as 
an intermediate to copy and paste themselves into a genome via transcription. The 
presence of retrotransposons is ubiquitous in the genomes of eukaryotic organisms. 
This study analyzed the structures and determined the comparative distributions 
and relatedness of retrotransposons across diverse orders (34) and families (58) of 
kingdom Plantae. In silico analyses were conducted on 134 plant retrotransposon 
sequences using ClustalW, EMBOSS Transeq, Motif Finder, and MEGA X. So far, 
the analysis of these plant retrotransposons showed a significant genomic relation-
ship among bryophytes and angiosperms (216), bryophytes and gymnosperms 
(75), pteridophytes and angiosperms (35), pteridophytes and gymnosperms 
(28), and gymnosperms and angiosperms (70). There were 13 homologous plant 
retrotransposons, 30 conserved domains, motifs (reverse transcriptase, integrase, 
and gag domains), and nine significant phylogenetic lineages identified. This study 
provided comprehensive information on the structures, motifs, domains, and 
phylogenetic relationships of retrotransposons across diverse orders and families of 
kingdom Plantae. The ubiquitousness of retrotransposons across diverse taxa makes 
it an excellent molecular marker to better understand the complexity and dynamics 
of plant genomes.

Keywords: transposable elements, retrotransposon, genetic polymorphism, 
phylogenetic analysis, genome

1. Introduction

Retrotransposons can move within genomes due to their highly effective trans-
position mechanism. Because of this high level of transposition, their presence 
is a significant feature of plant genomes and other eukaryotic organisms. Since 
the discovery of transposable elements (TE) by Barbara McClintock more than 
seven decades ago, there have been several challenges in studying the structures 
of retrotransposons due to their repetitive structure, diversity in form, their large 
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number in a genome, and their ability to replicate so frequently [1]. Even studying 
closely related genomes does not overcome this problem since retrotransposons 
also tend to be highly species-specific, a trait that makes them difficult to classify. 
Research has shown that they are not merely transient components of a genome 
but are instrumental in genomic development and adaptation, influencing these 
genomes from how chromosomes are structured to helping activate certain genes 
under certain conditions [2]. The interaction of retrotransposons with a host 
genome is not a simple one. Pieces of evidence have shown that they have helped 
shaped genomes for an extended period. In some cases, this has imparted important 
genetic traits to their host organisms. In others, they have been linked to mutagen-
esis and disease, prompting their host to develop regulatory safeguards to suppress 
and limit their activities [3].

Recent advances in sequencing technologies have come a long way in help-
ing unravel the structure of plant genomes. Plant genomes are some of the most 
complex and diverse among known eukaryotic kingdoms [4] and vary widely in 
size across kingdom Plantae, with the smallest genomes sequenced so far being 
from green algae species [5] and the largest being Pinus taeda, which is around 22 
Gbp in length [6]. A significant portion of the plant genome comprises transpos-
able elements, the so-called “jumping genes” [7]. The diversity and size variation 
across plant genomes is primarily attributed to the activity of these transposable 
elements [8]. The transposable elements are known to have viral origins; in par-
ticular, retrotransposons structures closely resemble retroviruses without the gene 
for the viral envelope or with a nonfunctional envelope gene. It is hypothesized 
that transposable elements enter the genomes of eukaryotes through infection by 
ancient viruses and remained as parasitic elements in their host genomes [9]. More 
studies are needed to understand better the complexity of plant retrotransposons 
and unravel its salient features.

1.1 Classes and types of transposable elements

The complexity and diversity of transposable elements coupled with the avail-
ability of recent genomic sequences in the genebanks have generated various group-
ings of TEs. However, concerted efforts have been made to come up with a generally 
accepted and unified nomenclature. The replication process employed by transpos-
able elements are used to classify them into two large groups [10]. Retrotransposons 
or Class I transposable elements use the enzyme reverse transcriptase to copy and 
paste themselves in the genome and are the most abundant type in plant genomes. 
DNA transposons or Class II transposable elements use other enzymes, including 
DNA polymerase and transposase, to copy and insert themselves into genomes [11]. 
This copy and paste mechanism is responsible for the significant number of trans-
posable elements in eukaryotic genomes.

Class I Transposable Elements or Retrotransposons consists of the long terminal 
repeats (LTRs) retrotransposons and the non-long terminal repeats (non-LTRs) 
retrotransposons. These LTR retrotransposons and non-LTR retrotransposons 
are further subdivided based on their dynamics in the genome. The autonomous 
retrotransposons can be independently mobile, while the nonautonomous ret-
rotransposons necessitate the presence of TEs for their movement. Some of the LTR 
retrotransposons in eukaryotes include Gypsy, Copia, BEL, DIRS, ERVI, ERV2, 
and ERV3 superfamilies. In contrast, superfamilies of non-LTR retrotransposons 
includes SINE1,2,3, LINES, CR1, CRE, I, RTE, TX1, Jockey, Penelope, R2, R4, 
RandI, Rex1, L1, and NeSL [12, 13].

A less well-studied class of retrotransposons in plant genomes are non-LTR 
retrotransposons. These are the LINEs-Long Interspersed Nuclear Elements and 
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the SINEs-Short Interspersed Nuclear Elements. They do not exhibit much activity 
in plant genomes and constitute around 33.5% or about one third of the human 
genome [13]. More so, they contribute to new insertions in the human genome and 
have been linked to mutagenesis and human diseases [14].

LINEs are considered the oldest class of retrotransposons in plant genomes. 
Evidence suggests that they are highly regulated or inactive since their transcription 
is rarely observed in plant genomes [15]. In contrast, studies have shown that the 
ancient activity of SINEs helped shaped the genomic diversification of some mono-
cot species [16] and the heterogeneity of many eukaryotic genomes, but apart from 
this, little is known so far of their activity in plant genomes [17]. With this, there is 
a need to study and characterize the diverse retrotransposons and understand how 
and to what extent they influence changes in a host genome.

1.2 Characterization of retrotransposons

The presence of transposable elements in an organism has many implications 
for its genomic activity. Depending on the region of the chromosome they are 
located on, they may affect what type of genes are expressed in the genome and the 
functions of these genes [18]. Gypsy retrotransposons have a widespread and more 
diverse position on the chromosomes in plant genomes, while Copia retrotranspo-
sons tend to cluster in proximal regions of the chromosomes they are located on 
[19]. However, it is worth pointing out that LTR retrotransposons tend to group 
in different chromosomal regions regardless of their lineages [20]. Research into 
plant genomic structures has yielded valuable insight into the characterization of 
retrotransposons due to their ubiquitous presence in plant genomes [21]. They are 
subclassified into LINES and SINES [22]. The LTR-retrotransposons are further 
classified into “superfamilies” based on their genetic sequences, namely, the Copia 
superfamily, the Gypsy superfamily, Bel-Pao, retrovirus, and endogenous retrovirus 
superfamilies [23]. Of these, the most widespread in plant genomes and the most 
well studied are the Gypsy and Copia superfamilies. Gypsy retrotransposons are 
differentiated from Copia retrotransposons by the position of the integrase protein 
in their genetic sequence. In gypsy retrotransposons, integrase is situated after the 
reverse transcriptase in the genetic sequence and before the reverse transcriptase in 
Copia retrotransposons [24]. Phylogenetic analyses and time of divergence are used 
to further divide these superfamilies into different lineages. The Copia superfam-
ily comprised TORK, Bianca, Ale, Maximus lineages Gypsy superfamily of Attila, 
CRM, Del, and Galadriel lineages [25]. LTR-retrotransposons showcase such variety 
in number, position, and distribution in their host genome due to their unique 
ability to express the independent activity and replicate themselves numerous times 
on chromosomes [26].

A key feature of LTR retrotransposons and the structure that gives them their 
name is the presence of two homologous structures called long terminal repeats at 
both ends of their genetic sequence. These DNA sequences can vary in size from 
a hundred bps to thousands of bps [27]. These LTRs are non-coding regions that 
bracket the internal coding regions and are also a component of retroviral sequences 
[28]. LTR retrotransposons vary widely in size and functional characteristics. In 
plants, they have been documented as short as four kbp in Helianthus species [29] to 
over 23 kbp in Populus trichocarpa [30]. The structures of LTR retrotransposons are 
organized into one or several Open Reading Frames (ORF) [31]. The ORFs contains 
genetic information for the pol and gag genes and are integral to transcription 
in the host genome [32]. Like their retroviral counterparts, the gag genes encode 
functional polyproteins, and the pol gene usually contains the reverse transcriptase. 
These genes are typically separated by stop codons [33]. The pol gene encodes three 
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important proteins, each of which has a crucial role in retrotransposal replication in 
the genome [34]. These proteins are Integrase, Protease, and Reverse Transcriptase 
[35]. Because retrotransposons replicate similarly to viruses, and their replication 
can lead to mutations and disrupt DNA repair, there are genomic mechanisms in 
place to silence their activity [36]. To escape this silencing, LTR retrotransposons 
may possess another region called the chromodomain. One mechanism the cell 
uses to silence retrotransposons is the formation of heterochromatin near areas of 
retrotransposon activity [37]. The presence of heterochromatin makes it difficult 
for the retrotransposon proteins to access the cell DNA, suppressing replication 
[38]. The chromodomain region encodes a protein that helps the retrotransposon 
escape silencing by manipulating these heterochromatins. Chromodomains are 
found upstream of the 3′ end of the genetic sequence in retrotransposons [39].

1.3 Mechanism of action

Retrotransposons insert and reinsert themselves in a host genome by tran-
scription. This process is accomplished by the reverse transcription of an RNA 
intermediate transcript. This transcript is the template that is used to generate new 
copies of the retrotransposon [40]. The reverse transcription of retrotransposons 
is a complex procedure. In LTR retrotransposon, the process is helped by the long 
terminal repeats at each end of their structure that acts as start sites for replicat-
ing the internal region. The replication of this internal region occurs in opposite 
directions to produce two DNA strands. At the 3′ end, tRNA binds to the initiation 
site of the left LTR and replicates one of the two DNA strands. At the right LTR, a 
Polypurine Tract, which acts as a primer, binds immediately upstream of this region 
and replicates the second of the two DNA strands [41].

The mRNA template is synthesized first in the replication of retrotransposons. 
This mRNA template is then translated into proteins utilized in the process. The 
mRNA template has a U region and a short repeat sequence at each end. tRNA 
acts as a primer and binds to a primer binding site on the mRNA. This initiates 
the production of minus (−) strand DNA through the catalyzation of Reverse 
Transcriptase. The synthesized DNA reaches the U5 region at the 5′ end of the 
template and pairs with the repeat sequence at the 3′ end of the genomic RNA. Once 
synthesis of this first DNA strand is complete, the enzyme RNase H deteriorates the 
genomic RNA template, leaving only fragments. These fragments then prime the 
synthesis of the second DNA strand. As with the first strand, Reverse Transcriptase 
synthesizes another DNA strand but uses the first DNA strand as a template. At 
the end of this process, a linear double-stranded DNA is made with an LTR region 
(comprised of the repeat sequence, U5, and U3 regions) at each end. The enzyme 
integrase then inserts this new retrotransposon DNA into the host chromosomal 
DNA by using the 3’ OH of each strand to integrate at target sites a few base pairs 
apart in the genome [42].

1.4 Role of retrotransposons

Retrotransposons are known to be major drivers of genomic diversity and 
homogeneity during the development of eukaryotic genomes. Presently, their activ-
ity in plant genomes is regulated by different mechanisms, but they are still capable 
of bursts of activity when reactivated by mutations, adjacent gene expression, or 
environmental factors [43]. Grandbastien [44] has noted that all the retrotrans-
posons that are known to be active in plant genomes are usually dormant during 
their host development but become active in response to environmental stressors. 
This could be linked to retrotransposons being proliferators of genomic diversity 
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since their activation by stresses induces survival genes to turn on. The study by 
Hilbricht et al. [45] on Craterostigma plantagineum dehydration led to the isolation 
and identification of a retroelement gene, the Craterostigma desiccation-tolerant 
(CDT-1) gene, that is turned on by dehydration and imparts drought-resistant 
properties to the plant. This is also in line with Zhao et al. [46], which found a 
potential link of the OAR1 gene to the tolerance of osmotic and alkaline stresses 
in Arabidopsis thaliana. Though often characterized by their propensity to initiate 
mutagenesis, retrotransposons have been shown to affect the expression of genes 
they are adjacent to in the genome and even help regulate the structure of centro-
meres [47], as noted in an investigation of maize species by Gao et al. [48]. Analysis 
of tomato plants demonstrated that differences in volatile esters between two dif-
ferent colored fruits of different species of these plants are linked to the placement 
of retrotransposons near the family of esterases that exhibits a high level of enzyme 
activity. This placement results in a higher expression of the esterase, resulting in 
the reduced levels of multiple esters [49]. Retrotransposons have also been linked to 
disease resistance in plants. A study showed that activation of athila LTR retrotrans-
posons led to genome expansion in Capsicum baccatum by increasing the number of 
a disease-resistant gene family [50] and analysis of Phaeodactylum tricornutum cells 
showed the activity of LTR-retrotransposon initiate a plant response to a decrease in 
nitrate and when exposed to reactive aldehydes that stress diatoms and leads to cell 
death [51]. Analysis of retrotransposon families in sorghum species shows that their 
activity influences genomic adaptation and diversity [52]. This finding suggests 
that retrotransposons play vital roles in regulating genes that encode functional 
proteins [53]. A study of Thale Cress and Adzuki bean seedlings treated with the 
DNA methylation inhibitor zebularine increased activity and accumulation of the 
retrotransposon ONSEN in the seedlings treated than in the control seedlings [54]. 
These studies point to the pivotal role of retrotransposons in plants’ adaptation to 
their environment and their contribution to genomic diversity.

This study compared, characterized, identified shared patterns, and determined 
the relationships of different retrotransposons across diverse plant taxa.

2. Materials and methods

To assemble the plant retrotransposon library, we collected genomic DNA 
sequences deposited at the National Center for Biotechnology Information (NCBI) 
nucleotide database. These were then further sorted to include only sequences 
with 300 to 800 base pairs in length. In total, 134 retrotransposon sequences were 
selected and analyzed in this study. Of these, 54 were angiosperms, 46 were gym-
nosperms, 11 were pteridophytes, three were liverworts, and 20 were bryophytes. 
The sequences were downloaded in the FASTA format and saved in a text docu-
ment for further analyses. To study the characteristics of the plant retrotransposon 
sequences and identify homogeny, multiple sequence alignment (ClustalW) 
program was utilized. The parameters of the ClustalW analysis were defined as fol-
lows: Pairwise Alignment was set to slow and accurate for DNA sequences only. The 
Gap Open Penalty was set to 15 and the Gap Extension Penalty to 6.66. The Weight 
Matrix used was the International Union of Biochemistry (IUB) matrix for DNA 
sequences. These same parameters were used for the multiple sequence analysis 
with hydrophilic gaps included in the computation.

Motif analyses were performed on the plant retrotransposon sequences to identify 
motifs, protein domains, and conserved domains. The nucleotide sequences were 
translated into their corresponding amino acid (aa) sequences with the EMBOSS 
Transeq tool developed by the European Bioinformatics Institute. The algorithm was 
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set to translate the nucleotide sequences into the three possible reading frames using 
the standard codon table. The translated aa sequences were then analyzed for protein 
domains, families, and functional sites using the PROSITE tool developed by the 
Swiss Institute of Bioinformatics [55] and the MOTIF Finder program of the Kyoto 
University Bioinformatics Center [56]. All three reading frames were analyzed to 
ensure the proper frame would be used for motif identification. The aligned ret-
rotransposon sequences were analyzed using the MEGA-X. The software was used to 
construct a maximum likelihood phylogenetic tree with the Tamura-Nei method used 
to account for the substitution rate differences between nucleotides and the inequality 
of nucleotide frequencies. The Nearest-Neighbor-Interchange was used as the heuristic 
method to improve the likelihood of the tree. The phylogenetic tree generated by the 
MEGA-X program was then modified in the MEGA X Tree Topology Editor to produce 
a circular phylogenetic diagram for better data visualization.

3. Results and discussion

3.1 Multiple sequence alignment

Figure 1 shows the alignment scores of sequences produced from the multiple 
sequence alignment analysis performed in the clustalW program. These scores 
represent the pairwise alignment between each pair of retrotransposon sequences. 
The cutoff alignment score was set at 50 percent identity between two aligned 
sequences.

In total, there were 870 pairwise alignments with a 50 to 100 percent alignment 
score. Fifty-five percent (476) of the alignments had a percent identity in the range 
of 50 to 59. Thirty-two percent (281) had a percent identity in the range of 60 to 
69. Seven percent (65) had a percent identity in the range of 70 to 79, 4% (35) had 
a percent identity in the range of 80 to 89, and 2% (13) had a percent identity in 
the range of 90 to 100. The multiple sequence alignment scores of 40% and higher 
are considered significant. However, an alignment less than 40% is considered too 
divergent [57]. The alignment score for this multiple sequence analysis was set to 
50% to include only highly significant alignments.

3.2 Identification of homologous sequences

Table 1 contains the aligned sequences with the highest alignment score. There 
is a diversity in the relationship of these sequences. T. pellucida 1 to T. pellucida 2 

Figure 1. 
Significant pairwise alignment scores of 134 plant retrotransposon sequences.
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are of the same species but clones. Each plant in the sequence pairs alignments of 
A. concolor to A. veitchii, L. gmelinii to L. czekanowskii, A. sativa to A. sterilis, A. 
ipaensis to A. hypogaea, and V. dubyana to F. antipyretica, belong to the same genus. 
A. araucana and A. brownii belong to the same family. The sequences aligned in 
each alignment pair of L. saxicola to P. schreberi and D. polysetum to L. glaucum 
belong to the same order, while those in the pairs of S. cooperi to D. truncatula and 
P. cuspidatum to R. canescens belong to the same class. Sequences belonging to only 
the same division can be closely related, as in the case of P. patens to M. polymorpha 
with a 99% identity and N. tetragona to M. grandflora with a 100% identity. The pair 
of sequences aligned in the same genus had the highest number of aligned pairs.

The results above confirm the highly conserved nature of retrotransposons. This 
was supported by the study of retrotransposons in mammals [58]. Despite their 
enormous size and diversity, it has been noted that similar retrotransposons tend 
to cluster together in similar genomes of hosts belonging to the same order, family, 
or class [59]. Specific types of retrotransposons belonging to the same family or 
lineage can be conserved across a particular kingdom or division [60]. The presence 
of homologs can be inferred from these aligned sequences considering their high 
percent identity and their distribution to different species [61]. An alignment of 90 
and higher was used as the cutoff value for homolog identification [62].

3.3 Conservation of retrotransposons

Table 2 is a summation of retrotransposons sequences with an alignment score 
of 80 to 89. This is the pairwise alignment score between pairs of sequences.

Aligned sequence pairs in the same genus were: L. occidentalis to L. sibirica, A. 
concolor to A. balsamea, L. occidentalis to L. kaempferia, P. rubens to P. schrenkiana, 
A. veitchii to A. balsamea, and L. kaempferi to L. sibirica. More so, the aligned 
sequences pairs that had sequences in the same family were: L. sibirica to P. rubens, 
L. sibirica to P. schrenkiana, L. occidentalis to P. contorta, P. contorta to L. sibirica, L. 
occidentalis to P. schrenkiana, P. contorta to P. schrenkiana, L. kaempferi to P. rubens, 
P. contorta to L. kaempferi, P. contorta to P. reubens, L. occidentalis to P. rubens, and L. 
kaempferi to P. schrenkiana. At the same order level, the following were the aligned 

Sequences Aligned Aligned Score

A. concolor: A. veitchii 90

L. saxicola: P. schreberi 91

S. cooperi: D. truncatula 91

D. polysetum: L. glaucum 93

P. cuspidatum: R. canescens 93

L. gmelinii: L. czekanowskii 94

A. araucana: A. brownii 94

A. sativa: A. sterilis 94

A. ipaensis: A. hypogaea 95

P. patens: M. polymorpha 1 99

T. pellucida1: T. pellucida 2 100

V. dubyana: F. antipyretica 100

N. tetragona: M. grandiflora 2 100

Table 1. 
Aligned sequences with an alignment score of 90 to 100.
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sequence pairs: L. saxicola to P. polyantha, J. communis to T. baccata, and D. tuncatula 
to N. exaltata. Aligned sequence pairs that had sequences in the same class were: L. 
saxicola to D. polysetum, D. polysetum to R. canescens, L. glaucum to P. cuspidatum, P. 
polyantha to L. glaucum, P. polyantha to P. cuspidatum, P. polyantha to R. canescens,  
P. polyantha to D. polysetum, P. polyantha to H. ciliata, D. polysetum to P. cuspida-
tum, P. schreberi to P. polyantha and S. cooperi to N. exaltata. Likewise, the aligned 
sequence pairs with sequences in the same division were: G. biloba to P. schrenkiana, 
G. biloba to P. contorta, G. biloba to P. rubens, and S. obtusum to A. rupestris.

3.4 Motifs and domains

Molecular characterization is important in understanding the nature of any 
genetic element and its insertion origin in a genome. Molecular characterization 
provides a detailed description of the structure of a genetic sequence, changes that 
it induces in a genome, and how it affects genetic expression [63]. Characterization 
is an important feature in the study of retrotransposons. It is also used for classify-
ing retrotransposons [64], uncovering their associations in a genome [65, 66], and 
discovering new types of retrotransposons (Table 3) [66].

The identification of the reverse transcriptase motif in these retrotransposon 
sequences is significant because it is not only integral to the replication process of 
retrotransposons but is one of the most significant parts of their structure [67]. 
The reverse transcriptase type identified in these sequences was only found in LTR 
retrotransposons and retroviruses. The presence of this reverse transcriptase type 

Sequences Aligned Aligned 
Score

Sequences Aligned Aligned 
Score

L. saxicola: P. polyantha 80 P. contorta: L. sibirica 86

L. saxicola: D. polysetum 80 S. obtusum: A. rupestris 87

D. polysetum: R. canescens 80 L. occidentalis: L. kaempferi 87

L. glaucum: P. cuspidatum 80 L. occidentalis: P. schrenkiana 87

P. polyantha: L. glaucum 81 P. contorta: P. schrenkiana 87

P. polyantha: P. cuspidatum 81 L. kaempferi: P. rubens 87

P. polyantha: R. canescens 81 P. rubens: P. schrenkiana 87

P. polyantha: D. polysetum 82 J. communis: T. baccata 87

P. polyantha: H. ciliata 82 S. cooperi: N. exaltata 88

D. polysetum: P. cuspidatum 82 D. truncatula: N. exaltata 88

G. biloba2: P. rubens 82 P. contorta: L. kaempferi 88

P. schreberi: P. polyantha 83 P. contorta: P. rubens 88

G. biloba2: P. contorta 83 A. veitchii: A. balsamea 88

L. occidentalis: L. sibirica 83 L. occidentalis: P. rubens 89

L. sibirica: P. rubens 84 L. kaempferi: L. sibirica 89

L. sibirica: P. schrenkiana 84 L. kaempferi: P. schrenkiana 89

G. biloba2: P. schrenkiana 85

A. concolor: A. balsamea 85

L. occidentalis: P. contorta 86

Table 2. 
Aligned sequences with an alignment score of 80 to 89.
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usually indicates that the sequence is a retrotransposon mobile element or a retrovirus 
[68]. Reverse transcriptase gene identification could be used to identify retrotrans-
poson sequences due to their high specificity. Reverse transcriptases are known to 
be multidomain enzymes, with notable domains being the catalytic domain and the 
RNase H domain [69]. The Tc5 transposase DNA-binding domain is a structural motif 
found in many proteins that regulate gene expression. The RNase H-like domain 
found in these retrotransposon sequences belongs to a reverse transcriptase subfamily 
that shares sequence similarity with reverse transcriptases from endogenous retro-
viruses of the zebrafish and the Moloney mouse leukemia retroviruses [69, 70]. This 
finding strengthens the viral origins of retrotransposons in eukaryotes.

The presence of the zinc-binding domain indicates the presence of integrase 
since it is one of the domains in the integrase enzyme. Integrase allows retroviruses 
and retroelements to insert their DNA into a host genome [71]. The integrase core 
domain that was also detected in this sequence is one of the three known domains 
of the integrase enzyme. It is the catalytic domain that catalyzes the transfer of 
retroviral or retrotransposal DNA made by reverse transcriptase to the site in the 
genome where it will be inserted [72]. GAG-Pre-Integrase domain lies upstream 
of the integrase region in retroviral polyproteins. They are usually connected to 
elements that assist in retroviral insertion [73].

The Copia family of retrotransposons is a large retrotransposon family active 
in the genomes of plants. It is classified under the long terminal repeats retrotrans-
posons along with the Gypsy family [74]. The GAG Polypeptide of the LTR-Copia 
type domain is highly conserved and found only in Copia retrotransposons [75]. 
This domain was identified in seven species: G. biloba, L. occidentalis, P. contorta, 
L. kaempferi, L. sibirica, P. rubens, P. schrenkiana, definitively identifying them as 
Copia family retrotransposons.

Reverse transcriptase (RNA-dependent 
DNA polymerase)

Simian taste bud-specific gene product family

Reverse transcriptase (RNA-dependent DNA 
polymerase)

Simian taste bud-specific gene product family

Tsi6 BAFF-R, TALL-1 binding

RNase H-like domain found in reverse 
transcriptase

Zinc knuckle

Tc5 transposase DNA-binding domain GAG-polyprotein viral zinc-finger

Peptidase propeptide and YPEB domain Mis6

Integrase zinc-binding domain Protein prenyltransferase alpha subunit repeat

Integrase core domain Chromatin remodeling factor Mit1 C-terminal Zn finger 
2

H2C2 zinc finger 5′-3′ exonuclease, N-terminal resolvase-like domain

gag-polypeptide of LTR copia-type Retrotransposon gag protein

Aspartyl protease C2H2 zinc-finger

gag-polyprotein putative aspartyl protease GAG-pre-integrase domain

Retroviral aspartyl protease Eukaryotic translation initiation factor 3 subunit G

Domain of unknown function 3′ exoribonuclease family, domain 2

Putative peptidase (DUF1758) HicA toxin of bacterial toxin-antitoxin,

Fimbrial assembly protein (PilN) BRK domain

Table 3. 
Motifs and domains identified by the MOTIF finder.
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Some domains were identified that are not generally associated with retrotrans-
posons. The Hic A toxin functions as an mRNA interferase in bacteria and archaea 
species [76], Tsi6 is a bacterial immunity protein, and the Fimbrial Assembly 
Protein functions in the production of bacterial fimbria used for cellular attachment 
[77]. The Simian taste-bud specific gene is found in primates, and mutations of this 
gene have been linked to follicular lymphomas [78]. The Mis6 protein is integral for 
chromosome segregation during mitosis, and the protein prenyltransferase alpha 
subunit repeat functions in protein prenylation. In contrast, the eukaryotic transla-
tion initiation factor 3 subunit G initiates protein synthesis [79], and the BAFF-R 
is a polypeptide that binds to the ligands of TALL-1, a tumor necrosis factor that 
initiates inflammation in humans [80]. Zinger finger proteins are a large family 
of proteins noted for their role as transcription factors and their ability to bind Zn 
ions. Several of these protein types were identified from the plant retrotransposon 
sequences, including: H2C2 zinc finger, zinc knuckle, GAG-polyprotein viral 
zinc-finger, chromatin remodeling factor Mit1 C-terminal Zn finger 2, and C2H2 
zinc-finger. Recent studies revealed that they are highly involved in regulating 
plant response to abiotic stressors in their environment [81]. Peptidase propeptide 
and YPEB domain, putative peptidase (DUF1758), 5′-3′ exonuclease, N-terminal 
resolvase-like domain, and the BRK domain are all hypothetical proteins of which 
little to nothing is known of their activity presently [82].

3.5 Patterns and profiles

The PROSITE database has an extensive collection of protein families, subfami-
lies, domains, and motifs managed by the Swiss Institute of Bioinformatics [83]. 
The database is organized into unique protein profiles and patterns to identify 
functional sites, domains, and protein families [84].

Table 4 contains the PROSITE patterns of four motifs found in the PROSITE 
database. IPNS_1 was found in E. arvense, ASP_PROTEASE in G. biloba, 
ZINC_PROTEASE in P. contorta, and TONB_DEPENDENT REC 1 in T. aestivum. 
Isopenicillin N synthase signature 1 is an enzyme found in bacterial and fungal 
species instrumental in the production of cephalosporin and penicillin [85]. TonB-
dependent receptor proteins signature 1 is a type of protein found in E. coli involved 
in cellular transportation of substrates into the periplasmic space by active transport 
[86]. The presence of these bacterial domains in plant retrotransposons supports 
their role as genetic reservoirs. Because of their transposable nature, they can “jump” 
from bacterial plasmids onto chromosomes, carrying genes with them [87].

Aspartyl proteases are a family of enzymes that hydrolyzes peptide bonds [88]. 
They are very diverse and can be found in species including humans, retroviruses, 
plants, and fungi. In retroviruses, they are usually encoded in the pol gene as part of 
a polypeptide [89]. The zinc protease utilizes zinc in its catalytic function to break 
down polyproteins. Retrotransposon’s polyproteins are very important elements 

Found Motif Description

IPNS_1 PS00185, Isopenicillin N synthase signature 1

ASP_PROTEASE PS00141, Eukaryotic and viral aspartyl proteases active site

ZINC_PROTEASE PS00142, Neutral zinc metallopeptidases, zinc-binding region 
signature

TONB_DEPENDENT_REC_1 PS00430, TonB-dependent receptor proteins signature 1

Table 4. 
Patterns identified from plant retrotransposons.
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of their replication mechanism, and these proteases enable the hydrolysis of these 
larger proteins into smaller functional polypeptides [90]. The Pol polyproteins and 
proteases are needed in retrotransposon replication to form mRNA and its packag-
ing in the transposition of retrotransposons [91].

Table 5 contains the four PROSITE profiles identified in the retrotransposon 
sequences. The Reverse Transcriptase catalytic domain profile was detected in 
25 different species, the Integrase catalytic domain profile in four species, and 
the zinc finger CCHC-type profile, and the zinc finger SWIM-type profile in one 
species each. Reverse Transcriptase is a multidomain enzyme consisting of two 
domains: The Catalytic Domain and the RNase H binding domain. These two 
domains are used to perform the three enzymatic actions of Reverse Transcriptase 
[92]. The Catalytic Domain carries out the polymerase activities using DNA-
dependent polymerase and RNA-dependent polymerase. The RNase H domain 
is responsible for the ribonuclease enzymatic activity [93]. Together, these two 
reverse transcriptase domains enable the “copy” part of the retrotransposon 
replication mechanism.

The integrase is also a multidomain enzyme (Table 5). Its structure consists 
of three domains integral to its function: An N-terminal zinc finger domain, a 
C-terminal DNA binding domain, and the Integrase core domain between them 
[94]. These integrase domains are responsible for the “paste” part of retrotranspo-
son replication, allowing them to transpose themselves into other sites of their host 
genome [95]. The CCHC zinc finger is associated with retroviruses. They are found 
in the capsid protein and aids the virus in host infection [96]. The presence of this 
protein confirms the relationship between retroviruses and retrotransposons. They 
have developed from retroviruses and still retain proteins for the viral capsids and 
envelopes [97]. These proteins have been repurposed from aiding in viral infection 
to assisting in DNA and RNA binding [98].

The SWIM-type zinc finger was isolated from a retrotransposon sequence of 
Manihot esculenta (Table 5). The SWIM zinc finger is found in all major eukaryotic 
groups. It has a strong association with the plant MuDR family of transposases. 
These enzymes belong to the MuDR transposon, a part of one of the largest families 
of transposons in plants, the Mu family [99]. They are known mutagens, which 
is in line with one of the characteristics of transposable elements as instigators of 
mutagenesis in their host genomes [100].

3.6 Phylogenetic analysis

The phylogenetic analysis uses characters like nucleotide or amino acid 
sequences to construct a tree to show the relationship among different taxa at the 
molecular level. This analysis can also investigate domain relationships within an 
individual taxon [101], and this has become an essential tool for comparing genetic 
data between different species and groups [102].

Found Motif Description

RT_POL PS50878, Reverse transcriptase (RT) catalytic domain profile

INTEGRASE PS50994, Integrase catalytic domain profile

ZF_CCHC PS50158, Zinc finger CCHC-type profile

ZF_SWIM PS50966, Zinc finger SWIM-type profile

Table 5. 
Profiles identified from plant retrotransposons.
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The history of these retrotransposons was analyzed and created using the 
Maximum Likelihood method and Tamura-Nei model [103]. The initial tree and 
guide tree for the heuristic search were obtained by applying the Neighbor-Joining 
method to a matrix of pairwise distances estimated using the Tamura-Nei model. 
All the codon positions included were 1st+2nd+3rd+noncoding translated proteins. 
The final dataset consisted of 892 positions. The MEGA X program was used to 
investigate relationship analyses [104]. The neighbor-joining tree algorithm was 
tested with bootstrap replicates of 1000 [105] and the resulting bootstrap values 
displayed above the tree’s nodes. The cutoff value for the tree branches was set at 
70% [106] to identify lineage clusters. The largest of these clusters with values 
above the cutoff is the group “C,” which contained well-supported branches of ret-
rotransposon lineages. All the plant sequences in this group were from bryophytes. 
Well-supported groups were group “B” (M. grandiflora 1 and M. polymorpha 2), 
group “E” (A. sativa and A. sterilis), group “F” (S. cooperi and D. truncatula), group 
“G” (M. esculenta and F. virosa), and group “I” (N. tetragona and M. grandiflora 2) 
(Figure 2). Likewise, moderately supported groups (Figure 3) were group “A” (M. 
polymorpha 3 and M. notabilis), group “D” (V. speciosa 2 and B. papyrifera), and 
group “H” (P. patens 2 and L. lagopus 2) [107].

Figure 4 shows the circular ideogram of diverse retrotransposons across range-
wide orders and families of the kingdom Plantae. This ideogram was constructed to 
ensure holistic visualization of large-scale data and efficiently visualize enormous 
amounts of genomic information.

The “red” group on the upper right was represented by a cluster of retrotranspo-
sons from gymnosperms, while the “blue” group had retrotransposons originating 
from angiosperm. The “green” group had two novel retrotransposons, namely, 
Silava and Romani, distinct for gymnosperms. The “yellow” group comprises 
Gypsy family retrotransposons from angiosperms except for M. polymorpha and P. 
massoniana, a liverwort and gymnosperm, respectively. The “orange” group is the 
largest cluster composed of Gypsy family retrotransposons from the bryophytes. 
The “purple” group is a clade of two gymnosperm retrotransposons from the Gypsy 
and Copia families. In contrast, the “brown” group is a clade of two gymnosperms 
Copia retrotransposons, and the “pacific blue” group is a clade of non-LTR ret-
rotransposons from two eudicots. The “ruby” group is a cluster of Copia family 
retrotransposons, and the “Davidson orange” group comprises mostly Gypsy 
retrotransposons with some notable novel-type families (Cereba, N1, Osr30, and 
Silava). Osr30 is distinct to O. sativa, Cereba to cereal plants, and Silava to gymno-
sperms. The “pink” group is a cluster of angiosperm Gypsy retrotransposons, the 
“medium green” is a cluster of giant ferns Cassandra retrotransposons, and the 
“tyrian purple” is a cluster of Poaceae family retrotransposons. The “lochmara blue” 
is a cluster of Copia-like retrotransposons, and the “deep red” group is a cluster of 

Figure 2. 
Well supported bootstrap branches based on the phylogenetic analysis.
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angiosperm retrotransposons [108]. The “verdigris” group is a cluster of Gypsy ret-
rotransposons with the inclusion of Silava retrotransposons. It was noted that Silava 
retrotransposons tend to cluster with Gypsy retrotransposons. The “saddle brown” 
group is a cluster of Copia retrotransposons with two novel Copia-like retrotranspo-
sons (RTE & Conagree). All black clusters formed the mixed groups.

Retrotransposons of the gypsy family tend to cluster together (Figure 4). The 
Gypsy family is the largest group, forming a large cluster of bryophyte sequences 
and eudicot sequences with few liverworts and gymnosperms sequences forming 
outgroups of these clades. Gypsy retrotransposons are very diversified and more 
widespread in plant genomes than Copia retrotransposons [109]. Retrotransposons 
of the Copia family tend to be grouped based on the plant group they belong to. 
These retrotransposons are interspersed with novel families of retrotransposons 
that are Copia-like in structure. Copia-like retrotransposons are common in plant 
genomes and are identified by their reverse transcriptase, similar in structure to the 

Figure 3. 
Moderately supported bootstrap branches based on the phylogenetic analysis.

Figure 4. 
Circular ideogram of retrotransposons across diverse plant genomes.
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Copia family retrotransposons [110]. Gymnosperm retrotransposons are grouped 
together regardless of family, and they are associated with monocot retrotrans-
posons. Possibly, this attribute could be the result of retrotransposal duplication 
events in these genomes [111]. Notably, retrotransposons are more active in the 
Poaceae family [112], leading to the genesis of more unique and novel retrotranspo-
son families.

4. Conclusions

Retrotransposons are such a significant part of plant genomes that they war-
rant more studies to understand them better. Retrotransposons were conserved 
in nature, tended to cluster in different plant families and classes, and revealed 
significant genome relationships between different families within a plant division. 
Retrotransposons were characterized by certain motifs and domains useful in clas-
sifying them and helping understand their role in plant genomes. Plant retrotrans-
posons exhibited much diversification while also retaining the conservation of 
certain parts of their structures. Retrotransposons in plant genomes retained genes 
from other life domains, just as they reserved harmful genes. They can also keep 
useful genes essential in helping their hosts survive adverse conditions. Findings 
in the PROSITE amino acid patterns and profiles found that some of these plant 
retrotransposons contain viral, bacterial, fungal, and mammalian genes. The high 
specificity of retrotransposal Reverse Transcriptase could be used as an important 
tool in identifying retrotransposons. More so, phylogenetic analysis revealed the 
relationships of the retrotransposons and unveiled their diversification into several 
lineages. This study provided valuable information on the characteristics, patterns, 
profiles, diversity, and phylogenetic relationship of retrotransposons across the 
range-wide plant orders and families and are necessary in understanding the func-
tions, complexity, and dynamics of plant genomes.
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Abstract

A wide array of sex determination mechanisms, encompassing genetic and 
non-genetic pathways (i.e., hormonal, environmental, and epigenetic factors), have 
been found among different organisms. The presence of two complementary sexes, 
male and female, is an ancient feature in biology. Triggering the differentiation 
of male and female reproductive organs is a conserved ontogenic process, and sex 
determination is an inherently fascinating process. Sex determination is dependent 
on molecular signaling whether the male and the female differentiating pathway 
is activated, and different triggering elements such as genetic, non-genetic, and 
epigenetic factors control the whole process. This chapter describes various aspects 
of sex determination, such as historical development, the evolution of sex chromo-
somes, and different sex determination systems in other organisms.

Keywords: genic sex determination, Haplo-diploidy, environmental sex determination

1. Introduction

Sexual reproduction is a historical process of life on earth, and the most popular 
heterogametic system (X and Y sex chromosomes) in humans and many other 
organisms leaves an imprint that sex determination mechanism is ancient and 
conserved [1]. Sex determination is inherently an integral part of reproduction that 
separates reproductive organs responsible for male and female gamete production 
[2, 3]. It is an intricate developmental process that describes whether the individual 
will be developed as male or female. At the same time, sexual differentiation is the 
subsequent development of phenotypic differences (primary and secondary sexual 
characters) between male and female individuals from an undifferentiated zygote 
[2]. Sex differentiation stages are decided by the sex determination, that is, the 
gender-specific response of different tissues to hormones produced by the gonads 
(male or female reproductive organs) distinctly in both genders [4, 5].

Various pathways decide males and females, and these pathways have been 
evolved rapidly in many species or genera/taxa. Sex determination is regulated by 
several different genetic (i.e., sex chromosomes) and non-genetic pathways (i.e., hor-
monal, environmental, and epigenetic factors). In different animal and plant species, 
genetic systems have been classified as homogametic or heterogametic sex types [2]. 
In most species, heteromorphic sex chromosomes are present, which are the results of 
evolutionary changes in size or shape of the sex chromosomes. Similarly, non-genetic 
pathways also play a key role in determining the sex in fern species (hormonal regula-
tion) and crocodiles, alligators, and turtles (thermo-regulation).

Sex determination is an important evolutionary process as it encourages the 
genetic fitness of an individual. The ultimate aim of sex determination is to promote 
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the heterozygosity or accumulation of diverse alleles in a species, which is vital 
for creating genetic variation in living organisms. It is pivotal in plant breeding to 
design a specific breeding program as per the need and demands of diverse stake-
holders to improve plant productivity and nutritional quality. The exact mechanism 
or genes determining the sex or reproductive organ is unclear. Therefore, it is an 
important area of study in developmental and evolutionary biology, as well as in 
ecology. Sex determination in various plant and animal species is not under the 
control of the universal model. Thus, this chapter provides a brief overview of the 
different mechanisms of sex determination in plant and animal species.

2. Historical development

Whether a plant or animal will become a male, a female, or bisexual is determined 
during the initial development of an organism. Hundreds of years ago, researchers 
have started studying the mechanism of sex determination. For example, in 335 
B.C.E., Aristotle anticipated that sex is controlled or ruled by the heat of the male 
partner during intercourse. A male child will be born when the male parent’s heat 
overwhelms the female parent’s coldness and vice versa. Environmental theories of 
sex determination (i.e., Aristotle’s theory, in reptiles, temperature during embryo 
development regulates the gender) were popular until about 1900 and meticulous 
scientific research began after the discovery of sex chromosomes during 1900, 
and gradual scientific improvements followed during the next century. In 1891, 
Hermann Henking [6], a German Biologist studying spermatogenesis in the insect 
firebug (Pyrrhocoris apterus; 2n = 24), detected that, as a result of meiosis, half of the 
spermatozoa have not received all 12 chromosomes and ended with 11 chromosomes 
only. It means one of the chromosomes was not involved in meiosis. This chromo-
some seemed and behaved differently from others; he was not able to speculate the 
significance of this element and named it “X element or X body”. In 1902, Clarence 
Erwin McClung [7] cleared the Henking assumption through cytological observa-
tions on several grasshopper species and demonstrated that the somatic cells in female 
grasshoppers are different in chromosome number than do corresponding cells in 
the male, which he referred to as “accessory or supernumerary chromosome” 
and demonstrated their association with sex determination [8]. Later on, American 
geneticist Edmund Beecher Wilson (1905) observed differences, either in the 
presence or in the absence of one chromosome or in the size of one chromosome pair 
in germ cells of both the sexes of protenor species [9]. Another American geneticist 
Nettie Maria Stevens (1905) studied germ cells of both sexes of mealworm beetle 
(Tenebrio molitor) and found that in males, one chromosome was smaller than the 
other chromosome, and she confirmed that this chromosome must be regulating the 
sex in males [8]. Later on, this smaller chromosome was named as “Y chromosome” 
and the larger one as “X chromosome” by Stevens (1905). After Stevens died in 1912, 
Wilson was the first to designate the name “sex chromosome” for the pair of XX and 
XY chromosomes. Hermann Joseph Muller (1914), an American geneticist, specu-
lated that differentiation of sex chromosomes would arise from lack of recombination 
due to the appearance of sex-determining genes on the Y or W chromosomes [10]. By 
the end of the 1950s, the male-determining function was established on the small arm 
of the Y chromosome and was named “testis determining factor” (TDF in humans 
and Tdf in mice). Further, Ohno (1967) proposed the concept of ancestral sex chro-
mosomes and their progress to evolve modern-day sex chromosomes by degeneration 
of the Y or W chromosomes [11]. As science progressed, the major breakthrough 
in sex determination was achieved through sequencing and transgenic approaches. 
Gene-sequencing approaches revealed an open-reading frame (ORF) coding a single 
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exon gene in a male mouse (XY) and named it as a sex-determining region of the Y 
chromosome (SRY in humans and Sry in mice). Conclusive evidence of functionality 
of SRY gene was developed through transgenic approach by generating sex-reversed 
mouse (transgenic XX mouse having Sry gene).

3. Evolutionary differentiation of sex chromosomes

Sex chromosome evolution is linked with dosage compensation of sex-linked genes 
[11]. For example, human sex chromosomes evolved around 300 million years ago. The 
Y chromosome underwent inversions that inhibited large regions from recombina-
tion between homologous regions of X and Y chromosomes. This leads to the gradual 
spread of regions with reduced recombination. Sequence-based analysis shows the six 
evolutionary strata on the X chromosome, and each gene on it diverged from their Y 
paralogs for the same length of time. Same evolutionary strata were also found in other 
mammals and even in birds. It is evident that Y chromosome in mammals and W chro-
mosome in birds are poor in gene richness, and also have lost several functional genes. 
The human X chromosome maintains 98% of genes, while Y chromosome retains only 
3% of the genes located on the proto-sex chromosomes. The human Y chromosome is 
rich in palindromic duplicated sequences that help in the retention of specific Y-linked 
genes, which are essential for male fertility. These sequences also endorse deletions 
in chromosomes and tend to male sterility due to functional gene loss. Thus, these 
sequences maintain the integrity of Y chromosomes. H.J. Muller [10] suggested the 
origin of sex chromosomes from a pair of autosomes (Figure 1).

4. Sexual differentiation in animals and plants

In animals, primary sex characters are associated with male and female gametes 
producing organs such as gonads, and their development depends on the genes of 
their zygotes. Secondary sex characters are associated with different attributes, 
which differentiate males and females, such as the development of mammary gland, 

Figure 1. 
Evolutionary differentiation of X and Y sex chromosomes from ancient autosomes [12]. There was end-to-end 
pairing between ancient X and Y chromosomes. During evolution sex-determining locus such as TDF (testis-
determining factor) accumulated in one chromosome of pair (step-1). Further, there was accumulation of 
male-specific gene/s (step-2), which was responsible for chromosomal recombination repression (step-3) and 
led to development of male-specific region (MSY) on Y chromosome. Mutations and deletions (step-4) in the 
non-recombining region rapidly degraded the sex-specific chromosomes. The pseudoautosomal region (PAR) is 
present on both X and Y chromosomes in small portion, which helps in partial chromosomal pairing between X 
and Y chromosomes at anaphase I (modified from Graves, 2006 [5]).
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genital duct, pitch of voice. The development of these traits is mainly due to hor-
mones produced by diploid gonads.

In most plant species, both male and female reproductive organs are present in 
same flower (i.e., hermaphrodite or bisexual plants) or in different flowers of same 
plant (monoecious plants), and in some cases such as papaya, date palm, spinach, 
asparagus, male and female sex organs are present on flower of different plants  
(i.e., dioecious or unisexual plants). The monoecious plants produce either stami-
nate (male)- or pistillate (female)-type flower in the same plant such as maize [13]. 
However, there are different kinds of flower combinations in monoecious plants 
such as andromonoecious (many Umbelliferae)—has staminate and hermaphrodite 
flowers, gynomonoecious (Atriplex and many Compositae)—has pistilate and 
hermaphrodite flowers, and androgynomonoecious or trimonoecious  
(Acer campestre)—has staminate, pistillate, and hermaphrodite flowers [13, 14].

5. Sex determination systems

Conventionally sex determination systems are classified based on the mecha-
nism or causative factors involved in the specification of individual sex. Broadly, it 
has been classified into four categories:

• Genetic sex determination (GSD)—when sex is determined early in the 
development by genetic factors (sex chromosomes, genes or alleles).

• Environmental sex determination (ESD)—when the sex of an individual is 
influenced by environmental parameters such as temperature, photoperiod, 
nutrition.

• Maternal sex determination (MSD)—when the sex of an offspring is deter-
mined by genotype or physiological condition of the mother.

• Mixed sex determination—when both genetic and environmental factors 
determined the sex of an individual.

• Further, each sex determination system has been classified into different 
categories as depicted in Figure 2 and detailed elaboration is given below.

5.1 Genetic sex determination (GSD)

Genetic sex determination system is also recognized as genotypic sex 
determination, and the development of an individual as male or female is 
triggered by the presence or absence of one or more genes or chromosomal 
segment or the entire chromosomal complement. These gene/s or chromosome/s 
is responsible for the primary and secondary sexual characters associated with 
each sex. Indeed, genes responsible for the development of male or female sex 
are located on a single pair of homologous chromosomes (sex chromosomes). In 
both sexes, they occur distinctly and are characterized by specific genes or by a 
different allelic constitution at homologous loci. The evolution of separate sexes 
(male and female) is the result of the evolution of anisogamy that is, sexual 
reproduction by the fusion of dissimilar gametes. The hermaphroditism/gyn-
andromorphism (male or female sex organs within an individual) is common 
phenomenon in most of flowering plants (more than 90%), whereas it is a very 
rare phenomenon in animals (in some individuals of Drosophila). Separate sexes 
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have evolved individually in both plants and animals, which suggests that there 
must be an evolutionary penalty for hermaphroditism. In animals, genetic sex 
determination is very well established in most of the species and this system 
is very well studied in Drosophila melanogaster flies, Caenorhabditis elegans 
nematodes, and humans. Commonalities among these bring us to a general 
impression of genetic regulations of sex determination and conservation of sex 
determination mechanism.

Sex determination mechanisms are very complex and evolved with a remarkably 
diverse array among plant species than among animals. In plants, a number of 
forms are present in functional hermaphroditism in flowering plants, varying from 
“perfect flower- male and female reproductive organ in each flower” to “monoecy-
separate sex flowers on same individuals.” Many other forms are like gynomonoe-
cious (both female and hermaphrodite flowers), andromonoecious (both male 
and hermaphrodite flowers), dioecious (separate sex individuals), gynodioecious 
(either female or hermaphrodite), and androdioecious (either male or hermaphrodite). 
In plants, rapid progress is achieved in learning genetics and molecular mechanism 
of sex determination by comparing the monoecy and dioecy.

5.1.1 Chromosomal sex determination system

In chromosomal sex determination systems, male and female individuals differ 
from each other by either in morphology or in a number of one pair of chromo-
somes these are known as sex chromosomes or allosomes or heterochromosomes, 
which are dissimilar to the normal chromosomes (autosomes). On the basis of 
structure, there are two types of sex chromosomes such as: i) homomorphic—both 
X and Y chromosomes are structurally similar and ii) heteromorphic—both X 
and Y chromosomes are distinct morphologically. In diploid species, where male or 
female individual produces different types of gametes is known as heterogametic 
sex (Table 1), whereas individual producing similar kind of gametes is known as 
homogametic sex.

There are different chromosomal mechanisms for sex determination and 
illustrated below:

Chromosomal sex determination is widespread, but not ubiquitous, in the 
animal kingdom. Autosomes are present in two copies in diploid organisms, three 
copies in triploids, and so on. Generally, males are XY and females are XX in most 
mammalian species. In XY system, X chromosome is large and gene-rich, while 

Figure 2. 
General classification of sex determination system.
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Y chromosome is small and heterochromatic, that is, almost devoid of genes. 
Generally, animal cells comprise two types of sex chromosomes, that is, X chro-
mosomes present in both male and female, while Y chromosomes present in male 
only. Homogametic parent produces one type of gametes, while heterogametic two 
different types of gametes (Figure 3a and b).

In land plant species, heteromorphic sex chromosomes are found in most of the 
species and homomorphic sex chromosomes are restricted only to the gymnosperm 
and angiosperm. In asparagus, papaya, and spinach, the X and Y chromosomes 
are homomorphic but functionally distinct. Asparagus also shows distinct YY 
male, which is unique in its type. In the case of spinach, females are homogametic 
(XX) and males are heterogametic (XY) as mammals. The Y chromosome consists 
of genes that are responsible for the suppression of carpel development and for 
activation of stamen development. In Ginkgo biloba (Maidenhair tree) and Populus 
trichocarpa (California poplar), Fragraria elateria (wild strawberry) female is 
heterogametic, while male is homogametic.

The heteromorphic sex chromosomes system is present in Cannabis sativa 
(Hemp), Silene latifolia L. (white Campion or liverwort), Rumex acetosa (Sorrel), 

Figure 3. 
a and b. Homogametic and heterogametic nature of males in birds and humans, respectively. Homogametic 
male (XX) produces one kind of haploid gametes only, that is, X type, while heterogametic male produces two 
different types of gametes, that is, X and Y type during gametogenesis. In both case, male and female progenies 
are produced in equal proportion.

S.N. Chromosomal 
mechanism

Male Female Example (Animals) Example (Plants)

1. XX (female) and 
XY (male)

Heterogametic 
(XY)

Homogametic 
(XX)

Humans, mice, 
Diptera, Hemiptera, 
Coleoptera, most 
common in animals

Asparagus, Spinach, 
Hemp, White 
Campion, Sorrel, 
Humulus

2. XX (male) and 
XY (female) 
or ZZ and ZY 
system

Homogametic 
(XX)

Heterogametic 
(XY)

Birds, silkworm Maidenhair tree, 
California poplar, 
Wild strawberry

3. XX (female) and 
X0 (male)

Heterogametic 
(X0)

Homogametic 
(XX)

Grasshopper, 
protenor, 
Orthopteran insects

—

4. X0 (female) and 
XX (male)

Homogametic 
(XX)

Heterogametic 
(X0)

Insects such as Fumea —

Table 1. 
Different mechanisms of the chromosomal sex determination in animals and plants.
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Humulus spp., etc. The X and Y chromosomes are morphologically and functionally 
dissimilar and show a lack of complete pairing with each other during meiosis. In 
the above species, females are homogametic (XX) and males are heterogametic 
(XY). Some of the organisms have multiple heterochromosomes either in one 
or in both sex. By analogy (partially or non-homologous) in homogametic and 
heterogametic (XX and XY or ZZ and ZW) conditions, the gender is defined. 
Multiple heterochromosomes are the result of mutation (translocations) and these 
chromosomes are derived from the existing heterochromosomes systems (XX or ZW). 
Female (XX) and male (XY1Y2) are found in Humulus japonicas and R. acetosa etc., 
whereas female produces one type of gamete (X) and male produces two types of 
gametes (X and Y1Y2). Mating between egg cell (X) and male gamete (X) tend to 
produce diploid female (XX), while a fusion of egg cell (X) and male gamete (Y1Y2) 
tends to produce male (XY1Y2). Some strains of Humulus lupulus show homogametic 
female (X1X1X2X2)—produces one type of gamete (X1X2), and heterogametic male 
(X1X2Y1Y2)—producing two different type of gametes (X1X2 and Y1Y2). These 
chromosomes are generally present in orthopteran, crustacean, coleopterans, and 
mammals.

5.1.2 Sex determination due to active Y chromosome in plants

In contrast to the animal Y chromosome, plant Y chromosome is large and 
contains a high proportion of genomic DNA. In Rumex acctosa, the Y chromosome is 
rich in condensed heterochromatin, while it is rich in euchromatin in S. latifolia. In 
case of S. latifolia, X and Y chromosomes contain sex-determining genes; however, 
autosomal genes also play a significant role in sex determination. The Y chromo-
some can be divided into the four major functional fragments and they rule the sex 
differentiation (Figure 4) such as i) female suppressor region—contains genes of 
female suppression and positioned at one end of chromosome; ii) male promoter 
region—contains genes for promotion of maleness (i.e., development of stamen); 
iii) male fertility region—contains genes for initiation of male fertility and anther 
maturation; iv) pairing region—helps in chromosomal pairing with one end of X 
chromosomes. Thus, normal disjunction of X chromosomes and Y chromosomes 
occurs during anaphase I. Mutation in first region leads to production of both male 
and female flowers on same plant. Mutation in second region only leads to the 
development of asexual flower. Mutation in third region only tends to develop male 
sterile XY plant. Mutation in fourth region only leads to chromosomal anomalies 
during meiotic cell division. The X chromosome consists of two functional regions. 
First region covers major portion of X chromosome and is nonhomologous to the 
Y chromosome. It consists of genes that are responsible for the development of 
pistillate flower. However, function of this segment is suppressed by first fragment 

Figure 4. 
Structure of X and Y chromosomes in plants. The length and genome content is higher in X chromosomes than Y 
chromosomes. The X and Y chromosomes partially pair with IV fragment of X chromosome and II fragment of 
Y chromosome, and helps to regular normal segregation of sex chromosomes at anaphase I during gametogenesis.
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of Y chromosome. Sometime, one Y chromosome can inhibit the effect of four X 
chromosomes and produce male flower in XY plants. In second region, small end 
portion of X chromosome helps to pair with Y chromosome due to their homol-
ogy. Thus, two genes are essential for sex determination in plants—one gene 
for suppression of carpel development and other gene for the development of 
stamen. However, mammalian cell carries single gene (SRY), which controls sex 
determination.

There is an abundant diversity in chromosomal sex determination systems; 
however, there are some different chromosomal sex determination systems which 
fall under the category of “Miscellaneous or Other category.” The UV system 
is also a part of this category. UV system chromosomal sex determination is 
determined at haploid phase of the life cycle. Females and males are haploid and 
characterized by the possession of a sex chromosomes U and V, respectively. This 
system is generally present in organisms with haplontic and haplodiplontic system 
(some algae and bryophytes) having anisogamous and heterosporous condition. 
In UV system, sex is determined during meiosis not at the time of fertilization. 
In case of fungus gnat Sciara, all zygotes have similar genotypes (XXXAA) and 
the loss in one or more paternal chromosomes will determine that the zygote will 
develop into a female (XXAA) or male (XAA).

The Y chromosome in XY system and W chromosome in ZW system may have 
gone through the degeneration process and lost some of the original genes that are 
present in the another sexual chromosome (X or Z). Therefore, in homogametic sex 
(XX or ZZ), some genes are present in double copy (as like the autosomes), whereas 
in heterogametic sex (XY or ZW) they are in single copy. Genetic imbalance affects 
all the genes on sex chromosome in XO and ZO system. The genes not involved in 
sexual differentiation require identical level of expression in the two sexes. Dosage 
compensation is the phenomena, which balances the level of expression of genes in 
both the genders [15]. Dosage compensation phenomenon is very well understood 
in the Drosophila, Caenorhabditis, birds, and lepidopterans. In multiple heterochro-
mosomes, the dosage compensation system becomes more complex, for example, 
platypus and birds.

5.1.3 Genic sex determination system

Sex determination is governed by separate genes or alleles present on specific 
locus of the chromosomes of both males and females [16]. In this system, sex deter-
mination is in control of distinct alleles rather than sex chromosomes; therefore, 
such a system may also refer to as a multiple allele sex determination system. In 
case of polygenic sex determination system, a set of the factors (genes) distributed 
on several chromosomes were involved and have masculinizing or feminism effects 
and collectively, they govern one sex or other.

Genic balance theory (GBT) was given by Calvin Blackman Bridges (1921) 
[17] for sex determination in Drosophila melanogaster (2n = 2x = 8). In Drosophila, 
instead of XY sex chromosome, sex is determined by the genic balance or sex index 
ratio between X-chromosomes and autosome genomes (sets).

 
.of X chromosmes Xindex ratio
.of autosomal sets A

No
Sex

No
= =  (1)

In Drosophila, Y chromosome is heterochromatic. Thus, it is not active in 
sex determination (Table 2). However, gene for male fertility is located on Y 
chromosome and Y chromosome also plays a major role in spermatogenesis and 
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development of male reproductive organ. Hence, Y chromosome is essential for 
restoring male fertility. The gene of femaleness is located on X-chromosome and 
gene associated with maleness is located on autosomes. It is also applicable to some 
other animal species such as nematodes (Caenorhabditis elegans).

The sterile meta-females and meta-males have been entitled as glamour girls 
and boys of fly world by Dodson.

5.1.4 Male haploidy or haplodiploidy sex determination system

Haplodiploidy is most commonly used in insects of Order-Hymenoptera  
(honey bees, ants, and wasps) and Thysanoptera (thrips) for sex determination. 
Sex determination takes place by sets of chromosomes of an individual receives 
[18]. Two sets of chromosomes (diploid) tend to female and one set (haploid) tends 
to male sex formation [18, 19]. For example, in honey bee male individual (i.e., 
drone) formed from unfertilized egg cells (i.e., haploid). Thus, male develops from 
the process of parthenogenesis and called as arrhenotoky (where haploid egg cell 
develops males rather than females through parthenogenesis). However, female 
(queen and worker bees) develops from diploid egg cells (i.e., fertilized egg cell). 
Thus, male has half number of chromosomes than female and is haploid. The male 
(drone) is solely derived from queen and in some cases from worker honey bees. 
The chromosomes number in diploid queen is 32, while 16 chromosomes in haploid 
drones. Drone produces sperm cells that consist of whole genome and sperm cells 
are genetically identical. Thus, the genetic makeup of female workers is derived 
half from mother and other half from father, while genetic makeup of drone is 
solely derived from mother. Byes and coworkers [18] cloned complementary sex-
determining (cds) locus in the Apis meliifera and proved that this gene is responsible 
for sex determination cascade of honeybees. Interestingly, firstly, in haplodiploidy 
system male has no father and cannot have son but it has grandfather and can have 
grandson. If there is only one queen in a hive, then the relatedness between workers 
will be ¾ rather than ½, which is common between siblings in other sex determina-
tion systems. Thus, it shows more eusocial behavior of honey bees. Secondly, there 
will be rapid elimination of recessive lethal and deleterious alleles from the popula-
tion due to haploid genomic nature of males, while dominant lethal and deleterious 
alleles will be removed every time of their occurrence because of their phenotypic 
expression in each stage (Figure 5).

Sex index ratio Sex type Fertility status Examples

X/A = <0.5 Super male 
or meta-male

Sterile male 3A + X0; 3A + XY

X/A = 0.5 Male Fertile (Y chromosome 
present) or sterile male  
(Y chromosome absent)

2A + XY (fertile); 2A + X0 
(sterile); 4A + XX (sterile); 
4A + XXY (fertile)

X/A= >0.5 
and < 1.0

Intersex Sterile 3A + XX; 3A + XXY; 4A + XXX

X/A = 1.0 Female Fertile female 2A + XX; 3A + XXX; 2A + XXY; 
3A + XXXY

X/A= >1.0 Super 
female or 
meta-female

Sterile female 3A + XXXX; 2A + XXX

Table 2. 
Sex index ratio of genic balance mechanism in Drosophila [Bridges, 1921].
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5.1.5 Single gene sex determination

There are evidences where single autosomal genes affect the sex type in animals. 
For example in Drosophila, one autosomal recessive gene-transformer (tra) affects the 
pattern of sex. If this is present in homozygous recessive state in XX zygotes, then 
it convert females into males but sterile. However, tra gene does not affect in male 
(XY) or when it is present in heterozygous state (Tra/tra) in female, when a female 
Drosophila having heterozygous tra gene (XX Tra tra) was mated with male having 
homozygous tra genes (XY tra tra). In F1 generation, 1/4 progeny will be normal 
female (XX Tra tra), while 3/4 progeny will be male. Among male progenies, 1/3 
progenies comprises XX chromosomes but found to be sterile male due to reces-
sive homozygous tra genes. Another example is human, where recessive autosomal 
gene—testicular feminization—induces breast and vagina in males (XY). These male 
individuals also have rudimentary testis and are sterile. Single gene sex determina-
tion also occurs in dioecious plant species. For example, in papaya (Figure 6), sex 
determination occurs due to single gene with three alleles (m, M1 and M2).

Figure 6. 
Determination of sex in dioecious papaya through single gene. Genetic constitution of female, male, and 
hermaphrodite plants is mm, M₁m, and M₂m, respectively. Crossing between female and male plants tends 
to produce 50% female (mm) and 50% male (M₁m) progenies. Crossing between female and hermaphrodite 
plants tends to produce 50% female (mm) and 50% hermaphrodite (M₂m) progenies. Selfing in hermaphrodite 
tends to produce 2/3 hermaphrodite and 1/3 female progenies, while 1/4 progenies will be nonviable due to 
expression of lethal genes (M₂M₂).

Figure 5. 
Haplodiploidy system of sex determination in honey bees. Drones are haploid and produce genetically similar 
sperm cells by mitosis, while queen is diploid and produces egg cells that are genetically dissimilar and 
generated through meiotic cell division. Formation of queen or worker will be controlled by the feed stuff to the 
developing zygote after fertilization between male sperm cell and female egg cell. Drones are formed through 
parthenogenesis.
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5.2 Environmental sex determination (ESD)

In many species, sex of an individual is governed by the environmental circum-
stances on a zygote of unstated sex and sex is determined by the effect of environ-
mental factors on embryonic and post-embryonic developmental stages. The ESD 
generally occurs in unicellular eukaryotes and among multicellular organisms, it 
is found mainly in non-avian reptiles, amphibians, and some fishes. Among the 
different environmental factors, temperature plays a key role on sex determination. 
However, other environmental factors such as social environment, nutrition, and 
pH also play decisive role in sex determination. These ESD systems are more often 
labile than the genetic sex determination system; evolutionary drivers can force 
to shift ESD to the GSD system and changes are due to variation in the threshold 
temperature and nutrition, etc. Mainly, sexual liability is encountered in lizards 
(Bassiana duperreyi by temperature) and ferns (gametophtyic age). Based on differ-
ent environmental factors, ESD mechanisms are classified, as mentioned below:

5.2.1 Temperature-dependent sex determination

Sex is irreversibly determined by the incubation temperature during embryogenesis. 
Temperature affects the sex in most of the species of the turtle, crocodiles, lizards, and 
snakes. Based on incubation temperature for eggs, there are following three different 
reactions that may occur (Table 3).

5.2.2 Size of egg or body size

Egg size decides sex differentiation in many species like sea worm (Dinophilus). 
Big egg size tends to develop female, while small egg size tends to produce male 
progeny. In many plants of the genus Arisaema (Araceae), the sex depends on the 
body size of plants (small plants only bear male flowers, and large plants only 
female flowers, while intermediate ones will have both male and female flowers).

5.2.3 Interaction with conspecifics or social sex determination

The fate of an individual as a male or female will be decided based on spatial 
proximity of an individual relative to other members of its own species or the inter-
action with other conspecifics. Chemical (pheromones) or other communication 
channels (tactile or visual) stimulates the developmental response for one sex or the 
other. Bonellia viridis (marine annelid) will develop as a female if its larvae settle 

High 
temperature

Low 
temperature

Intermediate Examples Temperature 
range

Male Female Both male and female in 
variable proportion

Crocodiles, alligator, and 
lizards

High—30–35°C
Low—23–28°C

Female Male Both male and female in 
variable proportion

Most species of turtles High—30–35°C
Low—23–28°C

Female Female Males Chleydra serpentine (turtle 
spp.) and few crocodile spp.

High—30–35°C
Low—23–28°C

Female Female Both male and female in 
variable proportion

Australian crocodile High—>30°C
Low—< 25°C

Table 3. 
Sex determination reactions based on incubation temperature for eggs.
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on a sea floor area in isolation from other individuals. In contrast, if larva attached 
to proboscis of an adult female, it starts to progress into a male through the effect 
of male pheromones released by female. In case of many sequential hermaphrodite 
fishes, they start their life as one sex and later on converted to another sex based 
on social interactions such as anemone fish (the largest male in the group become 
the dominant female after the death of dominant female) and homosporous fern 
(Ceratopteris richardii).

5.2.4 Photoperiod, nutrition, parasitism, water pH, and social interaction

Under the ESD system, photoperiod is also a sex-decisive factors and in case 
of brackish water amphipod (Gammarus duebeni), the sex ratio varies accord-
ing to photoperiod exposure during the post-hatching. During elongated dark 
period, the proportions of male individuals will be higher in comparison with the 
female. Nutrition, parasitism and water pH also determine the sex in few species. 
Nutritional control of sex determination occurs in calanoid copepods and mermi-
thid nematodes, whereas parasitism plays as decisive role in sex determination 
of some of the isopods, coenopods, and copepods. In the South American cichlid 
fishes and some poecilids, water acidity has an effect on sex determination and 
individuals growing in acid waters will be predominantly males and those develop 
in neutral or slightly basic water will be females. Many fishes are sequential her-
maphrodites, where they start their life as one sex, but change sex later in develop-
ment. In the anemone fish (Amphiprion akallopisos), which lives in social groups 
with one dominant breeding pair as well as several subordinate males, sex change 
occurs when the dominant female dies and the largest male in the group becomes 
the dominant female.

Environmental factors (such as light, temperature, humidity, day length, GA3, 
and ethylene) have effect on limited plant species in their sex determination. For 
example, plant-equisetum develops as female under normal environmental condi-
tion, while as male under stress condition. In cucurbits such as melons and cucum-
bers, sex is also affected by the application of growth hormones such as GA3 and 
ethylene induce femaleness. Thus, environmental factor has more impact on males 
rather than female.

5.3 Maternal and cytoplasmic sex determination system

In this category, the sex of the progeny depends on the mother of the individual 
and their interaction effect with genetic and environmental factors. Maternal sex 
determination occurs in two different forms—one where sex is established by its 
mother rather than the individual’s genotype, whereas in second form, physiologi-
cal conditions of the mother and their specific signals determine that an offspring 
will be male or female. In the dipterans insects such as Chrysomya albiceps and 
Calliphora rufifacies, two forms of female are present, one is producing only male 
offspring known as androgenic females (ff) and the other is exclusively produc-
ing female offspring known as gynogenic females (Ff). In cecidomyid midge, the 
sex is governed by the nutritional condition of the mother and in response to the 
nutritional conditions, female brain secretes a factor and it reaches to ovaries to 
determine the gender of an individual.

In genetic sex determination (GSD), sex-determining factors are typical nuclear 
genes and show the Mandelian inheritance. On the contrary, some of the sex-
determining causes are inherited by the cytoplasm and transmitted only from mother 
to daughter and not by the males. Sex ratio distortion toward the female sex has been 
observed in members of crustaceans group and is unique in this group [20].
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5.4 Mixed sex determination system

When the sex of an individual is ruled by the combined effect of genetic 
and environmental factors at various degrees, in case of American salamander 
(Pleurodeles) and fish (Menidia menidia), sex is determined by the joint effect of 
both the sex karyotype (ZW and ZZ) and incubation temperature of eggs.

6. Conclusion

The several mechanisms of sex determination reveal the diverse pathways 
governing sex determination in both plants and animals and these pathways are 
also very well understood in various model organisms. The highly evolved system 
of sex determination is heterogametic sex determination in animals, that is, XX/
XY. Even though there are several unsolved mysteries related to the sex determina-
tion system such as why heterogamety is more common in male then female? Why 
degeneration of sex chromosomes occurs only in few organisms not in all? With the 
progress in molecular techniques over the past decades, several puzzles were solved 
like discovery of Sry and a ray of hope arises to learn more about molecular basis of 
sex determination, evolution of sex chromosome, mapping of gene, sequencing, 
gender-dependent expression of sex-regulating gene, and relationship between the 
evolution of genetic degeneration and dosage compensation. Multiple “-omics” data 
and integrative approaches will allow scientists to address the unresolved questions 
and finding the new sex-determining genes as well as genetic networks involved in 
sex determination.

© 2022 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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