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Preface

Automation and control are the powers or abilities to make something or someone 
performs a task in a complex and changing environment. Advances in automation 
and control today cover many areas of technology where human input is minimized. 
These areas include not only industry and manufacturing but also agriculture man-
agement and business-specific types of automation such as IT, policy, and regulatory 
automations. Automation and control are also used for personal applications such 
as games. This book discusses numerous types and applications of automation and 
control.

Chapter 1 deals with automation and control for adaptive management of urban 
agriculture using computational intelligence. The insufficiency in food production is 
a global challenge that needs to be addressed, as emphasized by the United Nations 
Sustainable Development Goal 12 (SDG-12). One of the most feasible solutions to the 
global food shortage is the establishment of farms in urban areas. Urban agriculture 
(UA) is a concept that has been put forth to promote the planting and cultivating of 
crops within cities. This chapter presents an adaptive management system (AMS) 
that operates UA autonomously to provide an artificial environment suitable to grow 
and produce cultivars effectively.

Chapter 2 presents a review of building information modeling (BIM)–based 
automated code compliance checking (ACCC). A high level of interoperability and 
cooperation is essential to enhance expertise and automation in the construction 
industry. The required data must be represented correctly according to the types 
and characteristics of buildings. Manually conducted building regulation checking, 
a traditional method, is a repetitive, time-consuming, and error-prone process 
for architects, engineers, and public authorities. The BIM’s effective automated 
code compliance checking is considered a promising domain in Architecture, 
Engineering, and Construction (AEC). In this chapter, the study fields are limited 
to architectural design, automation, building codes, engineering, environmental 
science, construction industry, and construction building technology. The results 
presented assert the importance of automated code compliance checking.

Chapter 3 presents a control algorithm using a heuristically generated metric 
approach to the solution of a chase problem (a pursuer and a prey). This is a  
cat-and-mouse game involving the cat and mouse finding each other, making 
smart moves, and making appropriate decisions. A fuzzy logic system controller is 
developed to obtain the distance and find a route between the cat and the mouse. 
A problem of this kind is of interest to the military community and video game 
developers.

Chapter 4 presents the development of an aerial-ground robotic team for a  
search-and-rescue operation. This team has been entered in the 2019 European 
Robotics League (ERL) Emergency Robots competition and the 2020 Mohamed 
Bin Zayed International Robotics Challenge (MBZIRC). Search-and-rescue prob-
lems for collaborative multi-robot systems have been an interesting research topic 
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for several decades. The attractiveness of the domain stems from the variety of 
problems it incorporates, including mapping and situational awareness, monitor-
ing and surveillance, establishing communication networks, and cooperative 
decision-making.

Finally, Chapter 5 presents the theory of stochastic control with unsolved deriva-
tives. Different types of stochastic differential systems with unsolved derivatives 
(SDS USD) arise in problems of analytical modeling and estimation for stochastic 
control systems when it is possible to neglect higher-order time derivatives. The 
chapter shows methodological and algorithmic support for analytical modeling, 
filtering, and extrapolation for SDS USD. The methodology is based on the reduc-
tion of SDS USD to SDS by means of linear and nonlinear regression models.

Elmer P. Dadios
Department of Manufacturing Engineering and Management,

De La Salle University,
Manila, Philippines
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Chapter 1

Automation and Control for
Adaptive Management System of
Urban Agriculture Using
Computational Intelligence
Elmer P. Dadios, Ryan Rhay Vicerra, Sandy Lauguico,
Argel Bandala, Ronnie Concepcion II and Edwin Sybingco

Abstract

It has been predicted by the United Nations that the world population will
increase to 9.8 billion in 2050. This causes agricultural development areas to be
transformed into urban areas. This urbanization and increase in population density
cause food insecurity. Urban agriculture using precision farming becomes a feasible
solution to meet the growing demand for food and space. An adaptive management
system (AMS) is necessary for such farm to provide an artificial environment
suitable to produce cultivars effectively. This research proposes the development of
a computational intelligence-based urban farm automation and control system uti-
lizing machine learning and fuzzy logic system models. A quality assessment is
employed for adjusting the environmental parameters with respect to the cultivars’
requirements. The system is composed of sensors for data acquisition and actuators
for model-dictated responses to stimuli. Data logging was done wirelessly through a
router that would collect and monitor data through a cloud-based dashboard. The
model intended for training from the acquired data undergo statistical comparative
analysis and least computational cost analysis to optimize the performance. The
system performance was evaluated by monitoring the conditions of the sensors and
actuators. Experiment results showed that the proposed system is accurate, robust,
and reliable.

Keywords: urban agriculture, precision farming, adaptive control, automation,
aquaponics, computational intelligence

1. Introduction

Increasing population density reduces land availability and quality [1, 2]. There
is evidence that areas having higher population densities are correlated with having
smaller farm sizes [3]. The correlation is highly apparent in urban areas. Urbaniza-
tion has been rapid in the recent decades with the transformation or rural regions
into urban areas [4]. Thus, as the population density increases, rural areas, which
where agricultural land were originally based, are being rapidly developed
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into cities for accommodating the increasing demand of spaces for shelter and
industrial infrastructures. It has been gradually noticeable that food production
had not met the rural areas’ expectation on its crucial role in different sectors [5],
further proving that urbanization may impose challenges such as food
insecurity [6].

Insufficiency in food production is a global challenge that needs to be
addressed as emphasized by United Nation Sustainable Development Goal
(SDG 12) with responsible consumption and production [7]. One of the most
feasible solutions is the establishment of farms in urban areas (UA) to contribute for
food security. The idea promotes the planting and cultivating of crops within
cities [8, 9]. Moreover, it also involves complex systems that consider indoor food
production inside factories with an artificial environment suitable for cultiva-
tion [10], which applies the discipline of a controlled environment agriculture
(CEA) [11, 12].

The limited availability of space in urban is addressed by one of the common
forms: the aquaponics (AP) system. Such a system is considered to be an emerging
technique for combining intensive production with waste recycling and water con-
servation [13]. Common AP systems do not control their environment [14]. How-
ever, one usual challenge in AP is the management of nutrients in the water being
shared by the crops and fish [15, 16]. This leads to the concept of using technolog-
ical control and automation of the environmental parameters affecting growth and
cultivation implementing the concept of CEA in AP systems. It is proven that since
AP has a hydroponic component that does not require soil for cultivation, the use of
CEA can optimize production and energy conservation [17].

Controlled environment agriculture is an intensive method for managing plant
growth and development through taking advantage of technological advancements
and innovations in horticulture [18]. Another issue to consider is that even though
AP addresses conservation, CEA consumes a lot of energy for operations due to the
use of innumerable devices from sensors to controllers [19]. Efficiency in farm
performances is quantified from sustainable intensification defined to be the max-
imum ability of the system to produce [20]. Sustainable intensification models were
proven to increase production and upgraded profits per unit of energy invested
while maintaining the same consumption of energy [21]. There are numerous
responses relating to sustainable intensification, involving the application of inno-
vative technology to enhance control over factors such as nutrient use efficiency to
reduce attribute-derived environmental risk [22]. Automating systems in the farm-
ing community are commonly operated with an expert system (ES) that is a com-
puter program designed to emulate the logic and reasoning of a human expert
through if-then rules as a tool for decision-making support [23]. ES-based automa-
tion is bound to a static configuration set by the programmer, resulting in a fixed
control that does not respond on the real-time necessity of the system. The integra-
tion of urban agriculture principles and intelligent controller and automation may
be beneficial down to the community level [24–31].

The specifc objectives of this study are as follows: (1) to implement wireless
sensor nodes for irrigation control, nutrient mixture automation, adaptive temper-
ature maintenance, and lighting systems between the hydroponic chambers and the
pond for aquaculture; (2) to develop a smart control and automation on actuators
based on the collected data from the sensors; (3) to wirelessly send the data
acquired from the sensors to a common router node for cloud-based monitoring;
(4) to develop a computational intelligence-based model in evaluating the perfor-
mance of the smart automation system with respect to crop productions; and (5) to
evaluate the developed model by determining the exhibited accuracy and
sensitivity.
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2. Developments of urban agriculture with its control and automation
technologies

2.1 Urban agriculture perspective

Land resources for agricultural utilization are rapidly decreasing as they are
developed and transformed into cities for accommodating the increasing demand of
food due to drastic population growth [28]. Urbanization has both become a solu-
tion and a problem as it addresses land space issues for residential and industrial
purposes, while causing lack of available land area for agriculture.

A study [30] on the success of urban farming concluded that city-adjusted farms
in comparison with their counterpart are better in terms of three parameters:
economic farm situations, positive farm prospects, and farm succession develop-
ment. This results to foreseeing that urban agriculture (UA)-based businesses have
small probabilities of decline and closure. The effectivity of UA in food production
and business profitability has been evident. However, there are still questions on
UA’s capability to contribute in securing food demand. To further improve city
farming performances, most of its advances are credited to the innovative technol-
ogy for UA (ITUA), defined to be the integration of control and automation tech-
nological advancement for optimizing food production in open or closed
systems [31]. Among different forms of ITUA, Aquaponics systems (AP) earned the
most attention of researchers. Even though this is the case, the economic sustain-
ability and feasibility of such systems remain an open research area and still require
further extensive studies.

Utilizing control and automation technology and innovation in UA was proven
to be beneficial in expanding access to food and agriculture [32]. Aside from auto-
mated food production, ITUA has been relevant in treating waste. Hydroponics
systems (HD), which falls under ITUAs, was proven to enable and control decen-
tralization of wastewater treatment, which in turn could provide nutrients for crops
being cultivated in HDs using technology-based efficient removal of unnecessary
nutrients (i.e., nitrogen and phosphorus) to sustain crop growth [33].

A new discipline identified as biosystems engineering (BE) is determined to be a
major necessity to deal with ITUA as bioproducts and bioenergy will be produced
through series of structures, operations, machines, converters that are well system-
atized on which most of the applications are biological in nature [34]. This concept
applies with the feasibility of ITUA for food production and environmental sus-
tainability; thus, application of technology in farming is enabled through BE.

Farming in urban contexts by default is not that sustainable for the environment
because it is dependent on high-energy consumption and intensive capital needs
particularly in controlled environment agriculture (CEA). The need for CEA relies
on its advantage for being capable of optimized year-round production, higher
yields, and improved water usage efficiency [35–43]. This, hence, focuses on pro-
duction efficiency while neglecting environmental sustainability, which contradicts
the feasibility of UA. Synthesizing the presented technologies, CEA should be
operated through BE making it an ITUA-founded farming, which could result to
improving energy consumption and maximizing financial capital while maintaining
high-production performance despite CEA’s heavy operational requirements.

2.2 Intelligent controller and automation applications for urban agriculture

The emerging advancements of CEA allowed to solve agricultural concerns
ranging from climate change to food insecurity. One environmental parameter that
remarkably affects growth of crops is humidity. Controlling such parameter is a
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necessity for overall productivity, sustainability, and energy efficiency in a CEA. A
liquid desiccant system integrated with arrays of triple-bore hydrophobic hollow
fiber membranes was developed to control humidity levels for maintaining an
optimal environment suitable for plant cultivation [44]. Temperature is another
noteworthy attribute that could influence plant growth. An fuzzy logic-based
cooling system for tomato cultivation was developed in a soil-based close system to
vary temperature of the environment based on growth stage and the time of the day
for increasing crop productivity [45].

Artificial lighting systems have become a research focus of many studies to
optimize and alternatively replace sunlight’s contribution for photosynthesis in a
close environment. One research aimed on exploring the consequences of a
multichromatic light-emitting diode (LED) spectrum in a controlled environment
chambers with regard to nutritive primary metabolites in green and red leaves of
lettuce being cultivated [46]. The study concluded with identifying that metabolic
plasticity of cultivars determines lettuce crops’ sensitivity to lighting spectrum.
Reduction of power consumption and attainment of optimal plant growth were put
into consideration [47] in an automated indoor farming that utilizes far-red LED
treatment. The technology produces variable lighting intensity through a micro-
controller, solid state relay, and dimmable LED light for controlling flowering
process and stem elongation.

Nutrient assessment up to production quality analysis is usually done in a CEA.
A demonstration of altering macro-cation proportions in the nutrient solution
(K/Ca/Mg proportions) was done to prove that it is possible to increase or enhance
the concentration of the respective macro-minerals and key phytochemicals in
lettuce crops and reduce anti-nutritional components such as nitrate regardless of
crop genotype [48]. This was implemented through targeted modulation of cationic
proportions in the nutrient solution, especially through the application of propor-
tionally elevated magnesium. The development can deal with the demand for crops
needing to have high nutritional value and enhanced bioactive content. Image
analysis technique was utilized for measuring plant growth properties that are
commonly grown in a CEA via a smartphone integrated to a local desktop [49]. The
application contributes in monitoring and assessing quality of cultivated plants in a
challenging controlled environment.

Water irrigation from recycling and reusing mixed mackerel and brown seaweed
wastewater for cultivating lettuce crops was implemented in a hydroponic environ-
ment. Samples were measured from installed pH probes to determine high chloro-
phyll and carotenoid content and high antioxidant activity from lettuce to determine
the effects of wastewater, therefore, ensuring crop quality and maximizing water
resources [50]. A study on vision-based lettuce phenotype model using fuzzy logic
controller integrated with fertigation system showed excellent nutrient efficacy and
lower chemical wastewater emissions compared with manual fertigation [51].

Farming automation is the language used in technology-based urban agriculture
whether in an open or a closed system, especially in a data-driven era. Agricultural
economists are challenged with handling and analyzing big data that can determine
specific actions or logical responses from the information obtained [52].

Recent research focuses on developing CEA that are fully automated. A study
implemented a prediction model and was imparted for irrigation scheduling and
automation to manage water usage for optimizing water resources through
adjusting water content to the actual volume explored by the crops’ roots [53]. The
method involved estimating the root depth attained from digital photographs of the
vegetation cover to analyze gains and losses of water to determine soil water status.

Another study focused on farm management that uses a multi-level automation
for information system [54]. It was done by implementing three automation levels
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that improve farm management information systems (FMIS) via provision of solu-
tions relating to the acquisition of fragmented-missing data and time-consuming
data entry. It has contributed to effective financial analyses and assessment, task
formulation, and profitability analyses. A fully automated hydroponics was also
setup with the use of multiple sensors and microcontrollers. Android and iOS
devices were also used to remotely monitor information from the sensors and
provide analyses [55]. This significantly contributes to farming in remote places,
which could be a basis for future research on places where agriculture is not
usually set.

Monitoring automatically through wireless network communication is also
becoming relevant in CEA. Internet of things (IoT) have made tremendous break-
throughs in farm automation. IoT provides the possibility of connecting all things to
the Internet for various advantages such as remote monitoring and control, large
data storage, and information accessibility. The use of IoT in agriculture is becom-
ing more relevant. The performance of an indoor micro-climate horticulture farm-
ing was developed with the use of IoT for gathering data from sensors and for
acquiring weather information from a meteorological agency for automating envi-
ronmental factors in the farm [56]. Integrating IoT to unmanned aerial vehicles
(UAV) is also used in open system or traditional agriculture to transform it to
precision agriculture (PA) [57]. A study proved this technique to further improve
crop yield and quality, reduce cost, and mitigate ecological footprint for traditional
farming [58]. Data from the agricultural industry are contributing enormously in
problem-solving as IoT opened ways for easy access of these. However, agricultural
data can be messy, which could provide uncertain data quality resulting to
inaccurate analyses. Preserving data in a secure storage was developed in helping
farmers [59].

Aquaponics (AP) is the integration of hydroponic-based vegetable crop cultiva-
tion with an aquaculture unit for an innovative smart and sustainable production
system, which plays a crucial role in the future of environmental and socioeconomic
sustainability in smart cities [60]. The emerging AP systems have the potential to
achieve high success rate. However, intensive monitoring, control, and manage-
ment are essential to properly provide a conducive environment for all cultivars
grown in both the hydroponics and the aquaculture systems [61]. Challenges in AP
systems are difficult to address as a major factor involves the recirculating water
from the marine system that is used for irrigation and gives nutrients to the crops
planted in the hydroponics chambers, which in turn feeds back the water again to
the aquaculture unit with different substances and nutrient concentration. An
example of this phenomena is the fish wastewater, provided through recirculating
aquaculture system (RAS), may cause to contain high amounts of microorganism
that can compete with plants for oxygen [62], therefore not sufficiently providing
the nutrients needed by the crops.

Performance assessment is a relevant AP research concept. A study [63]
conducted focused on assessing how the three different AP systems carry out with
its operation for small-scale production. The three configurations experimented
with were Nutrient Film-Technique (NFT), floating raft, and vertical felt living
wall system. Statistical analyses with SPSS 24 statistical package were performed. A
comparative analysis was also done through one-way ANOVA and Shapiro–Wilk
test assessed the normality of the data. Results showed that among the three sys-
tems, the NFT outperformed the rest in terms of crop production and water con-
sumption. With regard to fish production, no significant differences in performance
were observed. Through statistical analyses, results showed that nitrogen transfor-
mation, which includes water nitrogen retention, and nitrous oxide emission, is
affected by the plant-fish (P/F) biomass ratio [64].
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Since AP falls under the classification of CEA, automation plays a crucial role on
operating such systems reliably. A recent study [65] aimed on including an innova-
tive and sustainable AP system solution, a modular solution for an adaptable and a
scalable local condition, and an optimal way of reusing water resources, and Super-
visory Control and Data Acquisition (SCADA) and Manufacturing execution sys-
tems (MESs) were the techniques that operated the configuration. Through these,
the collection of software and hardware components enabled the management to
automate fish and crop production. An indoor farming configured with an auto-
mated AP system was designed and implemented [66] that can monitor and control
the system through a mobile phone which resulted in highly successful vegetable
yield. Further integrating the BE concept, an automated solar-powered AP system
was developed [67]. Water quality, greenhouse environmental conditions, solar
energy conversion status, and cooling and heating parameters were controlled and
monitored through NI LabVIEW that was successful in considering the environ-
mental impact of the setup while providing optimal yield.

The majority of automation systems in agriculture rely on expert system and
static programming for control. Those systems are limited to the fixed standards of
environmental parameters needed in the ecosystem. Applying adjustment in accor-
dance to the real-time needs of the cultivars is not addressed. This may result to not
catering the immediate necessity of produce, which yields to production and oper-
ation inefficiency. Nonetheless, automation is still an integral part of an IUAs,
especially to CEAs. A quantitative research based on case studies and desk
researchers analyzed existing data to present the need of a multisystem and multi-
faceted approach [67] to address the problem with regard to farmers not realizing
that their decisions and actions toward agriculture are causing a reduction on
economic efficiency, making automation play an important role for farming.

Optimizing automation relies on adaptivity. An adaptive management has long
been known to ecology and conservation. Classical methods in biological conserva-
tion do not usually consider uncertainties in the state of a system and the model
describing its dynamics [68]. The study included a solution for adaptive manage-
ment of ecological systems. It is a significant strategy in addressing complex issues
in natural resource management, which corresponds to decision making under
uncertainty and uncertainty reduction through learning from arrival of new data. A
sample application of the study involved fisheries’ population mass is used to adjust
harvest decisions.

Monitoring automation can also apply adaptive management system (AMS).
A smart farm that applies remote monitoring adapts or adjusts to what wireless
communication technology to be used between LoRaWAN and IEEE802.11 ac
depending on their respective advantages [69, 70]. A classification application
used in an adaptive farm topology develops a Naïve Bayes model for accurately
identifying on which to allocate agricultural fields into different farm types [71].

Agriculture automation is an emerging concept in the industry. Together with the
use of machine visions (MV) and its subsets: machine (ML) and deep learning (DL),
has shown potential in solving different challenges in agriculture [72]. A lot of
difficulties arise in the field such as crop pests, crop diseases, lack of irrigation
control, weed, water, and storage mismanagement, and plant misclassification. Due
to these, expert system-based control and automation are becoming less appropriate
for addressing agricultural complications as this is limited to thinking processes. This
gave birth to the use of an intelligent machine powered by the discipline of artificial
intelligence (AI). AI is a field of computer science and engineering that ventures to
reversing the human brain and is capable of maximizing rate of success for solving
such problems by providing analytical decisions to determine the most suitable envi-
ronment for sustaining plant growth based on learning from past experiences [73].
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Advancing biosystems engineering with AI can enable agriculture machinery
engines for a more comprehensive automation especially in CEA. Various machine
learning techniques have been engaged in precision agriculture for both supervised
learning and unsupervised learning in assessing plant health status and condition
and invasive plant species recognition through the use of spectral signatures and
optical features [74]. According to the study, there are three major contributions to
agriculture that data analytics-based ML can provide. These are as follows:

1.Crop status for optimal production can be done by fusing information from
spatial, spectral, and time series of crop parameters for detecting trends related
to the condition of crops.

2.Hardware sensors and actuators can also be improved by making them
compact and embeddable in field-deployable devices. Integrating with the
discipline makes use of the devices for acquiring big data for real-time
analysis, which can allow event-based decision algorithm to automatically
respond for managing crop conditions on a real-time basis.

3.Accurate and reliable models can be trained from the data gathered for
assessing and predicting future potential states within the field. Applications
from weather projections to soil maps can be made possible for determining
crop suitability in the examined fields.

With the presented contributions, studies have shown specifically the important
use of AI in different agricultural applications. A smart pesticide sprayer was
designed and developed with the use of AI and MV in a traditional agriculture. The
sprayer was attached to an all-terrain vehicle autonomously driving itself with the
aid of a global positioning system. The MV systems function as the target detector.
Once a target is locked in with the system processing, the algorithm, which uses
YOLOv3 and convolutional neural network (CNN), instructs the end effector to
spray [75]. The study is fully automated and does not require a farmer to manually
spray pesticides to each of the crops with defects.

A deep reinforcement learning, an AI subset, was used merging with IoT to
enable a smart farm to make immediate decisions such as determining the amount
of water that needs to be irrigated for enhancing the environment where the crops
are cultivated. The IoT was utilized for gathering data from environmental attri-
butes: air temperature and humidity, carbon dioxide concentration, soil moisture
and temperature, and light intensity. The data from IoT are then analyzed through
different AI models for adjusting the environment for crop growth [76]. Another
hydroponic setup for lettuce production utilizes an automatic control of pH and
nutrient solution concentration. The system used sensors for gathering data,
microcontrollers for data processing and actuators for responding based on the
results of AI algorithm to effectively adjust the nutrient parameters autono-
mously [77]. These studies applied AI for AMS in a CEA.

A machine vision system (MVS) was implemented for automatic classification
of different leaves if they have defects or diseases. For this MVS, Haralick algorithm
was used for extracting texture features. The features build the dataset for training
different ML algorithms: artificial neural network, Naïve Bayes, random forest, and
support vector machine; to meet the objective in determining if leaves are in good
condition or not [57].

It is established that controlled environment agriculture is one of the most
common applications of innovative urban agriculture (IUA), which uses the disci-
pline of biosystems engineering for ensuring efficient crop production and energy
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consumption while considering environmental sustainability. Among the various
CEAs, aquaponics is the most relevant research focus on the recent years. However,
there are research gaps involving AP performances that need to be filled as this
system has numerous challenges as it involves cultivars of different species sharing
the same medium for nutrient consumption. One of the pressing issues in an AP
system is the difficulty to maintain recirculating water that provides the right
number of substances for both fish culture and the vegetable crop. Therefore,
controlling these kinds of parameter significantly contributes for the effectiveness
of such systems. Agricultural automation enables remote controlling and monitor-
ing, which eliminates the need to have complex procedures for maintaining a
suitable environment for growth. Moreover, agricultural automation for a smart
aquaponics system can perform better when considering an adaptive management
system (AMS), enabling the automation to adjust the environmental factors affect-
ing cultivation based on the real-time condition and status of the cultivars. In this
way, optimum results can be achieved in terms of overall success determinant. An
adaptive AP system is done by integrating artificial intelligence or computational
intelligence as it is capable to respond accurately and immediately as it pre-learned
the situations or circumstances in the ecology.

3. Processes involve in formulating computational intelligence-based
adaptive management system for urban agriculture (CIAMSUA)

Figure 1 shows the conceptual framework of the proposed CIAMSUA
aquaponics platform. The framework consists of five phases on which each phase
composed of detailed methods for integrating from the software to the hardware
prototype. Phase 1 involves the implementation of sensor nodes to the four envi-
ronmental systems. The first phase includes calibrating the sensors, programming
them for data acquisition, and design and development of sensor node implemen-
tation. The second phase is the development of control and automation through
programming of the actuators based on logical response from data and the con-
struction of systems for the control and automation processes. Data transmission
and acquisition comprise phase three, it integrates and embeds the wireless com-
munication programs in the microcontroller nodes. As these data are transmitted to
the cloud, it will be effectively acquired from the cloud for data processing. Data
from cloud will not be limited from the sensors, which would also include data from
the machine vision systems. Modeling the performance of controls based on pro-
duction is done at the fourth phase. This is going to be implemented though training
machine learning algorithms and adapting them in the system.

Figure 1.
Developmental framework of computational intelligence-based adaptive management system for urban
agriculture (CIAMSUA).
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3.1 Sensor programming for data acquisition

Data read and acquired from sensors may vary even if they were produced with
the same manufacturers. There could be slight differences in the values yielded for
each sensor detecting the same parameter and environment, which leads to inaccu-
racy and inconsistency. This is very critical and significant to consider as computa-
tional intelligence heavily rely on data for training to effectively perform. To
accurately gather data, sensors are calibrated in the same external factors to adjust
their readings. After calibration, sensors are programmed to acquire or read data
where they are deployed. In this research, Arduino integrated development envi-
ronment (IDE) will be used for embedding the software codes to the hardware
through a microcontroller. Specifically, the code will be written in C ++ as this is the
language used by the Arduino IDE.

The code will be composed of initiating libraries to efficiently apply existing
functions so the program can simply call the specific operation to logically provide
the responses. Pin configurations will be setup for assigning sensors to which pin in
the microcontroller will be connected. Variables will then be initialized depending
on what type (i.e., integer, float) of data they are. Void setup will then be
programmed to activate variables as pins and determine which pins will be used as
an input or output mode. This will also include initiating serials and sensor reading
operations. The void loop will be written with sensor reading programs for the
different environmental factor systems. The code will then be embedded to the
microcontroller to a universal serial bus (USB). Specifically, shown in Figure 2,
ESP32 will be used as a microcontroller as it has a Wi-Fi module integrated with
the chip at an inexpensive price. Data to be acquired will be from four different
systems of CIAMSUA. The following are the list of environmental factors to be
monitored:

1.For nutrient mixture, conditioning, and drain tank automation,

a. Power of Hydrogen (pH) Level

b. Electrical Conductivity (EC)

c. Dissolved Oxygen (DO) Level

Figure 2.
Programming sensors for data acquisition with ESP32 board.
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d. Ammonia (NH3) Level

e. Water Temperature

2.For irrigation control,

a. Water level in a tank

3.For artificial lighting systems,

a. Real-time basis

4.For temperature control,

a. Environment temperature

b. Environment humidity

The CIAMSUA will be focused and implemented in the hydroponics chamber
platform. The irrigation control concentrates on managing the water from fishpond
to be properly distributed in the chambers for the hydroponics unit to effectively
produce lettuce crops.

3.2 Sensor node implementation

The schematic diagram shown in Figure 3 is one of the sensor nodes for the
nutrient mixture automation, the conditioning tank, and the irrigation control.

Figure 3.
Nutrient mixture, conditioning tank, and irrigation control node schematic acquisition.
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There are three water-level sensors placed at the input side. Four more sensors are
also assigned as input, and these are pH level sensor, EC level sensor, water tem-
perature sensor, and ammonia sensor. Logical controls are embedded on the ESP32.
The outputs are connected to an electronic mechanical relay, which response to
trigger the microcontroller to switch on and off the solenoid valves, the water
pump, and the air pump for appropriate water flowing and mixing.

Figure 4 shows the schematic diagram of the node to be placed in the drain tank.
As noticed, there are no actuators in the node as the purpose of this is only to
acquire data to determine the difference between the limnological parameters in the
water before and after the lettuce crops consumed the water being irrigated in the
racks of the chambers. The sensors included are the same as the sensors shown in
Figure 3; that way, a model can be derived to determine how much nutrients of the
crops do intake in different life stages.

Figure 5 shows the node that both control the NPK solution tank and the
freshwater tank. The control is done for allowing the liquid to pass through the hose
leading to the solenoid valves connected in the nutrient mixture and the condition-
ing tank. The sensors are not connected to the control and will only be used for
monitoring the tank levels so that a manual refill can be made if the tanks are empty
and manual drainage if the tanks are full.

Sensor node for temperature control is shown in Figure 6. It has three temper-
ature sensors for acquiring real-time temperature in different areas of the hydro-
ponics chamber. The output side is a relay that is electronically triggered to switch
on or off the exhaust fan. The relay also functions to isolate the low DC voltage of
the input and microcontroller side from the high AC voltage of 220 V that is
required to operate the exhaust fan.

The artificial lighting system schematic diagram is shown in Figure 7. The ESP32
is not connected to any input devices as this automation depends on time duration.
A delay function would be embedded to switch on or off the relays connected to
lights at a specific amount of time.

Figure 4.
Drain tank control node schematic diagram.
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Actuators will be logically programmed in accordance with the data acquired
from the sensors. The truth table only presents the system for the nutrient mixture
automation and irrigation control as shown in Table 1. The truth table developed to
visualize all the eight possible combinations of water-level sensors status and the
corresponding responses of the five actuators involved in the nutrient mixture
automation and irrigation control. Out of eight combinations, only four are realisti-
cally possible as the water-level sensors are placed in different levels in the water
tank, resulting to only considering combinations that correspond to water filling
from the bottom of the tank up to the top consecutively.

Figure 5.
NPK and freshwater tank control.

Figure 6.
Temperature and humidity maintenance node schematic diagram.
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The first combination, 0–0-0, means that the water in the tank is at the bottom
level, not reaching any of the three sensors. With this, the pond water valve and the
pump supplying water to the chamber from the tank should be on. At 0–0-1, the
water level is being detected by the sensor placed at the lowest level. The 0–1-1
combination shows that the two sensors placed at the bottom and at the middle of
the tank are turned on, representing that the tank is half full; thus, valve for pond
water should be turned off to avoid overfilling. The top half of the tank should only
be filled with either freshwater or NPK solution to control the pH and EC level of
the tank mixture. The combination 1–1-1 means that the water sensor at the top-
most level of the tank has been reached, remarking it as full; therefore, the source
water from the pond should be stopped. The combination 0–1-0 is not possible to
take place as the water cannot only be at the middle part of the tank and not at the
bottom. The same is true for the three remaining truth table combinations.

Readings from pH, EC, temperature, and ammonia sensors should always be
activated, representing a logic 1 to continuously acquire data at any water level. The
pump-distributing water to the chambers should always be turned on as well at any
level, to consistently supply water to the lettuce racks. Air pump on the other hand
follows an OR logic, on which it will turn on only if one of the valves is on.

3.3 The CIAMSUA fuzzy logic controller

Figure 8 shows the fuzzy logic controller (FLC) that is use in this study. Data
that were transmitted to a cloud-based dashboard will be automatically downloaded
in MATLAB. From there, they would be used as new dataset for the pretrained
network that is connected to the FLC. The output of the computational intelligence-
based models, which are specifically the fresh weight and the phytopigments of the
lettuce crops, will be used as input to a fuzzy inference system for determining how
long will the NPK valve, freshwater valve, and air pump should turned on or off.
The truth table and the FLC function together as a nested condition of the actions
for irrigation controls to determine the control of the air pump, NPK, freshwater,
and pond water valves.

The membership functions of the input and output for the fuzzy logic control of
the freshwater and NPK solenoid valves are shown in Figure 9. The fresh weight of

Figure 7.
Artificial lighting system node schematic acquisition.
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the lettuce is used as input in Figure 9a representing the 0 to 300 mg range of
change in weight per day. Figure 9c represents the membership function for the 0
to 30 mg/L range of changes of chlorophyll-A per day. The output crisps represent
the duration for how long the valves: freshwater Figure 9b and NPK solution
Figure 9d are on, which ranges from 0 to 10 seconds.

The rule viewer for the fuzzy inference system (FIS) is shown in Figure 10. Based
on the given sample values of the input parameters, having 269 mg of change in fresh
weight in a day and 23.2 mg/L change of chlorophyll-A in a day, the freshwater valve
will turn on for 8.37 seconds. Another system was implemented to round it off to

Figure 8.
Nutrient mixture tank fuzzy logic controller.

Figure 9.
(a) Fresh weight, (b) freshwater, (c) chlorophyll-A, and (d) solenoid valves membership functions.
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10 seconds, while the NPK solution valve is turned off for the day’s cycle. Thus, this
sample adds 660 mL of freshwater into the hydroponics growth bed.

Figure 11 represents the Surface Viewer of the FIS. It can be interpreted from
both figures that as the fresh weight and chlorophyll-A values increase, it is neces-
sary to turn the solenoid valve on for the freshwater longer and turn the NPK
solution valve off.

The inference systems using freshwater and the other two phytopigments:
chlorophyll-B and vitamin C follow the exact same membership function, ranges,
and sets of rules used. Thus, only one set of FLC is represented.

The artificial lighting systems will be controlled depending on photoperiod,
which is reliant on a time duration input. Various durations will be assigned for each
layer of lettuce rack for experimentation. By default, the test cases will be set to 9,
12, and 16 hours, respectively. This will then change depending on the results of the
performance evaluation or sensitivity analysis from the output of the models devel-
oped so that permanent photoperiod control could be integrated in the system.

The temperature is programmed through a fuzzy logic controller to maintain the
temperature adequate for the plant’s excellent growth. Figure 12 shows the block
diagram for the adaptive control of the temperature and humidity maintenance
based on the fresh weight and phytopigments of lettuce crops. The system follows
the similar approach with the nutrient mixture control. However, there is a

Figure 10.
Fuzzy inference system rule viewer with nine rules.

Figure 11.
Fuzzy inference system surface viewer for lettuce phenotypes: (a) fresh water, chlorophyll a and fresh weight
interrelated dynamics; and (b) NPK solution, chlorophyll and fresh weight interrelated dynamics.
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significant difference on how it was implemented. For the temperature and humid-
ity control, the FLC was embedded to the microcontroller through the Arduino IDE,
unlike with the nutrient mixture control which uses the Simulink.

Listed below are the actuators that will be implemented for each of the four
systems:

1.For nutrient mixture tank automation,

a. Freshwater solenoid valve.

b. NPK solenoid valve.

c. Freshwater solenoid valve.

d. Air pump

2.For irrigation control,

a. Water pumps

3.For artificial lighting systems,

a. Photoperiod control

4.For temperature control,

a. Exhaust fan.

3.4 Data acquisition for CIAMSUA

The aquaponics system was constructed following the layout in Figure 13. The
control nodes were placed accordingly to where it is needed the nearest to avoid
long-wiring connections. Figure 13a shows the front view of the hydroponic
chamber on which the drain node, artificial lighting system, and temperature and
humidity controls are visible. Figure 13b shows the back of the hydroponic cham-
ber on which the fishpond for the aquaculture unit is located. Two nodes were
placed, which are the nutrient mixture and the NPK solution tank nodes. Figure 13c
and d shows additional isometric views that further provide understanding on
where the nodes were implemented and placed in the chamber. The 3D model was
only limited to represent the adaptive management system. Figures 14–18 show
how the hardware nodes for the automation are constructed in terms of wiring

Figure 12.
Temperature fuzzy logic controller.
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diagram as reflected in the schematics. The details of its programs are already
discussed in the previous sections.

Aside from controlling the actuators, monitoring of the sensor and actuator
status was implemented to determine whether the acquired data match the actua-
tors responses. The status of each device, whether they are active or not, was
transmitted alongside with the data from the sensors to the cloud to a wireless
network.

Figure 13.
Hardware implementation of the aquaponics setup: (a) front view of the aquaponic chamber with emphasis on
the installed exhaust fan and grow bed, (b) mixing tank connected to an artificial fish pond, (c) drain tank
connection from the vertical grow bed, and (d) connection from artificial fish pond to the grow bed.

Figure 14.
Nutrient mixture tank control node.

18

Automation and Control - Theories and Applications



The data acquired from the sensors were transmitted via wireless communica-
tion network. This is done by embedding programs that activate the Wi-Fi module
of the ESP32 and selectively send the data to a common router. The common router
is responsible for collectively sending data to the cloud. Data will be collectively
displayed on a cloud dashboard for remote monitoring. The data printed from the
dashboard will be exported to csv files to present a tabular form of dataset.
Figure 19 shows a sample monitoring dashboard for displaying the data acquired.

Spectrophotometry was done to obtain the response variables that are the
chlorophyll-A, chlorophyll-B, and vitamin C for a given input image. This is the
technique used to carry out the discipline of spectroscopy. It is a method for

Figure 15.
Freshwater and nutrient solution tank control node.

Figure 16.
Drain tank control node.
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quantitatively measuring the light spectra reflection as dispersed in the concept of
spectroscopy and its interaction to the properties of materials’ transmission relative
to the wavelength. It measures the light’s relative intensity at a specific wavelength,

Figure 18.
Temperature control node.

Figure 17.
Artificial lighting system control node.
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Figure 19.
Sample cloud dashboard for data acquisition.

Figure 20.
Sample test tubes during pigment extraction from (a) leaf tissue samples mixed with ethanol and (b) collection
of test tubes containing different concentrations of dissolved leaf pigments.

Figure 21.
(a) Hot bathing and (b) spectrophotometry for pigment assay.
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which supports spectroscopy on determining the relationship of the spectrum
absorption properties of substances. Figure 20a and b show the test tubes that
contain a leaf sample for every lettuce per day. These were then heated at 65°C as
shown in Figure 21a before undergoing spectrophotometry in Figure 21b.

Image processing was done to resize the images to the compatible input sizes of a
given transfer learning network. These transfer learning networks were used in
predicting the fresh weight, chlorophyll-A, chlorophyll-B, and vitamin C given a
lettuce image as input. InceptionV3 were used for predicting the fresh weight,
chlorophyll-B, and vitamin C, while MobileNetv2 was used in predicting
chlorophyll-A. For Inceptionv3, the required image size is 299x299x3 pixels, while
for the MobileNetv2 it is at 224x224x3 pixels. Hence, the captured images were
resized to those values. These networks were preselected based on multiple trial and
error on determining which networks would yield the highest accuracy in
performing the regression. Figure 22a display the original image captured, while
Figure 22b is a sample of an image resized to 299x299x3 to be used as input in
transfer learning. The output on the other hand is the corresponding data gathered
from spectrophotometry. The data created were split into 70% training datasets and
30% testing datasets. The training dataset was used to model four regression net-
works.

3.5 CIAMSUA model performance

The modeled algorithms were evaluated to determine its performance through
the “unseen” data or the testing data to validate if the models do not overfit to the
training data alone. Figure 23 shows the transfer learning network. The first dataset
is bigger than the dataset used in the study as it would be used to pre-train a more
generalized model. The target domain in the study used segmented lettuce images.
The source model transfers knowledge to a target model to perform prediction of
phyto-morphological features. The models were developed while considering
hyperparameter optimization to further increase the algorithm’s performance.
Training options were predetermined and set before training the model. The
parameters and their values are as follows:

1.Optimizing algorithm—Stochastic Gradient Descent with Momentum

2.Mini Batch Size—32

Figure 22.
Sample input image (a) at t1 = 0 hr and (b) at t2 = t1 + 24 hrs.
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3.Initial Learning Rate—0.000001

4.Maximum Epochs—10

After training the models, a complete cultivation of lettuce was conducted
on which images were captured each day for the six-week cultivation. The
capture images were used as input to predict the fresh weight and the three
phytopigments.

Table 2 shows the predicted values of the fresh weight and the three
phytopigments daily. The average of the dataset was obtained which served as the
ground truth for the standard values for the fresh weight, chlorophyll-A,
chlorophyll-B, and vitamin C as summarized in Table 3. The values in the table
were also fed back to the fuzzy logic controller to be used as parameters for the
input of the inference system. The change of values per day was obtained to be set
as ranges for the membership functions.

Evaluating the system’s performance will be reliant on machine vision algo-
rithms and the data acquired from sensors to determine the quality of the crops
produce. From the results of quality assessment, it will determine the response of
the automation and control system to produce the environmental factors need by
the crops to improve their quality. This therefore adjusts the nutrients being sup-
plied to the crops, the pressure of water flow feeding the crops, the amount of light
intensity and photoperiod, and the temperature of the surroundings resulting to an
adaptive and managed system. The system adaptation will be done by integrating
MATLAB, which is capable of machine vision and machine learning algorithm to be
embedded in the microcontroller.

To further improve the system models developed, least computation cost was
implemented. This finds out which systems have the least mean-squared error
(MSE) and least learning time for training while maintaining a high performance.
Figures 24–26 are examples of the adjustment that were conducted for the number
of neurons for determining which model would yield the least MSE, least-learning
time, and high accuracy.

Sensitivity analysis is a way to determine how the dependent variables, which
are the fresh weight and phytopigments, are being affected by the independent
variables that are the amount of NPK solution, freshwater, environmental temper-
ature and humidity, and the photoperiod control. The experiment for this phase
would be to measure the amount of NPK solution and freshwater for the short and
long duration as produced by the fuzzy logic controller (FLC). The process also

Figure 23.
Transfer learning network.

23

Automation and Control for Adaptive Management System of Urban Agriculture Using…
DOI: http://dx.doi.org/10.5772/intechopen.102775



Day Image no Fresh weight (g) Chl-a (mg/L) Chl-b (mg/L) Vit C (mg/L)

1 1 0 87.221 135.623 290.369

2 2 0.45 97.143 157.623 336.39

3 3 0.52 100.449 174.236 369.125

4 4 0.78 139.874 189.623 377.36

5 5 0.84 147.869 209.143 382.898

6 6 0.856 157.41 220.32 387.27

7 7 0.88 167.84 226.52 395.369

8 8 0.906 167.902 234.63 397.739

9 9 0.914 169 236.041 400.321

10 10 0.925 169.227 241.356 401.376

11 11 0.937 170.914 248.73 402.36

12 12 0.97 171.265 253.559 403.013

13 13 1.019 173.415 265.325 405.694

14 14 0.986 175.347 271.143 410.364

15 15 1.03 177.846 285.694 418.395

16 16 1.167 191.623 297.137 426.375

17 17 1.354 215.412 309.67 439.657

18 18 1.497 229.654 327.65 444.36

19 19 1.524 245.562 350.571 456.949

20 20 1.74 257.027 376.197 468.791

21 21 1.929 278.974 387.462 479.765

22 22 1.974 282.475 394.273 481.367

23 23 2.004 294.613 401.657 487.673

24 24 2.194 301.214 415.193 492.317

25 25 2.201 303.415 436.874 495.769

26 26 2.313 309.919 468.198 498.185

27 27 2.461 314.95 491.257 507.769

28 28 2.61 321.54 505.056 519.469

29 29 2.899 347.618 516.243 523.076

30 30 3.164 374.512 547.35 531.176

31 31 3.334 391.147 587.367 542.176

32 32 3.447 407.874 598.38 554.007

33 33 3.656 417.843 617.978 561.073

34 34 3.779 431.512 628.367 570.312

35 35 3.962 467 654.328 587.675

36 36 4.219 498.184 690.143 668.447

37 37 4.675 502.634 739.165 708.98

38 38 4.914 520.21 784.361 781.142

39 39 5.389 529.347 800.35 815.6

40 40 5.759 564.955 816.646 831.194
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Day Image no Fresh weight (g) Chl-a (mg/L) Chl-b (mg/L) Vit C (mg/L)

41 41 6.119 575.695 837.361 854.989

42 42 6.221 592.314 865.32 872.994

Table 2.
Fresh weight and phytopigments.

STANDARD

Week Freshweight (g) Chl-a (mg/L) Chl-b (mg/L) Vit C (mg/L)

1 0.618 128.258 187.584 362.683

2 0.951 171.01 250.112 402.981

3 1.463 228.014 333.483 447.756

4 2.251 304.018 444.644 497.507

5 3.463 405.358 592.859 552.785

6 5.328 540.477 790.478 790.478

Table 3.
Phytopigments standard values of lettuce per week.

Figure 24.
Number of neurons versus mean-squared error.

Figure 25.
Number of neurons versus learning time.
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includes the following: a) determine the temperature, humidity, and the
corresponding photoperiod of artificial lights, b) measure crop parameters, c)
record the FLC conditions and crop parameters for the whole crop cycle, and d)
determine whether crop features improve from the given FLC condition.

4. Results and discussion

This chapter details the results of the experimentation conducted as followed
from the methodology and the discussions for supporting the validity of achieving
the objectives. For the nutrient mixture, conditioning tank and irrigation control,
sensitivity analysis was done to determine the response of the control system based
on the data acquired from lettuce images. The artificial lighting system was
experimented with the aid of the test case from Table 4. The temperature and
humidity maintenance node was tested by determining the response of the fuzzy
logic controller given with simulated environment temperature and humidity.
Automating the system adaptively follows standard target values to provide the
necessary amount of nutrients that are needed to sustain the standard
phytopigment values for optimal lettuce crop growth. The lettuce crops, fresh
weight, chlorophyll-A, chlorophyll-B, and vitamin C should be at least 5.328 g,
540.48 mg/L, 790.48 mg/L, and 790.48 mg/L, respectively, during the harvesting
stage at week six.

Rack with 9 hours of on
state in a photoperiod

Rack with 12 hours of on
state in a photoperiod

Rack with 16 hours of on
state in a photoperiod

Fresh weight
on Day 42

4.923 g 5.328 g 5.013 g

Chlorophyll-
A on Day 42

481.914 mg/L 540.477 mg/L 545.896 mg/L

Chlorophyll-B
on Day 42

619.847 mg/L 790.48 mg/L 708.367 mg/L

Vitamin C on
Day 42

611.598 mg/L 790.48 mg/L 756.284 mg/L

Table 4.
Phytopigments values during harvest stage on different cultivation photoperiods.

Figure 26.
Number of neurons versus regression.
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A duration-based control using fuzzy logic system was developed to translate the
output amplitude of the nutrient solution automation into a time dimension. This
controls the duration of the solenoid valve in turning on and off for the NPK solution
to flow. For the short duration, the solenoid valve should be on for 5 seconds to give
480 mL liquid concentration. For the long duration, the solenoid valve should be on
for 10 seconds to give 660 mL liquid concentration. This process only occurs once a
day as the system was set to capture image information on daily basis only. The
artificial lighting systemwas tested at different photoperiods of 9, 12, and 16 hours, on
layers 1, 2, and 3 of growth beds, respectively. Results of these are shown in Table 5.
The phytopigments were measured for one sample of every layer. It was observed
from the result that the optimal photoperiod is at 12 hours. Hence, the light setting of
the system should be continuously on for 12 hours and off for the next 12-hour cycle.

Sensitivity analysis has proven to be a significant tool in determining the effec-
tivity of models used in eco-systems. The response of the actuators for nutrient,
conditioning, and irrigation control was measured on how effective they were on
taking automation controls based on the changes on the input data. The analysis
contains eight tables of information for the four phytopigments considered such as
fresh weight, chlorophyll-A, chlorophyll-B, and vitamin C. The performance of the
actuators was measured based on cumulative freshwater volume and cumulative
NPK solution volume. The two actuator measurements were used since the time the
crop was first planted to determine the changes of the four phytopigments that
resulted to eight combinations of sensitivity analysis dataset. The dataset contains
42 samples representing every phytopigment value captured each day for the six-
week cultivation. The samples were defined through what if analysis from 42 days
of measuring the amount of NPK solution and freshwater added to the hydroponics
unit each day from the fuzzy logic controller that operates once every 24 hours. This
results to a 42-by-42 dataset on which the measured amount of liquid is added
cumulatively for each sample. To simplify the representation, the 42 measured
liquid substances added to the system were summarized into 11 samples that were
proportionately parted to represent the whole dataset. Note that at day 42, the
standard value for the lettuce crops at week 6 for harvest was accurately obtained.
Table 5 shows sample fresh weight sensitivity analysis from freshwater. When a
total of 10,800 mL of freshwater was added on the water inflowing to the hydro-
ponics growth bed, the freshweight obtained was 5.328 g. It is interesting to men-
tion that the required standard value for the lettuce crops at week 6 for harvest is
obtained accurately in all experiment results.

5. Conclusions and recommendations

The wireless sensor nodes for irrigation control, nutrient mixture automation,
adaptive temperature maintenance, and lighting systems between the hydroponic
chambers and the pond for aquaculture were effectively implemented for the auto-
mation and control of the adaptive management system. The water flow as controlled
by the irrigation system successfully recirculates from the pond to the mixing tank
and then flows through the hydroponics chamber back to the pond through the drain
and conditioning tank. The nutrient mixture automation depends on the machine
vision system data, deep learning models, and fuzzy logic controller to determine the
amount of nutrient solutions to be added on the liquid concentration before it flows to
the growth beds. The adaptive temperature maintenance as controlled by fuzzy logic
maintains the standard temperature and humidity for optimal crop growth. Lighting
the crops is dependent on an artificial real-time clock setup that has a photoperiod of
9, 12, and 16 hours, respectively, for each layer of the growth beds.
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Data acquired from the wireless sensor nodes were utilized to determine the
responses of the actuators. For the irrigation control, each of the tanks contains a
pump or solenoid valves that are reliant to the water level and nutrient sensors. For
the nutrient mixing tank, there are three water-level sensors that control the sole-
noid valve for the pond water to control if the inflow should be stopped while there
is a continuous outflow of water to the hydroponics chamber. Mixing tanks are
controlled to determine whether the tank should be filled with nutrient concentra-
tions. The outflow, however, is not controlled by the irrigation control but by the
nutrient mixture automation. The conditioning tank has the same irrigation control
with the nutrient mixing tank. The drain irrigation, however, is only controlled by
two water-level sensors that turn on the pump if the tank is almost full and turn off
the pump as the tank almost empties. The nutrient mixture automation relies on
data acquired from the vision systems. Maintaining the temperature suitable for
lettuce growth is reliant on the temperature and humidity data acquired from five
sensors across the chamber.

Transmission of data that are used for determining the actuators’ response is
done wirelessly to store them on a database and to present them on a cloud-based
monitoring system through a common router node. Sending the data to the com-
mon router node is integrated with the use of the built-inWIFI module of the ESP32
through the wireless transmission program developed in each of the sensor nodes.

Machine vision acquires image data that are wirelessly sent to the cloud-based
database and monitoring as the input for the crop growth optimization based on the
phytochemical and phytopigment and fresh weight models. The models were
trained using computational-based algorithms. Lettuce crop images underwent
image processing techniques to obtain the data that are used as response variables to
be predicted by the deep learning networks. Predictions made by the models from
newly acquired data that were not yet seen or used by the model are integrated to a
fuzzy logic controller to determine the duration of solenoid valve opening once per
day. This controls the nutrient concentration added to the mixing tank per day to
adaptively adjust the nutrients to be absorbed by the plants based on its yield from
the previous day. The adaptive management system on the nutrient mixture auto-
mation both in the mixing and conditioning tank is using the models to automati-
cally set the required nutrients needed by the cultivars in the hydroponics chamber
and the aquaculture pond.

Sensitivity analysis was then used to determine whether the adaptive manage-
ment system responds timely and accurately based on the input data from the
wireless sensor networks and the machine vision systems. The analysis determines
whether the amount of nutrients cumulatively added per day result in the needed
concentration for the crops. According to the standard values from Table 4, the
system was able to obtain the necessary amount of phytopigments per cultivation
week as the nutrients were adjusted accordingly. During the harvesting stage, the
lettuce crops, fresh weight, chlorophyll-A, chlorophyll-B, and vitamin C were at
5.328 g, 540.48 mg/L, 790.48 mg/L, and 790.48 mg/L, respectively, that were the
optimal values to harvest the crops at its optimal yield.

For future works, it is recommended that an adaptive management system for
different crops will be implemented in a single-smart aquaponics system. The
concept underlies a way for switching an AMS that can produce an optimal yield for
different cultivars that can be cultivated in a single system of hydroponics unit and
aquaculture unit. This will address the limitation of study that solely focuses on
lettuce crops. Other ecological and environmental factors aside from the four
aspects covered in the study can be added to the AMS as well such as gas system
emission control to determine the crops’ growth effect as well to other surrounding
cultivars that will be added in the system.
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Chapter 2

A Review of BIM-Based 
Automated Code Compliance 
Checking: A Meta-Analysis 
Research
Murat Aydın

Abstract

This study aims to discuss the articles which are only available in electronic 
 academic databases and only written in English in the subject of BIM and ACCC. 
Statistical results about the articles are obtained by the meta-analysis. In this study, 
meta-analysis method was selected as the method, and the general situation of the 
articles is presented based on statistical analysis data in the AEC industry. For meta-
analysis, adapting from previous studies, a meta-analysis template consisting of four 
main categories is created and each category is subdivided into sub-categories. As a 
result of the study conducted in the electronic academic databases of the ITU (Istanbul 
Technical University) library website, there are 168 studies, including 131 articles and 
37 proceedings until 31.12.2020. Only articles are analyzed in this study, and proceed-
ings are not included. A literature review is carried out in the publications on the 
subject of ACCC through BIM by the ITU library website’s academic databases to deter-
mine in which research trend is, in which areas are concentrated, and which areas are 
available. The study gives detailed information about the articles on ACCC subject area 
in the AEC industry in sub-categories when making general evaluation in categories.

Keywords: automated code compliance checking, building information modeling, 
common graphs, industry foundation classes, meta-analysis

1. Introduction

Building Information Modeling (BIM) is a simulation prototyping technology. 
The definition of the BIM according to the US National BIM Standard is “BIM is the 
digital representation of the physical and functional characteristics of a building 
project.” The concept of BIM emerged in the 1970s, is discussed by academicians 
in various publications. The importance of BIM technology was increased gradu-
ally since the 2000s. Various BIM software has been developed by computer-aided 
design application providers such as Autodesk®, Graphisoft®, Bentley®, etc. 
In 1997, a new data standard Industry Foundation Classes (IFC), was established by 
Industry Alliance for Interoperability (IAI) [1, 2]. IFC is independent of any soft-
ware, and it is a standard object-based data standard developed in express modeling 
language [3, 4]. IFC is supported by leading BIM-based software. Thus, it is widely 
accepted that BIM and IFC data standard will significantly improve and facilitate 
cooperation in the design processes.
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A high level of interoperability and cooperation is essential to enhance expertise 
and automation in the construction industry. The required data must be represented 
correctly according to the types, characteristics, and names to build a building. A 
validated IFC building model is a vital prerequisite for executing many automated 
tasks such as building performance analysis and Automated Code Compliance 
Checking (ACCC) [5]. ACCC, according to building regulations, is an important 
task that must be handled carefully during the whole design process. Manually 
building regulation checking, a traditional method is a repetitive, time-consuming, 
and error-prone process for architects, engineers, or public authorities [6–8]. That 
is why BIM’s effective automated code compliance checking is considered a promis-
ing domain in Architecture, Engineering, and Construction (AEC) industry.

ACCC studies are generally directed at standardizing and automating problems 
encountered in building regulation control [9]. Although ACCC studies were 
conducted in different countries, it is also understood that these countries show 
similarities to the problems set by the researchers. It is seen that most of the sci-
entific studies aimed at local administration, which is in the most crucial position 
in the implementation and control of the building production process under the 
legislation, are limited to the subject area of process improvement and geographi-
cal information system [10–13]. As a result of the literature research being studied 
on the subject area, it is seen that there are no general conclusions about the ACCC 
domain; and it is needed to combine the results of the research conducted in differ-
ent countries. On the other hand, emerging BIM technology and ACCC have become 
critical issues to evaluate building performance in design and building permit 
processes automatically. It is also a fact that it is too late to start working on ACCC 
in a country where the construction sector is so active. Some local administrations 
are observed to investigate the problems and state of the art manual code checking, 
and the ACCC possibilities are examined; a BIM-based model has been designed and 
coded. In this article, the literature review results in the first stage of the research 
project are given. This study is addressing the interaction between BIM and ACCC.

Articles on the subject of BIM and ACCC, which are accessible in the electronic 
academic databases, are analyzed in the paper. In this study, where the findings are 
presented in pivot tables and graphs, meta-analysis method was preferred. Tables 
and graphs are developed with the help of Microsoft Excel® and Graph Commons 
website. A meta-analysis template is transformed by adapting some previous 
meta-analysis studies. The template consists of four main categories be about Data, 
Content, Form & input-output relationship, and Purpose & outcome relationship 
and each category is subdivided into sub-categories. Findings are expressed with 
the help of pivot tables and graphs as the results of the meta-analysis.

2. Background of the ACCC studies

ACCC is a rule-based method that provides simultaneous control of build-
ing elements and building regulations, considering the building elements’ size 
and characteristics and their associated regulations and codes [14–16]. In ACCC, 
structural elements and components are checked for compliance with the relevant 
regulation’s rules and conditions, and checking reports are produced [9]. The domain 
of automated rules, code, and regulation compliance checking has been interested in 
many researchers and practitioners over the years. It started in 1960 as a subfield of 
Artificial Intelligence (AI) and linguistics to investigate human language’s automatic 
creation and comprehension. The first computable rule development study dates 
back to the 1960s in the AEC industry. The American Institute of Steel Construction 
(AISC) specifications had been made using a decision table, and it has been 
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formalized in these years. The research conducted by Fenves in 1966, using the regu-
lations’ decision tables, is shown as the first scientific study in this area in literature 
[17]. In his research, Fenves created different decision tables with regulation rules and 
conditions under which these rules may apply [18]. In 1973, a project was undertaken 
to restructure the AISC specification. In this project, a theoretical model was pre-
sented in which a four-layer structure can explain the knowledge of regulation. This 
regulation model was used as the SASE modeling methodology (Standard, Analysis, 
Synthesis, and Expression) software developed by Fenves and his team in 1987 [19]. 
This software was developed as a tool to provide the organization of regulation rules, 
decision tables, information networks, and classification systems. Towards the end of 
the 1980s, studies began about the development of building ACCC systems.

When it came to the 1990s, building models and rule checking methods have been 
developed, but effective computable code systems have more recently begun to emerge. 
The first study on ACCC has been CORENET in Singapore since 1995. As of 2000, 
researches and studies about building BIM-based design evaluation have increased. 
The latest and current ACCC Systems are Construction and Real Estate NETwork 
(CORENET), FORNAX, Solibri Model Checker (SMC), Jotne EDMmodelChecker 
& The Express Data Manager (EDM), Statsbygg, International Code Council (ICC) 
& SMARTcodes, General Services Administration (GSA) & Design Assessment Tool 
(DAT), Korean Research Studies, DesignCheck, LicA, ACCBEP, GTPPM, Natural 
Language Processing (NLP), and Artificial Intelligence (AI) [20]. The present studies 
have shown the possibility of various rule generation approaches and applicability to 
ACCC by many countries. The Republic of Korea, Norway, Portugal, The United States 
of America, Australia, The Republic of Singapore have given importance to BIM-based 
ACCC studies towards increasing the quality of design. Private or public institutions 
have financed most of these studies. Some of the studies deal with building regulation 
as a whole, and some only involve fire, elevator, water system, safety, building enve-
lope, installation, circulation, parking, etc. regulations.

3. Background of meta-analysis

The literature review allows us to learn the state of the recent or current litera-
ture. Review articles can cover a wide range of subject matter at various levels of 
completeness and comprehensiveness. These are based on analyses of literature that 
may include research findings. There are various types of literature reviews, includ-
ing meta-analysis/systematic review, scoping review, rapid review, umbrella review, 
and systematized review [21].

Quantitative methods of combining study results were first described in the 
early 1930s and grew in interest, especially in health, in the 1970s. Glass gave a 
“Meta-analysis” name for the kind of his research in 1976 [22]. Applications of 
meta-analysis to accumulated research literature showed that research findings 
were not nearly as conflicting as had been thought and that valuable and sound gen-
eral conclusions could be drawn from existing research [23]. Meta-analysis began to 
evolve with Doll and Peto’s intensive work in Oxford in the 1980s [24]. Wasserman, 
Hedges, Olkin, and Petitti defined the meta-analysis’s statistical methods [25, 26]. 
Greenland described the statistical methods for meta-analysis of non-experimental 
studies [27]. At present, many discoveries and advances in cumulative knowledge 
are being made not by those who do primary research studies but by those who use 
meta-analysis to discover the latent meaning of existing research literature [28, 29].

The classification is of great importance to determine any domain’s analysis, 
how the research trend is focused, in which areas it is concentrated, and in which 
areas there are spaces [30]. By analyzing the studies carried out within the scope, 
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it is expected to give information about ACCC studies. A detailed literature review 
is carried out for the studies within the subject’s scope [29]. Many articles, proceed-
ings, papers, theses, book chapters, research reports, published or unpublished 
sources are accessed through scanning [28].

Meta-analysis is a method of combining the results of multiple studies indepen-
dent of each other; and statistical analysis of research findings [28]. It combines the 
results of studies done in different places, times, and centers on the same subject, 
and it makes a general conclusion about the related topic [31].

Meta analysis using quantitative methods to synthesize and summarize results is 
a systematic review. It can be completely objective in evaluating research findings. 
This advantage makes it different and preferable from other reviews. Hence, in this 
paper, the meta-analysis method analyzes ACCC studies in the BIM domain.

• The research questions for each article are as follows:

• What is the basic info (keywords, authors, year, institution, country, etc.)?

• What is the content?

• What are the form, input, and output?

• What are the purpose and outcome?

3.1 The objective and limitations of the meta-analysis study

It is necessary to examine previous research results to develop a conceptual model 
for ACCC. This study aims to find the research gap and organize the existing informa-
tion to form the conceptual model’s basis to be developed. Articles published between 
01.01.1988 and 31.12.2020 are included in the review. Only leading international elec-
tronic academic databases are used within the scope of the meta-analysis study (e.g., 
Emerald, John Wiley & Sons, ICONDA CIB Library, Science Direct, ASCE, Taylor 
& Francis, Web of Science, ITcon, Scopus, Engineering Village, and Google Scholar) 
[32]. “Building Information Modeling,” “BIM,” “IFC,” “Industry Foundation Classes,” 
“Code Checking,” “Automated Code Compliance Checking,” “Code Compliance 
Checking,” “Building Code” keywords are used in Title, Abstract and Keywords sec-
tions of advanced search screen of the databases. The search areas are limited to:

• Architectural design,

• Automation,

• Building codes,

• Engineering,

• Environmental science,

• Construction industry, and

• Construction building technology.

As a result of the search in the academic databases in ITU Library, 168 studies, includ-
ing 131 articles and 37 proceedings, are found (Figure 1). To achieve a confident aca-
demic standard, 131 articles that are peer-reviewed are included in the analysis. The only 
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peer-reviewed articles are analyzed in the meta-analysis study. Papers in proceedings 
that generally include the progress of preliminary research are not included in the scope.

3.2 Template of meta-analysis study

Meta-analysis template allows the articles analyzed within the scope to be 
categorized under the headings and subheadings discussed. The meta-analysis 
template, which consists of four main categories be about Data, Content, Form & 
input-output relationship, and Purpose & outcome relationship, shown in Table 1, 

Figure 1. 
Numerical distribution of document type.

Category Sub-category

1. Data 1.1. Article type
1.2. Keyword
1.3. Author
1.4. Institution
1.5. Country
1.6. Source
1.7. Publisher
1.8. Year
1.9. Database
1.10. Area

2. Content 2.1. Subject
2.2. Study level
2.3. Process

3. Form & input-output relationship 3.1. Method
3.2. Data type
3.3. Contribution

4. Purpose & outcome relationship 4.1. Problem
4.2. Tool
4.3. Result

Table 1. 
The meta-analysis template.
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was prepared with the help of the frameworks of similar studies, and each category 
was subdivided into subcategories to provide detailed information [28, 33].

The Data Category consists of 10 sub-categories: e.g., Title, Keyword, 
Author, Institution, Country, Source, Publisher, Year, Database, and Area. The 
content category consists of three sub-categories: e.g., Subject, Study level, 
and process. The form & input-output relationship category consists of three 
sub-categories: e.g., Method, Data Type, and Contribution. The purpose & 
outcome relationship category consists of three sub-categories: e.g., Problem, 
Tool, and Result.

4. Methodology and analysis

131 articles were transformed into a comprehensive table with Microsoft Excel®, 
which shows the findings on the pivot tables and graphs. Bar charts were used for 
the “Data” category. In other categories, interactive map network graphs via the 
Graph Commons website were used to express sub-categories’ relationships [34]. 
Graph Commons is a collaborative platform for mapping, analyzing, and publishing 
data-networks. It empowers researchers, people, and organizations to transform 
their data into interactive maps and untangle complex relations. In Graph Common, 
it needs at least two fundamental values for a map networks graph. It establishes 
the results with a Name typed in From Type, Edge To, and Type To columns in an 
Excel format file. In an interactive map networks graph, the ones with high weight 
(the arrow and the text) become more dominant than the others, which shows their 
importance.

4.1 Data

“Data” category consists of 10 sub-categories be about Title, Keyword, Author, 
Institution, Country, Source, Publisher, Year, Database, and Area of an article. 
The results of the analysis are given under the related headings. Since the results 
are more remarkable in number in sub-categories, the results less than three are 
grouped under the “Others.”

4.1.1 Article type

The “Type” of articles used for the meta-analysis is examined in the Article 
Type sub-category (Figure 2), which shows articles’ distribution by article types. 
98 of the 131 articles are published directly in journals, while the remaining 33 are 
published as selected papers at congresses.

4.1.2 Keywords

The keywords are listed in the “Keyword” sub-category. The distribution of the 
keywords is shown in Figure 2. Articles with less than three keywords are catego-
rized into the “Others” sub-category to limit the number of keywords. The most 
frequently used keywords are “Building information modeling (BIM)” (58 pcs), 
“Industry foundation classes (IFC)” (21 pcs), “Building information model” (13 
pcs), and “Building codes” (13 pcs). Subsequently; Rule checking, Interoperability, 
Code checking, Computer-aided design, Automated code compliance check-
ing, Semantic systems, Natural Language Processing, Model checking, Building 
design, Automated compliance checking, Prevention through design, Open 
BIM, Governance, Compliance checking, Code compliance checking, Building 
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regulations, Automation, Automated information extraction, Automated code 
checking, and AEC industry are the most common keywords.

4.1.3 Author

The “Author” sub-category includes the authors’ names and numbers. The 
distribution of authors is shown in Figure 2. It is seen that the number of articles in 
which 2 authors are the highest, 7 and 8 authors is the lowest. In general, the articles 
are prepared by large groups. This preparation shows the subject’s multidisciplinary 
face, and the research studies should be supported by all the disciplines involved in 
the construction activities.

Figure 2. 
Distribution of article type, keyword, and author (data) according to the number of articles.



Automation and Control - Theories and Applications

46

4.1.4 Institution

The authors’ institutions are grouped in the “Institution” sub-category. Figure 3 
shows the distribution of articles by institution type. Most of the articles prepared 
in Universities (111 pcs) as the findings of the research projects. Then University-
Private Sector (8 pcs), Private Sector (4 pcs), University-Research Center-Private 
Sector (4 pcs) follows the universities. When University-Research Center-Private 
Sector-Public Sector associations collaboratively work, the first authors of the 

Figure 3. 
Distribution of institution, country, source, and publisher (data) according to the number of articles.



47

A Review of BIM-Based Automated Code Compliance Checking: A Meta-Analysis Research
DOI: http://dx.doi.org/10.5772/intechopen.101690

articles are mostly academicians. Accordingly, it can be seen that the construction 
sector and university cooperation is currently limited in the subject area of BIM 
and ACCC, even though cooperation is a very urgent need. Collaborative research 
should be supported to reduce public institutions’ workload, increase efficiency, 
and minimize possible human errors.

4.1.5 Country

The countries of the institutions are grouped in the “Country” sub-category 
(Figure 3). Countries with fewer than three are grouped under “Others.” Most of 
the articles are prepared in the USA (57 pcs). China (13 pcs), Australia (10 pcs), and 
Germany (9 pcs) follow the USA.

4.1.6 Source

The Source sub-category shows the source of the article. The distribution of 
articles by sources can be seen in Figure 3. Most of the articles are published in the 
Journal of Information Technology in Construction (18 pcs), Journal of Computing 
in Civil Engineering (12 pcs), and Automation in Construction (10 pcs). 
Subsequently, Workshop on Computing in Civil Engineering (6 pcs), Building 
Research & Information (5 pcs), Computing in Civil and Building Engineering 
(4 pcs), Computer-Aided Civil and Infrastructure Engineering (4 pcs), Journal of 
Civil Engineering and Management (3 pcs), Journal of Architectural Engineering 
(3 pcs) and Congress on Computing in Civil Engineering (3 pcs) sources are 
available.

4.1.7 Publisher

The “Publisher” sub-category shows the publishers of the articles. The distribu-
tion of articles by publishers can be seen in Figure 4. Most of the articles are pub-
lished by the American Society of Civil Engineers (ASCE) (47 pcs). The others are 
respectively Journal of Information Technology in Construction (ITcon) (19 pcs), 
Taylor & Francis (19 pcs), Elsevier (16 pcs), Institute of Electrical and Electronics 
Engineers (IEEE) (5 pcs), International Council for Research and Innovation in 
Building and Construction (CIB) (4 pcs), Emerald (3 pcs), John Wiley & Sons (3 
pcs) and Trans Tech Publications (3 pcs).

4.1.8 Year

The year in which the articles were published is grouped in the “Year” sub-
category. The distribution of articles by years can be seen in Figure 4. The earliest 
study on BIM, IFC, and ACCC was published in 1988, and the number of articles 
has increased steadily between 1995 and 2011 [35]. There has been an increase in the 
number of articles as of 2012. It peeks in 2014 (26 pcs) and 2016 (22 pcs). BIM and 
ACCC have gained importance after 2011.

4.1.9 Database

The electronic academic databases are analyzed in the “Database” sub-category. 
The distribution of the databases used in the research is shown in Figure 4. Apart 
from these, Google Scholar, ICONDA CIB Library, and ITcon academic databases 
are included in the meta-analysis study. Most of the articles are obtained from 
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Engineering Village (76 pcs), and the most minor articles are accessed from 
Emerald (3 pcs). American Society of Civil Engineers (34 pcs), Taylor & Francis 
(19 pcs), ITcon (17 pcs), Science Direct (14 pcs) follows them respectively.

4.1.10 Area

The “Area” sub-category identifies the professional areas in which the articles are 
relevant in the construction sector. Although some of the articles are evaluated for a 
specific area such as Architecture, Civil Engineering, Education, there are also some 
articles in the AEC Industry and AECO Industry, including many professional areas. 
As seen in Figure 4, most of the articles are performed in Architecture, Engineering 
and Construction Industry (AEC Industry) (57 pcs). Architecture, Engineering, 
Construction and Operation Industry (AECO Industry) (18 pcs), Civil Engineering 

Figure 4. 
Distribution of year, database, and area (data) according to the number of articles.
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(17 pcs), Building-Construction (16 pcs), Architecture (15 pcs), Construction 
Management (4 pcs), Education (3 pcs) follows it respectively.

4.2 Content

“Content” category, which is the second category of meta-analysis’ framework, 
consists of 3 sub-categories be about Subject, Study Level, and Process. The rela-
tionship between these sub-categories is shown in Figure 5, a map networks graph 
prepared by Common Graph. The Starting Point (Red Dots) shows the “Subject” 
sub-category, the Edge (Colorful Arrows) shows the “Study Level” sub-category, 
and the End Point (Blue Dots) shows the “Process” sub-category. As a result of the 
analysis, the distribution of the number of articles obtained in each sub-category 
is given in brackets in the map networks graph, and bar charts are automatically 
prepared according to this graph. The results of the analysis are given in detail 
under the related sub-category. According to the map networks graph in Figure 5, 
the articles are few, and they are not dominant, which are done in the same Subject, 
Study, and Process levels.

4.2.1 Subject

The topics of the articles are grouped under the “Subject” sub-category. In the 
Subject sub-category, the perspective of BIM, IFC, and ACCC concepts is analyzed. 
As shown in Figure 5, most articles are based on Automated Code Compliance 
Control (35 pcs). Then the articles on BIM Application (19 pcs), Building Code (17 
pcs), BIM-based Rule Checking (10 pcs), BIM-based Model Checking (10 pcs), and 
Interoperability (9 pcs) subjects are prominent. As a result of this grouping, some 
articles have specific topics such as BIM-based Automatic Programming (6 pcs), 
Computer-Aided Design (5 pcs), Architectural Design (5 pcs), Structural Design 
(4 pcs), Construction Project Management (4 pcs), Visualization (2 pcs), Process 
Control (2 pcs), BIM Education (2 pcs) and Construction Contracts (1 pcs).

Figure 5. 
Distribution of subject, process, and study level (content) according to the number of articles.
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4.2.2 Study level

Articles are grouped at four basic levels in the “Study Level” sub-category. These 
levels are namely Project, Sector, Firm, and Product. Most of the articles are dealt 
with the Project level. Therefore, Project-Product, Project-Sector, Project-Firm, 
Project-Product-Firm levels are also created. As seen in Figure 5, most articles are 
discussed at the Project level (52 pcs). Project-Product (28 pcs), Sector (21 pcs), 
Product (16 pcs), Project-Sector (7 pcs), Project-Firm (3 pcs), Project-Product-
Firm (2 pcs), and Firm (2 pcs) levels follow it respectively.

4.2.3 Process

The “Process” sub-category determines the relevant phase of the articles in the 
building production process. Planning, design, bid, construction, operation, and 
usage phases are grouped under Whole Life Cycle’s title. As shown in Figure 5, 
the articles are primarily directed to the Whole Life Cycle (49 pcs). Other articles, 
respectively, are prepared for Design (34 pcs), Construction (33 pcs), and Design-
Construction (15 pcs) processes.

4.3 Form & input-output relationship

Form & input-output relationship category consists of 3 sub-categories be about 
Method, Data Type, and Contribution. Form & input-output relationship is shown 
in Figure 6. The Starting Point (Red Dots) shows the “Method” sub-category, the 
Edge (Colorful Arrows) shows the “Data Type” sub-category, and the End Point 
(Blue Dots) shows the “Contribution” sub-category. The distribution of the number 
of articles obtained in each sub-category is given in brackets in the map networks 
graph, and bar charts are automatically created according to this graph. The results 
of the analysis are given in detail under the related sub-category. When we look 
at the map networks chart in general, it is seen that many articles (34 pcs) prefer 
the Case Study method, use Quantitative data type, and present Model Creation 
contribution.

4.3.1 Method

As shown in Figure 6, the Case Study (59 pcs) is the most common method 
used in the articles. Practical (34 pcs), Theoretical (20 pcs), Survey (11 pcs), and 
Interview (7 pcs) methods are also the other methods used in articles. The Case 
Study method is generally used in studies related to BIM-based residences or office 
buildings and unique case studies such as the validity of BIM and GIS integration, 
IFC construction models, the envelope design of the outer wall of a BIM-based 
building, and so on. Studies such as the development of BIM-based computable 
regulation rules and control, open-source IFC verification tool, and BIM-model 
control in building design are evaluated as Practical.

The other studies, such as literature review and BIM-based automated code 
compliance checking classification, are treated as Theoretical. The questionnaires 
conducted with the real estate sector participants, cost consultants, contractors, 
students, etc., on the adoption of BIM technology are evaluated as Surveys. The 
interview method is used in some studies with stakeholders of the construction 
sector such as expert project participants, designers, construction site staff and 
workers, project stakeholders, etc.
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4.3.2 Data type

The type of data used in the articles is grouped in the “Data Type” sub-category. 
As seen in Figure 6, Most of the studies are based on Quantitative (81 pcs) data. 
The Quantitative data type is mainly seen in the studies which are utilized the 
case study method. It is used in the case studies for general and specific problems, 
such as implementation limitations of building code compliance checking, lack of 
interoperability in BIM applications, development of the automatic control and 
evaluation process for BIM data, results of BIM information acquisition difficulties, 
and control of green building design. Qualitative data obtained from the results of 
theoretical studies such as the failure to adopt BIM technology, the limitations of 
BIM in the construction sector, deficiencies of automated code compliance checking 
in the design process, and the limitations of existing building regulatory compli-
ance control problems grouped. Quantitative-Qualitative data types are primarily 
obtained from articles where practical, theoretical, and case analysis methods are 
applied.

4.3.3 Contribution

The contribution of the article to the subject area is discussed in the 
“Contribution” sub-category. As shown in Figure 6, Model Creation (53 pcs), 
General Evaluation (34 pcs), System Development (29 pcs), and Statistical Findings 
(15 pcs) are the most known contributions of the studies, respectively. Model 
Creation is generally directed to the design of a BIM model. According to the BIM 
model, general evaluation is related to automated code compliance checking soft-
ware, applications, and new trends. System Development focuses on the develop-
ment of a BIM-based automated code compliance checking system. Statistical Result 
is based on the statistical results of the BIM-based model and code compliance 
checking application.

Figure 6. 
Distribution of method, data type, and contribution (form & input-output relationship) according to the 
number of articles.
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4.4 Purpose & outcome relationship

Purpose & Outcome Relationship category, the last category, consists of 3 
sub-categories: Problem, Tool, and Result. The relationship between these sub-
categories is shown in Figure 7. Starting Point (Red Dots) shows the Problem 
sub-category, the Edge (Colorful Arrows) shows the Tool sub-category, and the 
End Point (Blue Dots) shows the Result sub-category. As a result of the analy-
sis, the distribution of the number of articles obtained in each sub-category is 
given in brackets in the map networks graph; and bar charts are automatically 
created according to this graph. The results of the analysis are given in detail 
under the related sub-category. In Figure 7, it is seen that the articles which 
are resulted from a Development for Requirement problem with the Software 
Development tool are dominant (20 pcs). The articles that resulted as a Proposal 
for Requirement problem with the Software Usage tool are also noteworthy 
(14 pcs).

4.4.1 Problem

The “Problem” sub-category evaluates the factors that led to the emergence of 
articles. As shown in Figure 7, Requirement is reached in most articles (60 pcs). 
The others are Lack (26 pcs), Result (12 pcs), Limitation (10 pcs), Insufficiency (7 
pcs), Examination (6 pcs), Identification (5 pcs), and Divergence (5 pcs) problems. 
When we check the articles’ reasons, the necessity of a BIM-based automated code 
compliance checking and national automated code compliance checking software 
problem comes to the fore. Furthermore, the importance of interoperability with 
practical BIM for computable building regulation rules is emphasized in many 
articles. Other problems result from BIM implementation difficulties in automated 
code compliance checking and the limitation of BIM implementation in the con-
struction sector.

Figure 7. 
Distribution of problem, tool, and result (purpose & outcome relationship) according to the number of articles.



53

A Review of BIM-Based Automated Code Compliance Checking: A Meta-Analysis Research
DOI: http://dx.doi.org/10.5772/intechopen.101690

4.4.2 Tool

“Tool” sub-category discusses the tools used to reach the goal in articles. As 
shown in Figure 7, Software Usage (52 pcs) is reached in most of the articles. 
The other tools are Software Development (31 pcs), Infographic Usage (28 pcs), 
Common File Usage (9 pcs), and Module Addition (8 pcs).

There are three articles in which tool information is not available. National 
(Lica, ACCBEP, GTPPM) software and International (SMC, Statsbygg, Fornax, 
Corenet, ePlanCheck, DesignCheck, SmartCodes, Jotne EDMmodelChecker) 
software are preferred as a Software Usage tool in the articles. Software 
Development tool concludes as a development for a requirement problem in most 
articles. Common File Usage tool transfers standard data files between software 
such as an IFC-BIM data exchange, a BIM and GIS integration, and a BIM and 
QR-code. Information (data sources, statistical information, contents, etc.) 
and visual expression (visual elements, graphics, images, etc.) are combined 
in a meaningful way with an Infographic Usage tool to create a graphical and 
visual representation. Module Addition tool gives additional features to existing 
 software or systems.

4.4.3 Result

The results of each article are determined in the Result sub-category. As 
shown in Figure 7, a Proposal (58 pcs) is reached in most of the articles. Also; 
Development (34 pcs), Analysis (26 pcs), Impact (10 pcs), Classification (2 pcs), 
and Identification (1 pcs) results are obtained from the articles. The results of 
the articles emphasize the importance of automated code compliance checking. 
Several articles propose a new automated code compliance checking system. 
Except for proposals, the other results are the development of BIM-based auto-
mated code compliance checking system and software, the impact of interoper-
ability analysis and automated code compliance checking system, the impact the 
classification of building regulation rules, and the identification of trends in BIM 
teaching.

5. Conclusions

This study carries out a literature review by analyzing the articles on ACCC 
through BIM by the ITU library website. It eliminates the preliminary study of 
BIM and ACCC. It gave the previous studies’ general situation, research trends, 
and developed or proposed software features. Also, it creates a substructure 
for developing a BIM-based automated code compliance checking software in 
Turkey. The studies are investigated within the scope of BIM and ACCC subjects. 
The literature review covers the period between 1988 and 2020. As a result 
of the literature review, there are 168 publications, including 131 articles and 
37 proceedings. This study only analyzes English articles except for proceed-
ings. It evaluates the results by the meta-analysis method. The meta-analysis 
analyzes 131 articles by four main categories (Data, Content, Form & Input 
Relationship, Purpose & Outcome Relationship) and sub-categories within each 
category.

Of the 131 articles, 98 are journal articles, and 33 are conference articles. BIM, 
IFC, ACCC, and Building Codes are the keywords commonly used in articles. 
According to the keywords, articles include many professional areas such as 



Automation and Control - Theories and Applications

54

architecture, construction, operation, computer science, etc. So, this situation 
shows that ACCC is related to different disciplines. It should be supported by all 
the disciplines involved in the construction sector. Most of the articles are written 
by academicians in universities. Most of the articles are carried out in the USA and 
published mainly by the American Society of Civil Engineers (ASCE) publisher by 
obtaining from the Engineering Village database.

The first ACCC article was published in 1988, and the number of articles has 
increased steadily between 1995 and 2011. After 2011, the increased number 
of articles shows the importance of BIM and ACCC. Although most articles are 
carried out in many professional fields, such as the AEC Industry and AECO 
Industry, some work in a specific area such as Architecture, Civil Engineering, 
Education. The articles impact the interoperability between ACCC and BIM 
Application. Most of them are dealt with the project level, associated with sector, 
firm, and product. They are primarily directed to the whole life cycle process. 
They generally apply to BIM-based housing or office buildings by using the case 
study method.

If we generally look at the articles’ problems, the requirement of BIM-based 
automated code compliance checking software comes to the fore. They empha-
size the importance of ACCC, and they often propose a new ACCC system. Lica, 
Statsbygg, SMC, Fornax, Corenet, ePlanCheck, DesignCheck, etc., have been 
developed for solving different problems. These systems help to standardize and 
automate the problems of building regulation compliance checking. The emerg-
ing problems are similar in other countries such as Turkey by analyzing them. As 
a result, this study creates a substructure for developing a BIM-based automated 
code compliance checking software for solving the problems in building  regulation 
compliance checking faced by Turkish municipalities.
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Chapter 3

A Heuristically Generated Metric
Approach to the Solution of Chase
Problem
İhsan Ömür Bucak

Abstract

In this work, heuristic, hyper-heuristic, and metaheuristic approaches are
reviewed. Distance metrics are also examined to solve the “puzzle problems by
searching” in AI. A viewpoint is brought by introducing the so-called Heuristically
Generated Angular Metric Approach (HAMA) through the explanation of the
metrics world. Distance metrics are applied to “cat and mouse” problem where cat
and mouse makes smart moves relative to each other and therefore makes more
appropriate decisions. The design is built around Fuzzy logic control to determine
route finding between the pursuer and prey. As the puzzle size increases, the
effect of HAMA can be distinguished more clearly in terms of computation time
towards a solution. Hence, mouse will gain more time in perceiving the incoming
danger, thus increasing the percentage of evading the danger. ‘Caught and escape
percentages vs. number of cats’ for three distance metrics have been created and
the results evaluated comparatively. Given three termination criteria, it is never
inconsistent to define two different objective functions: either the cat travels the
distance to catch the mouse, or the mouse increases the percentage of escape from
the cat.

Keywords: hyper-heuristics, metaheuristics, heuristically generated
distance-metric, chase problem, fuzzy logic control

1. Introduction

Heuristics methods are usually employed to solve the AI search problems; how-
ever, in current approaches, heuristic algorithms are not always working. Indeed, a
problem which is invalid for a heuristic approach can give successful results in an
algorithmic approach. Heuristic approach, unlike algorithmic methods, does not
show the exact path to reach the goal. The deficiency in question is not due to the
heuristic methods but is related to the field of problem itself as well as the intui-
tiveness of the algorithms [1]. The features of the problems are also important in
terms of heuristic programming. Solution accuracy in well-formed problems can be
demonstrated by algorithmic approach. Theorem proofs can be given as an example
to this kind of heuristic problems [1].

Time and memory limitation is concerned in resolving the well-formed
problems by algorithmic approach on computers. For example, even though “Magic
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square” or “The Eight Queens” problems, at first glance, carry some sort of
algorithmic nature, examination of all the situation yields combinatorial growth.
Despite the fact that there are 362,880 states under discussion for a 3 � 3 sized
magic square problem, the state space of the 5 � 5 sized problem grows so large that
it cannot be searched thoroughly (1, 5x1025 states). Once the problem state space
grows larger, heuristic approach aims to search the solution in real-time. In light of
these facts, the definition of intuitiveness according to Feldman and Feigenbaum, is
given as follows [2]: “Intuitiveness once the state space of the problem becomes too
large, is the usage of any rule, strategy, trick, simplification, and the other factors”.
Therefore, when the problem contains complexity, intuitiveness plays an important
role to find the path to the solution [1].

The importance of heuristic metrics lies in guaranteeing the closest optimal
solution in a short time in problems having variables with huge values. In toy
problems such as an 8-puzzle, heuristic metrics which do the search, selection and
optimization in a very short period of time can be seen as very critical. Optimization
calculations of subatomic particles, and the use of heuristics in route finding,
automation and city planning are some major applications which increase its
importance. Nevertheless, the effects of investigation and analysis of solving
behaviors of heuristic functions through puzzle problems can be observed easily as
the puzzle size is increased. Thus, the better investigation or review possibility is
provided.

This paper is organized as follows: The first section is an introduction to the
research area and it describes the problem. The second section reviews heuristics,
hyper-heuristics, and metaheuristics applied to solve AI problems from a broad
literature perspective, including the relationships between them, while the third
section introduces heuristically generated metric approach, and lays down its
principles. The fourth section discusses a chasing problem between pursuers and
pray. The design and development are built around fuzzy logic control to
determine the paths of the pursuer and prey. The simulation results are reported
and discussed in the fifth section. The last section summarizes the work with a
conclusion.

2. A review of heuristics, hyper-heuristics, and metaheuristics with
applications to solve AI problems

Burke et al. in their research have aimed to both seek the common goal of
automating the design of heuristic metrics to solve computationally hard search
problems and generalize search methodologies through the use of their introduced
metric concept in solving the target problem [3]. They have classified the heuristics
as “disposable” and “reusable” analogous to “on-line” and “off-line” learning,
respectively. “On-line” learning heuristics learn a heuristic method while solving a
given instance of a problem whereas “off-line” learning heuristics learn the method
from a set of training instances to make generalization in the case of unseen exam-
ples. An example to on-line learning approach can be given as the use of reinforce-
ment for heuristic selection, the use of hyper-heuristics as high-level search
strategies and genetic algorithms in a search space of heuristics [4, 5]. Similarly,
learning classifier systems, case-based reasoning, and genetic programming can be
given as the examples to off-line learning [6–8]. Both heuristic approaches have
their own advantages. For example, on-line learning methods or heuristics may
provide a favorable structure to the search space; therefore, it can be more effective
searching in the space of heuristics rather than in the space of problems directly.
The other advantage may arise as an alternative solution against not having a set of
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related instances to train the heuristic methods off-line in newly encountered prob-
lems. A reusable or off-line method will always have an advantage of increasing the
speed of solving new instances of problems [3].

As an example to the class of on-line learning algorithms, to improve the per-
formance of Traveling Salesman Problem (TSP), a wide range of geometric heuris-
tics have been investigated. The prime objective in terms of searching for a useful
metric in TSP is a tour or a solution quality. Tour quality is assumed “good” when a
valid tour is found even though only small percentage of output tours are valid tours
(≈15% for random 10-city instances in the Euclidian metric). A valid tour and
minimized cost (i.e., minimum tour length) are the major ones that affect the
solution quality most out of the resulting tours. Usually, the incidence of valid tours
are sought to be a part of any measure of success for performance [9].

A broad range of metrics are used in machine learning to evaluate the perfor-
mance of metrics. Although there are many different metrics used in machine
learning, a general theory is lacking to characterize the behavior of these metrics.
For example, determining which metric can or should be used in a certain applica-
tion or why a particular metric is a good metric is not clear. As some metrics behave
differently from some other metrics, determining characteristics of these metrics
can not be made precisely. Flach in their study has aimed to build a general theory
and present a formal analysis in order to characterize the behavior of machine
learning metrics such that dependence on these aspects become more precise and
adequate. For instance, some metrics, by nature, do not depend on the class distri-
bution in order to determine the amount of profit incurred for correctly classified
examples, or misclassification cost distribution in order to determine the amount of
cost incurred. The amount of cost or profit incurred is used to define the expected
yield of a model. Some metrics such as precision, information gain, weighted rela-
tive accuracy have been used to build models in machine learning. Some others such
as accuracy, F-measure, or area under ROC curve have been used to evaluate
models on a test set. They have also proposed the use of true and false positive rates
to evaluate the performance or the quality of models. Metric has been defined in
terms of the counts of these true and false positive rates in a contingency table (a.k.a
confusion matrix). Contingency table must have been chosen because it allows the
metric to eliminate or exclude model complexity. It is also more suited to tabulate
true and false positive rates as sufficient statistics for characterizing the perfor-
mance of a classifier in any target context, and for evaluating the quality of a model.
The metric also considers skew ratio as an additional parameter to indicate a trade-
off between true and false positive rates to determine the direction in which
improvements are to be found. Obviously, what a metric measures is no different
from what an expected skew ratio is [10].

Another research aims to discover criteria that are responsible for a good per-
formance of rule learning heuristics, theoretically and empirically. Rule learning
heuristics aims to control a trade-off between consistency and coverage and there-
fore aims to determine optimizing parameters. The trade-off between consistency
and coverage can only be explained through rules. The objective of this work is to
discover criteria that are responsible for a good performance of rule learning heu-
ristics, theoretically and empirically, and to understand the properties of rule
learning heuristics such that those properties exhibit desirable performance for a
large variety of datasets [11].

The term “metaheuristics” was first coined by Glover [12] and was used to
explain a higher level strategy to modify other heuristics toward solutions generated
beyond the search for local optimality [13]. Furthermore, a metaheuristics can be
used to obtain quality solutions to the challenging optimization problems in a
reasonable amount of time through the use of randomized local search algorithms
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under a certain tradeoff. Nearly, all of the metaheuristic algorithms show a ten-
dency to work suitably for global optimization. However, metaheuristic algorithms
do not guarantee to reach the optimal solutions, and do not work all the time either.
There have been two main approaches to calculate the robustness of a particular
solution in metaheuristic optimization. One is resampling and another one is the re-
use of neighborhood solutions [14]. The first one is reliable but expensive whereas
the latter one is unreliable but cheap. Mirjalili et al. have proposed a metric called
confidence measure for metaheuristic optimization algorithms which aims to
increase the reliability by an effective calculation of the confidence level for each
solution during the optimization process. The authors have also proposed new
confidence-based operations for robust metaheuristics and used these operators to
design a confidence-based robust optimization algorithm which is applicable to
different metaheuristics [14].

Early work was introduced on the approaches to the automatic heuristic gener-
ation during the period of late 70s and early 80s for less constrained subproblems
(i.e., auxiliary problems) which were also called relaxed models [15–18]. These
approaches were lacking systematic means to produce the problems and the models,
and therefore they were mostly proved to be computationally expensive and ineffi-
cient [19]. Passino et al. have introduced a metric space approach to specify the
“heuristic function” which is often difficult for the A* algorithm. It was shown how
to specify an admissible and monotonic heuristic function for a wide class of prob-
lem domains, which is, in general, too difficult to find one. The objective was also to
reduce computational complexity or to obtain a huge computational savings in
addition to the introduction of a new class of “good” heuristic functions which are
admissible and monotone [20].

Rosenfeld et al. have focused on adaptive weight based heuristic approaches for
dynamic and effective robot coordination to meet perceived environmental condi-
tions such as coordination and spatial conflicts within the robot group. The authors
have further stated that their robot coordination using interference metrics mini-
mized interference and thus achieved high productivity [21].

Metric optimization problems have mostly been analyzed probabilistically as
based on Euclidian instances. Nothing much has been done on the side of Non-
Euclidian instances. Therefore, this has motivated Bringman et al. with a study of
random metric instances for optimization problems which were obtained as based
on a complete graph whose edges are assigned to random weights independently.
The length of a shortest path between any two connecting nodes was specified as
“distance”. Then, the authors have proved structured properties of the random
metric instances obtained as above. Their objective was to build good clusters. They
have further used these results to analyze the approximation ratios of heuristics to
match large-scale optimization problems such as TSP [22].

Akinyemi has investigated how to improve the play performance and game
strategy of Ayo game through the enhancement of the knowledge of minimax
search technique by using a refinement-based heuristic method [23].

Sosa-Ascencio et al. have proposed a variable solution heuristics generated by a
grammar-based genetic programming framework to solve constraint satisfaction
problems (CSPs) which is related to artificial intelligence. This approach is also called
the newly generated grammar-based hyper-heuristic and therefore categorized under
heuristic generation methodology, and is distinguished from heuristic selection
methodology in that the former generates new heuristics from constituents of
available heuristics whereas the latter chooses or selects available heuristics [24].

Another heuristic selection design for a grammar-based hyper-heuristic model
has been applied this time to solve the two dimensional bin packing problem
consisting of irregular pieces and regular objects. The objective of designing such a
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model was to select heuristics to determine the piece to be packed and the object in
which the piece is located [25].

Dokeroglu and Cosar have proposed a novel multistart hyper-heuristic algo-
rithm on the grid to solve the quadratic assignment problem (QAP) which is an NP-
hard combinatorial optimization problem. The QAP is defined as the problem of
assigning facilities to locations where each location has varying installation costs.
The goal is to find an allocation where the total cost belongs to the installation and
the transportation of the required amount of materials between the facilities is
minimized. The proposed algorithm has put to use hyper-heuristics to find the best
solution for an optimization problem by controlling and combining the strengths of
several heuristics [26].

Wu et al. have proposed an evolutionary hyper-heuristic to solve the software
project scheduling problem (SPSP). In a software project, an NP-hard combinatorial
optimization problem, the SPSP assigns employees to tasks where the completion
time, that is, the project duration, and the cost, that is, the total amount of salaries
paid are to be minimized. The objective of this work is to find most suitable search
operators for the type of the problem instance considered [27].

Lozano et al., in their approach, have used a parameterized schema of
metaheuristics in which each metaheuristic or hybridized basic metaheuristics is
represented by the values of a set consisting of numerical parameters. Their pro-
posed schema aids the accomplishment of a metaheuristic selection or
metaheuristics combination through the selection of the parameter values within
the schema. The hyper-heuristic search of metaheuristic parameters in the
metaheuristic space is automated except for the initial set-up of the hyper-heuristic
parameters by the user. They finally decide to use a shared-memory parameterized
schema both at the hyper-heuristic and the metaheuristic level, resulting in four
level parallelism to reduce the solution time with high computation cost [28].

Another work explores a generation hyper-heuristic that automatically builds a
selection hyper-heuristic using a machine learning algorithm called Time-Delay
Neural Network (TDNN) used to extract hidden patterns within the collected data
in the form a classifier, that is, an ‘apprentice’ hyper-heuristics, which is then used
to solve the ‘unseen’ problem instances. The influence of extending and enriching
the information collected from the expert and fed into TDNN is explored on the
behavior of the generated apprentice hyper-heuristic [29].

In another work, the performance of a hyper-heuristic in terms of the quality
and size of the heuristic pool is investigated. The objective is to produce a compact
subset of effective heuristics from the unnecessary large pool that can decrease the
performance of adaptive approaches. A new variant of iterated local search hyper-
heuristics was also proposed, which incorporates dynamic multi-armed bandits.
Both the heuristic pool selection method and the hyper-heuristic variant were
successfully tested on two complex optimization problems: course timetabling and
vehicle routing [30].

Whether sophisticated learning mechanisms are always necessary for hyper-
heuristics to perform well has also been analyzed. For a benchmark function,
Lissovoi et al. have proved that the Generalized Random Gradient Hyper-heuristics
can learn to adapt the neighborhood size of Randomized Local Search to optimality
during the run. They have also proved that the performance of the hyper-heuristics
improves as the number of low-level local search heuristics to choose from
increases [31].

Genetic programming has also been used as an offline hyper-heuristic to auto-
matically evolve probability distributions, and hence to automatically generate
mutation operators in an evolutionary programming as opposed to human designed
existing operators [32].
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Schlünz et al., in their work, have claimed that the first application of a
multiobjective hyperheuristic, which is an evolutionary-based technique incorpo-
rating multiple sub-algorithms simultaneously, is applied to the multi-objective in-
core fuel management (MICFMO) optimization problem. The hyperheuristic is able
to raise the level of generality at which MICFMO may be performed, and it is
capable of yielding improved quality in optimization results (compared to the
preferred metaheuristics) [33].

A general-purpose selection hyper-heuristic search framework designed for the
grouping has been extended to pair up various heuristic/operator selection and
move acceptance methods for an NP-hard combinatorial optimization grouping
problem of data clustering. The performances of various selection hyper-heuristics
are compared using a set of benchmark instances which vary in terms of the
number of items, groups as well as number ad nature of dimensions. The empirical
results show that the proposed framework is indeed sufficiently general and
reusable [34].

Cyber security in the context of big data is known to be a critical problem and
presents a great challenge to the research community. Sabar et al. have proposed a
novel, domain-independent hyper-heuristic framework for the formulated “Sup-
port Vector Machine” (SVM) configuration process as a bi-objective optimization
problem in which accuracy and model complexity are considered as two conflicting
objectives. The effectiveness of the proposed framework has been evaluated on
Microsoft malware big data classification and anomaly intrusion detection [35].

The next work analyzes the ability of popular selection operators used in a
hyper-heuristic framework to continuously select the most appropriate optimiza-
tion method over time. Van der Stockt et al. have presented the considerations and
criteria to select a diverse mix of heuristics specific to dynamic optimization prob-
lems and non-dynamic optimization problems to enable the heterogeneous meta-
hyper-heuristic to effectively solve dynamic optimization problems [36].

A review article identifies the characteristics necessary for the development of
frameworks for optimization using metaheuristics and, from these characteristics,
identifies existing gaps, especially those related to the hybridization of
metaheuristics. Silva et al., in this article, have also showed that the concepts of
multi-agent systems in the design of frameworks for optimization using
metaheuristics facilitates and flexibilizes the development of hybrid metaheuristics
and allows simultaneous exploration of different regions of the search space [37].

A Modified Choice Function (MCF), a hyper-heuristic method, is applied such
that it can regulate the selection of the neighborhood search heuristics adopted by
the employed and onlooker bees automatically. The proposed MCF-ABC (Artificial
Bee Colony) model is a bee algorithm with multiple neighborhood search heuristics.
While the employed bees and onlooker bees perform neighborhood search to
exploit the promising areas of the search space, the scout bees focus on exploration
of a new region in the search space. The proposed model solves the 64 Traveling
Salesman Problem instances available in TSPLIB, on average, to 0.055% from the
known optimum within approximately 2.7 minutes [38].

Ahmed et al. have evaluated the performance of a set of selection hyper-
heuristics on the route design problem of bus networks, with the goal of minimizing
the passengers’ travel time, and the operator’s costs. Their analysis shows the suc-
cess of the sequence-based selection method combined with great deluge accep-
tance method, outperforming other selection hyper-heuristics in both passenger
and operator objectives [39].

A hyperheuristic framework, namely hyperSPAM, composed of three search
algorithms for continuous optimization problems has been proposed. The main
focus is to select the search algorithms correctly such that a simple random
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coordination can lead to satisfactory results. Four coordination strategies, in the
fashion of hyperheuristics, have been used to coordinate the second and the third
single-solution search algorithms. One of them is a simple randomized criterion
while the other three are based on a success based reward mechanism [40].

Lin has proposed an effective backtracking search based hyper-heuristic (BS-
HH) approach to address the Flexible job-shop scheduling problem (FJSP) with
fuzzy processing time (FJSPF). A back-tracking search algorithm is introduced as
the high-level strategy to manage the low-level heuristics incorporated into the BS-
HH to operate on the solution domain directly. Additionally, a novel hybrid solution
decoding scheme is proposed to find an optimal solution more efficiently. The
author has emphasized by saying that the FJSPF which extends FJSP by allowing
processing time or due date to be fuzzy variable is more close to the real-world
situation [41].

A two-layered decision-making system is proposed where the first step intro-
duces task allocation and sequencing into the system’s energy management pro-
cedures for the purpose of enabling long-term autonomy of a heterogeneous of
marine robots, and the next step includes constructing a validation and evaluation
system for solutions and methods which will enable objective grading during the
process of training a hyper-heuristic top decision-making layer [42].

Another study evaluates Multi-Objective Agent-Based Hyper-Heuristic in real-
world applications, by searching solutions for four multiobjective engineering opti-
mization problems. For this purpose, an additional multi-objective evolutionary
algorithm and new quality indicators better adapted to real-world problems are
used [43].

Next, the resulting sequences of low level heuristic selections and objective
function values minimized through the use of a selection hyper-heuristic are used to
generate a database of heuristic selections. The sequences in the database are broken
down into subsequences and the mathematical concept of a logarithmic return is
used to discriminate between “effective” subsequences, which tend to decrease the
objective value, and “disruptive” subsequences, which tend to increase the objective
value. These subsequences are then employed in a sequenced based hyper-heuristic
and evaluated on an unseen set of benchmark problems [44].

Motivation in another work is to generate effective dynamic scheduling policies
(SPs) through off-line learning and to implement the evolved SPs online for fast
application. Three types of hyper-heuristic methods are proposed for coevolution of
the machine assignment rules and job sequencing rules to solve the multi-objective
dynamic flexible job shop scheduling problem. The results reveal that the evolved
SPs can discover more useful heuristics and behave more competitive than the
man-made SPs in more complex scheduling scenarios without increasing the
online solution time. It also demonstrates that the evolved SPs can obtain trade
offs among different objectives and have a strong generalization performance to
be reused in new unobserved scheduling scenarios, which make the evolved SPs
more robust when they are employed in a stochastic and dynamic scheduling
environment [45].

A case study focusing on multi-objective flexible job shop scheduling problem
(MO-FJSP) in an aero-engine blade manufacturing plant has been proposed. Three
multi-agent-based hyper-heuristic integrated with the prior knowledge of the shop
floor are proposed to evolve SPs for the online scheduling problem. This situation
poses a major challenge to the current scheduling system because dynamic changes
in the shop-floor require real-time responses thanks to the widely used numerous
sensors, automatic robots and enhanced systems in it. Since it is not necessary to get
an optimal solution in real-time scheduling, the use of heuristics to produce a
satisfactory solution for solving the production scheduling problem in an acceptable
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time frame is a viable option. With the change of orders, routes and other elements
in the shop-floor, the previously established rules may not be able to adapt to new
scheduling scenarios. Hence, the implementation of hyper-heuristics to further
enhance the heuristics made by experts is necessitated. The results show that the
bottleneck agent model is more favorable than the other two agent models and
succeeds to make a good trade-off between the solution quality and the generaliza-
tion performance among the three agent models [46].

Oyebolu et al. have presented a discrete-event simulation of continuous
bioprocesses in a scheduling environment. More specifically, characteristics specific
to bioprocessing and biopharmaceutical manufacturing are addressed using a sim-
ulation optimization approach. For the optimization algorithm, the authors use an
evolutionary algorithm to search for optimal production control policies. As they
search the space of possible heuristics or rules as opposed to possible solutions, it
constitutes a hyper-heuristic approach. Dynamic SPs are investigated to make
operational decisions in a multi-product manufacturing facility and react to process
failure events and uncertain demand. In particular, tuning of process run times
leads to improved performance as this enables better lot-sizing decisions which may
allow hedging against process failure by utilizing a shorter run time [47].

Leng et al. have investigated the optimization of a variant of the location-routing
problem (LRP), namely the regional low-carbon LRP (RLCLRP), considering
simultaneous pickup and delivery, hard time windows, and a heterogeneous fleet.
In order to solve this problem, the authors construct a biobjective model for the
RLCLRP with minium total cost consisting depot, vehicle rental, fuel consumption,
carbon emission costs, and vehicle waiting time. They also further propose a novel
hyper-heuristic method to tackle the biobjective model. The proposed method
applies a quantum-based approach as a high-level selection strategy and the great
deluge, late acceptance, and environmental selection as the acceptance criteria [48].

Finally, Lissovoi have aimed to extend the understanding of the behavior and
performance of hyper-heuristcis to multimodal optimization problems. In order to
evaluate their capability at escaping local optima, they consider elitist, which only
accepts moves that improve the current solution, and the non-elitist, which accepts
any new solution independent of its quality, selection operators that have been used
in hyper-heuristics in the literature [49].

3. Heuristically generated angular metric approach (HAMA)

Three heuristic properties are important. The first one is a property of
dominance as a distinctive factor. The objective here is to increase the discrimina-
tiveness, because the efficiency of the heuristic entirely depends on it. The second
one is the property of consistency which is based on the triangle inequality. The sum
of the two sides of the three that make up a triangle must always be greater than or
equal to the third side; their difference must also be less than or equal to the third
one. For example, suppose we are on the node 20 at any puzzle problem. The
functional value of the sum of the twentieth node and its successor must be larger
than the one arising from the successor node so that the heuristic function should
not repeat in itself. The third property is admissibility. In this property, any distance
determined by a heuristic function is always expected to result in smaller than the
actual distance. In other words, heuristic will never yield an overestimation,
thereby making it an admissible one.

In light of these three properties above, it is evident that the metrics turn into a
straight line when it starts from a semi-circle. The fact that it is a semi-circle is
consistent with explaining the principle brought about by triangle inequality. It is
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possible to further state that a heuristic acquisition is proportional to the arc length
of the circle-segment in geometrical representation of HAMA [50].

Although the triangle has different line-segments (i.e., sides) such as r1 and r2 in
the triangle (see Figure 1), the heuristic acquisition can be explained by setting up a
proportional relation with the arc length seen by the angle of α of an isosceles
triangle which is formed by selecting the smaller of r1 and r2 as the equal sides of the
triangle and the radius of the circle as shown in Figure 1. Moreover, it should be
noted the appearance of the angle of α as a choice which is not dependent on the
lengths of the sides given by r1 and r2.

The arc length of the circle-segment shown in Figure 1 is equal to 2πrα=360°

where α resides in the range of 0° ≤ α≤ 180°.
We will focus specifically on the Manhattan, the Euclidean, and the Chebyshev

as a common distance metrics/measures. These distance metrics have advantages
and pitfalls depending on when and how they will be used. One may emerge as a
better alternative to the other. For example, k-NN, a technique often used for
supervised learning, often uses the Euclidean metric. But it would not work if our
data is high dimensional or consists of geospatial information.

The Euclidean distance metric: We can easily calculate the distance from the
Cartesian coordinates of the points according to the Pythagorean theorem:

DE x, yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

xi � yi
� �2

s
(1)

Two major disadvantages of the Euclidean distance metric are the lack of scale-
invariance property and the dimensionality increase of the data used. Although it is
a common distance metric, the Euclidean distance metric becomes the less useful
under these situations. In particular, due to the curse of dimensionality, high dimen-
sional space does not behave intuitively as desired in 2- or 3-dimensional space. The
more the dimension increases, the closer will be the average distance and the
maximum distance between randomly placed points. Therefore, the Euclidean dis-
tance metric works well in the case of low-dimensional data where it is important to
measure the magnitude of the vectors.

The Manhattan distance metric: It refers to the distance between two vectors that
can only move at right angles to each other. Diagonal movement is not taken into
account when calculating the distance:

DM x, yð Þ ¼
Xk
i¼1

xi � yi
�� �� (2)

Figure 1.
Side-selection to determine the circle-segment proportional to heuristic acquisition (shaded area).
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It is a less intuitive metric than the Euclidean metric, especially when used with
high-dimensional data. If the dataset to be used has discrete and/or binary attri-
butes, the Manhattan stands out as a metric that works quite well since it takes into
account the realistic paths that would be taken within those attribute values. For
example, while the Euclidean metric could create a straight line between two
vectors, it is highly unlikely that in reality this is actually possible!

The Chebyshev distance metric: The Chebyshev distance determines the largest
difference between two vectors along any coordinate dimension. With a more
rigorous definition, it represents the maximum amplitude difference of the two
vectors in terms of coordinates. In other words, it is simply the maximum distance
through one axis:

DC x, yð Þ ¼ max
i

xi � yi
�� ��� �

: (3)

It can also be a useful metric in games that allow unrestricted 8-way movement.
In warehouse logistics, it is preferred because the time an overhead crane takes to
move an object is similar to the Chebshev distance. Except in such very special
cases, it is unlikely to be used as an all-purpose measure of distance, such as the
Euclidean or the Cosine similarity.

All the angles in the range of 0° ≤ α≤ 180° are within the limits of the heuristic
metric approach, HAMA. In this range, an unlimited number of metrics can be
achieved including the Manhattan, the Euclidean, and the Chebyshev distance
metrics covered [50]. For example, if α is selected 120 degrees, then the heuristic
distance metric between the two vectors under the assumption of equal segments,
that is, equal lengths of adjacent nodes n0 and n and n0 and 0, represented as Δx ¼
Δy (that is, x1 � x2j j ¼ y1 � y2

�� ��, respectively, since our approach accepts equal sides
as circle radius) can be calculated by using the Cosine theorem as follows:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δxð Þ2 þ Δyð Þ2 � 2ΔxΔycos120°

q
¼

ffiffiffi
3

p
Δx: (4)

If α is selected 60 degrees, then the new heuristic distance metric can be
calculated as,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δxð Þ2 þ Δyð Þ2 � 2ΔxΔycos60°

q
¼ Δx: (5)

On the other hand, the Manhattan distance metric will calculate the result as
follows:

x1 � x2j j þ y1 � y2
�� �� ¼ 2Δx: (6)

The same result can also be found with the Cosine theorem by taking the angle
180 degrees:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δxð Þ2 þ Δyð Þ2 � 2ΔxΔycos180°

q
¼ 2Δx: (7)

Similarly, the Cosine theorem with an angle of 90 degrees and the Euclidean
metric will give the same result of

ffiffiffi
2

p
Δx:

Another equal result is obtained as Δx between Chebshev and the Cosine theo-
rem with an angle of 60 degrees. This result is misleading. In order for HAMA to
produce the correct results is that the lengths between each pair of nodes, that is,
the lengths of the segments, have to be given differently (i.e., r1 6¼ r2) from each
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other in the original problem. In fact, in general, the Cosine theorem is used to solve
for missing side or angle in non-right triangle and a non-matching pair/side. As we
defined earlier, the Chebyshev distance metric is obtained from the maximum
amplitude difference among elements of the two vectors for a given dimension.
However, this amplitude-based distance is sensitive to spikes or abnormal peaks in
data. As we already know, the angular distance metric belongs to the family of
cosine distances derived from the Cosine similarity metric. As long as the angle
between the vectors under consideration is maintained, the major advantage of the
angular distance metric is its low sensitivity to any changes in vector norms, thus
providing the desired distance that is not dependent on the amplitude [51].

The computer used in the simulations features an Intel 4-core i5-3230 processor
with a 2.6 GHz CPU clock rate and 8 GB RAM. Run times toward a solution for each
one of the metrics in 8-puzzle, 15-puzzle, 25-puzzle, 35-puzzle, 48-puzzle, 63-puz-
zle, 80-puzzle, and 99-puzzle problems have been compared and the comparisons
have been presented in Figure 2.

4. An application of heuristically generated distance-metric to a chase
problem

4.1 Problem statement

In Cat chasing mouse (CCM) problem, the actions and reactions of the pursuer
and prey are designed to be as realistic as possible to the real-world. The prey (i.e.,
mouse) is smart enough how to avoid the pursuer’s (i.e., cat’s) maneuvers. The
model allows multiple cats to chase a single mouse. Cats know how to take the
appropriate angles to block off the mouse [52].

For example, the mouse’s decision-making procedure works like this: the strat-
egy is developed in such a way that the mouse’s future route is to distance itself
from the nearest cat where it sees the greatest threat. After determining which cat is
closest, the mouse runs in the direction that the cat is running. If the cat is away
from the mouse, it is not always necessary to do so away from the cat.

Figure 2.
A comparison of different heuristic metrics.
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Cat’s artificial intelligence, on the other hand, is built on fuzzy logic control
(FLC), mainly to increase the cat’s ability to catch the mouse [53]. The model checks
if the cat is close enough to the mouse. If close, the cat uses the FLC to set its course.
If it is far, it sets its course for a point in front of the mouse using the current
position of the mouse and the angle it is facing. If the cat is away from the mouse
but the mouse is partially moving towards the cat, then the route is again deter-
mined by the FLC. This model also allows the cats close to the mouse to move in a
group, while the cats far away from the mouse block off the mouse in case of an
attempt to escape. Using the random cat locations has also been a good choice for
the model to better represent a real-world situation. Finally, the Max-Min rule is
preferred over Kosko’s Max-Product rule as the inference method in this model,
claiming that it leads to a more successful FLC [52].

At this point, xcat and ycat represent the coordinates of cat’s position whereas
xmouse and ymouse represent the coordinates of mouse’s position.

Let us define the mouse’s speed traveling eastwards as a fixed variable v, and
the cat’s speed traveling at a pursuit direction as a fixed variable w, and it is always
w> v. From Figure 3, we can write from AOB right-angled triangle,

tan azi tð Þ þ ang tð Þð Þ ¼ xmouse � xcat
ymouse � ycat

: (8)

Applying the inverse tangent (functional) operator to each side of Eq. (8) yields,

ang tð Þ ¼ atan
xmouse � xcat
ymouse � ycat

� �
� azi tð Þ, (9)

where ang tð Þ is a dependent dynamic variable.

4.2 Fuzzy logic control (FLC) and design procedures for cat-mouse problem

4.2.1 Mathematical model

First of all, we will set up a mathematical model of the “plant” and determine the
state variables and control input variables from this model as follows:

Figure 3.
Geometric representation of the problem.
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xmouse tþ 1ð Þ ¼ xmouse tþ 1ð Þ þ v:1;

ymouse tþ 1ð Þ ¼ ymouse tð Þ;
xcat tþ 1ð Þ ¼ xcat tð Þ þw: sin azi tþ 1ð Þð Þ;
ycat tþ 1ð Þ ¼ ycat tð Þ þw: cos azi tþ 1ð Þð Þ;

azi tþ 1ð Þ ¼ azi tð Þ þ dz tð Þ:1;

(10)

where state variables are mouse’s and cat’s positions, that is,
M tð Þ ¼ xmouse tð Þ, ymouse tð Þ

� �
and C tð Þ ¼ xcat tð Þ, ycat tð Þ

� �
, respectively, and azimuth

angle azi tð Þ. Control input variable is dz tð Þ. We will keep these state variables as
crisp variables. On the other hand, the control input dz tð Þ and dependent dynamic
variable ang tð Þ which is derived from the state variables will be characterized as
fuzzy variables that will be fuzzified to apply the fuzzy logic.

Next, we will specify the control objective. Our control objective is to minimize
ang tþ 1ð Þ by applying appropriate control input dz tð Þ to update azi tþ 1ð Þ as ang tð Þ
is given. Then, we can express our control law as part of the control effort as
follows:

dz tþ 1ð Þ ¼ K:ang tð Þ, (11)

which is simply ‘proportional control’ P. In this control law, how to choose the
most appropriate value of the proportional constant K is the main question we seek
the answer to. Since this system is observed as nonlinear by nature, conventional
PID design technique could be difficult to apply. Therefore, extensive simulation
and trial-and-error would be required.

4.2.2 Fuzzy logic control (FLC) architecture

Fuzzy Logic Control (a.k.a. Fuzzy Linguistic Control) is a knowledge based
control strategy that can be used when either a sufficiently accurate and yet not
unreasonably complex model of the plant is unavailable, or when a (single) precise
measure of performance is not meaningful or practical.

FLC design is based on empirically acquired knowledge regarding the operation
of the process. This knowledge, transformed or changed into linguistic, or rule-
based form, is the core of the FLC system. FLC architecture differs from a conven-
tional controller in that the selected control algorithm and mathematical model
blocks in the conventional controller will be completely replaced by Fuzzifier
(Encoder), Defuzzifier (Decoder), Knowledge, and Inference Engine as shown in
Figure 4.

In this architecture, the dynamic filter computes all the system dynamics: x
(state variables) consists of selected elements of e ¼ r� y, de=dt, and

Ð
edτ. The rule

base (knowledge base) provides nonlinear transformation without any built-in
dynamics.

4.2.3 Fuzzification of the input variable ‘ang’ to fuzzy logic controller

Fuzzification is the process of decomposing a range of each fuzzy variable into
one or more fuzzy sets via membership functions. Simply, it converts crisp sets to a
fuzzy set. To achieve the fuzzy decomposition firstly, the range of each fuzzy
variable will be specified, and then a set linguistic variables will be devised.
Linguistic variables are variables whose values are words in natural language.

71

A Heuristically Generated Metric Approach to the Solution of Chase Problem
DOI: http://dx.doi.org/10.5772/intechopen.101926



Fuzzification is no different from finding an estimate of an input value. That is,
it returns an activation vector as a fuzzy function output, representing linearly
interpolated values of a given input vector ‘ang tð Þ’. In the meantime, briefly the
activation vector is a row vector of the same size as the number of columns of a fuzzy
set matrix M. If ‘ang tð Þ’ falls outside the range of the support vector, an error is
reported. If ‘ang tð Þ’ falls between two elements of the support vector, a linear
interpolation is performed as follows:

Let us assume that we have two known points x1, y1 and x2, y2. Our objective is
to estimate y value for some x value that is between x1 and x2. We call this y value an
“interpolated” value. There exists two simple methods for choosing y. The first one
is to see whether x is closer to x1 or to x2. If x is closer to x1, then we use y1 as the
estimate, otherwise we use y2. This is called ‘nearest neighbor’ interpolation. The
second one is to draw a straight line between x1, y1 and x2, y2. We look to see the y
value on the line for our chosen x. This is called “linear interpolation.”

Straight-line equation between x1, y1 and x2, y2 in Figure 5 is given as:

y ¼ y1 þ x� x1ð Þ y2 � y1
x2 � x1

(12)

where y is the estimate of the chosen value x, and represents the output of the
‘fuzzify’ function ‘a’.

Firstly, between ang tð Þ and ‘support for ang tð Þ’, sang, which we will define later,
the following relationship exists: ang tð Þ ¼ sang neð Þ. At the output, the following
relationship will be observed: a ¼ M : , neð ÞT, where ‘ne’ is the initials of ‘number of
elements’.

Next, let ‘ang tð Þ’ be our x. In this case, if we assume that y1 ¼ M : , neð ÞT, then,
y2 ¼ M : , neþ 1ð ÞT. In response to these two, we can write the followings as a result,
respectively: x1 ¼ sang neð Þ and x2 ¼ sang neþ 1ð Þ: If we place all of these into the
straight-line equation in Eq. (12), then we can write:

a ¼ M : , neð ÞT þ ang tð Þ � sang neð Þð ÞM : , neþ 1ð ÞT �M : , neð ÞT
sang neþ 1ð Þ � sang neð Þ : (13)

Here, if a suitable definition is made, such as alpha≜ ang tð Þ�sang neð Þð Þ
sang neþ1ð Þ�sang neð Þ, which

simplifies the above expression, then we get:

Figure 4.
FLC architecture.
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a ¼ M : , neð ÞT þ alpha M : , neþ 1ð ÞT �M : , neð ÞT
� �

: (14)

By rearranging above, we can finally write the following:

a ¼ alpha ∗M : , neþ 1ð ÞT þ 1� alphað Þ ∗M : , neð ÞT: (15)

This appears as the most suitable form of equation for coding the chosen
programming language.

Fuzzification uses a discrete support. The universe-of-discourse (UoD) (i.e., the
range of all possible values applicable to the chosen variable) of support are sampled
at uniform (or non-uniform) intervals. For our CCM problem, both ‘ang tð Þ’ and
‘dz tð Þ’ will share the same set of linguistic variables: LN, SN, ZO, SP, LP. The
dynamic ranges of the supports (i.e., UoD) of these two fuzzy variables however,
are different: ang tð Þ ¼ �1800 to 1800 and dz tð Þ ¼ �300 to 300. These choices may
be due to physical constraints and other prior knowledge. In this problem, the range
difference is determined by the proportional control (law) constant K which were
set to 1/6 [53]. Therefore, dz ¼ K:ang, and sdz ¼ K:sang. It is important that the
supports of adjacent linguistic variables overlap so that more than one fuzzy rules
may be fired as shown in Figure 6.

Figure 6.
Fuzzy quantization of the state variables into a set of linguistic variables. Output: fuzzy inputs. Inputs:
Membership functions vs. crisp inputs.

Figure 5.
Linear interpolation by drawing a straight-line between two points.
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Fuzzification is essentially a fuzzy quantization of the state variables. In this
respect, the state variables ‘ang’ and ‘dz’ may be quantified into a set of linguistic
variables, with two parameters, polarity and size, as follows: NL-Negative, Large;
NS-Negative, Small; ZO-Zero; PS-Positive, Small; PL-Positive, Large. Fuzzification
process converts a crisp sensor reading (value of state variable) x ¼ x0 into the
grade values of each of these linguistic variables. In particular, we have,

μNL x0ð Þ, μNS x0ð Þ, μZO x0ð Þ, μPS x0ð Þ, μPL x0ð Þ½ �:

Fuzzy sets other than LN- and LP- consist of arrays of elements on the identical
sides of an isosceles triangle, moving in the same direction at uniform intervals (i.e.,
quantized values of linguistic variables) and ultimately forming the row of the M
fuzzy matrix. On the other hand, LN- and LP-fuzzy sets are the arrays whose
elements consist of the points advancing at uniform intervals on only one of the
identical sides of a triangle as follows:

M ¼

1 0:67 0:33 0 0 0 0 0 0 0 0 0 0

0 0:33 0:67 1 0:67 0:33 0 0 0 0 0 0 0

0 0 0 0 0:33 0:67 1 0:67 0:33 0 0 0 0

0 0 0 0 0 0 0 0:33 0:67 1 0:67 0:33 0

0 0 0 0 0 0 0 0 0 0 0:33 0:67 1

2
6666664

3
7777775

Furthermore, from Figure 6, we can see that the ZO and SP fuzzy sets are the
shifted versions of the SN fuzzy set, which is formed by moving from the left zero
to the right zero of the triangle in Figure 7. After drawing attention to these
important points, we can now construct the M fuzzy matrix as follows:where the
first row is the LN fuzzy set, the second row is the SN fuzzy set, and similarly the
third row is the ZO fuzzy set, the fourth row is the SP fuzzy set, and finally the fifth
row is the LP fuzzy set.

4.2.4 Representing fuzzy logic control rules

Rules can be represented conveniently as a matrix if there are two input fuzzy
variables. To represent rules, a matrix is defined where each row is a rule. Each row
contains d 1ð Þ þ d 2ð Þ elements. Here, d 1ð Þ represents the number of fuzzy sets
defined on the input variable and d 2ð Þ represents the number of fuzzy sets defined
on the output variable. The first d 1ð Þ elements specify which fuzzy set is used as the
antecedent part. The next d 2ð Þ elements specify which fuzzy sets in the output
control variable are used. A simple rule base for the CCM problem that has only one
input fuzzy variable ‘ang tð Þ’ and one control (output) variable ‘dz tþ 1ð Þ’.

Figure 7.
Fuzzy sets arising as arrays of elements at uniform intervals.
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Rule matrix is defined as follows:

rule ¼

1 0 0 0 0 1 1 0 0 0 0 1

0 1 0 0 0 1 0 1 0 0 0 1

0 0 1 0 0 1 0 0 1 0 0 1

0 0 1 0 0 1 0 0 1 0 0 1

0 0 0 0 1 1 0 0 0 0 1 1

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{LN SN ZO SP LP &? LN SN ZO SP LP weight
2
666666666666664

3
777777777777775

:

In the rule matrix, there are five rules, one from each row, respectively:

If ang tð Þ is LN=SN=ZO=SP=LP, then dz tþ 1ð Þ is LN=SN=ZO=SP=LP:

&? ¼ 1 means that if there is only one input fuzzy variable (i.e., this case) or the
second fuzzy variable is to be ignored for that rule. The last column indicates the
relative weighting of that rule.

4.2.5 Inference engine

A fuzzy inference engine is a mechanism to calculate an output from given
inputs using fuzzy logic. When input variables are fuzzified, each rule in the rule
base will try to determine its degree of activation using ‘min-max’ or ‘correlation-
max’ method. For rules which have a non-zero activation value, the output fuzzy
variables will be combined (fuzzy union) yielding a resultant fuzzy set.

Now, let us show how to create a rule matrix where each row corresponds to a
rule, then its rows and columns can be specified by ‘nrule’, and
d 1ð Þ þ d 2ð Þ þ d 3ð Þ þ 1ð Þ, respectively.

Each row consists of five parts. The first part with 1xd 1ð Þ dimensional input
variable ‘input1’ and the second part with 1xd 2ð Þ dimensional input variable ‘input2’
are allocated for antecedent variables. The third part, which is a single column, will be
equal to ‘1’ if ‘input2’ is to be ignored for that rule, and ‘0’ otherwise. The fourth part
with 1xd 3ð Þ dimensional output variable, output, is fuzzy representation of conse-
quent variable. Here, d ¼ d 1ð Þ d 2ð Þ d 3ð Þ½ � is a 1 � 3 dimensional vector that specifies
the number of fuzzy sets (adjectives or linguistic variables) defined on each UoD. In
this d vector, d 2ð Þ gives the number of fuzzy sets of the second input variable, if there
are 6 input arguments for inference function, otherwise (i.e., the case of 5 input
arguments only for the function), d 2ð Þ gives the number of fuzzy sets of the output,
or else d 3ð Þ is the number of fuzzy sets defined on the output variable.

• First, we consider the first d 1ð Þ columns of the matrix giving the first input set.

• Then, an nrulex1 column vector, of which all elements are ‘1’, premultiplied by
a 1xd 1ð Þ row vector ‘a1’, is multiplied by the corresponding elements of the first
d 1ð Þ columns of the rule matrix to eventually produce a matrix of size
nrulexd 1ð Þ. Here, ‘a1’ represents the activation of fuzzy (antecedent) variables
for input-1 and has the same dimension as d 1ð Þ.

• Next, we apply the ‘max ’ operation to the nrulexd 1ð Þ matrix after it is
transposed, find the maximum values in each ‘nrule’ column, and place these
values in a 1xnrule row vector.
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• Finally, the nrule dimensional row vector is converted back to an nrule
dimensional column vector with a transpose operation and is represented by A1.

Case 1. Having only input-1 or d 1ð Þ:

• This nrulex1 column vector A1 is multiplied by the corresponding elements of the
same size column vector called ‘weight’ which is positioned in the last column of the
rule matrix and represents the weighting of each rule.

• Each element of this nrule-by-1 product is placed on the main diagonal of an nrule
dimensional square matrix which is also a diagonal matrix.

• Later, this diagonal matrix is multiplied by the output fuzzy variable set.

Case 2. Having the second input, input-2 or d 2ð Þ, as well:

• First, we consider the next d 2ð Þ columns of the matrix giving the second input set.

• Then, an nrule-by-1 column vector, of which all elements are ‘1’, premultiplied by a
1xd 2ð Þ row vector ‘a2’, is multiplied by the corresponding elements of the next d 2ð Þ
columns to eventually produce a matrix of size nrulexd 2ð Þ. Here, ‘a2’ represents the
activation of fuzzy (antecedent) variables for input-2 and has the same dimension
as d 2ð Þ.

• Next, we apply the ‘max ’ operation to lastly obtained nrule-by-d 2ð Þ matrix after it
is transposed, and as a result, we get an nrulex1 column vector, A2.

• A ‘min ’ operator is then applied on a 2xnrule transposed augmented nrulex2
matrix of A1 and A2. The result is a 1xnrule row vector consisting of the minimum
elements in each column of the transposed augmented matrix of A1⋮ A2½ �T.

• Afterwards, this 1xnrule row vector converted to nrulex1 column vector via a
transpose operator is multiplied by the corresponding elements of the column vector
‘weight’ which forms the last column of the rule matrix. The resulting product is also
an nrulex1 column vector.

• In addition, each element of this column vector is placed on the main diagonal of an
nrule dimensional square matrix which is also a diagonal matrix.

• Besides, this diagonal matrix is multiplied by a submatrix consisting of columns that
make up the output variable of the rule matrix. Let us call this nrule-by-dout
matrix ‘Tmp’ which gives the activation of each rule. Here, ‘dout’ represents the
number of the fuzzy sets defined on the output variable.

• Now, with the ‘max ’ operator to be applied on this nrulexdout matrix ‘Tmp’, we
will obtain a row vector whose elements consist of the maximum values in each
column of the aforementioned matrix. This dout dimensional row vector called ‘act’
will represent the activation of each output fuzzy set.

• B is an output fuzzy variable matrix whose size is defined by dout-by-nofz, where
dout is equal to d 2ð Þ if there is a single input, and d 3ð Þ in case of two inputs, and
nofz is equal to the length of a row vector giving the coordinates of UoD, or it is equal
to the number of output fuzzy sets which is a subset of UoD. In other words, each row
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in B is a fuzzy set defined on that output variable and each column is the element of
the discrete support it corresponds to.

• If Kosko’s max product rule is applied, then the output is calculated with the
following formula where ‘*’ implies that the product rule is already applied:

out ¼ max diag actð Þ ∗Bð Þ: (16)

• If the max-min rule will be applied instead of the product rule, the calculation will
then be as follows:

◦ Firstly, the ‘act’ vector converted into a doutx1 column vector is multiplied by a
1xnofz row vector composed of 1 s equal to the number of the output fuzzy sets.

◦ The objective here is to generate a sparse matrix of the same size as the B matrix
to be compared via the ‘min ’ operator.

◦ According to the max-min rule, firstly, by applying the ‘min ’ operator between
this generated sparse matrix and the B matrix, an array of the same size as the
sparse matrix and the B matrix is created, in which the elements of both
matrices in the same position are compared and the smaller one is placed.

◦ Finally, by applying the ‘max ’ operator to the resulting matrix, a row vector
containing the maximum element from each column will be returned as the
output ‘out’.

◦ The equation of the max-min rule applied step by step above is as follows:

out ¼ max min actT ∗ ones 1, nofzð Þ�
,B

� �
: (17)

4.2.6 Defuzzification

Fuzziness helps us to evaluate the rules, but the final output of a fuzzy system has to
be a crisp number. Defuzzification is the process of combining the successful fuzzy
output sets produced by the inferencemechanism. The input for the defuzzification
process is the aggregate output (i.e., unified outputs of all rules) fuzzy set ‘out’.

Most popular defuzzification method is the centroid technique. It involves calcu-
lating the point where a vertical line would slice the aggregate set into two equal
masses. It calculates the centroid of output of the fuzzy set ‘out’ defined on the
discrete support, ‘support’. Here ‘out’ and ‘support’ should have the same size. The
centroid method equation is:

y ¼
Ð
μB zð Þ:z dzÐ
μB zð Þdz (18)

Centroid defuzzification method finds a point representing the center of gravity
(or area) of the fuzzy set B on the interval ab. In Eq. (18), z represents a crisp sensor
reading or value of the state variable, and μB zð Þ is the fuzzy quantity that is the
graded value of the particular linguistic variable upon the process of conversion
(i.e., fuzzification process) from the crisp or precise quantity. Simply, we can adapt
Eq. (18) for coding convenience with our values ‘out’ and ‘support’ as follows:

y ¼ sum out: ∗ supportð Þ=sum outð Þ (19)
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5. Numerical experiments and simulations

In this work, we have devised a heuristic distance metric approach that employs
the Cosine theorem, which uses the angle between the line-of-sight direction from cat
to mouse and the cat’s current pursuit direction only at non-right angles, rather than
the distance metric which calculates the distance of current cat to mouse based on the
Euclidean distance [52]. As here, if the metric that calculates the current distance
from cat to mouse is not always taken in Euclidean, but built around our heuristic
metric approach that allows an unlimited number of metrics to be achieved, whereby
the distinction between the computation times of each metric can be clearly seen in
Figure 2 as the puzzle size increases, mouse will gain more time in perceiving the
incoming danger, thus increasing the percentage of evading it, and will escape.

We have also compared our heuristic approach with the metric distance between
two adjacent nodes, dm, that do not take into account the angle between the nodes,
defined as [54],

dm ¼ li þ l j
2

, li, l j
� �

∈Rþ, (20)

where li, l j represent the metric lengths of the segments i and j, respectively.
Here, the metric distance defines geodesics (i.e., the shortest paths) as those paths
with minimal sum of metric length.

Next, we chose randomly generated cat locations as they better reflect the real-
world in each run, and compared the results by running a total of 100 trials for each
of the selected cases that accepted first 4 cats and then 8 cats and finally 12 cats
against a single mouse. Thus, ‘caught and escape percentages vs. number of cats’
findings for three metric distances (i.e., the metric calculated only based on the
EUCLIDEAN distance, the metric calculated over the GEODESICS definition, and the
metric devised using the angle-dependent Cosine theorem as a result of our angular
metric approach, that is HAMA) have been searched for and the results evaluated
comparatively. Table 1 below confirms that our approach, which we call HAMA,
performs best in terms of evasion and escape performance that we consider:

As can be seen from Figure 8, the best caught and escape performance is
exhibited by HAMA. That is, when compared to the other two metrics, the caught
performance is minimum and the escape performance is maximum. Another note-
worthy finding is that as the number of predators increases, caught and escape

Distance metrics
used

Number of
trials

Number of
cats

Caught
percentage (%)

Evasion and escape
percentage (%)

HAMA 100 4 14 86

GEODESICS 18 82

EUCLIDEAN 21 79

HAMA 100 8 30 70

GEODESICS 39 61

EUCLIDEAN 41 59

HAMA 100 12 47 53

GEODESICS 52 48

EUCLIDEAN 61 39

Table 1.
Comparative metric performances based on numerical experiments.
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performances in other metrics replace. However, in this sense, compared to the
increasing number of cats, HAMA still demonstrates the ability to at least maintain
its initially set objective—that is, the prey can constantly escape from the pack of
predators, and avert their attacks as much as possible.

The program runs the simulation until the mouse is caught, escapes the
600 � 600 square, or it iterates 500 times. When any of these three termination
criteria is met, the solution to problem has been achieved, and thus the program will
terminate its execution. Given these three termination criteria, it can never be
inconsistent to define two different objective functions: they can either be formu-
lated in such a way that, with the advantage of the heuristic metric approach, the
cat travels the distance to catch the mouse in the shortest time, or the mouse easily
increases the percentage of escape from the cat. The latter essentially describes the
performance we would like to see and for which we have shared the results in the
light of these expectations in Table 1 above. Figures 9 and 10 below give the

Figure 8.
The percentages of caught and escape performances of the distance metrics considered.

Figure 9.
Program output depicting the caught of a single mouse for 10 randomly initialized cat states.
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program output of the caught and escape problem for the case of 10 cats against a
single mouse for randomly generated cat locations.

In the meantime, by emphasizing the points where we differ from different
perspectives given in the literature, we find it useful to clarify the definition of
angular metric that we have discussed in this work. For example, Figure 11 shows
the routes with the same metric length but with increasingly higher angular lengths
[54]. The angular distance we mean in our work differs from the angular distance
meant there in that: In Figure 11(a), the angular distance between perfectly aligned
axial segments is zero [54], whereas in our approach, while determining the heu-
ristic metric that allows the predator to take the distance it needs to cover in order
to catch its prey in the shortest time or that allows the prey to easily increase the
percentage of escape from the predator, we have developed an approach that uses
the angle as an effective parameter, and hence called the angular distance metric, as
we explained above.

6. Conclusion

The main motivation behind our heuristic metric approach was that, consistent
with the triangle inequality principle, the heuristic acqusition that started with a

Figure 10.
Program output depicting the escape of a single mouse for 10 randomly initialized cat states.

Figure 11.
Three routes of pursuit between the predator and prey, with the same metric length but with increasingly higher
angular lengths [54]: a) route as simple as possible with almost zero angular variation, i.e., the shortest route,
b) more complex route, but still far from random, c) the most complex route, far from any regularity, composed
by angles of all amplitudes.
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semi-circle and turned into a straight-line was ultimately proportional to the length
of the arc seen by the angle of α of the circle-segment. The use of HAMA became
even more important as the angle emerged as the most determining factor of the
problem, as we explained in the relevant section above.

In prey-predator-like pursuit-evasion problems, the angles between the direc-
tion of pursuit and the direction of the line-of-sight exhibit a broad perspective
corresponding to acute, right, and wide angles, depending on how the prey and the
predator are positioned relative to each other for their own purposes. In the heuris-
tic angular distance metric approach, we therefore chose to use a formula that takes
into account angles rather than vector lengths.

As a distance metric application, we believe that “cat and mouse” is a good
example of what is known as chase problem and the resulting trajectories are called
curves of pursuit. Cat chasing a mouse problem is a very common yet interesting
problem in kinematics. The trajectory, travel time and relative approach velocity of
a pursuer tracking a prey along a simple curve of pursuit are deduced using basic
principles of two-dimensional kinematics. Problems of this general sort are of
interest to the military community and to video game designers. Here, in the
context of pursuit and evasion, a design problem that allows an artificial
intelligence-like process where cat and mouse makes smart moves relative to each
other and therefore makes more appropriate decisions, is discussed. The design is
built around Fuzzy logic control to determine route finding between the predator
and prey. As long as the angle between the vectors under consideration is
maintained, the major advantage of the angular distance metric is its low sensitivity
to any changes in vector norms, thus providing the desired distance that is not
dependent on the amplitude.

In the numerical experiments, we chose randomly generated cat locations as
they better reflect the real-world in each run, and compared the results by running a
total of 100 trials for each of the selected cases that accepted first 4 cats and then 8
cats and finally 12 cats against a single mouse. Thus, ‘caught and escape percentages
vs. number of cats’ findings for three metric distances (i.e., the metric calculated
only based on the Euclidean distance, the metric calculated over the geodesics
definition, and the metric devised using the angle-dependent Cosine theorem as a
result of our angular metric approach) have been serached for and the results
evaluated comparatively. From the comparison of these three, it is clear that our
approach gives better results than the others.

As for future work, the larger the graphic size representing the route of the prey
and the predator and specified by the same width and height in pixels, or the higher
the number of iterations, we will end up facing high computational cost of deter-
mining the minimum routes. To prevent this situation, in the near future, we are
planning to consider using a subgraph around each node containing the nodes that
are reachable from the origin node within the restricted distance. It may be seen as
the maximum pursuer distance from the node under calculation. In this way, we
will always be able to calculate the metric geodesics or the shortest paths between
each pair of nodes. For example, we would use the following set of distances (in
pixels): P = {600 (current situation), 1000, 1400, 2000, 4000, 8000}.
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Abstract

This chapter describes the efforts of the LARICS team in the 2019 European
Robotics League (ERL) Emergency Robots and the 2020 Mohamed Bin Zayed
International Robotics Challenge (MBZIRC) robotics competitions. We focus on the
implementation of hardware and software modules that enable the deployment of
aerial-ground robotic teams in unstructured environments for joint missions. In
addition to the overall system specification, we outline the main algorithms for
operation in such conditions: autonomous exploration of unknown environments
and detection of objects of interest. Analysis of the results shows the success of the
developed system in the competition arena of two of the largest outdoor robotics
challenges. Throughout the chapter, we highlight the evolution of the robotic sys-
tem based on the experience gained in the ERL competition. We conclude the
chapter with key findings and additional improvement ideas to advance the state of
the art in search and rescue applications of heterogeneous robotic teams.

Keywords: search and rescue robotics, aerial robotics, autonomous exploration,
MBZIRC, ERL

1. Introduction

Search and rescue (SAR) problems for collaborative multi-robot systems (MRS)
have been an interesting research topic for several decades [1–3]. The attractiveness
of the domain stems from the variety of problems it incorporates, including map-
ping and situational awareness, monitoring and surveillance, establishing commu-
nication networks, or cooperative decision making. All these aspects make SAR a
very difficult problem to solve. Despite the considerable difficulties, conducting
SAR operations with autonomous MRS offers many advantages. A capable robotic
search and rescue team can replace humans as first responders in disaster areas,
map and inspect the site, and make it safe for the approach of human rescue teams.

To facilitate and accelerate progress in the field of search and rescue, many
robotics competitions have been held over the years. In recent years, many of them
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have begun to incorporate multi-domain challenges involving robots from different
domains, including aerial, ground, and underwater robots. At the forefront of this
concept is the euRathlon [4], the world’s first multi-domain (air, land and sea)
multi-robot SAR competition. In a recreated disaster scenario inspired by the 2011
Fukushima nuclear power plant accident, the euRathlon 2015 Grand Challenge
required teams of robots to work together to map the area, find missing workers
and contain a leak. As a continuation of this initiative, a series of the European
Robotics League Emergency Robots [5] (ERL-ER) was organized as part of the
European Robotics League. Some changes were made to increase the level and
difficulty of the challenges, including more complex manipulation tasks and even
more collaboration between robots from different domains. Three ERL-ER compe-
titions were held: Piombino 2017, Seville 2019 and La Spezia 2019.

In parallel, there is another branch of multi-domain competitions that gathers
many teams worldwide, the Mohamed Bin Zayed International Robotics Challenge
[6] (MBZIRC). MBZIRC focuses not only on SAR missions, but also on promoting
the state of the art in robotics in general. The missions are very challenging from
both control and algorithmic perspective. They often involve complex manipulation
tasks, the need for rapid response and tracking of fast-moving objects, and SAR
segments such as fire detection and extinguishing. This competition took place in
2017 and 2020 in Abu Dhabi.

In this chapter, we focus on our efforts in developing an autonomous aerial-
ground search and rescue team during the last few years. Our system was formed in
two robotics competitions, ERL-ER 2019 Local Tournament in Seville and MBZIRC
2020. In the first competition, we succeeded in setting up the autonomous system
for search and rescue missions, including mapping the area and detecting objects of
interest. The MBZIRC challenge involved a more complex scenario with three
different missions, and we adapted and improved the developed system based on
the results of the ERL competition. In this chapter, we detail the hardware and
software design and the methodology used to solve the problems in the challenges.
At the end of the chapter, we offer important conclusions and practical advice from
the years of development of our robotic team to further advance the practical
application of autonomous MRS to these types of problems.

The chapter is organized as follows. The next section surveys the state of the art
in SAR problems for multi-robot collaborative systems. Section 3 describes the
mechanical design of the robotic aerial and ground platforms. Section 4 details the
software design for both platforms, including the modules used and the organiza-
tion of the overall software architecture. Section 5 provides insight into the devel-
opment of autonomous exploration and mapping of unknown areas using an
Unmanned Aerial Vehicle (UAV) or Unmanned Ground Vehicle (UGV) with a
LiDAR. In Section 6 we give an insight into the object detection methods we have
developed for the ERL and MBZIRC competitions. In Section 7 we analyze the
performance of the described system and its components during the competition
runs, followed by conclusions and lessons learned as the last section.

2. Related work

Robotics research in the field of SAR has, to a large degree, been driven by
competitions and challenges, first of which were introduced in late 90s [7], followed
by later establishment of euRathlon [4], DARPA challenge [8], ERL Emergency [5]
and MBZIRC [6].

Through the fundamental research in the field of robotics that is required to
meet the demanding scenarios, the competitions and challenges are also driving the
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development of standardized benchmarks for SAR robots, with the US National
Institute of Standards and Technology (NIST) leading the way [9]. NIST recognizes
the urban search and rescue scenarios as a great tool to measure how intelligent
autonomous robots are by looking at several components of an autonomous search
and rescue robot or robot team.

The first component of a SAR system is the ability to traverse difficult terrain,
which is usually solved by using a heterogeneous robotics team consisting of several
robots with different capabilities. For the land-based SAR, there are various forma-
tions that are used, such as physically interacting UGV-UGV teams [10] where one
robot can carry the other one, physically interacting UAV-UGV teams [11] where
the UAV can carry the UGV over obstacles and the UGV can carry the UAV to save
energy, or teams where only information is shared [12]. In our work for ERL and
MBZIRC, we focus on the information sharing team consisting of a UGV and at least
one UAV.

To traverse the terrain and find objects or people, the SAR robotic team needs to
be able to perceive the surroundings. While some applications may require acoustic
and thermal sensing, our robotic team is equipped with 2D and 3D LiDARs for
mapping and navigation and cameras (both RGB and RGBD) for detecting and
locating people or objects. For some detection tasks, we used deep neural networks
[13], while some objects could be recognized solely by color, similar to [14]. 2D and
3D maps of the environment were built using Google Cartographer [15], which was
adapted to use information from the GPS and to also serve as a pose sensor for UAV
control [16]. The navigation stack for the UGV is based on the TEB planner [17],
while the UAVs rely on the TOPP-RA approach [18].

Generating waypoints for navigation planners is an essential aspect of robot
team autonomy. In our work, several methods were implemented: (a) waypoint
generation using a 2D lawnmover pattern in relatively small areas of known size;
(b) Levvy flight 2D waypoint generation for large areas of known size [19]; (c)
autonomous 2D [20] and 3D exploration [21] for areas of unknown size. In this
work, we briefly discuss our autonomous exploration approach for ERL and
MBZIRC competitions, which was later extended to the planner described in [21],
based on the exploration tool called 3D-FBET, work of Zhu et al. [22].

The final component of the autonomous SAR system is collaboration between
multiple agents, including humans, which is constantly a topic of great interest in
SAR challenges and projects [23–25]. While we have developed a framework for
collaboration and coordination in heterogeneous robot teams [11, 26], due to nature
of challenges in ERL and MBZIRC, the developed approaches were not deployed in
the field.

3. Mechanical design of the robotic platforms

In this section, we describe the hardware setup of the robotic platforms used for
the search and rescue missions in the ERL and MBZIRC competitions. We outline
the mechanical structure of the robots and the components installed on board the
vehicles to enable the execution of the specified tasks.

3.1 Hardware setup of the UAV

For the hardware design of the UAV, we followed the requirements of the
challenge specifications. The main purpose of the aerial platform is to autonomously
map and explore the disaster area and search for objects of interest. Therefore, we
developed a custom hardware configuration to support this purpose, including the
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use of appropriate sensors for localization and vision-based algorithms. The
mechanical design of the UAV was the same for the ERL and MBZIRC search and
rescue missions.

The frame of the aerial platform (Figure 1) consists of four arms, a body, and
two legs with skis, all made of carbon. The vehicle is equipped with Flame 60A 12S
ESCs which are driving T-motor P60 KV170 12S motors with 22-inch carbon pro-
pellers. The autopilot used is a Pixhawk 2.0, and the maximum takeoff weight of the
vehicle is 12 kg with a 2 kg payload. The UAV is equipped with an Intel NUC
i7/16GB computer running Ubuntu 18.04 LTS and ROS Melodic, which processes
input from ZED Mini stereo camera, Smartek Vision camera and Velodyne VLP-16
Puck Lite 3D LiDAR. Image processing for the UAV is performed using
convolutional neural networks running on Intel Neural Compute Stick 2. All com-
ponents of the aerial platform are powered by two LiPo 12S 14000mAh batteries,
which give the vehicle a flight time of up to 30 minutes. The summary of
components on board of UAV is given in Table 1.

Ardupilot’s Copter firmware is a full-featured, open-source multicopter UAV
controller. Copter is capable of handling the full range of flight requirements, from
fast FPV racing to smooth aerial photography to fully autonomous complex mis-
sions that can be programmed via a range of compatible software ground stations.
The entire package is designed to be safe, feature rich and open to custom applica-
tions. Copter firmware is loaded onto the Cube Black autopilot, which includes a
32-bit ARM Cortex M4 core processor with a fail-safe 32-bit coprocessor, 256 KB of
RAM and 2 MB of flash memory. Integrated into the Cube are a triple redundant

Figure 1.
Front view of the aerial platform with all sensors and electronic devices on board.

Component Specifications Purpose

On-board computer Intel NUC i7-8650U Quad Core
1.9GHz

Main computing unit

Autopilot Pixhawk 2.0 Flight control, sensors (IMU,
barometers)

Computing unit Intel Neural Compute Stick 2 Neural network processing

GPS sensor Ublox M8P GNSS reciever Localization, navigation

LiDAR Velodyne VLP-16 Puck Lite Localization, mapping

Stereo camera ZED Mini Perception, object detection

Table 1.
UAV hardware component summary. The same setup was used in ERL and MBZIRC competitions.

90

Automation and Control - Theories and Applications



intertial measurement unit (IMU) containing accelerometer, gyroscope and mag-
netometer as well as two barometers, which are isolated and damped.

The carrier board provides an interface for various Pixhawk-compatible periph-
erals, as well as power for all components of the drone. On the top of the UAV is an
external Global Positioning System (GPS) sensor, whose receiver is based on the
high-precision Ublox M8P GNSS module. When paired with the external GPS and
antenna via a telemetry module, the vehicle’s GPS (Pixhawk) can achieve
centimeter-level accuracy. The copter firmware uses an Extended Kalman Filter
(EKF) algorithm to estimate the vehicle’s position, velocity, and angular orientation
based on gyroscope, accelerometer, compass, GPS, airspeed, and barometric pres-
sure measurements.

The Velodyne VLP-16 Puck Lite features a rotating array of sixteen infrared
laser emitter-detector pairs that rotate at 300 to 1200 RPM. Each of the 903 nm
lasers is fired 18080 times per second, and distances are measured based on the time
of flight for each pulse. The captured distance measurements can be used to create
high-quality point clouds. Each LiDAR sweep covers a vertical angle of 30 degrees
with a resolution of 2 degrees and any horizontal angle with a resolution of 0.1
degrees to 0.4 degrees, depending on the RPM setting.

The ZED Mini is a stereo camera that provides high-resolution images and
accurate ambient depth measurements. It is designed for the most demanding
applications, such as autonomous vehicle control, mobile mapping, aerial mapping,
security, and surveillance. It is actually a device with two cameras 65 mm (2.56
inches) apart, designed to mimic the human eye.

The on-board computer used in the UAV is an 8th generation Intel NUC with a
powerful Intel i7-8650U Quad Core 1.9GHz processor. The computer has an inte-
grated Intel Iris Plus Graphics 640, a 16GB Kingston SODIMM RAM module and a
250GB Kingston A2000 M.2 SSD as storage unit. The required power supply range
is 12-19 V. The operating system installed on the on-board computer is Linux
Ubuntu 18.04 LTS with the middleware ROS Melodic. Since the on-board computer
needs to be embedded in the body of the drone and to save some weight, the outer
case is removed and the computer is mounted on the bottom of the UAV.

3.2 Hardware setup of the UGV

In ground search and rescue missions, the choice of the ground mobile platform
is mostly dictated by the mission and terrain requirements. In our robotic team, a
Husky A200 was chosen as a platform suitable for motion in rough terrain. The
competition tasks directly dictated the choice of additional hardware components.
The complexity of the MBZIRC tasks was significantly higher compared to the ERL
competition, and the hardware design was therefore more elaborate, as explained in
this section.

3.2.1 ERL search and rescue platform

The main task of the UGV in the ERL competition was to autonomously locate
objects of interest. Our search and rescue platform is shown in Figure 2, with the
autonomous navigation sensor setup: a Sick NAV350 LiDAR, an IMU, a GPS
receiver, and a real-time kinematic positioning (RTK) unit for higher precision. For
reliable detection of obstacles during movement, LiDAR was mounted on top of the
vehicle body, near the front end of the vehicle, so that there is no shadowing from
other UGV parts. GPS and RTK units were elevated with respect to the vehicle body
to avoid potential signal blockage and interference. The task detection requirements
allowed the use of the Intel RealSense D-435, a commercially available RGB-D
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camera, instead of more precise and expensive alternatives. Thanks to recent tech-
nological advances, the camera is small enough to be mounted in the front part of
the vehicle without interfering with other sensing components, such as LiDAR
beams.

Another task of the UGV was to provide first aid kits. For this purpose, a simple
1-DOF manipulator was constructed, sufficient for safe transport and easy
unloading of the package. As the ERL task required delivery of two kits, two such
manipulators were mounted at the front of the vehicle, outside of the camera field
of view. The manipulator links were designed and 3D printed from PLA plastic
(shown in red in Figure 2) and driven by Dynamixel servo motors.

The UGV design described was quite simple, quick to implement, and task-
specific, resulting in successful mission execution. However, in the long run, it
became apparent that a more complex solution would be much more beneficial for
mission versatility.

3.2.2 MBZIRC mobile manipulation platform

In the MBZIRC competition, we chose to design a mobile manipulator platform,
and to rely on the dexterity of the arm for execution of more complex tasks, such as
repetitive pick and place in the wall construction scenario. Still, each new task
requires some adaptation of the manipulator tool. We equipped the vehicle with a
lightweight 6-DOF manipulator, a Schunk Powerball LWA-4P. The arm has inte-
grated joint drives, eliminating the need for additional external control units or
power converters. The setup of our platform is shown in Figure 3.

One of MBZIRC’s challenges was a wall construction task in which the mobile
manipulator had to pick up bricks from their stacks and transport them to the wall
pattern, where they had to be arranged in a specified order. Again, a custom gripper
was developed to magnetically grasp the ferromagnetic plates on the bricks, as
shown in Figure 4. The gripper is lightweight, energy efficient and strong enough

Figure 2.
Hardware setup of the UGV and its sensors and actuators used in ERL competition.
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to lift up to 2 kg. The design is based on ten small electromagnets, and at least six
magnets in contact are required to achieve sufficient force to lift the brick. Due to
the rigidity of the mobile manipulator, any irregularity or misalignment on the
contact surface could reduce the number of magnets in contact. This was solved
with passive compliance, with four shock-absorbing rubber balls providing
compensation for misalignment greater than 10°.

In this scenario, the RGB-D camera was used for detection, navigation, and
manipulation. It was therefore mounted as an eye-in-hand on the gripper. For
navigation, a 3D LiDAR (Robosense RS-LiDAR-16) was used instead of the 2D
solution in ERL. As it turned out, mapping with 2D scans in realistic environments
can miss some obstacles, such as those on the ground, below the beam. Other

Figure 3.
Hardware setup of the UGV and its sensors, actuators, and electronic components used in MBZIRC competition.

Figure 4.
Design of the passively compliant magnetic gripper for UGV brick manipulation tasks in MBZIRC challenge.

93

From ERL to MBZIRC: Development of An Aerial-Ground Robotic Team for Search and Rescue
DOI: http://dx.doi.org/10.5772/intechopen.99210



hardware modifications included an additional battery pack and cargo baskets for
transporting multiple bricks. The summary of the components on board the UGV,
during the ERL and MBZIRC competitions, is shown in Table 2.

4. Software architecture and modules

Having defined the mechanical structure of the robotic platforms, in this section
we address the design of the software modules implemented for each robot. Here
we define the software that enables basic operations of the vehicles, such as control,
localization, navigation, and trajectory planning, while challenge-specific tasks and
more complex algorithms are described in the next section.

4.1 Software setup of the UAV

UAV platforms used for search and rescue missions are equipped with Ardupilot
firmware. The firmware communicates with Micro Aerial Vehicle (MAV) messages
using the MAVLink protocol. The Robot Operating System (ROS) is used to com-
municate with the on-board computer and the drone. The components used in the
ROS environment are as follows:

• MavRos1 is the most important component of the UAV software setup as it
provides two-way communication between the vehicle firmware and the on-
board computer. Its main task is to translate MAV to ROS messages and vice
versa.

• On-board UAV Controller receives trajectory points and the current UAV
state as input and produces a control output for the vehicle consisting of the
desired rotation and thrust. The underlying implementation is a cascade of
Proportional-Integral-Derivative (PID) controllers. The outer loop computes
the velocity command based on the local position measurements, while the

Component Specifications Purpose

On-board Intel NUC i7-8650U Main computing unit

Computer Quad Core 1.9GHz

Autopilot Pixhawk 2.0 Sensors

(IMU, RC control)

Manipulator ERL - two 1-DoF manipulators Object manipulation

MBZIRC - SchunkPowerball LWA-4P

GPS sensor Ublox M8P GNSS reciever Localization, navigation

LiDAR ERL - Sick NAV350 LiDAR Localization, mapping

MBZIRC - Robosense RS-LiDAR-16

RGB-D camera Intel RealSense D-435 Perception, object detection

Table 2.
UGV hardware component summary. The setups used in ERL and MBZIRC competitions.

1 MAVLink extensible communication node for ROS with proxy for Ground Control Station. http://wiki.

ros.org/mavros
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inner loop calculates the desired orientation and thrust based on the velocity
measurements.

• UAV State Machine serves as a position command multiplexer. It either
computes commands based on the Radio Controlled (RC) controller input or
forwards an external command. It also implements simple takeoff and landing
procedures. The states are as follows:

◦ HOLD GROUND: the UAV is on the ground and ready to arm and takeoff.

◦ HOLD AIR: the UAV is in the air and ready to receive external commands.

◦ JOY AIR: the UAV is in the air and is controlled by RC.

• Trajectory Planner receives a set of waypoints and outputs trajectory points
that are sent to the on-board controller. The underlying implementation is a
Time-Optimal Path Parametrization by Reachability Analysis (TOPP-RA) [18]
which provides an optimal trajectory given the specified kinematic constraints.

• Cartographer is a method for Simultaneous Localization and Mapping
(SLAM) used to determine the UAV pose in the map frame. Combined with a
constant velocity model, the linear Kalman filter yields estimated UAV
odometry that is used as feedback for the on-board UAV controller.

In Figure 5 we have illustrated the interaction of the above components within
the UAV software architecture on a NUC computer. This figure refers to the case
where the UAV state machine is in the HOLD AIR state. The pipeline begins with
inputs from the LiDAR and IMU that are fed into the Cartographer SLAM

Figure 5.
Layout and the interaction of the UAV software components running on the on-board NUC computer.
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algorithm, which creates the map of the environment and locates the vehicle in the
map frame. Next, using the Constant Velocity Model, the estimated odometry of
the vehicle is calculated and fed to the UAV position controller. Based on the
reference generated with the trajectory planner, the controller generates control
outputs of the desired vehicle orientation and thrust and sends them to the MavRos.
These messages are then forwarded to the lower level UAV controllers implemented
in the firmware. If georeferencing is needed, GPS measurements can also be
forwarded to the Cartographer.

4.2 Software setup of the UGV

The main software modules used for UGV control in the competition search and
rescue missions are those for localisation, motion and manipulation:

• Cartographer SLAM is the module used for simultaneous mapping and
localization of the vehicle.

• Move Base is a ROS package used for ground vehicle navigation.

• Manipulation module for controlling two simple 1-DoF manipulators used to
drop aid packages.2

The Google Cartographer package was used to create a map of the unknown
environment and localize the mobile base within it. During the ERL-ER competi-
tion, a two-dimensional version of the Cartographer’s SLAM algorithm was used,
utilizing 2D laser scan data from the Sick NAV350 LiDAR. This approach results in
only detecting obstacles that are aligned with the LiDAR, and thus led to problems
with lower obstacles, more specifically the lower part of the obstacles as shown in
Figure 14. The approach we took to overcome this issue was solved using a large
safety margin around all the detected obstacles. Later, during our work for the
MBZIRC competition, we adopted a different approach using Cartographer’s 3D
SLAM algorithm, and a 3D LiDAR.

Ground vehicle motion planning was done with the Move Base package. Since
this package uses a 2D cost map, the 2D Cartographer map could be used for safe
motion planning with obstacle avoidance. However, with the Cartographer’s 3D
SLAM, we filtered the 3D submaps based on their height, to obtain a 2D cost map.
Points below the lower threshold are filtered out to avoid classifying the ground as
an obstacle. Similarly, points that are above the maximum height of the robot are
removed as they do not represent a real obstacle for platform navigation. However,
ground points that are far away from the robot may be perceived as false-positive
obstacles if the ground is not completely flat. This issue was resolved by creating
newer submaps, generated using the 30 most recent laser scans.

The navigation during ERL was based on manually defined waypoints, selected
in the map by the user. Move Base package would then autonomously perform the
path planning with obstacle avoidance. This semi-autonomous planning system was
improved for the MBZIRC competition, by implementing a higher-level planning
algorithm that generates desired waypoints autonomously.

Thanks to the Husky A200 ability to rotate in place, the most commonly used
navigation planner the DWAP, which heavily relies on this capability. However,
such motion causes significant vibrations, and the with the addition of the robotic

2 Used only in ERL competition.
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arm for the MBZIRC competition, this problem is further exacerbated due to the
increase in the overall mass and heightening of the center of mass position. There-
fore, in the MBZIRC competition we switched to the Timed-Elastic Band (TEB)
planner [17] for car-like robots, which uses online trajectory optimization to create
a plan constrained by the minimum turning radius.

5. Evolution of the autonomous exploration system

Exploration and mapping of unknown environments is a fundamental task in
robotics. It can be used in many different applications such as inspection, surveil-
lance, 3D reconstruction, and search and rescue. Searching for an object of interest
in an unknown environment can be formulated as an iterative process consisting of
a map update, selection of a next goal, and navigation to that target. The process is
complete when the object of interest is found.

Analogously, the search strategy in the exploration of an unknown environment
is similar, but with different objectives. In exploration, the main goal is to create a
map of the environment, while in search, the focus is on finding the object of
interest. Although search is a central task in many search and rescue scenarios, we
use an exploration strategy adapted for the search application.

Typical exploration methods are based on frontiers [27] and are used in both 2D
and 3D space. In contrast to 2D exploration and mapping strategies, mapping large
environments in 3D requires a considerable amount of memory and computational
effort.

To create a map of the environment and locate a robot in it, we use a submap-
based graph SLAMmethod Google Cartographer [15]. The map consists of submaps
created from a sequence of sensor scans through scan matching, fusion with IMU
and odometry. The map is then used for exploration and robot navigation.

5.1 From manual to autonomous exploration

In the ERL competition, some of the objectives were to locate missing workers,
entrances to the building, and damage to structures while creating a map of the
environment. The proposed layout for the ERL competition is an area of approxi-
mately 200 m by 30 m with obstacles. Since the ERL arena may contain GNSS -
degraded areas, we used a SLAM algorithm for map generation and robot
localisation. We adopt Cartographer SLAM to generate a 3D map onboard the robot
in real time. Objects of interest are detected during semi-autonomous navigation,
where an operator manually selects desired waypoints for the robot to reach auton-
omously. Both 2D and 3D maps of the environment are generated, and the positions
of objects of interest are marked on the map.

In the MBZIRC challenge, we consider autonomous exploration and search of a
UAV in an unstructured outdoor environment. In this challenge, we used only one
UAV because it can fly over the area quickly and has the advantage of bird’s eye
view. The goal is to explore and map the environment while searching for the object
of interest (a fire). Initially, the area is unknown, while it is assumed that the
boundaries of the area are known. Since the area for exploration and mapping is
limited, the exploration is finished when the entire area is covered or when the
objects of interest are found.

In order to explore an area, create a map and find the objects of interest, the
search strategy is formulated. The search strategy algorithm generates waypoints
for trajectory planning considering the boundaries of the environment. In addition,
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the strategy aims to explore the environment as quickly as possible while trying not
to miss the objects of interest.

Waypoints can be generated in a variety of forms. For our scenario, we use the
lawnmower pattern with the predefined horizontal and vertical size of an area and
with the spacing value indicating how far apart the segments of the trajectory are.
The lawnmower pattern is easy to implement and is suitable for exploration and
search for the desired object.

The search strategy represents an input to the trajectory planning module, which
generates the trajectory from the given waypoints. Objects of interest are detected
during robot navigation. An overview of the proposed system is shown in Figure 6.
The map provided by Cartographer is reliable and enables successful exploration
while searching for fire.

In autonomous exploration, a suitable trajectory planner should be used to
navigate the robot to the desired point. After the search algorithm computes the
points in the specified arena, they are forwarded as waypoints to a trajectory
planner. The robot starts following the planned trajectory and navigates to the next
point. At the same time, the algorithm for detecting objects of interest runs in the
background. For the safe navigation of the robot, we use the trajectory following
solution described in [11].

6. Detection of objects of interest

Another major feature of the SAR systems is the ability to detect various objects
of interest. In the ERL, the robots had to detect four different objects – a blocked
entrance (blue rectangle), an unblocked entrance (green rectangle), damage to the
building (red rectangles), and a missing worker (a dummy wearing a helmet and a
safety vest). Some of the aforementioned objects are shown in the ERL arena in
Figure 7. In the MBZIRC competition, one of the challenges was to locate and
extinguish fires. Although there were variants of fires to be extinguished with
water, we focused on the ground fires over which the robots had to throw blankets,
as shown in Figure 8.

We used different strategies to detect objects of interest in these two competi-
tions. For the ERL competition, we chose to use visual recognition using a neural

Figure 6.
Overall schematic diagram of autonomous exploration and search. The cartographer SLAM creates a map, that
is used for the trajectory planning module. The generated trajectory navigates the robot towards the waypoint.
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network, for which a custom training dataset had to be created, even though the
exact object was not known a-priori. To mitigate these issues and simplify the
approach, we decided to use a color segmentation algorithm for object detection in
the MBZIRC challenge. The simplicity of the objects to be found in this semi-
structured challenge and the straightforwardness of the method and its application
were the main reasons for this decision. Both methods and their properties are
described in the rest of this section.

6.1 Neural network for ERL object of interest detection

The ERL search and rescue mission required recognition of several simple
markers, and a human figure wearing a helmet and a vest, representing a missing
worker. Even though the markers were rectangular and easily distinguished by
color, we opted for the deep learning-based approach to detection because of the

Figure 7.
Objects of interest to be detected in ERL competition. Images display the missing worker mannequin, obstructed
entrance (blue rectangle), and damages to the structures (red rectangles).

Figure 8.
Ground fires to be found and covered with blankets during MBZIRC competition (Image source: https://www.
mbzirc.com/photo-album).
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complexity of human figure recognition. For this reason, we relied on the transfer
learning approach, taking advantage of the pre-trained deep convolutional network
based on the YOLO architecture. Since we only needed to recognize 4 object classes,
but needed this in real-time on constrained computational resources, we opted for
the tiny-yolo version of the network (Figure 9).

For our detection task, we created a small custom training dataset. A large number
of images with simple rectangular objects can easily be created in different environ-
ments, with the limiting factor in the cost of manual labeling procedure. For the case
of a mannequin representing the missing worker, the difficulty was in not knowing
exactly what this object would look like. The final dataset consisted of around 150
images, out of which around 50 contained the human figure various poses and
cluttered environments, and around 100 contained the rectangular markers.

Finally, we trained the network using DarkNet implementation, with the fol-
lowing parameters: batch ¼ 64, subdivision ¼ 16, max _batches ¼ 500200 on a 4GB
Nvidia GeForce GTX 980. To prevent overtraining, we saved the trained weights
every 1000 iterations of learning, and in the end ran a forward pass on the test set
for all of the saved stages. We chose the network weights based on the mAP score
on the test set.

6.2 Color-based image filtering for object detection

The detection tasks in the MBZIRC competition were simpler compared to ERL,
allowing for solution based on color segmentation. Hence, the fire detection in the
third challenge of the MBZIRC competition was performed using color-based image
filtering (Figure 15). The image received from the camera is filtered using pre-
tuned Hue-Saturation-Value (HSV) thresholds. Contour detection is then
performed on the filtered image, and contours with areas below a lower threshold
are disregarded. If multiple contours remain, the one with the largest area is
selected as the detected fire. The center of the contour is used as its position for the
visual servoing procedure.

Figure 9.
Detection of the red rectangles using YOLOv3 real time object detection.
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6.2.1 MBZIRC brick detection

Although this chapter focuses on SAR applications of MRS, one of the challenges
during the MBZIRC competition was to achieve a more precise object manipulation
in the wall building scenario that could be easily applied to the search and rescue
domain. Our proposed solution involved precise 3D object detection that can be
applied to other objects that need to be handled during emergency operations.

In the competition, the robots had to autonomously manipulate brick-shaped
objects to build a wall. A ferromagnetic patch was attached to the top of the bricks
for grasping. At the beginning of the challenge, the bricks were arranged as struc-
tured stacks, separated by color.

Initially, stacks of different colors are detected using a method similar to that
used for fire detection, with different HSV thresholds used for red, green, blue and
orange brick stacks. To distinguish individual bricks, ferromagnetic patches are
detected within the convex hull of a detected brick stack. Contours resembling a
rectangle are selected as candidate objects. To select a single brick for manipulation,
a scoring scheme is used to calculate the desirability of each candidate. The desir-
ability is calculated based on the area and image position of the candidate contour:

S ¼ �wx∣xp∣þwyyp þ wAA (1)

where A is the candidate area, and wx, wy and wA are non-negative weights used
to tune the scoring scheme and correspond to the x and y position in the image and
the area, respectively. Switching from one patch candidate to another occurs only
when the score of the new candidate is larger than that of the current one by some
margin, to prevent rapid switching between candidates.

Our approach to determining the real-world pose of the detected magnetic
patch, was to use an inverse of the Perspective-N-Point problem [28]. Assuming
that the ferromagnetic patch is parallel to the ground, the positions of the endpoints
of the detected rectangle in the image can be transformed into real positions using:

• Real-world camera position - from localization and manipulator kinematics.

• Height of the ferromagnetic patch - from the organized pointcloud obtained
from the RealSense camera.

• Known width of the ferromagnetic patch.

• Camera calibration parameters.

7. Experimental results and evaluation

In this section, we present the results obtained during the challenge runs in the
two robotics competitions. We analyze the performance of our robotic team in the
autonomous mapping and exploration and object detection tasks.

7.1 Competition performance

Looking from the lens of the robotic competitions, we first present the results of
the proposed UAV-UGV team in the competition arena. Here we provide challenge
descriptions, and the scores obtained during the trials in the ERL-ER and MBZIRC.
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7.1.1 ERL-ER competition score

The target scenario of ERL-ER is emergency response in an industrial environ-
ment affected by an earthquake. The UAV-UGV team serves as a first responder in
this disaster-stricken area to secure the perimeter and enable the arrival of human
rescue teams. The robots must search for two missing workers, find them as quickly
as possible, and provide both with an emergency kit. The robots must also check the
condition of the building after the earthquake. To do this, they output a detailed
map of the surroundings to assess the safety of the area.

The competition took place in an outdoor arena of approximately 200m� 30m
with obstacles that the robots had to detect and navigate around. The competition
arena also included a marquee that the aerial and ground robots had to enter.
Rectangular red, green and blue A3-sized objects representing damage, blocked
entrances and unobstructed entrances were distributed throughout the field.

At the tournament in Seville, five teams competed in a four-day competition. As
specified in the rules of the competition, each team’s final score was determined as
the median value of all four attempts. Table 3 shows the full results of all teams and
their attempts, as well as the final score. At the expense of a lower score, we aimed
for full autonomy during all trials. Therefore, the UAV, which was in an earlier
stage of development, did not perform as well. However, the UGV did great, and we
were able to use it to test the SLAM algorithm, as well as object detection. This
tournament proved to be an excellent development and testing ground for the
upcoming MBZIRC competition.

Other teams took the manual approach, such as teleoperation. For example, the
user interface of Raptors was built in LabVIEW and the communication layer is
based on the ROS software [30]. The system they developed supports the operator
during teleoperation and during partial autonomy of the robots.

7.1.2 MBZIRC competition score

The MBZIRC competition involved three different challenges – tracking and
capturing a target, building a wall, and disaster response in a fire scenario. Here we
focus only on the latter, as it falls within the scope of SAR missions.

Challenge 3 of MBZIRC comprised a team of UAVs and a UGV working together
to autonomously extinguish a series of simulated fires in an urban high-rise
firefighting scenario. The arena, measuring 50m by 60m, contained a tall structure
(up to 20m high) simulating a high-rise building. Fires were simulated at various
random locations on the floor of the arena (interior and exterior) and at various
heights (ranging from 5m to 18m) of the building to simulate a firefighting scenario

Wed, Feb 20 Thu, Feb 21 Fri, Feb 22 Sat, Feb 23

TEAM A PB A PB A PB A PB median

LARICS 7 0 19 2 19 0 24 1 19

Raptors 0 ∗ 0 16 0 20 0 27 3 18

ENSTA Bretagne 0 ∗ 0 9 1 17 1 25 2 13

KAUST 0 ∗ 0 8 1 11 1 18 0 9.5

ENSTA Paris 0 ∗ 0 9 2 0 ∗ 1 19 1 4.5

Table 3.
Team results by day and the total score (median) for the ERL-RL Seville 2019 competition [29]. Column A
represents team scores, PB penalized behaviors, while attempts marked with ∗ had disqualifying behaviors
(operating outside allowed limits or no map provided).
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in a high-rise building. Teams were scored based on the number of tasks completed
(fires extinguished), locations of fires extinguished, type of task completion (UAV,
UGV, fire extinguishers, fire blankets), and speed of completion.

Our strategy for the challenge was to primarily focus on the ground fires,
because they required minimal changes to the robot design. Therefore, we
attempted to detect and extinguish the outdoor fires using a fire blanket deployed
by the UAV. During the two trials, we managed to partially cover one of the two
existing ground fires. This attempt was enough to place us in seventh place out of 20
participating teams. Although seemingly simple, the task proved very challenging
for many teams, as shown by the results presented in Table 4.

An approach similar to ours was used by a team consisting Polytechnical Uni-
versity of Madrid, University Pablo Olavide and Poznan University of Technology
[32]. In their localization, they also used a map-based approach and used 3D LiDAR
scans in LOAM: Lidar Odometry and Mapping algorithm. A different approach was
taken by the team from Czech Technical University in Prague, University of Penn-
sylvania and NYU [33] who used Global Navigation Satellite System (GNSS) for
outdoor localization and a 2D LiDAR and stereo camera for indoor localization. For
fire detection, both teams decided to use infrared cameras to detect heat sources. In
the case of wall fires, this was a logical solution. Since we were not targeting these
fires, our image-based detection worked just as well for the red floor fires. These
results demonstrate the difficulty of SAR applications in real-world conditions in
outdoor arenas and the potential for great progress in this area of research.

7.2 Autonomous mapping and exploration

In the field of autonomous mapping and exploration, we can observe an evolu-
tion of approaches. In the ERL competition, we explored the area manually (using
an RC controller) or semi-autonomously (generating waypoints in the graphical
interface and reaching them autonomously). For the MBZIRC challenge, we
extended the method to autonomous exploration, where the robots could search the
area and expand the map based on the autonomous exploration algorithm described
in Section 5.

TEAM Score Time
left

Rank

University of Seville, Tecnico Lisboa (IST Lisbon), CATEC 12.2625 0 1

Technical University of Denmark 10 0 2

University of New South Wales Sydney 10 0 2

Czech Technical University in Prague, University of Pennsylvania, NYU 7 0 4

Korea Advanced Institute of Science and Technology (KAIST) 7 0 4

University of Tokyo 5 120 6

UNIZG Faculty of Electrical Engineering and Computing 5 0 7

Polytechnic University of Madrid, University Pablo Olavide, Poznan
University of Technology

5 0 7

Virginia Tech 4.5 0 9

Table 4.
The results of the best 9 out of 20 participating teams in the MBZIRC 2020 competition. These results were
obtained in fully autonomous mode and therefore rank above manual approaches. The full results are
available at [31].
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The maps created during the ERL competition with UGV are shown in
Figure 10, and 2D and 3D UAVmaps are shown in Figure 11. In both the 2D and 3D
maps, we see high-resolution detailed maps of the competition arena. Here, we
demonstrate the ability of the proposed system to generate accurate maps during
the mission runtime. However, in MBZIRC, we have gone a step further and
combined the map generation with the autonomous waypoint selection method.
The result of the obtained map can be seen in Figure 12.

The complete trajectory performed by an UAV is shown in Figure 13. The
trajectory is obtained during the first experiment where we used manual navigation.
The drift after loop closure was less than 0.3 m. We can conclude that Cartographer
SLAM is useful when we navigate in the map and when we have a closed loop with
trajectory planning and navigation. A more detailed analysis of Cartographer per-
formance can be found in [16].

It can be observed that the accuracy of the final maps is not perfect compared to
the mobile mapping technologies. This is due to the use of Cartographer SLAM, as it
requires a feature-rich environment, a well-sampled IMU and loop closure to gen-
erate as accurate map as possible. In [16], it is shown that Cartographer accumulates
more drift than other state-of-the-art strategies, but Cartographer can detect loop
closure independently and the drift can be corrected. In other words, Cartographer
accumulates a significant amount of drift (up to 2 meters), but upon returning near

Figure 10.
2D map built by UGV during an ERL competition run.

Figure 11.
2D (left) and 3D (right) map of the outdoor and indoor area of ERL arena generated by the UAV.

104

Automation and Control - Theories and Applications



the start position, this drift is corrected (up to 0.2 meters) by closing the loop
through the global SLAM.

In addition, closing the loop allows the correction of the cumulative drift, which
provides higher pose and map accuracy during the flights. Due to the specific tasks
performed in the challenges, closing the loop is not guaranteed to provide an
accurate map. Future work will include significant efforts to improve map accuracy
so that the map can be used not only in autonomous search and exploration tasks,
but also in tasks that require a more accurate map, such as autonomous wall
building, obstacle avoidance, and building inspection.

Figure 12.
Side view (left) and top view (right) of the 3D map of the outdoor MBZIRC area created with the UAV.

Figure 13.
A trajectory performed by an UAV in the MBZIRC challenge.
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7.3 Detection of objects of interest

Next, we analyze the performance of the two object detection methods
described in Section 6. In Figure 14 we show several examples of detection of
objects of interest by UGV using the algorithm described in 6 for ERL competition.
These images were taken by a UGV on-board camera during several mission runs.
The positions of the first three detected objects match those on the UGV map in
Figure 10. We were able to detect the majority of the searched objects during the
mission run. This mainly refers to the rectangular objects indicating blocked and
unblocked entrances as well as damage to the building. However, due to the spe-
cifics of the missing worker mannequin, our neural network training set did not
include the exact figure in any of the images. Therefore, we had difficulty
performing this detection. This could be mitigated by training the network with a
dataset containing a more accurate representation of the object being searched for,
or by using a different approach. For example, color-based image segmentation
might be appropriate since the safety vest has a very distinct orange color.

The output of the color-based fire detection algorithm in the MBZIRC competi-
tion is shown in Figure 15. The left side shows the original image, while the right
side shows the image masked based on the predefined HSV threshold values. The
green outline represents the object contour, while the yellow circle in the center
represents the center of the object in the image. This approach provides a fast and
efficient method for detecting simple objects of interest, which is certainly the case

Figure 14.
Image frames showing detections of objects of interest during ERL competition runs of the UGV.

Figure 15.
Fire detection for the third MBZIRC challenge.
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with a bright red fire. However, some care must be taken when setting the HSV
thresholds, as the image colors are dependent on the illumination properties, which
can change depending on outdoor lighting conditions.

8. Conclusions and lessons learned

This chapter presented the development of an autonomous aerial-ground search
and rescue robotic team at the University of Zagreb, driven mainly by two large
competitions: European Robotics League and Mohamed Bin Zayed International
Robotics Challenge.

The hardware aspect of the robot team is developed considering specific
requirements of the challenges, with the challenge-specific design decisions being
more pronounced in our UGV design, ranging from simple 1DOF ejector arms to
6DOF mobile manipulator. On the other hand, our aerial platform did not require
major hardware changes, as challenges did not require the UAV to interact with the
environment on a similar scale to UGVs, but the trend is clearly changing and it can
be expected that future challenges will require more and more interaction with the
environment from the UAVs.

The biggest lesson to be learned from competition driven development, as
evidenced by the software stack described in this chapter, is to design a modular
system, both on the level of a single robot (interchangeable sensors and actuators
that can easily be plugged into the existing control structure) but also on the level of
a team. The modularity of our SAR robotic team is shown in using different sensors
and algorithms for UGV mapping and navigation, and easily extending exploration
strategies for the UAV.

Given the current state of our system, and the competitions being expected to
become more and more challenging, the navigation through the unknown difficult
environment is of utmost priority, which will require semantic segmentation of
built 3D maps to differentiate traversable terrain from obstacles, both for the UGV
and UAV. With the use of UAVs in SAR going from large open spaces to more
confined urban areas, it is necessary to further develop the mapping and localiza-
tion algorithms to provide a stable localization feedback for control and trajectory
execution of UAVs in obstacle-rich environments.
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Chapter 5

Theory of Control Stochastic
Systems with Unsolved
Derivatives
Igor N. Sinitsyn

Abstract

Various types of stochastic differential systems with unsolved derivatives (SDS
USD) arise in problems of analytical modeling and estimation (filtering, extrapola-
tion, etc.) for control stochastic systems, when it is possible to neglect higher-order
time derivatives. Methodological and algorithmic support of analytical modeling,
filtering, and extrapolation for SDS USD is developed. The methodology is based on
the reduction of SDS USD to SDS by means of linear and nonlinear regression models.
Two examples that are illustrating stochastic aspects of methodology are presented.
Special attention is paid to SDS USD with multiplicative (parametric) noises.

Keywords: analytical modeling, estimation (filtering, extrapolation), normal
approximation method (NAM), regression (linear, nonlinear), stochastic
differential systems with unsolved derivatives (SDS USD)

1. Introduction

Approximate methods of analytical modeling (MAM) of the wideband stochas-
tic processes (StP) in stochastic differential systems with unsolved derivatives (SDS
USD) based on normal approximate method (NAM), orthogonal expansions
method, and quasi moment methods are developed in [1, 2]. For stochastic
integrodifferential systems with unsolved derivatives reducible to SDS
corresponding equations for MAM are given in [3, 4]. In [3, 4], problems of mean
square (m.s.) synthesis of normal (Gaussian) estimators (filters, extrapolators, etc.)
were firstly stated and solved in [1–4]. Results presented in [1–4] are valid for
smooth (in m.s. sense) functions in SDS USD. For unsmooth functions in SDS USD
theory of normal filtering and extrapolation is developed in [5].

Let us present an overview and generalization of [1–5] for linear and nonlinear
regression models. Section 2 is developed to normal analytical modeling algo-
rithms. Normal linear filtering and extrapolation algorithms are given in Sections 3
and 4. Linear modeling and estimation algorithms for SDS USD with multiplicated
(parametric) noises are presented in Section 5. Normal nonlinear algorithms for
filtering and extrapolation are described in Section 6. Section 7 contains two
illustrative examples. In Section 8, main conclusions and some generalizations
are given.
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2. Normal modeling

Different types of SDS USD arise in problems of analytical modeling and esti-
mator design for stochastic nonlinear dynamical systems when it is possible to
neglect higher-order time derivatives [1–3].

First-order SDS USD is described by the following scalar equation:

φ ¼ φ t,Xt, _Xt,Ut
� � ¼ 0, (1)

where Xt and _Xt are scalar state variable and its time derivative; Ut is noise vector
StP dimUt ¼ nU

� �
; nonlinear function φ admits regression approximation [6–8].

For vector SDS USD, we have the following vector equation:

φ ¼ φ t,Xt,Xt,Ut
� � ¼ 0: (2)

Here Xt being vector of derivatives till l order

Xt ¼ _X
T
t …X l�1ð ÞT

t

h iT
; (3)

Ut being autocorrelated noise vector defined by linear vector equation:

_Ut ¼ aU0t þ a1tUt þ bUt Vt, (4)

where dimXt ¼ nX; dimUt ¼ nU; Vt is white noise, dimVt ¼ nV ; dimaU0t ¼
nU � 1; dimaUt ¼ nU � nU; dimbUt ¼ nU � nV : Further, we consider the Wiener
white noise W0t with matrix intensity v0 ¼ v0 tð Þ and the mixed Wiener-Poisson
white noise [9–13]:

Vt ¼ _Wt, Wt ¼ W0t þ
ð

Rq
0

c ρð ÞP0 t, dρð Þ, (5)

vt ¼ vW0t þ
ð

Rq
0

c ρð Þ c ρð Þ½ �TvP t, ρð Þdρ: (6)

Here, dim c ρð Þ ¼ dim W0t ¼ nV; stochastic Ito integrals are taken in Rq
0 (R

q
0 with

pricked origin).
As it is known [6–8], a deterministic model for real StP defined by Y ¼ φ Zð Þ at

Z ¼ XTX
T
UT

h iT
in (2) is given by the formula

ŷ zð Þ ¼ E Yjz½ �, ŷ zð Þ∈Ψ (7)

at accuracy criterion

ε zð Þ ¼
XnY

p¼1

E ŷp � Yp

���
���
2
jz

� �
, p ¼ 1, … , nY

� �
: (8)

Class of functions ψ ∈Ψ represents linear functional space satisfying the follow-
ing necessary and sufficient conditions:

trE j ŷ zð Þ � Yj�ψ zð ÞT
h o

¼ 0:
n

(9)
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For linear shifted and unshifted regression models, we have two known models:

ŷ zð Þ ¼ gBz, gB ¼ ΓyzΓ�1
z (10)

(Booton [6–8]),

ŷ zð Þ ¼ aþ gKz0, gK ¼ KyzK�1
z , a ¼ EY � gKEz (11)

(Kazakov [6–8]),
where Ez,Γz,Kz being first and second moments for given one-dimensional

distribution.
For Eq. (2), linear regression model takes the Booton form

φ̂ ¼ φ̂0 þ kφ1Xt þ kφ2Xt þ kφ3Ut ¼ 0, (12)

where φ̂0, k
φ
1,2,3 being regressors depending on φ and joint distribution of StP

Xt,Xt,Ut. After Eq. (12) differentiation till the l� 1ð Þ order, we get the following
set of l� 1ð Þ equations:

_̂φt ¼ 0, … , φ̂ l�1ð Þ
t ¼ 0: (13)

At algebraic solvability condition of linear Eqs. (12) and (13), we reduce SDS
USD to SDS of the following form:

_Xt ¼ A0 þ A1Xt þ A2Ut, (14)

where A0,A1,A2 are expressed in terms φ̂0, k
φ
1,2,3 det kφ2

� ��1 6¼ 0
� �

and indirectly

depends on statistical characteristics of Xt, its derivatives and noise Ut. For com-
bined vector XT

t U
T
t

� � ¼ ~Yt we have equation:

_~Yt ¼ B0 þ B1 ~Yt þ B2Vt, Yt0 ¼ Y0, (15)

Its one and second probabilistic moments satisfy the following equations [12–14]:

_~Yt ¼ B0 þ B1~Yt þ B2Vt, Yt0 ¼ Y0, (16)

_E
~Y
t ¼ B0 þ B1E

~Y
t , E~Y

t0 ¼ E~Y
0 , (17)

_K
~Y
t ¼ B1K

~Y
t þ K ~Y

t B
T
1 þ B2vBT

2 , _K
~Y
t0 ¼ K ~Y

0 , (18)

∂K ~Y t1, t2ð Þ
∂t2

¼ K ~Y t1, t2ð ÞBT
1t2 , K ~Y t1, t1ð Þ ¼ K ~Y

t1 (19)

where E~Y
t ¼ E ~Yt

� �
, K ~Y

t ¼ E ~Yt � ~E
Y
t

� �
~Yt � ~E

Y
t

� �T� �
, t1 > t2ð Þ. So, we get two

proposals.
Proposal 1. Let vector non-Gaussian SDS USD (2) satisfy conditions:

i. vector functions φ in Eq. (2) admit m.s. regression of linear class Ψ;

ii. linear Eqs. (12) and (13) are solvable regards all derivatives till l� 1ð Þ order.

Then SDS USD may be reduced to parametrized SDE. First and second moments of

joint vector ~Yt ¼ XT
t U

T
t

� �T
satisfy Eqs. (16)–(19).
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Proposal 2. For normal joint distribution N ¼ N EY
t ,K

Y
t

� �
of vector variables in

Eqs. (16)–(19) it is necessary in equations of Theorem 1 to put

Wt ¼ W0t, E~Y
t ¼ E~Y

N , K ~Y
t ¼ E~Y

N
~Yt � E~Y

N

� �
~Yt � E~Y

N

� �T� �
,

K ~Y t1, t2ð Þ ¼ EN
~Yt1 � E~Y

N t1

� �
~Yt2 � E~Y

N t2

� �T� �
:

(20)

For Eq. (2) using Kazakov form

φ ¼ φ0 þ φ0 ¼ 0 (21)

where

φ0 ¼ kφ1X
0
t þ kφ2X

0
t þ kφ3U

0
t , (22)

we have two sets of equations for mathematical expectations and centered
variables:

_φ0 ¼ 0, … ,φ l�1ð Þ
0 ¼ 0 (23)

_φ0 ¼ 0, … ,φ0 l�1ð Þ
0 ¼ 0: (24)

So, we reduce SDS USD to two sets of equations for EX
t and X0

t ¼ Xt � EX
t

_E
X
t ¼ A0 þ A1EX

t þ A2EU
t , (25)

_X
0
t ¼ A1X0

t þ A2U0
t : (26)

For the composed vector Y
0
t ¼ X0T

t U0T
t

� �T
its probabilistic one and second

moments satisfy the following equations:

EY
t ¼ B0 þ B1EY

t , Yt0 ¼ Y0, (27)

_K
Y ¼ B1KY

t þ KYB
T
1 þ B2vB

T
2 , KY

t0 ¼ KY
0 , (28)

∂KY t1, t2ð Þ
∂ t2

¼ KY t1, t2ð ÞBT
1t2 , KY t1, t1ð Þ ¼ KY

t1 , t2 > t1: (29)

Here v ¼ v0 being defined by Eq. (6).
So for Kazakov regression, Eqs. (21)–(24) are the basis of Proposal 3.
The regression Ey zð Þ and its m.s. estimator ŷ zð Þ represent deterministic regres-

sion model. So to obtain a stochastic regression model, it is sufficient to represent Y
in the form Y ¼ Ey zð Þ þ Y 0 or Y ¼ ŷ zð Þ þ Y 00, where Y 0,Y 00 being some random
variables. For finding a deterministic linear regression model, it is sufficient to
know the mathematical expectations Ez,Ey and covariance matrices Kz,Kyz. In the
case of a stochastic linear regression model, it is necessary to know the distribution
of Y for any z or at list its regression ŷ zð Þ and covariance matrix Ky zð Þ (coinciding
with the covariance matrices KY0 zð Þ or KY 00

zð Þ). A more general problem of the best
m.s. approximation of the regression by a finite linear combination of given func-
tions χ1 zð Þ, … , χN zð Þ is reduced to the problem of the best approximation to the
regression, as any linear combination of the functions χ1 zð Þ, … , χN zð Þ represents a
linear function of variables z1 ¼ χ1 zð Þ, … , zN zð Þ ¼ χN zð Þ. Corresponding models
based on m.s. optimal regression are given in [7].
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In the general case, we have the following vector equation:

_Zt ¼ az Zt, tð Þ þ bz Zt, tð ÞVt, (30)

where Vt being defined by Eqs. (5) and (6). Functions az ¼ az Zt, tð Þ and bz ¼
bz Zt, tð Þ are composed on the basis of Eq. (2) after nonlinear regression approxima-
tion φ̂t ¼

P
j c j χ Ztð Þ and Eq. (13).

According to normal approximation method (NAM), we have for Eq. (30) the
following equations for normal modeling [9–12]:

_E
z
t ¼ F1 Ez

t ,K
z
t , t

� �
, (31)

_K
z
t ¼ F2 Ez

t ,K
z
t , t

� �
, (32)

∂Kz
t t1, t2ð Þ
∂t2

¼ F3 Ez
t ,K

z t2ð Þ,Kz t1, t2ð Þ, t1, t2
� �

: (33)

Here

F1 Ez
t ,K

z
t , t

� � ¼ ENaz Zt, tð Þ, (34)

F2 Ez
t ,K

z
t , t

� � ¼ F21 Ez
t ,K

z
t , t

� �þ F21 Ez
t ,K

z
t , t

� �T þ F22 Ez
t ,K

z
t , t

� �
, (35)

F21 Ez
t ,K

z
t , t

� � ¼ ENaz Zt, tð Þ Zt � Ez
t

� �
, (36)

F22 Ez
t ,K

z
t , t

� � ¼ ENb
z Zt, tð Þvbz Zt, tð ÞT, (37)

F3 Ez
t2 ,K

z
t2 ,K

z t1, t2ð Þ, t
� �

¼ Kz t1, t2ð Þ Kz
t2

� ��1
F21 Ez

t2 ,K
z
t2 , t2

� �T
,

Ez
t0 ¼ EZ t0ð Þ, Kz

t0 ¼ KZ t0ð Þ, Kz t1, t2ð Þ ¼ Kz
t1

(38)

where EN being symbol of normal mathematical expectation.

3. Normal linear filtering

In filtering SDS USD problems, we use two types of equations: reduced SDE
USD for vector state variables Xt and equation for vector observation variables Yt

and _Yt � Zt.
Consider SDS USD Eq. (2) reducible to SDE Eq. (3.9) at conditions of Theorem

1. We introduce new variables putting Xt � ~Yt,

_Xt ¼ A0t þ A1tXt þ A2tV1t: (39)

Let the observation vector variable Yt satisfy the following linear equations:

Zt ¼ _Yt ¼ B0t þ B1tXt þ B2tV2t: (40)

where V1t and V2t are normal white noises with matrix v1t ¼ v01 and v2t ¼ v02
intensities.

Equations of Kalman-Bucy filter in case of Eqs. (39) and (40) for the Gaussian
white noises are as follows [12–14]:

_̂Xt ¼ A0 þ A1X̂t þ βt Zt � B0 þ B1X̂t
� �� �

: (41)
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βt ¼ RtBT
1tv

�1
2t , detv2t 6¼ 0: (42)

_Rt ¼ A1tRt þ RtAT
1t þ v1t � βtv2tβ

T
t (43)

at corresponding initial conditions. Rt being m.s. covariance matrix error, βt
being gain coefficient. So, we have the following result.

Proposal 4. Let:

i. USD are reducible to SDS according to Proposal 2 or Proposal 3;

ii. observations are performed according to Eq. (40).

Then equations for m.s. normal filtering have the generalized Kalman-Bucy filter of
the form (41)–(43).

4. Normal linear extrapolation

Using equations of linear m.s. extrapolation for time interval Δ [12–14] we get
the following equations for the generalized Kalman–Bucy extrapolator:

_̂XtþΔt∣t ¼ A1X̂tþΔt∣t Δ>0ð Þ (44)

with initial condition

X̂tþΔt∣t
� �

Δ¼0 ¼ X̂t: (45)

For the initial time moment t and for the final time moment tþ Δ according to
Eq. (44), we get

XtþΔt∣t ¼ u tþ Δ, tð ÞXt þ
ðtþΔ

t

u tþ Δ, τð Þa0 τð Þdτ þ
ðtþΔ

t

u tþ Δ, τð Þψ τð ÞdW τð Þ: (46)

where u t, τð Þ being the fundamental solution of equation _ut ¼ A1tut at condition
u t, tð Þ ¼ I. For conditional mathematical expectation relatively Yt

t0 in Eq. (46), we
get m.s. estimate future state XtþΔ

X̂tþΔt∣t ¼ E XtþΔ∣tjYt
t0

h i
¼ u tþ Δ, tð ÞX̂t∣t þ

ðtþΔ

t

u tþ Δ, τð Þa0 τð Þdτ: (47)

In this case, error covariance matrix RtþΔt∣t satisfies the following equation:

_RtþΔt∣t ¼ a1RtþΔ∣t þ RtþΔ∣taT1 þ ψv0ψT: (48)

At initial condition

RtþΔ∣t
� �

Δ¼0 ¼ Rt: (49)

Hence, the error matrix Rt is known from Proposal 4. So, we have the following
proposition.

Proposal 5. At conditions of Proposal 4 m.s. normal extrapolation X̂tþΔt∣t is defined
by Eqs. (47)–(49).
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This extrapolator presents a sequel connection m.s. filter with gain u tþ Δ, tð Þ,
summator u tþ Δ, tð ÞX̂t∣t and integral term

Ð tþΔ
t u tþ Δ, τð ÞA0τdτ. The accuracy of

extrapolation is estimated according to Eqs. (48) and (49).

5. Linear modeling and estimation in SDS USD with multiplicated noises

Let us consider vector Eqs. (2)–(6) for the multiplicative Gaussian noises:

φ ¼ φ _Xt,Xt,Vt
� � ¼ φ1

_Xt, t
� �þ φ20 tð Þ

XnX

h¼1

φ2h tð ÞXh

" #
Vt ¼ 0: (50)

Here, dimXt ¼ dim _Xt ¼ nX, dimφ ¼ nX, φ1 being nonlinear vector function of
vector argument _Xt admitting linear regression

φ1
_Xt, t
� �

≈φ11
_Xt, φ11 ¼ φ11 E _X

t ,K
_X
t , t

� �
: (51)

Here, φ11 being matrix of regressors; V1t being vector Gaussian white noise,
dimVt ¼ nV with matrix intensity v ¼ v0 tð Þ. In this case, Eqs. (50) and (51) at
condition detφ11 6¼ 0 may be resolved relatively _Xt

_Xt ¼ B0 þ B1Xt þ B2 þ
XnX

r¼1

B3rXrt

 !
Vt, (52)

where B0,B1,B2,B3r depend upon regressors φ11. Using [9–12], we get equations
for mathematical expectations. EX

t , covariance matrix KX
t , and matrix of covariance

functions KX t1, t2ð Þ:

_E
X
t ¼ B0 þ B1EX

t , EX
t0 ¼ EX

0 , (53)

_K
X
t ¼ B1KX

t þ KX
t B

T
1 þ B2v0BT

2 þ
XnX

r¼1

B3rv0BT
2 þ B2v0BT

3r

� �

EX
rt

XXnX

r, s¼1

B3rv0BT
3 s EX

rtE
X
st þ KX

rst

� �
, KX

t0 ¼ KX
0 ,

(54)

∂KX t1, t2ð Þ
∂ t2

¼ KX t1, t2ð ÞBT
1t2 , KX t1, t1ð Þ ¼ KX

t1 , t2 > t1: (55)

Here KX
t ¼ KX

rst

� �
; KX t1, t2ð Þ ¼ KX

rs t1, t2ð Þ� �
. So for MAM in nonstationary

regimes, we have Eqs. (54) and (55) Proposal 6. In stationary case Eqs. (54) and (55)
we get the following finite set of equations for E ∗ and K ∗ (Proposal 7):

B ∗
0 þ B ∗

1 E
X
∗ ¼ 0, (56)

B ∗
1 K

X
∗ þ KX

∗B
∗
1 þ B ∗

2 v
∗
0 B

∗T
2 þ

XnX

r¼1

B ∗
3 rv

∗
0 B

∗T
2 þ B ∗

2 v
∗
0 B

∗T
3 r

� �
EX

∗

þ
XXnX

r, s¼1

B ∗
3rv

∗
0 B

∗T
3s EX

r ∗E
X
s ∗ þ KX

rs ∗
� � ¼ 0

(57)
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and ordinary differential equation for kX τð Þ, τ ¼ t2 � t1ð Þ:

dkX τð Þ
dτ

¼ B ∗
1 k

X τð Þ, kX 0ð Þ ¼ K ∗ : (58)

Applying linear theory Pugachev (conditionally m.s. optimal) filtering [9–12] to
equations

_Xt ¼ A0 þ A1Xt þ A2 þ
XnX

r¼1

A3rXrt

 !
Vt, (59)

Zt ¼ _Yt ¼ B0 þ B1Xt þ B2Vt, (60)

We get the following normal filtering equations:

_̂Xt ¼ A0 þ A1X̂t þ βt Zt � B0t þ B1X̂t
� �� �

, (61)

βt ¼ RtB1 þ A2 þ
XnXþnY

r¼1

A3rEX
r

 !
v0B2

" #
κ�1
11 , (62)

_Rt ¼ A1Rt þ RtAT
1 � RtBT

1 þ A2 þ
XnXþnY

r¼1

A3rEX
r

 !
v0B2

" #
κ�1
11 �

� B1 þ B2v0 AT
2 þ

XnXþnY

r¼1

AT
3rE

X
r

 !" #
þ A2 þ

XnXþnY

r¼1

A3rEX
r

 !
v0 AT

2 þ
XnXþnY

r¼1

AT
3rE

X
r

 !

þ
XXnXþnY

r, s¼1
A3rv0AT

3sKrs:

(63)

Here

κ11 ¼ B2v0BT
0 , κ22 ¼ B2v0BT

2 : (64)

For calculating (62) we need to find mathematical expectation EQ
t , covariance

matrix KQ
t of combined vector Qt ¼ X1, … ,XnX , Y1, … ,YnY½ �T and error ~Xt, ~Xt ¼

~Xt � Xt covariance matrix Rt using equations

_E
Q
t ¼ aQEQ

t þ aQ0 , (65)

_K
Q
t ¼ aQKQ

t þ KQ
t aQ0
� �T

þ cQv0 cQ
� �T þ

XnXþnY

r¼1

cQv0 cQr
� �T þ cQr v0 cQ0

� �T� �
EQ
r þ

þ
X XnXþnY

r, s¼1

cQr v0 cQs
� �T

EQ
r E

Q
s þ KQ

rs

� �
,

(66)

where

aQ ¼ 0 B1

0 A1

� �
, aQ0 ¼ B0

A0

� �
, сQr ¼ B2

A1r

� �
r ¼ 0, 1, … , nX þ nY
� �

: (67)

So, Eqs. (61)–(67) define linear Pugachev filter for SDS USD with multiplicative
noises reduced to SDS (59) and (60) (Proposal 8).
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At last following [9–12] let us consider linear Pugachev extrapolator for reduced
SDS USD. Taking into account equations

_Xt ¼ A0 þ A1Xt þ A2 þ
XnX

r¼1

A3,nYþrXrt

 !
V1, (68)

Zt ¼ _Yt ¼ B0 þ B1Xt þ B2V2 (69)

(V1,2 being independent normal white noises with v1,2 intensities) and the
corresponding result (Section 5) we come to the following equation:

_̂Xt ¼ A0 tþ Δð Þ þ A1 tþ Δð ÞX̂t þ βt Zt � B0 þ B1ε
�1
t X̂t � B1ε

�1
t ht

� �� �
: (70)

Here εt ¼ u tþ Δ, tð Þ, u s, tð Þ being fundamental solution of equation du=ds ¼ A1 sð Þ,

ht ¼ h tð Þ ¼
ðtþΔ

t

u tþ Δ, τð ÞA0 τð Þdτ: (71)

Accuracy of linear Pugachev extrapolator (70) is performed by integration of the
following equation:

_Rt ¼ A1 tþ Δð ÞRt þ RtA1 tþ Δð ÞT � βt B2v1BT
2

� �
βTt þ

�
A2 tþ Δð Þþ

þ
XnXþnY

r¼nYþ1

A3r tþ Δð ÞEr tþ Δð Þ
�
v2 tþ Δð Þ

�
A2 tþ Δð ÞT þ

XnXþnY

r¼nYþ1

A3r tþ Δð ÞTEr tþ Δð Þ
�
þ

þ
X XnXþnY

r, s¼nYþ1

A3r tþ Δð Þv2 tþ Δð ÞAT
3r tþ Δð ÞTKrs:

(72)

Equations (70)–(72) define normal linear Pugachev extrapolator for SDS USD
reduced to SDS (Proposal 9).

6. Normal nonlinear filtering and extrapolation

Let us consider SDS (2) reducible to SDS and fully observable measuring system
described by the following equations:

_Xt ¼ a Xt,Yt, α, tð Þ þ b Xt,Yt, α, tð ÞV0, (73)

Zt ¼ _Yt ¼ a1 Xt,Yt, tð Þ þ b1 Xt,Yt, tð ÞV0: (74)

Here, a, a1, b, b1 being known functions of mentioned variable; α being
vector of parameters in Eq. (73); V0 being normal white noise with intensity matrix
v0 ¼ v0 tð Þ.

Using the theory of normal nonlinear suboptimal filtering [10–12], we get the
following equations for X̂t and Rt:

_̂Xt ¼ f X̂t,Yt,Rt, t
� �

dtþ h X̂t,Yt,Rt, t
� �

dt dYt � f 1ð Þ X̂t,Yt,Rt, t
� �

dt
h i

, (75)
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_Rt ¼ f 2ð Þ X̂t,Yt,Rt, t
� �� h X̂t,Yt,Rt, t

� �
b1ν0b

T
1 Yt, tð Þh X̂t,Yt,Rt, t

� �Tn o
dtþ

þ
Xny

r¼1

ρr X̂t,Yt,Rt, t
� �

dYr � f 1ð Þ
r X̂t,Yt,Rt, t
� �

dt
h i

:
(76)

Here

f X̂t,Yt,Rt, t
� � ¼ 2πð Þn jRtj½ ��1=2

ð∞

�∞

a Yt, x, tð Þ exp � xT � X̂
T
t

� �
R�1
t x� X̂t
� �

=2
n o

dx,

(77)

f 1ð Þ X̂t,Yt,Rt, t
� � ¼ f 1ð Þ

r X̂t,Yt,Rt, t
� �n o

¼ 2πð Þnx ∣Rt∣g�1=2
ð∞

�∞

a1 Yt, x, tð Þ exp � xT � X̂
T
t

� �
R�1
t x� X̂t
� �

=2
n o

dx,

2
4

(78)

h X̂t,Yt,Rt, t
� � ¼

(
2πð Þnx jRtj½ ��1=2

ð∞

�∞

xa1 Yt, x, tð ÞT þ bν0b
T
1 Yt, x, tð Þ

h i
�

� exp � xT � X̂
T
t

� �
R�1
t x� X̂t
� �

=2
n o

dx� X̂t f
1ð Þ X̂t,Yt,Rt, t
� �T

)
b1ν0b

T
1

� ��1
Yt, tð Þ,

(79)

f 2ð Þ X̂t,Yt,Rt, t
� � ¼ ½ð2pÞnx ∣Rt∣g�1=2

ð∞

�∞

ðx� X̂tÞa Yt, x, tð ÞT

þa Yt, x, tð Þ xT � X̂
T
t

� �
þ bν0b

T
1 Yt, x, tð Þ�

� exp �ðxT � X̂
T
t ÞR�1

t ðx� X̂tÞ=2
n o

dx,

(80)

ρr X̂t,Yt,Rt, t
� � ¼ ½ð2pÞnx

ð∞

�∞

(
x� X̂t
� �

xT � X̂
T
t

� �
ar Yt, x, tð Þþ

þ x� X̂t
� �

br Yt, x, tð ÞT xT � X̂
T
t

� �
þ br Yt, x, tð Þ xT � X̂

T
t

� �)

� exp � xT � X̂
T
t

� �
R�1
t x� X̂t
� �

=2
n o

dx r ¼ 1, ny
� �

, (81)

X̂0 ¼ EN X0∣Y0½ �, R0 ¼ EN X0 � X̂0
� �

XT
0 � X̂

T
0

� �
∣Y0

h i
, (82)

where ar being r th element of line-matrix aT1 � âT1
� �

b1ν0b
T
1

� ��1
; bkr being

element of k th line and r th column of the matrix b1ν0b
T
1 ; br being the rth column of

the matrix b1ν0b
T
1 b1ν0b

T
1

� ��1
, br ¼ b1r … bpr

� �
r ¼ 1, n1
� �

.
Proposal 10. If vector SDS USD (2) is reducible to Eqs. (73) and (74) then

Eqs. (75)–(81) at conditions (82) define normal filtering algorithm. The number of
equations is equal to

QNAM ¼ nx þ nx nx þ 1ð Þ
2

¼ nx nx þ 3ð Þ
2

: (83)
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Hence, if the function a1 is linear in Xt and function b does not depend on Xt all
matrices ρr ¼ 0 and Eq. (76) does not contain _Yt (Section 3).

Analogously Section 6 we get from [12] corresponding equations of normal
conditionally optimal (Pugachev) extrapolator for reduced equations

_Xt ¼ a Xt,Yt, tð Þ þ b Xt, tð ÞV1, (84)

Zt ¼ _Yt ¼ a1 Xt,Yt, tð Þ þ b1 Xt,Yt, tð ÞV2, (85)

where V1 and V2 are normal independent white noises.

7. Examples

Let us consider scalar system

φ _Xt,Xt
� � � φ1

_Xt
� �þ φ2 Xtð Þ þU1t ¼ 0 (86)

_U1t ¼ α10 þ α11U1t þ β1V1t: (87)

Here, Xt, _Xt being state variable and its time derivative; U1t being scalar sto-
chastic disturbance; V1t being scalar normal white noise with intensity v1t; φ1 and φ2
being nonlinear functions; α10, α11, β1 being constant parameters. After regression
linearization of nonlinear functions, we have

φ1≈φ10 þ kφ1
_X
_X
0
t ,φ2≈φ20 þ kφ2

X X0
t : (88)

At condition kφ_X 6¼ 0 we get from (86) and (88) equations for mathematical

expectation mX
t ¼ EXt and centered X0

t ¼ Xt �mX
t :

φ10 þ φ20 þmU
1t ¼ 0, (89)

_X
0
t ¼ atX0

t þ btU0
1t, (90)

where

φ10 ¼ φ10 m _X
t ,D

_X
t

� �
, φ20 ¼ φ20 mX

t ,D
X
t

� �
, (91)

at ¼ at mX
t ,m

_X
t ,D

X
t ,D

_X
t ,D

U1
t ,DXU1

t

� �
¼ �kφ2

X kφ1
_X

� ��1
, bt ¼ � kφ1

_X

� ��1
: (92)

Equations (87) and (90), for U0
1t ¼ U1t ¼ mU1

t mU1
t ¼ EU1t

� �
and Xt ¼ Xt U1t½ �T

may be presented in vector form

_mX
t ¼ A0t þ AtmX

t , (93)

_X
0

t ¼ AtX
0
t þ BtV1t, (94)

At ¼
at bt
0 α1

� �
, Bt ¼

0

β1

� �
: (95)

Covariance matrix

KX
t ¼ DX

t KXU1

K _XU1
t DU1

t

" #
(96)
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and matrix of covariance functions

KX t1, t2ð Þ ¼ KX
11 t1, t2ð Þ KX

12 t1, t2ð Þ
KX

21 t1, t2ð Þ KX
22 t1, t2ð Þ

" #
(97)

satisfy to linear equations for correlation theory (Section 3)

_K
X
t ¼ AtKX

t þ KX
t A

T
t þ Btν1tBT

t , KX
t0 ¼ KX

0 , (98)

∂KX t1, t2ð Þ
∂t2

¼ KX t1, t2ð ÞAT
t2 , KX t1, t1ð Þ ¼ KX

t1 : (99)

Vector Eq. (98) is equal to the following scalar equations:

_D
X
t ¼ 2 atDX

t þ btKXU1
t

� �
, _D

U1

t ¼ 2 α1DU1
t þ β21ν1t, _K

XU1

t

¼ atKXU1
t þ btDU1

t þ α1KXU1
t : (100)

From Eq. (90) we calculate variance

D _X
t ¼ a2t D

X
t þ b2t D

U1
t þ 2atbtKXU1

t : (101)

Thus, for MAM algorithm we use Eqs. (89), (91), (98)–(101).
Let system (86) and (87) is observable so that

Zt ¼ _Yt ¼ Xt þ V2t: (102)

Then for Kalman-Bucy filter equations (Proposal 4), we have

_̂Xt ¼ AtX̂t þ βt Zt � X̂t
� �

, βt ¼ Rtν
�1
2t det ν2t 6¼ 0ð Þ, _Rt ¼ 2AtRt þ ν1 � ν2β

2
t :

(103)

For Kalman-Bucy extrapolator equations are defined by Proposal 5 at u t, τð Þ ¼
e�a t�τð Þ.

In Table 1, the coefficients of statistical linearization of for typical nonlinear
function are given.

Let us consider normal scalar system

F � Φ _Xt
� �þ atXt þ ut ¼ 0: (104)

Нere random function admits Pugachev normalization

Φ _Xt
� �

≈Φ0 þ kΦ _X
0
t þ ΔΦ0

t , (105)

where ΔΦ0
t being normal StP satisfying equation of forming filter

_ΔΦ0
t ¼ aΔΦt ΔΦ0

t þ bΔΦt Vt: (106)

Note that functions Φ0
t and kΦ depend on E _Φ

t and D _Φ
t . Equations (104) and (105)

are decomposing on two equations. First equation at condition kΦ 6¼ 0 is as follows:

Φ0 þ atEX
t þ ut ¼ 0, Φ0 ¼ kΦ0E _X

t : (107)
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Second equation at condition kΦ 6¼ 0 is as follows: kΦ _X
0
t þ ΔΦ0

t þ atX0
t ¼ 0 may

be presented as
_X
0
t ¼ at kΦ

� ��1
X0

t � kΦ
� ��1

ΔΦ0
t : (108)

Equations (106) and (108) for Z0
t ¼ X0

t ΔΦ0
t

� �T
leads to the following vector

equation for covariance matrix

_K
Z
t ¼ AKZ

t þ KZ
t A

T þ BνVBT, (109)

where A ¼ �at kΦ
� ��1 � kΦ

� ��1

0 aΔΦ

" #
, B ¼ 0

bΔΦ

� �
. Eqs. (107) and (109) give

the following final relations:

E _X
t ¼ atEX

t þ ut
� �

kΦ0
� ��1

, (110)

φ φ0

_Y
3 m m2 þ 3Dð Þ

sinω _Y exp � ω2D
2

� �
sinωm

cosω _Y exp � ω2D
2

� �
cosωm

_Y exp α _Y
� �

mþ αDð Þ exp αmþ α2D
2

� �

_Y sinω _Y m sinωm� ωD cosωmð Þ exp � ω2D
2

� �

_Y cosω _Y m cosωm� ωD sinωmð Þ exp � ω2D
2

� �

sgn _Y 2Φ mffiffiffi
D

p
� �

_Y
2
sgn _Y 2D m2

D þ 1
� �

Φ mffiffiffi
D

p
� �

þ 1ffiffiffiffiffiffi
2πD

p exp �m2

2D

� �n o
m ¼ m _Y , D ¼ D _Y

� �

l
D

_Y,

l,
�l

∣ _Y∣ ≤ d;

_Y < d;

_Y < � d

8>><
>>:

l 1þm1ð ÞΦ 1þm1

σ1

� �
� 1�m1ð ÞΦ 1�m1

σ1

� ��
þ

þ σ1ffiffiffiffiffi
2π

p exp � 1
2

1þm1

σ1

� �2
( )

� exp � 1
2

1�m1

σ1

� �2
( )" #)

γ _Y þ d
� �

,

0,

γ _Y � d
� �

∣ _Y∣< � d;

∣ _Y∣ ≤ d;

_Y > d

8
>><
>>:

γ 1� 1
m1

1þm1ð ÞΦ 1þm1

σ1

� �
� 1�m1ð ÞΦ 1�m1

σ1

� �� ��
þ

þ σ1

m1
ffiffiffiffiffi
2π

p exp � 1
2

1�m1

σ1

� �2
( )

� exp � 1
2

1þm1

σ1

� �2
( )" #)

�l,
0,
l

_Y < � d;

∣ _Y∣ ≤ d;

_Y > d

8>><
>>:

l Φ 1þm1
σ1

� �
�Φ 1�m1

σ1

� �h i

_Y1 _Y2 m1m2 þ K12

_Y
2
1
_Y2 m2

1 þ K11
� �

m2 þ 2m1K12

sin ω1 _Y1 þ ω2 _Y2
� �

exp
ω2
1K11 þ 2ω1ω2K12 þ ω2

2K22

2

� �
sin ω1m1 þ ω2m2ð Þ

sgn _Y1 þ _Y2
� �

2Φ ζ1,2
� �

, ζ1,2 ¼
m1 þm2ffiffiffiffi

D
p , D ¼ K11 þ 2K12 þ K22

Table 1.
Coefficients of statistical linearization for typical nonlinear functions [12–14].
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D _X
t ¼ a2t kΦ

� ��2
DX

t þ kΦ
� ��2

DΔΦ
t � 2at kΦ

� ��2
KXΔΦ

t ,

_D
X
t ¼ �2 atDX

t þ KXΔΦ
t

� �
,

_D
ΔΦ
t ¼ 2aΔΦt DΔΦ

t þ bΔΦt
� �2

νV ,

_K
XΔΦ
t ¼ aΔΦt KΔΦ

t � atKXΔΦ
t þDΔΦ

t

� �
kΦ
� ��1

:

(111)

8. Conclusion

Models of various types of SDS USD arise in problems of analytical modeling
and estimation (filtering, extrapolation, etc.) for control stochastic systems, when it
is possible to neglect higher-order time derivatives. Linear and nonlinear methodo-
logical and algorithmic support of analytical modeling, filtering, and extrapolation
for SDS USD is developed. The methodology is based on the reduction of SDS USD
to SDS by means of linear and nonlinear regression models. Special attention is paid
to SDS USD with multiplicative (parametric) noises. Examples illustrating method-
ology are presented. The described results may be generalized for systems with
stochastically unsolved derivatives and stochastic integrodifferential systems
reducible to the differential.
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