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Preface

Infection is a common clinical condition that may cause local inflammation but, in 
some cases, can lead to systemic inflammation, with sepsis and organ dysfunction. 
The inflammatory response is a very complex course that is engendered by the 
harmful action of various agents, be they infectious, physical, or chemical, towards 
the host. The inflammatory response, in the biological perspective, should carry out 
a protective action of the organism, but this response produces several detrimental 
substances, such as proteolytic enzymes and oxygen metabolites. Usually, the 
system of host protection performs an effective action and avoids tissue damage. 
Nevertheless, in some cases, the protective resources are ineffectual or lost and 
the inflammatory response becomes harmful. Moreover, the tissue damage causes 
further inflammation with progressive worsening [1]. 

The clinical scenario of this “malignant inflammation” [2] develops in multiorgan 
dysfunction, which can progress to multiorgan failure because the final effect of 
inflammatory tissue damage is diffuse tissue hypoxia, which, if prolonged, causes 
irreversible cell changes. This is septic shock. 

The clinical appearance of the first phase of systemic inflammation, Systemic 
Inflammatory Response Syndrome (SIRS), is represented by increased temperature, 
heart rate, respiratory rate, and white blood cell count. Organ dysfunction in 
Multiple Organ Dysfunction Syndrome (MODS) involves the lungs, kidneys, 
cardiovascular system, and central nervous system [3]. 

Septic shock can be evaluated as distributive shock, that is, vasodilatory shock. 
Distributive shock is based on the increase of intravascular space. In septic shock, 
especially with gram-negative bacteremia, the lipopolysaccharide endotoxin that 
comes from the gram-negative bacteria promotes the deliverance of effective 
vasodilators from damaged cell membranes. In the first phase of septic shock, the 
most evident clinical appearance is the vascular hyperdynamic state, followed, 
with the progression of the disease and the expanded intravascular space, by a 
low cardiac output state. The general clinical condition in distributive shock is 
insufficient tissue perfusion. In fact, general vasodilation causes a reduction of 
blood perfusion and tissue damage in the kidneys, brain, and heart. Moreover, in 
distributive/septic shock there is leakage of fluid from capillaries in the surrounding 
tissue [4]. 

The pathophysiology of septic shock is characterized not by altered tissue 
oxygenation but by cytopathic hypoxia, which is a defect in cellular oxygen 
availability. Consequently, the tissue level of oxygen can be increased in septic 
shock [5]. 

The first section of the book, “Therapeutic Control of Infectious Agents,” 
includes contributions on this wide and complex topic. It provides updates on 
the bactericidal and bacteriostatic action of antibiotics and on the distribution 
and molecular detection of methicillin-resistant Staphylococcus aureus. It also 
discusses the therapeutic perspective of potential natural products from tropical 



fruits, empiric antimicrobial therapy in critically ill septic patients, and bacterial 
immunotherapy in treating chronic osteomyelitis. This section also includes some 
interesting studies on the epidemiology and bacterial characteristics of the bacteria 
Vibrio cholerae, including information on its prevalence, antimicrobial resistance, 
pathogenicity in suburban groundwater supplies of Marrakesh, secretome, and 
challenges in controlling vibriosis in shrimp farms. 

The second section, “Specific Infectious Pathologies,” examines diagnostic findings 
and therapeutic management of some pathological conditions with infective 
etiology, such as diabetic foot osteomyelitis and infections in neurosurgery. 

The third section, “Sepsis Pathophysiology,” evaluates some of the most important 
aspects of the pathophysiology and management of sepsis and septic shock. Topics 
covered in this section include early diagnosis of sepsis using machine learning; 
the pathophysiology of septic shock; intestinal barrier dysfunction, bacterial 
translocation, and inflammation; assessment and management of hypoperfusion 
in sepsis; sepsis-associated acute kidney injury; and atrial fibrillation during septic 
shock.

Vincenzo Neri
Department of Medical and Surgical Sciences – University of Foggia,

Foggia, Italy

Lixing Huang
Jimei University,

China

Jie Li
Chinese Academy of Fishery Sciences,

China
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Chapter 1

Bactericidal and Bacteriostatic
Antibiotics
Sachin M. Patil and Parag Patel

Abstract

Of all the medications available to physicians worldwide, antibiotics play an
essential role in inpatient and outpatient settings. Discovered in the early nine-
teenth century by Alexander Fleming, penicillin was the first antibiotic isolated
from a mold. Dr. Gerhard Domagk developed synthetic sulfa drugs by altering the
red dye used in chemical industries. Since then, multiple antibiotic classes have
been discovered with varying antimicrobial effects enabling their use empirically or
in specific clinical scenarios. Antibiotics with different mechanisms of action could
be either bactericidal or bacteriostatic. However, no clinical significance has been
observed between cidal and static antibiotics in multiple trials. Their presence has
led to safer deep invasive surgeries, advanced chemotherapy in cancer, and organ
transplantation. Indiscriminate usage of antibiotics has resulted in severe hospital-
acquired infections, including nosocomial pneumonia, Clostridioides difficile infec-
tion, multidrug-resistant invasive bacterial infections, allergic reactions, and other
significant side effects. Antibiotic stewardship is an essential process in the modern
era to advocate judicial use of antibiotics for an appropriate duration. They play a
vital role in medical and surgical intensive care units to address the various compli-
cations seen in these patients. Antibiotics are crucial in severe acute infections to
improve overall mortality and morbidity.

Keywords: Sepsis, antibiotics, bactericidal, bacteriostatic, stewardship

1. Introduction

Antibiotic is a term used to define a chemical substance produced by one micro-
organism that stunts the metabolism and development of other organisms [1]. The
antibiotic term was used initially for naturally acquired substances; however, now
the term encompasses both natural and synthetic antimicrobial substances.
Although penicillin was the first antibiotic isolated from the mold, it was super-
seded by sulfa drugs used by physicians to treat infections successfully [2]. Due to
antibiotic use, the infectious disease death rate has declined from 280 per 100,000
to 60 per 100,000 in the 1950s [3]. A common belief is that cidal antibiotics are
efficient than static antibiotics with no clinical evidence supporting it. Both cidal
and static are invitro terms which, refer to the effect of antibiotic concentrations
affecting bacterial growth at a predefined threshold. They cannot predict the infec-
tion outcome in vivo. Antibiotics targeting the organism’s cell wall are mostly
bactericidal, whereas those targeting protein syntheses are bacteriostatic. MIC
(minimum inhibitory concentration) is the lowest antibiotic concentration, which
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prevents visible growth at 24 hours. MBC (minimum bactericidal concentration) is
the minimal concentration of antibiotics that causes bacterial death. Breakpoints for
antibiotic MIC’s are set by the the European Committee on Antimicrobial Suscepti-
bility Testing (EUCAST) and National Committee for Clinical and Laboratory
Standards Institute (CLSI). A bactericidal antibiotic MBC is less than or equal to
four folds above the MIC, accounting for a 1000-fold decline in bacterial density
[4]. A bacteriostatic antibiotic achieves a > 1000-fold reduction at eight-fold above
MIC or a 500-fold reduction in bacterial density at 4-fold above its MIC. They are
still labeled as static despite the clear demonstration of bacterial killing. An antibi-
otic becomes more bactericidal as the MIC moves closer to the MBC. Bacteriostatic
agents have an MBC to MIC ratio > than that for bactericidal antibiotics.

A systematic literature review revealed no confirmation that cidal agents are
better than static agents [5]. In addition, there was no substantial difference in
efficiency, including critically ill patients with severe infections and sepsis. Six trials
demonstrated the superiority of static agent linezolid over cidal agents such as
vancomycin [5]. A single trial showed the efficiency of cidal agent imipenem over
tigecycline; however, the dose of tigecycline was small, and with increased appro-
priate dosing, the efficacy disappeared [6, 7]. A rapidly bactericidal agent such as
daptomycin does not perform better than a slowly cidal agent such as vancomycin
to treat right-sided infective endocarditis (IE) and staphylococcal bacteremia [8] . A
synergistic combination of beta-lactam with aminoglycosides enhances the bacteri-
cidal effect with rapid blood clearance [9]. However, this synergistic combination
has not improved clinical outcomes or mortality [10]. In the initial studies, static
agents such as tetracyclines and macrolides were inferior to cidal agents in IE
therapy [11]. This assumption can be erroneous as the static agents do not achieve
adequate low blood concentrations to treat infective endocarditis effectively. A
bacteriostatic antibiotic such as linezolid can attain sufficient bloodstream concen-
trations resulting in higher cure rates for IE [12]. Daptomycin, a rapidly bactericidal
agent, is inferior to vancomycin in left-sided IE [13]. For an individual antibiotic to
be effective, the importance of its pharmacokinetic-pharmacodynamic properties
and attaining adequate drug levels at the infection site is substantial than static
versus cidal properties used in predicting clinical efficacy. An intact immune system
is critical for the efficacy of bacteriostatic agents, and bactericidal agents are pre-
ferred in immunosuppressed patients. Broad-spectrum agents cover many suscep-
tible pathogens, whereas narrow-spectrum agents cover a limited number of
pathogens. Broad-spectrum agents are used empirically in the therapy of lung and
abdominal infections. Narrow-spectrum agents are used in a limited number of
indications.

2. Bacteriostatic antibiotics

These include folate inhibitors (sulfonamides and trimethoprim) in Table 1
(2A I), tetracyclines in Table 2 (2A II), glycylcyclines in Table 3 (2A III),
macrolides in Table 4 (2A IV), lincosamides in Table 5 (2A V), oxazolidinones in
Table 6 (2A VI) and fusidic acid in Table 7 (2A VII).

Dapsone can substitute sulfamethoxazole in the TMP-SMX combination for PCJ
pneumonia in patients with allergies to sulfonamide antibiotics [89]. TMP-SMX is
the drug of choice for Q-fever in pregnancy. An essential fact to remember is that
TMP-SMX does not cover pseudomonas and should be avoided in streptococcal
infections due to a higher incidence of resistance [90]. Iclaprim is a DHFR inhibitor
with bactericidal activity against methicillin-sensitive Staphylococcus aureus (MSSA),
Methicillin-resistant (MRSA), beta-hemolytic Streptococcal spp, and Enterococcus
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faecalis. It undergoes hepatic clearance, and dose adjustment is needed in hepatic
impairment. Tissue penetration is excellent in the lungs. It is effective without a
sulfa moiety so that it can be used in patients with sulfa allergy. The side effects
include nausea, headache, fatigue, and QT interval prolongation. Currently, it is
under trials for SSTI and nosocomial pneumonia [91, 92].

Doxycycline is the drug of choice in bioterrorism caused by Bacillus anthracis,
Yersinia pestis, Francisella tularensis, Coxiella burnetti, and Brucella spp [93]. In the
medical intensive care unit (MICU), tetracyclines are the drug of choice in acute
sepsis due to cholera, ehrlichiosis, stenotrophomonas infections, rickettsial disease,
anaplasmosis, and PID.

In sepsis, tigecycline is used in MDR infections as a last resort, and the federal
drug authority (FDA) has placed a boxed warning about this death risk. It can also
be used effectively at a higher dosage in MDR hospital-acquired pneumonia (HAP)
and ventilator-associated pneumonia (VAP).

Origin Sulfonamides are sulfanilamide derivatives identical to para-aminobenzoic acid
(PABA) required for folic acid synthesis in most bacteria.
Trimethoprim is a synthetic derivative from trimethoxybenzyl-pyrimidine [14].

Mechanism of
action

Sulfonamides antagonize PABA inclusion into dihydropteroate by its greater affinity
for tetrahydropteroic acid synthetase in microorganisms resulting in decreased
dihydrofolic acid, a substrate for dihydrofolate reductase (DHFR) [15, 16].
Trimethoprim is a potent bacterial inhibitor of DFR, preventing the formation of
tetrahyrofolic acid needed for purine and deoxyribonucleic acid [14].
Thus, sulfonamides and trimethoprim together stop two consecutive steps essential in
the folic acid synthesis. A combination of both is synergistic and bactericidal in
trimethoprim and the sulfa ratio of 1:20 [17].

Routes Sulfonamides are available in oral, intravenous (IV), topical, and ophthalmic
formulations.
Trimethoprim is available in oral and intravenous formulations.

Indication Sulfonamides: Nocardiosis, Toxoplasmosis, Plasmodium falciparum malaria,
Nongonococcal urethritis,
Trimethoprim: Acute urinary tract infection (UTI), Recurrent UTI
Trimethoprim and sulfamethoxazole (TMP-SMX): Above indications plus UTI, Skin
and soft tissue infections (SSTI) due to Staphylococcus aureus, Pneumocystis jiroveci
(PCJ) pneumonia, and prophylaxis, Melioidosis, Whipple disease, Alternative in
Listeria meningitis

Resistance Sulfonamides: Point mutations in folP gene modifying dihydropteroate synthetase
resulting in decreased affinity for sulfonamide [18]. PABA binding site alteration due
to F28L/T and P64S mutations [19]. Integrons sul1, sul2, and sul3 coding drug
resistance enzymes [20].
Trimethoprim: Plasmid-mediated resistant DHFR enzyme

Pharmaco-
kinetics

Sulfonamides: Well distributed throughout the body, and protein binding predicts the
blood and tissue levels. It is metabolized in the liver (CYP2C9 & CYP3A4 hepatic
enzyme system) and excreted via renal excretion. Chronic kidney disease results in
decreased renal clearance [21]. It can interact with multiple other drugs resulting in
increased serum levels and toxicity especially antiseizure medications.

Toxicity Skin: Rashes, Steven-Johnson syndrome (SJS), Toxic epidermal necrolysis (TEN)
[22, 23].
Blood: Anemia, agranulocytosis, thrombocytopenia, methemoglobinemia [24].
Renal: Hyperkalemia, Acute renal failure, Interstitial nephritis,
Lactic acidosis [24–26].
Gastrointestinal (GI): Pseudomembranous colitis, Pancreatitis, and Fulminant liver
failure [27–29].
Others: aseptic meningitis

Table 1.
2AI folate inhibitors: Sulfonamides & trimethoprim.
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Origin Tetracycline is derived from catalytic dehalogenation of chlortetracycline obtained
from Streptomyces rimosus [30].
Doxycycline and Minocycline are semisynthetic derivatives of oxytetracycline.

Mechanism of
action

Reversibly binds 30S ribosomal subunit of the bacteria and inhibits protein
synthesis. In protozoa, it additionally binds to 70S ribosome and stops protein
synthesis [30, 31].

Routes Orally via capsules, tablets, syrups, and IV formulations.

Indication Community-acquired bacterial pneumonia (CABP), MSSA &MRSA SSTI,
Stenotrophomonas infections, Helicobacter pylori infection, Nongonococcal
urethritis, Lyme disease, Rickettsial infections, Nocardiosis, Falciparum malaria,
Cholera, Anaplasmosis, and Ehrlichiosis. Q fever, Brucellosis, Melioidosis, Acne
vulgarism, the second line in syphilis, and a part of the combination regimen in
pelvic inflammatory disease (PID).

Resistance It is mediated mainly by active efflux pumps and ribosomal protection proteins.
Other minor mechanisms include antibiotic enzymatic lysis, a decline in-wall
permeability, and binding site alterations [32].

Pharmac-
okinetics

Unlike tetracycline, food does not substantially alter doxycycline and minocycline
absorption, and both have excellent bioavailability [33]. Lipid solubility determines
the tissue and fluid levels of which minocycline > doxycycline > tetracycline. At
higher doses, doxycycline reaches adequate levels in the cerebrospinal fluid (CSF)
[34]. The clearance mechanism is via both renal (tetracycline) and hepatic
(doxycycline and minocycline).

Toxicity/ Adverse
effects

GI: pill-induced esophagitis, heartburn, epigastric pain, nausea, vomiting, acid
reflux disorder [35]. Hepatotoxicity from IV tetracycline [36]. Skin: photosensitive
rash and hyperpigmentation of body parts [37]. Nephrogenic diabetes insipidus: by
demeclocycline [38]. Central Nervous System(CNS): Vestibular symptoms,
Pseudotumor cerebri Teeth, and Bone: tooth staining, enamel hypoplasia, and
diminished bone growth in premature infants exposed to tetracycline [39].
Hypersensitivity reactions: facial swelling, drug-induced lupus, anaphylaxis,
urticaria [40]. Tetracyclines are teratogenic and reach the fetus via the placenta.

Table 2.
2A II tetracyclines.

Origin Tigecycline is a semisynthetic derivative of minocycline developed against resistant
organisms [41].

Mechanism of
action

Its reversal binding to 30S ribosomes is stronger by five times, and ribosomal
protection proteins do not affect it [42, 43].

Routes Due to poor oral absorption, it is available in IV formulations.

Indication Complicated SSTI, Complicated intraabdominal infections (cIAIs), CABP, Used as
salvage therapy in critically ill patients when no other alternatives exist for
multidrug-resistant infections (MDR).

Resistance It is due to increased efflux pumps such as AcrAB and MexAB-OprM after detecting
the drug [44]. Pseudomonas is intrinsically resistant due to MexXY efflux pump
presence [45].

Pharmac-
okinetics

Adequate tissue distribution was observed with a half-life of 37 to 67 hours and a
plasma protein binding of about 80% [46]. No dose adjustment is required in renal
impairment and mild to moderate hepatic impairment. Dose adjustment is needed
for severe hepatic impairment. It is not removed by hemodialysis [47]. It is excreted
by the liver and minimally by the kidney.

Toxicity/Adverse
effects

GI: nausea, vomiting, transaminase elevation, acute pancreatitis. Others: infection,
phlebitis, headache, dizziness, skin rash [47]. It is associated with increased
mortality compared to other antibiotics used for the same indication. 13 clinical
trials have validated this pooled analysis [48].

Table 3.
2A III glycylcyclines.
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Origin Erythromycin was obtained from Streptomyces erythreus present in the soil. Azithromycin
and Clarithromycin are semisynthetic derivatives from erythromycin, which improve
stability in gastric acid [49].

Mechanism of
action

Macrolides bind to 23S ribosomal ribonucleic acid (rRNA), a subunit of the 50S subunit of
the bacterial ribosome, and stop the RNA-based synthesis of proteins [50]. Bactericidal
activity is seen against , Hemophilus influenzae, and Streptococcus pneumoniae.

Routes It is available as oral liquid, tablet, capsule, IV, ophthalmic and topical preparations.

Indication Erythromycin: used as an alternative to penicillin (PCN) in allergic patients. Treatment and
preexposure prophylaxis in pertussis. Azithromycin: CABP, Pertussis, Trachoma,
Chancroid, Babesiosis, Mycobacterium avium complex (MAC) infections, alternative for
Lyme disease, sinusitis, pharyngitis, and acute otitis media. Clarithromycin: Helicobacter
pylori infection, Nontubercular mycobacterial infection, Campylobacter enteritis, MAC
infections

Resistance 50S ribosomal protein mutations or 23S rRNA receptor alterations confer resistance to
macrolides (M), lincosamides (L), and streptogramin B (SB) (MLSB phenotype). Erm
(erythromycin ribosome methylation) genes present on transposons or plasmids mediate
this effect [51, 52].

Pharmac-
okinetics

Erythromycin is metabolized by hepatic CYP3A cytochrome subclass of cytochrome 450
system. It is incompatible with other IV preparations [53, 54]. It follows total body water
distribution [55] and persists in tissues longer than in blood. Oral azithromycin
bioavailability is around 37% [56]. It is well distributed in tissues with levels > than in blood
by 10 to 100 fold. It is excreted primarily unchanged via hepatic clearance into the feces.
No dose adjustments are required for renal and hepatic impairment. Clarithromycin oral
bioavailability is 55%, has excellent tissue distribution, and undergoes mainly hepatic
clearance with 30% clearance vis the kidneys [50]. Dose adjustment is needed for renal
failure only [57].

Toxicity/Adverse
effects

Erythromycin: GI side effects (nausea, vomiting, and abdominal pain), Thrombophlebitis,
Allergic reactions, Ototoxicity, Torsades de pointes. Clarithromycin and Azithromycin: GI
side effects as above, Acute mania, Torsades de pointes, reversible cholestatic hepatitis
[58–60].

Table 4.
2A IV macrolides.

Origin Lincomycin is derived from Streptomyces lincolnensis present in the soil. Clindamycin
is semisynthetically by chemically modifying lincomycin resulting in increased
potency and bioavailability [61].

Mechanism of
action

It binds to 50S ribosomal sites and inhibits protein synthesis, and competes with
macrolides for the same site.

Routes Available in IV, oral capsules and liquid solution, topical gel, foam or solution, and
vaginal cream or suppository.

Indication Gram-positive or anaerobic SSTI, acne vulgaris, part of the combination regimen
against toxoplasmosis, falciparum malaria, and Pneumocystis jiroveci pneumonia.

Resistance MLSB phenotype regulated by the ermA or ermC genes [62]. rRNA mutations,
including the receptor site, 23S rRNA nucleotide methylation, and adenylation of
clindamycin [51, 63–65].

Pharmac-
okinetics

90% oral bioavailability with good tissue levels except in CSF [61, 66]. It is
metabolized by the liver, and excretion occurs via feces and urine [67]. Dosing
adjustment is needed in severe renal and hepatic impairment

Toxicity/Adverse
effects

Cutaneous drug reactions in patients with (human leukocyte antigen)HLA-B*51:01
genotype including maculopapular eruptions, erythema multiforme, urticaria, drug
rash with eosinophilia, and systemic symptoms (DRESS), SJS, TEN [68]. GI:
diarrhea, pseudomembranous colitis by Clostridioides difficile, reversible
transaminitis [69]. Others: agranulocytosis, thrombocytopenia, and neutropenia
which are transient.

Table 5.
2A V lincosamides.
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Two other newer tetracycline derivatives have been released Eravacycline, a
fluorocycline, and Omadacycline, an aminomethylcycline., while omadacycline has
been approved for SSTI and CABP. In contrast, Eravacycline has been approved for
cIAI [94, 95]. Similar to tigecycline, neither of these agents cover pseudomonas.

Origin Linezolid and Tedizolid are derived from 5-(halomethyl)-3-aryl-2-oxazolidinones
(organic synthesis) by chemical modification. Unique structure with no cross-
resistance seen.

Mechanism of
action

Halts bacterial protein synthesis by binding to the V-domain of 23S RNA, a part of
the 50S ribosomal unit [70]. Efficacy is proportional to the drug level area under the
curve AUC/MIC ratio.

Routes Available as oral tablets and IV formulations.

Indication Linezolid: MSSA/MRSA nosocomial pneumonia, CABP, Gram-positive complicated
and uncomplicated SSTI, Vancomycin-resistant Enterococcus (VRE) infections,
Nocardiosis. Tedizolid: Gram-positive SSTI.

Resistance It is <1% and due to 23S rRNA domain V region receptor site mutation, cfr
(chloramphenicol-florfenicol resistance) ribosomal RNA methyltransferase, and
optrA causing adenylation [71–73].

Pharmac-
okinetics

Linezolid: oral bioavailability is 100%, excellent tissue distribution, and 31% plasma
protein-bound [74]. It is oxidized and renally excreted. No dosage adjustment is
needed. Tedizolid: oral bioavailability is 91% with adequate tissue distribution and
80% plasma protein-bound. It undergoes hepatic clearance with 20% excreted
renally. No dosage adjustment is needed [75, 76].

Toxicity/Adverse
effects

Blood: Thrombocytopenia, pancytopenia, pure red cell aplasia, and reversible
myelosuppression [77]. Mitochondrial toxicity: lactic acidosis, peripheral and optic
neuropathy [78–80]. Others: Serotonin syndrome with serotonergic medications,
tooth and tongue discoloration, and hypoglycemia [78, 81, 82].

Table 6.
2A VI oxazolidinones.

Origin It was derived from the fungus Fusidium coccineum.

Mechanism of
action

It inhibits protein synthesis by preventing the translocation, elongation phase, and
blocking the elongation factor G (EF-G) effect on the ribosome, making the bacteria
susceptible to phagocytosis due to reduced surface proteins [83, 84]. It is active
against MSSA, MRSA, Coagulase-negative staphylococci, Clostridium spp,
Peptostreptococcus, and most anaerobes except for Fusoabcterium spp.

Routes Available in oral, eye, topical, and IV formulations.

Indication As a part of a combination regimen against staphylococcal SSTI and bone infections,
especially with rifampin or beta-lactams.

Resistance Chromosomal or plasmid-mediated mutations in the gene encoding the EF-G (fusA,
fusB, fusC, and fusE).

Pharmac-
okinetics

Newer film-coated tablets have better oral bioavailability, highly plasma protein-
bound with adequate intracellular and tissue penetration [85, 86]. It undergoes
hepatic metabolism and needs dose adjustment with hepatic impairment [87].

Toxicity/Adverse
effects

Nausea, diarrhea, vomiting, and elevated bilirubin due to bile transport blockade.
When used along with statin, the risk of rhabdomyolysis is observed after 20 to
30 days after therapy initiation [88].

Table 7.
2A VII fusidane (fusidic acid).
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No dosing modification is needed for renal or hepatic impairment. They are
teratogenic, and the anticoagulant dose needs adjustment when used concomi-
tantly. A slightly increased mortality was observed in the CABP trial of
omadacycline [94].

Azithromycin is an excellent choice for treating CABP caused by atypical organ-
isms such as Mycoplasma pneumoniae, Legionella spp., Chlamydia pneumoniae, and
Coxiella burnetti. An important fact is to remember the numerous interactions this
class has with other medications, and also, it can prolong the QT interval resulting
in ventricular tachyarrythmias.

When used in the therapy for staphylococcal infections, it is prudent always to
perform a “D” test to identify any chance of inducible resistance. It is recommended
not to use clindamycin as an empirical regimen against streptococcal infections due
to a higher risk of resistance. Clindamycin can suppress the cyclosporine effect and
can cause neuromuscular blockade.

Linezolid is an alternative for vancomycin in MRSA/MSSA pneumonia and is
used in combination regimens for nosocomial pneumonia. It is an alternative in
Nocardiosis and a part of combination regimens in the therapy of Mycobacterium
tuberculosis, Mycobacterium avium complex, and Mycobacterium abscessus complex.

3. Bactericidal antibiotics

These include glycopeptides in Table 8 (3A I), lipoglycopeptides in Table 9 (3A
II), lipopeptides in Table 10 (3A III), aminoglycosides in Table 11 (3A IV),
quinolones in Table 12 (3A V), penicillin in Table 13 (3A VI), cephalosporins in
Table 14 (3A VII), beta-lactamase and beta-lactamase inhibitor combinations in
Table 15 (3A VIII), monobactams in Table 16 (3A IX), carbapenems in Table 17
(3A X), polymixins in Table 18 (3A XI), epoxide in Table 19 (3A XII),
pleuromutilin in Table 20 (3A XIII), rifamycins in Table 21 (3A XIV) and
metronidazole in Table 22 (3A XV).

An increased risk of renal failure is observed when vancomycin is administered
along with aminoglycosides and piperacillin-tazobactam [218, 219]. If a VRE strain
susceptibility reveals sensitivity to teicoplanin, it should be avoided due to resis-
tance emergence during therapy. When teicoplanin is used for IE, bone, and joint
infections as a monotherapy, the recommendation is to keep serum levels close to
20 μg/mL and, if needed >30 μg/mL [220]. A higher AUC/MIC ratio is related to
better clinical outcomes and decreased mortality with vancomycin therapy [221].

The lipoglycopeptides have a longer half-life and are currently undergoing trials
for bacteremia, joint infections, osteomyelitis.

Retrospective data indicate higher cure rates and lower mortality when a higher
dose (> 8 mg/kg/day) of daptomycin is used [222]. In the therapeutic failure of
vancomycin therapy, a suggestion is to use a higher dose of daptomycin or combine
it with a beta-lactam or aminoglycoside or TMP-SMX to increase its bactericidal
activity. In VRE endocarditis with bacteremia, daptomycin with beta-lactam is an
ideal combination to prevent the emergence of resistance [223, 224]. Due to lack of
CNS penetration, it should not be used in the therapy for meningitis [225].
Daptomycin is inactivated by the pulmonary surfactant and is rendered ineffective
in bronchoalveolar pneumonia but is adequate in hematogenous pneumonia [226].
In patients with chronic kidney disease and on dialysis, more frequent monitoring
of CPK is ideal. CPK monitoring is a must if the patient is on statins for hyperlipid-
emia. It needs to be stopped if the CPK levels are >1000 units/L with clinical
features of myopathy or > 2000 (ten times the upper limit) with no myopathy
features [123].
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Streptogramins are another class of lipopeptides rarely used currently. They are
made up of two macrocyclic lactone peptolide components. They are labeled as
streptogramin A, and streptogramin B. Quinupristin-Dalfopristin is a 30: 70 ratio IV
formulation available for therapy. These components are bacteriostatic as dalfopristin
ends protein synthesis by binding to 50S ribosomal unit and quinupristin prevents
peptide elongation. Dalfopristin binding increases the affinity to quinupristin due to
structural change resulting in synergistic bactericidal activity. It is currently used as
an alternative for MSSA or streptococcal SSTI. It needs a central line for administra-
tion as it is an irritant and can cause thrombophlebitis [227].

Origin Vancomycin was derived from Amycolatopsis orientalis. Teicoplannin was isolated
from Actinoplanes teichomyceticus. Teicoplanin has not been approved in the United
States as it did not offer any advantage over vancomycin.

Mechanism of
action

Cell wall synthesis is stopped by inhibition of transpeptidation and disaccharide
subunits incorporation into peptidoglycan.

Routes Vancomycin is available in oral, IV, intrathecal, intraventricular, intraperitoneal,
and intraocular formulations. Teicoplanin is available in oral, intramuscular, and IV
formulations.

Indication Vancomycin: Gram-positive and MRSA SSTI, MRSA bacteremia, MRSA native and
prosthetic valve IE, Vancomycin sensitive Enterococcal IE, Corynebacterium jeikeium
and striatum infections, MRSA meningitis, and ventriculitis, MRSA pneumonia,
joint infections, and osteomyelitis. Pseudomembranous colitis by Clostridioides
difficile, Febrile neutropenia, Pre-procedure surgical prophylaxis.
Teicoplanin: MRSA bacteremia, Gram-positive and MRSA SSTI, Alternative for IE
due to Streptococci viridans and Enterococci, Pseudomembranous colitis by
Clostridioides difficile, Pre-procedure surgical prophylaxis.

Resistance Vancomycin: mecA and mecC encode for a low-affinity penicillin-binding protein
PBP2a and PBP2c. Some MRSA strains acquire the VanA gene from enterococci
species. Enterococci with VanA, VanB, VanC, VanD, VanE, VanG, VanL, VanM and
VanN genes encode a ligase assembling the last two amino acids or peptidoglycan
precursors, resulting in a peptidoglycan precursor with less affinity for
glycopeptides. Teicoplanin: All Vancomycin intermediate Staphylococcus aureus
(VISA) strains are cross-resistant [96]. Enterococci containing the above Van genes
render them resistant to it.

Pharmac-
okinetics

Vancomycin: Oral intake results in minimal absorption. When given IV, efficacy is
best indicated by 24 hour AUC/MIC ratio ≥ 400 associated with lower clinical
failure [97]. Adequate CSF levels are seen in infection [98]. It is renally excreted
with no tubular secretion or absorption, and creatinine clearance inversely affects its
serum level. In obese patients, the dosing should be based on actual body weight
instead of ideal weight due to increased distribution volume [99]. Therapy needs to
be monitored with trough levels (correlate with AUC/MIC ratio) to prevent toxicity.
Dose adjustment is needed with renal failure.
Teicoplanin: Poor oral absorption, 90% bound to plasma protein, and highly bound
in tissues. It reaches adequate concentrations in all tissues except for vitreous and
CSF, even with infection. It undergoes renal clearance, and dosing adjustments are
needed in renal failure. Trough levels ≥28 μg/mL are associated with hepatotoxicity.
Monitoring not needed if dose used is <12 mg/kg/day. It has a long half-life of 83 to
168 hours [100].

Toxicity/Adverse
effects

Frequently seen when the trough levels are ≥15 μg/mL with a treatment duration of
>7 days [101].
Infusion-related reactions: red man syndrome, hypotension, and cardiac arrest.
Others: Nephrotoxicity, Ototoxicity, Neutropenia, Thrombocytopenia, and DRESS
[102–104].
Teicoplanin: Nephrotoxicity, fever, maculopapular rash, red man syndrome.

Table 8.
3A I glycopeptides.
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Origin Telavancin is a vancomycin derivative post alkylation [105]. Dalbavancin is a
semisynthetic derivation from teicoplanin like glycopeptide, a fermentation product
of Nonomuraea spp. Oritavancin is a semisynthetic derivation from
lipoglycopeptide chloroeremomycin.

Mechanism of
action

Telavancin: binds to peptidoglycan precursors, inhibits transglycosylation, and
inhibits cell wall synthesis. It also disrupts cell wall homeostasis [106]. Dalbavancin:
binds to peptidoglycan precursors with higher affinity and inhibits cell wall
synthesis. Oritavancin: Binds to peptidoglycan precursors, stops transglycosylation,
transpeptidation and inhibits cell wall synthesis. It disrupts the cell wall membrane
[107].

Routes Telavancin: available in IV formulations Dalbavancin: available in IV formulations
Oritavancin: available in IV formulations

Indication Telavancin: Acute gram-positive bacterial SSTI Dalbavancin: Acute gram-positive
bacterial SSTI Oritavancin: Acute gram-positive bacterial SSTI in adults only

Resistance Telavancin: VRE containing VanA gene are resistant to it [108]. Dalbavancin: is
bacteriostatic against VISA strains, no activity against VanA but is active against
VanB and VanC possessing bacterial strains. Oritavancin: VanZ gene and mutations
in vanSB sensor gene ofthevanBcluster confer cross-resistance to teicoplanin and
oritavancin [109].

Pharmac-
okinetics

Telavancin: Tissue distribution is similar to vancomycin, 90% plasma protein
bound, undergoes renal clearance and dose adjustment needed in renal failure [105].
It is recommended to avoid use in severe acute renal failure. Dalbavancin: High
volume tissue distribution, plasma protein binding of 93%, and a half-life of 8 to
9 days. It undergoes primarily renal clearance with the remaining via feces. It
requires dose modification in renal failure [110]. The best predictor of its activity is
the 24-hour AUC/MIC. Oritavancin: High volume tissue distribution, plasma
protein binding of 85–90%, and a half-life of 10 days. It gets intracellularly retained
in the liver, kidneys, lungs, and lymphoid tissue, from where it is released slowly.
No dosage adjustment is done for mild to moderate liver or renal impairment.

Toxicity/Adverse
effects

Telavancin: prolongs the QTc interval, nephrotoxicity, nausea, vomiting, chills, and
creatinine rise. It is teratogenic. Dalbavancin: pruritis, vomiting, nausea, infusion
reactions, skin, and hypersensitive reactions. Oritavancin: nausea, headache,
vomiting, diarrhea, mild transaminitis, hypersensitive reactions. Drug interactions
can be seen as it inhibits cytochrome P450 enzymes.

Table 9.
3A II lipoglycopeptides.

Origin Daptomycin is a lipopeptide antibiotic isolated from Streptomyces roseosporus.

Mechanism of
action

It is an antimicrobial peptide of cation origin attaching to the cell wall in the
presence of calcium, disrupting the cell wall structure by displacing the cell wall
proteins and formation of an oligomer in the cell wall. This action is unalterable,
causing impaired cell wall function and leakage of ions leading to cell death
[111–113].

Routes Available in only IV formulations

Indication Acute SSTI by MSSA, MRSA, Enterococcus faecalis, streptococcal species (as an
alternative in glycopeptide therapy failure or intolerance or higher MRSA
vancomycin MIC. Acute MSSA, MRSA bacteremia, and right-sided endocarditis
[114].

Resistance Cell wall changes with increased fluidity, net positive charge, and lack of
depolarization or permeability decreased phosphatidylglycerol, leading to
daptomycin resistance. Multiple genes are involved in this, including mprF, yycFG,
vraSR, dlt, rpoB, rpoC, pgsA, and cls [115–118].
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Due to the lack of active intrinsic electron transport chain and cell membrane
potential difference, the anaerobic bacteria are resistant to aminoglycosides.
Enterococci are intrinsically resistant to aminoglycosides [228]. Once-daily dosing is
effective as traditional multiple doses, decreases the risk of ototoxicity and nephro-
toxicity, is straightforward, and is economical towards resources and time [229].
This dosing pattern does not decline neuromuscular function in sick intubated
patients but needs evaluation in cystic fibrosis, meningitis, and osteomyelitis caused
by aerobic gram-negative bacilli [230–232]. The once-daily dose should be used

Pharmac-
okinetics

It has a long half of 7.3 to 9.6 hrs with a small distribution volume and is highly
bound to plasma proteins (90% - 93%) [119, 120]. It gets excreted via the renal
system unchanged. Dose adjustment is needed in acute renal failure and dialysis
patients. It has poor penetration into CSF [121]. It is inactivated by the pulmonary
surfactant leading to ineffectiveness against bronchioalveolar pneumonia. It exerts a
dose-dependent postantibiotic effect longer than vancomycin [122].

Toxicity/Adverse
effects

Higher doses (>8 mg/kg/day) results in elevation of serum creatinine
phosphokinase (CPK) levels with no muscle cell lysis or fibrosis [123]. CPK level
monitoring during therapy is a must. Peripheral neuropathy with paraesthesia and
dysesthesia. Acute eosinophilic pneumonia (after ten days of therapy)

Table 10.
3A III lipopeptides.

Origin Aminoglycoside with the name ending in mycin is derived from Streptomyces [124].
Aminoglycoside with the name ending in micin is derived fromMicromonospora spp.
Fermentation products: Neomycin, Gentamicin, Kanamycin Semisynthetic
derivatives: Amikacin, Netilmicin

Mechanism of
action

Cationic aminoglycosides bind to the anionic lipopolysaccharides and disrupt their
structure resulting in cell wall leaks and altered permeability. Once in the cytosol, it
binds reversibly to ribosomal decoder acceptance site on 16S reverse transfer RNA
portion of messenger RNA (mRNA), a 30S subunit of prokaryotic ribosomes. This
decreases the mRNA translocation and translation stopping protein synthesis [125–
128]. They demonstrate the postantibiotic effect, synergistic behavior with other
antibiotics, and concentration-dependent effect.

Routes Available in IV and oral formulations.

Indication Empirical therapy of aerobic gram-negative bacilli (GNB) including Pseudomonas
spp. As a part of a combination therapy for HAP, Enterococcal bacteremia, and IE due
to enterococcus and streptococcus spp. Acute urinary tract infection and cystic fibrosis
exacerbations. Preoperative prophylaxis in gastrointestinal and genitourinary
procedures.

Resistance Altered cell wall membrane with diminished interaction, active efflux pumps
resulting in lesser concentration in the cytosol [129, 130]. Decreased ribosomal
binding due to mutation or methylation of the binding site [131]. Inactivation of the
aminoglycosides by phosphorylation, adenylation, and nucleotidation [132]. Induce
biofilm formation [133].

Pharmac-
okinetics

Plasma protein binding is low, highly soluble in water, with distribution resembling
extracellular fluid compartments [134, 135]. Appropriate concentrations are
attained in all body fluids except for CSF and vitreous humor [136–138]. They
undergo renal clearance unchanged with minimal excretion via feces [139]. Dose
adjustment is needed in renal failure.

Toxicity/Adverse
effects

Nephrotoxicity Ototoxicity includes both cochlear and vestibular Neuromuscular
blockade

Table 11.
3A IV aminoglycosides.
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Origin Initially derived as a byproduct of chloroquine synthesis, the newer quinolones are
semisynthetic with chemical modifications to increase their efficacy and absorption.

Mechanism of
action

Inhibit deoxyribonucleic acid (DNA) synthesis by inhibiting DNA gyrase and
topoisomerase IV. It also leads to hydroxy radicals, damaging the bacterial cellular
molecules causing bacterial cell death [140, 141].

Routes Available as oral, IV, and eye drop formulations

Indication Acute cystitis, Acute uncomplicated, and cUTI. Acute Bacterial prostatitis, Sexually
transmitted disease, PID, Chlamydiae trachomatis, Hemophilus ducreyi. Acute
bacterial gastroenteritis due to Shigella spp, Campylobacter jejuni, Cholera, Typhoid,
Nontyphoidal Salmonellae gastroenteritis in specific patients.
Acute intraabdominal infections, Spontaneous bacterial peritonitis (SBP). Acute
CABP, Acute bronchitis, Aspiration pneumonia, Lung abscess, HAP,
stenotrophomonas infections. Acute osteomyelitis, Acute native and prosthetic joint
infections, SSTI. MDR pulmonary tuberculosis, Nontuberculous mycobacterial
infections, GNB susceptible organisms causing meningitis, Prophylaxis in
neutropenic patients.

Resistance Chromosomal gene mutations alter DNA gyrase, and topoisomerase IV decreases
cell membrane permeability. Plasmid-mediated genes enabling acetylation and
efflux pumps decreasing efficacy.

Pharmac-
okinetics

Excellent oral bioavailability and food can alter absorption [142]. Plasma protein
binding is low except for delafloxacin and gemifloxacin. Tissue distribution is
excellent, with above serum levels seen in bile, prostate, kidney, lung, and stool
[143]. Levofloxacin and moxifloxacin attain adequate CSF penetration [144].
Levofloxacin, ofloxacin, ciprofloxacin undergo renal clearance, whereas
moxifloxacin undergoes hepatic metabolism. Dose adjustment is needed in renal
insufficiency [145].

Toxicity/Adverse
effects

GI: vomiting, nausea, abdominal discomfort, diarrhea, Clostridioides difficile
associated diarrhea [146]. CNS: headache, dizziness, mood changes, peripheral
neuropathy [147, 148]. Skin: allergy and skin reactions such as maculopapular rash,
phototoxicity [149, 150]. Others: hypoglycemia, prolongs QT interval, increased risk
of aortic aneurysm and dissection, retinal detachment, tendinitis with arthropathy
[151–155].

Table 12.
3A V quinolones.

Origin PCN was isolated from Penicillium chrysogenum in 1928 by Alexander Fleming [156].
Chemical modifications created numerous semisynthetic PCNs. Natural PCNs: PCN
V, PCN G. Penicillinase resistant PCN: Methicillin. Nafcillin, Oxacillin.
Aminopenicillins: Amoxicillin, Ampicillin. Carboxypenicillins: Ticarcillin and
Carbenicillin. Ureidopenicillins: Piperacillin, Azlocillin and Mezlocillin.

Mechanism of
action

PCNs bind to multiple PBP simultaneously, stopping the cell wall synthesis and
creating hydroxy radicals that permanently damage the cell. PCNs do not affect
dormant bacteria [141, 157].

Routes Oral, IV, and intramuscular (IM) formulations are available.

Indication IV PCN G is the antibiotic of choice for PCN susceptible strains causing
pneumococcal and meningococcal meningitis, streptococcal IE, and neurosyphilis.
Benzathine PCN is used in syphilis treatment and for rheumatic fever prophylaxis.
Oral PCN V or G or Benzathine PCN are used to stop outbreaks of streptococcal
infection. Intrapartum prophylaxis with PCN is used at membrane rupture or at
labor to prevent Streptococcal agalactiae infections in colonized patients. PCNase
resistant PCNs are the agent of choice for MSSA infections and an alternative to
treat streptococcal infections. AminoPCNs treat UTI, Upper and lower airway
infections, Gastroenteritis, IE, Meningitis by susceptible non-beta- lactamase
organisms. IV ampicillin is the treatment of choice for Enterococcus faecalis IE and
other infections. Amoxicillin is a part of the combination regimen against
Helicobacter pylori. Oral amoxicillin or ampicillin are used as prophylaxis in asplenic

13

Bactericidal and Bacteriostatic Antibiotics
DOI: http://dx.doi.org/10.5772/intechopen.99546



or agammaglobulinemia patients to prevent infections by capsulated organisms.
Ampicillin-sulbactam is the drug of choice for aspiration pneumonia. Piperacillin-
tazobactam is an antipseudomonal and is also used for necrotizing fasciitis,
susceptible GNB infections.

Resistance Presence of beta-lactamase [158]. Alteration of cell membrane permeability with a
decreased intracellular entry (absence of porin) [159]. Presence of efflux pumps
[159]. Synthesis of PBP with decreased affinity for the beta-lactam [160].

Pharmac-
okinetics

PCNs vary in their oral absorption and plasma protein binding. The tissue
distribution is more than adequate in most tissues. The primary route of excretion is
via the renal system, whereas some undergo biliary excretion too.

Toxicity/Adverse
effects

Hypersensitivity reactions: rash, anaphylaxis, exfoliative dermatitis, allergic
vasculitis, SJS, and TEN [161]. GI: nausea, vomiting, diarrhea, Clostridioides
difficile associated diarrhea, liver function test abnormality with oxacillin in patients
with HLA-B 5701 [162, 163]. Hematological: neutropenia [164]. Renal:
Nephrotoxicity, allergic interstitial nephritis [165]. CNS: Myoclonic seizures.

Table 13.
3A VI penicillin (beta-lactams).

Origin Semisynthetic derivatives of Cephalosporin C isolated from Acremonium
chrysogenum [166]. First-generation: cefazolin, cephalexin, and cefadroxil. Second
generation: cefprozil and cefuroxime, cephamycin: cefoxitin Third generation:
cefdinir, cefditoren, cefixime, cefotaxime, cefpodoxime, ceftazidime, ceftibuten,
ceftriaxone. Fourth generation: Cefepime, Cefpirome. Fifth-generation: Ceftaroline,
ceftobiprole. Siderophore cephalosporins: Cefiderocol.

Mechanism of
action

They bind to PBPs and stop transpeptidation and block the cell wall synthesis
resulting in a bactericidal effect with a postantibiotic effect [167]. MRSA active
cephalosporins bind to PBP2A, whereas the other cephalosporins bind to PBP1A&B
in gram negatives [168]. Cephalosporins active against gram-positive organisms
bind to PBP 2&3 (186). Cefiderocol binds to iron and enters the bacteria via
siderophores into the periplasmic space and binds to PBP in addition to being a poor
substrate for efflux pumps [169].

Routes First, second and third generations are available in oral and parenteral (IV/IM)
formulations. The fourth and fifth-generation are available in IV formulations.
Fifth-generation are available in IV formulations. Siderophore cephalosporins:
available in IV formulations.

Indication First-generation: oral therapy for MSSA and Streptococcal SSTI outpatient,
susceptible Streptococcal SSTI, MSSA IE, the prophylactic antibiotic of choice for
prosthesis implantation and surgical procedures with a high risk of infection except
for intraabdominal procedures. Second generation: as a part of a combination
regimen for PID (cefoxitin), nontuberculous mycobacterial infection (cefoxitin),
cefuroxime for acute otitis media, pharyngitis, maxillary sinusitis, and an alternative
for Lyme disease [170, 171]. Third generation: treatment of susceptible GNB bacilli
induced SSTI, Prosthetic joint infection (PJI), CABP, cUTI, and peritonitis [172].
Empirical therapy for CABP, acute bronchitis, and meningitis. IM single dose for
Neisseria gonorrhea and chancroid [173]. Lyme disease and an alternative for PCN
allergic patients with syphilis, typhoid fever, and shigellosis [174, 175].
Monotherapy for Streptococcal IE [176]. Ceftazidime is the drug of choice for
susceptible Pseudomonas spp infections, including CNS [177]. Fourth generation:
antibiotic of choice for infections caused by AmpC (Class C beta-lactamases)
inducible resistant organisms [178]. Febrile neutropenia monotherapy or a part of a
combination regimen [179]. Empirical therapy in severe CABP, HAP by
Pseudomonas spp or resistant Enterobacteriaceae [180]. It is an alternative for
susceptible GNB meningitis, bacteremia, SSTI, PJI and cUTI. Fifth-generation:
Ceftaroline used for MRSA pneumonia, CABP, SSTI, HAP, and in combination with
daptomycin for daptomycin resistant MRSA infections [181–183]. Ceftobiprole also
is an alternative for Pseduomonal spp infections. Siderophore cephalosporins:
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approved for use in cUTI by Enterobacterales & P. aeruginosa, HAP, and VAP by the
Enterobacterales, P. aeruginosa, and Acinetobacter baumannii complex [169].

Resistance Beta-lactamase hydrolyzes the antibiotic. Cell wall membrane changes alter the
entry of antibiotics through the lipopolysaccharide layer. Efflux pumps removing
the antibiotic from the periplasmic space. PBP changes to alter antibiotic binding.

Pharmac-
okinetics

The first three generations are water-soluble and come in oral and parenteral
formulations, whereas the fourth and fifth-generation are parenteral only.
Distribution is dependent on their lipid solubility and plasma protein binding. They
reveal higher serum concentrations and lower tissue levels. The third and fourth
generations attain adequate CNS concentrations. Most of them undergo renal
clearance except for ceftriaxone and cefoperazone, which undergo biliary excretion.
Probenecid inhibits tubular secretion of cephalosporins and increases their half-life.
Renal failure will need a dose adjustment. Ceftriaxone dose is adjusted with
simultaneous renal and hepatic impairment [184]. Cefiderocol is excreted renally
and needs renal dose adjustment [185].

Toxicity/Adverse
effects

Hypersensitivity reactions: immunoglobulin E (IgE)-mediated reactions occur in
<1 in 100,000 patients; fever, rash, eosinophilia, serum sickness, and anaphylaxis
are seen. Cross-reaction frequency is ≤1%. Hematology: eosinophilia, neutropenia
(prolonged use), anemia, thrombocytopenia, hypoprothrombinemia, impaired
platelet aggregation, hemolytic anemia (ceftriaxone). Nephrology: allergic
interstitial nephritis GI: nausea, vomiting, diarrhea, Clostridioides difficile infection,
biliary pseudolithiasis (ceftriaxone), transaminitis. CNS: seizures, encephalopathy
Others: fever, disulfiram-like reaction, phlebitis.

Table 14.
3A VII cephalosporins.

Combinations Augmentin = Amoxicillin + Clauvulinic acid in an 2:1, 4:1,7:1 ratio (isolated from
Streptomyces clavuligerus [186]. Unasyn = Ampicillin + Sulbactam in an 2:1 ratio
Sulperazone = Cefoperazone + Sulbactam in an 1:1 ratio Zosyn = Piperacillin +
Tazobactam in an 8:1 ratio Zerbaxa = Ceftolazone + Tazobactam in a 2:1 ratio
Avycaz, Zavicefta = Ceftazidime + Avibactam in a 4:1 ratio Vabomere = Meropenem
+ Vaborbactam in a 1:1 ratio

Mechanism of
action

Clavulanic acid: is potent and inhibits class A beta-lactamase and some extended-
spectrum beta-lactamases (ESBL). Sulbactam: is a broad-spectrum inhibitor than
clavulanic acid but less potent (inhibits class A beta-lactamases). Tazobactam:
spectrum is similar to sulbactam but is more potent. Avibactam: inhibits class A
beta-lactamases, including ESBL, Klebsiella pneumoniae carbapenemase (KPC), class
C, and some class D beta-lactamases. It does not stop Metall0beta-lactamases
(MBL). Vaborbactam: inhibits class A beta-lactamases including ESBL, KPC, class C
beta-lactamases with no effect on MBL and class D beta-lactamases.

Routes Augmentin: available orally and IV formulations. Unasyn: available in IV
formulations Sulperazone: available in IV formulations Zosyn: available in IV
formulations Zerbaxa: available in IV formulations Avycaz, Zavicefta: available in
IV formulations Vabomere: available in IV formulations

Indication Augmentin: acute otitis media, acute sinusitis, outpatient CABP by susceptible
organisms with a higher dose, diabetic foot infection, SSTI, human or animal bites.
Unasyn: as a part of a combination regimen against MDR Acinetobacter baumannii
infection, SSTI, cIAIs, and obstetric and gynecological infections. Sulperazone:
treatment of A. baumannii infection Zosyn: treatment of pneumonia, SSTI, cIAIs,
febrile neutropenia, and polymicrobial infections [187]. Zerbaxa: indicated in cUTI,
cIAIs, and Carbapenemase resistant Pseudomonas aeruginosa infections. Avycaz,
Zavicefta: indicated in cUTI, cIAIs, HAP, and KPC Enterobacteriaceae infections.
Vabomere: indicated in KPC Enterobacteriaceae infections and cUTI.

Resistance Augmentin: plasmid-mediated beta-lactamase TEM-1 and OXA-1 (Oxacillin beta-
lactamases) [188]. Unasyn: cephalosporinase, ESBL, and carbapenemase production
by resistant strains. Sulperazone: cephalosporinase, ESBL, and carbapenemase
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cautiously in IE patients [176]. Inhaled aminoglycosides used in conjunction with a
beta-lactam reveal better clinical outcomes [233]. For endophthalmitis and intra-
cranial infections, they need to be administered locally (direct intravitreal injection,
intraventricular administration). Aminoglycoside combination regimens diminish
the emergence of resistant strains to the companion antibiotic and aminoglycoside.
The synergistic antibiotic effect is observed when aminoglycoside is combined with
an anti-cell wall antibiotic (beta-lactam). This combination is effective in the ther-
apy of MSSA, enterococci, pseudomonas spp, and Streptococcal viridans infections but
not in MRSA infections.

production by resistant strains. Zosyn: ESBL and carbapenemase production by
resistant strains. Zerbaxa: carbapenemase production KPC, OXA, ESBL, and MBL
by resistant strains. Avycaz, Zavicefta: porin mutations, efflux pumps, and MBL.
Vabomere: coproduction of KPC and class B or D beta-lactamases, porin mutations,
and efflux pumps [189].

Pharmac-
okinetics

Augmentin: well absorbed orally and undergoes renal clearance with dosing
adjustment needed in renal impairment. It does not penetrate CSF but reaches
therapeutic levels in the peritoneum, bile, tonsils, and middle ear. Unasyn: renally
cleared and dose adjustment needed in renal insufficiency. Levels in peritoneal and
intestinal fluids are the same as in serum with minimal CSF penetration.
Sulperazone: available in IV formulations Zosyn: renally cleared and will need a dose
adjustment and minimal CSF penetration. Zerbaxa: renally cleared and will need a
dose adjustment. Avycaz, Zavicefta: gets excreted renally unchanged, and dosage
adjustment is a must when creat clearance is <50 mL/min. Vabomere: the majority
of the drug undergoes renal clearance so that it will need dose adjustment with renal
insufficiency.

Toxicity/Adverse
effects

Augmentin: skin reactions, delayed hypersensitivity, diarrhea, and nausea. Unasyn:
occasional transaminitis and similar reactions as seen with ampicillin Sulperazone:
occasional transaminitis and similar reactions as seen with ampicillin. Zosyn: platelet
dysfunction, immune thrombocytopenia, allergic reactions, renal failure,
Clostridioides difficile infection [190, 191]. Zerbaxa: headache, nausea, diarrhea,
Clostridioides difficile infection Avycaz, Zavicefta: anxiety, nausea, vomiting, and
constipation. Vabomere: phlebitis, headache, diarrhea, and infusion site reactions.

Table 15.
3A VIII beta-lactamase inhibitors and beta-lactam combinations.

Origin It is a semisynthetic derivation of a biochemical substance isolated from
Chromobacterium violaceum.

Mechanism of
action

It avidly binds to PBP3 of aerobic GNB, inhibiting cell wall synthesis resulting in
death [192]. It remains active against all class B beta-lactamases and the majority of
class A and D beta-lactamases. It is destroyed by KPC, ESBLs, and AmpC beta-
lactamases if present in a larger quantity.

Routes Available in IV formulations.

Indication As an alternative in susceptible aerobic GNB infections in patients with beta-lactam
allergy. As a part of a combination regimen against MBL producing GNB infections.

Resistance It is via efflux pumps and alterations to the PBP3 binding site [193].

Pharmac-
okinetics

Orally it is absorbed poorly with 56% plasma protein binding after IV
administration. Excellent tissue distribution with CSF penetration. Excretion is
renally, and dose adjustment is needed in renal impairment and severe hepatic
impairment.

Toxicity/Adverse
effects

Nausea, vomiting, diarrhea, rash, phlebitis [194]. Crossreaction with other beta-
lactams is rare even in patients with anaphylaxis to other beta-lactams.

Table 16.
3A IX monobactams.
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Origin They are semisynthetic derivatives from thienamycin, an antibiotic isolated from
Streptomyces cattleya. The human renal enzyme dehydropeptidase breaks down
imipenem and is combined with cilastatin which inhibits this enzyme.

Mechanism of
action

They gain entry into the periplasmic space via porins located on the cell wall and
avidly bind to the PBPs 1a, 1b, 2, 4, and also to PBP3 minimally. This stops the cell
wall synthesis and leads to the death of the bacteria. They are inactive against
organisms producing MBL or class B beta-lactamases such as Stenotrophomonas
maltophilia and Elizabethkingia meningoseptica. Ertapenem has minimal activity
against Pseudomonas and Acinetobacter spp. Imipenem is partially active against
Enerococcus faecalis [195].

Routes IV formulations: Imipenem. Meropenem, Ertapenem, Doripenem. Oral
formulations: Tebipenem in Japan.

Indication Treatment of bacterial meningitis, Pseudomonas spp, and ESBL bacterial infections.
An alternative choice for infections caused by AmpC organisms. Treatment of
infections such as bacteremia, cUTI, cIAI, HAP, SSTI, nocardiosis, and
actinomycosis.

Resistance Beta-lactamase synthesis breaks down carbapenem such as KPC, OXA, and MBL.
Decreased cell wall entry due to porin mutations or lack of porins. Efflux pumps.
Alterations in PBPs site resulting in less avid binding of the carbapenem.

Pharmac-
okinetics

Poor oral absorption except for Tebipenem. Plasma protein binding, if higher, leads
to a longer half-life (Ertapenem) and once-daily dosing. Tissue distribution and
penetration are excellent, including CSF [195]. Excretion is via the renal route, and
dose adjustments are needed in renal impairment. Only imipenem undergoes
destruction by dehydropeptidase.

Toxicity/Adverse
effects

Phlebitis, nausea, vomiting, headache, diarrhea, rash, and Clostridioides difficile
infection. Seizures, especially with imipenem. Interact with valproic acid and lead to
subtherapeutic valproate levels [196]. Potential crossreactivity exists between PCN
and cephalosporins; a negative PCN skin test makes it safer to administer a
carbapenem [197].

Table 17.
3A X carbapenems.

Origin Polymixin B is semisynthetically derived from a biochemical product from Bacillus
polymyxa. Polymixin E (Colistin) is semisynthetically derived from a biochemical
product from Bacillus colistinus. It is commercially available in an inactive prodrug
methanesulfonate (CMS) which is converted to colistin invivo.

Mechanism of
action

It is a surface-active agent with both lipophilic and lipophobic subunits which
infiltrate the outer cell membrane of GNB. Then they interact with the
phospholipids electrostatically, resulting in cell membrane destruction. They bind
avidly to lipid A portion of lipopolysaccharide and stop its endotoxin effect [198].

Routes Polymixin B: available in oral, IV/IM, and topical formulations. Polymixin E:
available in oral, IV/IM, inhalation, and topical formulations.

Indication Polymixin B favored over CMS in all infections except in UTI. Oral preparations are
used for intestinal decontamination. Administered intraventricularly for GNB
meningitis. Inhaled CMS for infections in Cystic fibrosis. Parenteral administration
for severe systemic infections caused by MDR GNB, including VAP.

Resistance Resistance is mediated via the plasmid-mediated MCR-1, MCR-2, and MCR-3,
which alter the lipopolysaccharide structure and prevent polymixin binding [199].
Cross-resistance between the polymyxins is complete [200].

Pharmac-
okinetics

They are poorly absorbed, and post IV administration, the distribution to the biliary
tract, CSF, joint and pleural fluid is low. CMS undergoes renal clearance, so the dose
needs to be adjusted in renal impairment. Both colistin and polymyxin undergo
nonrenal clearance (Unknown exact mechanism) after extensive tubular
reabsorption with no need for renal dose adjustment [201].
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Plazomicin is a semisynthetic aminoglycoside derived from sisomicin. It is
potent against MDR GNB, especially the ones with carbapenemase. It has been
approved currently for the treatment of complicated UTI (cUTI) by aerobic

Origin It was isolated from the soil bacteria Streptomyces fradiae.

Mechanism of
action

It inhibits phosphoenolpyruvate synthetase, an enzyme needed to synthesize N-
acetylmuramic acid, an essential component of cell wall formation, thus inhibiting
cell wall formation. Its bactericidal effect is broad, covering resistant gram-negative
and gram-positive microorganisms [203, 204].

Routes Available in IV and oral formulations. Only oral formulation is currently approved.

Indication The oral form has been approved for uncomplicated UTI due to susceptible strains
of Escherichia coli and Enterococcus faecalis. IV formulation has been used in a
combination regimen against deep-seated infections due to MDR organisms.

Resistance Modification of phosphoenolpyruvate synthetase enzyme, porin mutations, and
some carbapenemases such as OXA. No cross-resistance to other antimicrobial
classes.

Pharmac-
okinetics

It undergoes renal clearance with dose adjustment needed in renal impairment.
Higher doses are associated with bradycardia [205].

Toxicity/Adverse
effects

Hypernatremia, hypokalemia, hypocalcemia, and phlebitis.

Table 19.
3A XII epoxide (fosfomycin).

Toxicity/Adverse
effects

Dose-related nephrotoxicity is frequent with colistin than polymyxin B seen as renal
impairment often reversible on stopping the medication. Dose-related neurotoxicity
manifesting as neuromuscular blockade resulting in muscular weakness, apnea, and
respiratory failure. This effect can be augmented on concurrent administration with
aminoglycosides. Peripheral neuropathy of extremities and perioral paraesthesia
[202].

Table 18.
3A XI polymixins.

Origin It is isolated from the fungus Pleurotus mutilus.

Mechanism of
action

It inhibits protein synthesis by binding to 23SrRNA part of the 50S ribosome
subunit. Its activity against gram-positive organisms is potent invitro (MSSA/
MRSA/Streptococcal spp). Its spectrum of bactericidal effects is broad, covering both
gram-positive and negative respiratory pathogens.

Routes Available in both oral and IV formulations.

Indication It is approved for CABP therapy in patients >18 years old by both IV and oral
formulations.

Resistance Mutations in the 23S rRNA and methylation of the target site preventing Lefamulin
from 23S rRNA binding [206].

Pharmac-
okinetics

It undergoes hepatic clearance by cytochrome CYP3A and can lead to interactions.
Dose adjustment is needed in hepatic impairment and none in renal failure.

Toxicity/Adverse
effects

Infusion site reactions, phlebitis, headache, nausea, diarrhea, and QT prolongation
[207].

Table 20.
3A XIII pleuromutilin (lefamulin).
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gram-negative bacilli. It is synergistic with other beta-lactams, especially zosyn
cefepime and doripenem [234]. The main side effects are tinnitus, headache, dizzi-
ness, and mild to moderate drowsiness.

Delafloxacin, a newer quinolone, has MRSA activity and can be used in native
and prosthetic joint infections as an oral pill.

Origin Rifampin was semisynthetically obtained from rifamycin SV isolated from
Amycolatopsis mediterranei. Similarly, Rifabutin, Rifapentine, and Rifaximin are
semisynthetic modifications.

Mechanism of
action

Rifamycins bind avidly to DNA-dependent RNA polymerase and block RNA
synthesis.

Routes Rifampin: available in oral and IV formulations. Rifabutin, Rifapentine, Rifaximin:
available in oral formulations.

Indication Rifampin: Antitubercular therapy for active tuberculosis. Treatment of
Nontubercular mycobacterial infections due to Mycobacterium leprae (M. leprae),
Mycobacterium avium-intracellulare (MAC), Mycobacterium kansasii.
Combination therapy for synergistic antistaphylococcal effect and antibiofilm effect
in PJI, chronic osteomyelitis, and SSTI. Therapy for resistant Streptococcus
pneumoniae strains causing CNS infections and Enterococcal hip and knee PJI.
Therapy for severe legionella infection along with a macrolide. As a part of
combination therapy of Rhodococcus equi infections in immunosuppressed patients.
As a part of combination therapy of MDR GNB infections. Brucellosis and
complicated Bartonella infection antimicrobial therapy. Chemoprophylaxis in
Meningococcal meningitis and ActiveHemophilus influenzae infection close contacts.
Rifabutin: As an alternative to rifampin in the treatment of tuberculosis and MAC
infection.
Rifapentine: As a part of the short regimen for latent tuberculosis therapy,
Rifaximin: Hepatic encephalopathy treatment, Alternative for travelers diarrhea and
recurrent Clostridioides difficile infection. It is an alternative for GI invasive
pathogens Salmonella, Shigella, Campylobacter, and Escherichia coli.

Resistance rpoB gene mutations result in decreased binding of rifamycins to RNA polymerase
[208]. Decreased cellular uptake of rifampin. Mutations in the arr gene lead to
ribosylation of rifamycins and decreased binding [209].

Pharmac-
okinetics

Rifampin: excellent oral bioavailability with broad tissue and fluid distribution,
including brain [210]. It undergoes hepatic clearance, enterohepatic circulation with
biliary excretion, and minimal renal excretion. Dosage adjustment is needed in
hepatic impairment. It induces hepatic enzyme CYP3A resulting in drug
interactions, especially with protease inhibitors. Rifabutin: is more lipid-soluble with
a long half-life and extensive tissue distribution, including CSF. Its metabolites post
hepatic metabolism undergo renal clearance, so dose adjustment is needed with
hepatic and renal impairment. Hepatic enzyme induction is minimum. Protease
inhibitors increase their levels. Rifapentine: Food increases its bioavailability, and it
is more potent with a longer half-life. Intracellular concentrations are higher than
rifampin with minimal CSF penetration. It undergoes hepatic clearance with
induction of hepatic enzymes CYP3A4 and protease inhibitors decrease its
absorption [211]. Rifaximin: Oral absorption is minimal, and 97% of the drug gets
excreted in stools. It can induce cytochrome P450 3A4, but it is not seen as the
systemic levels are minimal [212]. No dosage adjustment is required.

Toxicity/Adverse
effects

Rifampin: type 1 hypersensitivity reactions, flu-like syndrome, hemolysis,
thrombocytopenia, acute interstitial nephritis with tubular necrosis, mild
transaminitis with increased risk of hepatotoxicity with isoniazid [213], and red-
orange discoloration of body fluids. Rifabutin: polyarthralgia, leukopenia, and
uveitis [214]. Rifapentine:flu-like syndrome, hyperuricemia, hemolysis, and renal
failure. Rifaximin: neutropenia.

Table 21.
3A XIV rifamycins.
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PCN skin tests are inaccurate in predicting skin reactions. In PCN or cephalo-
sporin allergy patients, the clinical decision to use a different cephalosporin is
decided by the severity of the reaction and the cephalosporin to be used. In patients
with no severe reactions, a cephalosporin with a different side chain can be used. It
is recommended not to use a cephalosporin in case of a severe reaction [235].
Cephalosporins are not active against atypical organisms responsible for CABP. An
initial study disclosed increased mortality with cefepime than other cephalosporins
compared to a beta-lactam plus beta-lactamase inhibitor (BLI), which was not
observed in a more extensive meta-analysis [236, 237]. Cefepime is not
recommended to be used in ESBL infections [238]. Siderophore cephalosporins
Cefiderocol are active against all beta-lactamases and carbapenemase enzymes
[239]. It is also active against the GNB lactose-non fermenters by its affinity for the
PBP3.

Zosyn should not be used to treat ESBL infections with bacteremia due to higher
mortality observed in trials compared to meropenem [240, 241].

Most Burkholderia cepacia, Stenotrophomas maltophilia, Acinetobacter baumannii
strains are resistant to aztreonam.

Lactose-non fermenters such as Stenotrophomonas maltophilia, B. cepacia, and
Elizabethkingia meningoseptica are intrinsically resistant to all carbapenems due to
intrinsic MBL synthesis. Similarly, Enterobacteriaceae containing KPC (Klebsiella
pneumoniae), OXA (A. baumannii), or acquired MBL are resistant to carbapenems.
They are an ideal choice for polymicrobial infections as they also cover MSSA.
Pseudomonas aeruginosa resistance to carbapenems is primarily due to porin

Origin It is a semisynthetic derivative of azomycin isolated from a streptomyces bacterium.
Tinidazole, Secnidazole and Ornidazole are the other semisynthetic derivatives.

Mechanism of
action

It enters the cell passively and then gets an electron transferred to its nitro group,
creating a free radical which is cytotoxic and interacts with DNA (prodrug to an
active drug). This change enhances the drug gradient in the cell by increased uptake.
The active drug oxidizes DNA damaging it and block DNA synthesis [215].

Routes Available in oral capsules, tablets, topical gels, creams, lotion, vaginal gel,
suspension, and IV formulations.

Indication Treatment of parasitic infections such as trichomoniasis, symptomatic GI
Dientamoeba fragilis infection, Giardiasis, mild to moderate Clostridioides difficile
infection, anaerobic infections of CNS, lung, abdomen, Skin, gynecologic, oral,
dental, bone, and joint. As a part of a combination regimen against Helicobacter
pylori. As an alternative agent recommended for surgical prophylaxis in
intraabdominal, head, and neck cancer, urology surgery for patients intolerant or
allergic to beta-lactams [216]. Prophylaxis perioperatively in obstetric and
gynecologic procedures [217].

Resistance Decreased uptake of the antibiotic. Active drug efflux pumps. Reduced activation of
the prodrug (↓nitroreductase enzymes). Inactivation of the antibiotic (nim-
encoded nitroimidazole reductase). Altered DNA repair [215].

Pharmac-
okinetics

Oral bioavailability is close to 100%, with a more considerable volume of
distribution attaining excellent concentrations in tissue, body fluids, abscess, and
CSF [10]. It undergoes hepatic clearance and enterohepatic circulation with some
amount being excreted renally with no change. Dosage adjustment is needed in
hepatic impairment.

Toxicity/Adverse
effects

Common ones include nausea, metallic taste, dry mouth, diarrhea, vaginal candida
infection, CNS side effects on prolonged therapy (aseptic meningitis,
encephalopathy, ataxia, seizure). Rare serious events include ototoxicity, Stevens-
Johnson syndrome, pancreatitis [10].

Table 22.
3A XV metronidazole.
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mutations and efflux pumps than the carbapenemase. Porin mutations affect the
imipenem, whereas the efflux pumps affect the meropenem and doripenem
[242, 243]. The duration of therapy for lactose-non fermenters causing VAP is
controversial, as a shorter duration of seven days is associated with an increased
recurrence rate [244].

Compared to other antimicrobial classes, polymixins have been associated with
poorer outcomes, but this appears to be a poor application of prior suboptimal dose
adjustments based on the newer pharmacokinetics and pharmacodynamics data
[245, 246]. Polymixin combination regimens should be used as a last resort in the
absence of any alternative antimicrobial regimen.

Extreme consideration should be given to the possible drug interactions when
rifamycins are used clinically due to their ability to induce the hepatic cytochrome
system.

4. Antibiotics in ICU

Antimicrobial prescription in the intensive care unit has three essential ideals to
be followed: the correct time when to initiate the antimicrobial, what dose to be
used, and how long the antimicrobial should be used. Initiate empirical regimen as
early as possible once the infection is suspected to prevent poor clinical outcomes
[247]. Trials reveal a positive association between earlier antimicrobial use and
mortality in sepsis and septic shock [248]. 2016 surviving sepsis guidelines recom-
mend administering appropriate antimicrobial therapy within one hour of sepsis
and septic shock recognition based on the moderate quality of evidence [249]. The
empirical regimen should be based on the clinical presentation and associated risk
factors. The dose used should be based on the antimicrobial pharmacokinetics, and
antibiotics are labeled as either time-dependent (beta-lactams), concentration-
dependent (aminoglycosides and daptomycin), and concentration-dependent with
time dependence (fluoroquinolones, linezolid) [250].

For time-dependent antimicrobials, the best way to achieve efficacy is a contin-
uous infusion to keep the drug levels above the MIC for a longer time [251]. For
concentration-dependent antimicrobials, once-daily higher doses are adequate as
they demonstrate postantibiotic effect with reduced adverse events [252]. It is
prudent to increase the antimicrobial dosage in patients with augmented renal
clearance (burns, trauma, febrile neutropenia) to increase the antimicrobial dosage
to achieve the target drug levels [253]. De-escalation of antibiotics is done via three
different methods. First, once empirical therapy is initiated, follow the pending
culture results, and on day three, when the antimicrobials have reached adequate
therapeutic levels, the regimen can be de-escalated to a narrower spectrum based on
the patient’s culture results and clinical diagnosis. Second, in patients with negative
culture results, which is a common finding in ICU patients, the de-escalation pro-
cess is unclear. For example, in patients treated for HAP who are clinically improv-
ing with negative sputum cultures for MRSA and P. aeruginosa, antibiotics covering
these organisms can be stopped as per guidelines [254]. The third mechanism uses
the empirical regimen for the shortest duration possible for a better clinical outcome
[255]. This recommendation is based on expert opinion than clinical data.

Recent guidelines based on multiple trials conducted on the VAP antimicrobial
therapy duration suggest using the treatment for seven days than 14 days [256].
However, they also recommend following the improvement in clinical, imaging,
and laboratory parameters to decide the duration of therapy judiciously. Seven days
of VAP therapy was associated with an increased recurrence of infections among
lactose-non fermenter GNB such as Pseudomonas and Acinetobacter spp. [244].
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Similarly, in MRSA and MSSA pneumonia, the duration is decided by the clinical
picture, and most often, it is more than seven days and closer to 14 days.

Antibiotic use in the intensive care unit (ICU) usually follows two different
thought processes. One way is to use a single or limited number of antimicrobials as
workhorse agents as empirical therapy for infections which carries an inherent risk
of resistance emergence via selective pressure (antibiotic homogeneity). This was
initiated to control resistance. Another way is to select the antibiotics based on
clinical presentation and comorbid risk factors associated with decreased resistance
(antibiotic heterogeneity). This is a newer initiation in managing resistance. It is
recommended to use antibiotic heterogeneity as much as possible to prevent anti-
microbial resistance emergence [257]. Antibiotic stewardship is a must in this mod-
ern era for better clinical outcomes, prevent antibiotic adverse events and resistance
using local data, reduce the costs by selecting the correct antibiotic dose duration
and route. An ideal stewardship team should include an infectious disease consul-
tant, clinical microbiologist, infectious disease trained clinical pharmacist. The cur-
rent guidelines recommend two strategies to attain this objective. First, reduce the
future antibiotic use by auditing institutional antimicrobial usage with feedback to
the prescribers. Second, it is ideal to restrict certain antimicrobials to prevent
inappropriate usage and decrease institutions’ economic burden. Measures taken to
enhance the ICU staff education boosts the stewardship process and increases its
acceptance among health care workers.

5. Conclusion

Antibiotic resources are finite and need to be managed judiciously with princi-
ples based on antimicrobial stewardship. Management of sick patients in ICU will
need timely appropriate antimicrobial adjustments based on new laboratory results
and clinical parameters. It seems reasonable to utilize a stewardship team to support
the intensivist in the ICU for better outcomes. It seems appropriate to extend the
stewardship program to progressive care units or step-down units where antimi-
crobial utilization is greater than the floors. Education of the ICU staff and positive
feedback to antibiotic prescribers can change prescription behavior from antibiotic
homogeneity to antibiotic heterogeneity to prevent the emergence of MDR
organisms.
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Acronyms and abbreviations

MIC Minimum inhibitory concentration
MBC Minimum bactericidal concentration
CLSI Clinical and Laboratory Standards Institute
EUCAST European Committee on Antimicrobial Susceptibility Testing
IE Infective endocarditis
PABA Para-aminobenzoic acid
DHFR Dihydrofolate reductase
IV Intravenous
UTI Urinary tract infection
TMP-SMX Trimethoprim and sulfamethoxazole
SSTI Skin and soft tissue infections
PCJ Pneumocystis jiroveci
foiP Dihydrofolate reductase encoding gene
SJS Steven-Johnson syndrome
TEN Toxic epidermal necrolysis
GI Gastrointestinal
MSSA Methicillin-sensitive S. aureus
MRSA Methicillin-resistant S. aureus
CABP Community-acquired bacterial pneumonia
PID Pelvic inflammatory disease
CSF Cerebrospinal fluid
CNS Central Nervous System
MICU Medical intensive care unit
cIAIs Complicated intraabdominal infections
MDR Multidrug-resistant
FDA Federal drug authority
HAP Hospital-acquired pneumonia
VAP Ventilator-associated pneumonia
rRNA ribosomal ribonucleic acid
PCN Penicillin
MAC M. avium complex
MLSB Macrolide Lincosamide and streptogramin B
Erm Erythromycin ribosome methylation
HLA Human leukocyte antigen
DRESS Drug rash with eosinophilia and systemic symptoms
AUC Area under the curve
VRE Vancomycin-resistant Enterococcus
optrA Adenylation coding gene
EF-G Elongation factor G
fusA Elongation factor G coding gene
PBP Penicillin-binding protein
mecA&C Methicillin resistance encoding gene
Van Vancomycin resistance encoding gene
VISA Vancomycin intermediate S. aureus
CPK Creatinine phosphokinase
mRNA messenger RNA
GNB Gram-negative bacillus
cUTI Complicated UTI
DNA Deoxyribonucleic acid
SBP Spontaneous bacterial peritonitis
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IM Intramuscular
PJI Prosthetic joint infection
IgE Immunoglobulin E
BLI Beta-lactamase inhibitor
ESBL Extended-spectrum beta-lactamases
KPC K. pneumoniae carbapenemase
MBL Metallo-beta-lactamase
OXA Oxacillin beta-lactamases
AmpC Class C beta-lactamses
CMS Methanesulfonate
MCR Lipopolysaccharide encoding gene
rpo RNA polymerase rifamycin binding target encoding gene
arr Methytransferase encoding gene
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Abstract

Isolation of Staphylococcus aureus is quite common in both the general population 
and hospital environment. The heterogeneity of the disease and the unique ability 
of S. aureus to develop resistance to the most recently discovered antibacterial drugs 
points to its ability to adapt and survive in different conditions. CA-MRSA is differ-
ent from hospital strains of MRSA by its epidemiological, phenotypic and genotypic 
characteristics. The emergence of MRSA in the community suggests the need for a 
new approach to managing the indications and the certification of staphylococcal 
infections, with special emphasis on the selection of empiric antibiotic therapy. 
In the study, we analised of MRSA from 4341 samples taken from patients from 
the general population of Sarajevo Canton in the six-month period of follow-up 
processed at the Public Health Institute of Sarajevo Canton. We determined the 
epidemiological characteristics of the isolated strains. Methicillin resistance was 
determined by phenotypic methods. The following molecular methods were used 
for the confirmation of methicillin resistance: determination of the mecA gene, 
PFGE profile, genetic type of MRSA being determined by spa typing, the distribu-
tion of SCCmec types being examined, and the detected gene for PVL. The study 
stresses the need for national monitoring of spreading of the existing epidemic 
strains, as well as the monitoring of emergence of new strains which would enable 
the inclusion of our country in the international network of monitoring bacterial 
resistance.

Keywords: infection, CA-MRSA, phenotypic, antimicrobial susceptibility

1. Introduction

The first isolation of Staphylococci was carried out by Alexander Ogston during 
the investigation of the septicemia and wound infection bacteria in 1880, the 
microscopical examination of 88 pus specimens revealed the presence of Gram-
positive cocci (S. aureus) [1]. In clinical observations, the most important species 
of Staphylococcus genus are Staphylococcus aureus and Staphylococcus epidermids, 
further falling into categories based on their coagulase activity. S. aureus is coagu-
lase positive, expressing several virulence factors supporting host immune response 
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evasion. S. epidermidis being coagulase negative, usually less virulent, able to avoid 
the host immune system by forming and resulting in its hiding in a biofilm [2]. 
Staphylococcus aureus (SA) represents one of the most important microorganisms 
that are part of the normal micro flora in humans, with ability to cause very seri-
ous infections in certain conditions. Approximately 20–30% of the general human 
population is persistently colonized with SA. Primary and natural reservoir of 
S. aureus is the asymptomatic carriage by humans, using the anterior nasal mucosa 
as the main ecological niche. The risk of subsequent infection increases as the 
colonization provides a reservoir open to bacteria introduction as host defences 
are breached [3]. Adding to humans and domestic animals, livestock and fomites 
can also serve as joint reservoirs, providing this bacterial pathogen with dramatic 
relevance in human and veterinary medicine. Staphylococcus aureus can cause a 
wide variety of infections in range from common, mild skin and soft tissue infec-
tions to hematogenous infections with multi organ injuries. Staphylococcus aureus 
is infamous for its ability to become resistant to antibiotics, resulting in issues with 
treatment of these infections due to the resistance development, especially with 
methicillin-resistant SA [4]. The virulence of S. aureus is multifactorial due to the 
combined actions of a variety of virulence factors that facilitate tissue adhesion, 
immune evasion, and host cell injury [5]. These virulence factors involve both 
structural, such as surface adhesins which provide adherence to host tissues, and 
secreted factors, such as enzymes, that convert host tissue into nutrients. Anyway, 
a lot more significant is the secretion of a variety of pyrogenic toxins also known as 
superantigens; the Panton–Valentine leukocidin (PVL) and toxic shock syndrome 
toxin-1 (TSST-1) as most remarkable [6].

1.1 Methicillin-resistant Staphylococcus aureus

Methicillin-Resistant Staphylococcus aureus (MRSA) should be taken into 
accounted for great concern. It is the cause of bacterium infections in various parts 
of body. As it develops resistance to usually prescribed antibiotics, its treatments 
becomes more difficult than with most strains of Staphylococcus aureus. MRSA is 
sometimes called a super bug. Methicillin-resistant Staphylococcus aureus (MRSA), 
or multidrug-resistant S. aureus, first described in the United Kingdom in the early 
1960s, are S. aureus strains which developed resistance through natural selection 
process to all available penicillins and other β-lactam antimicrobial drugs. Methicillin 
resistant Staphylococcus aureus (MRSA) being one of the most important hospital 
pathogens, becomes responsible for community infection in patients without previ-
ous health-care contact at the end of the last century. Worldwide, it is mainly respon-
sible for a broad spectrum of nosocomial and community associated infections and 
cause of endemic and epidemic infections in many parts of the world. Methicillin 
resistance in S.aureus developed through the acquisition of the mecA gene located 
on mobile genomic island designated staphylococcal chromosome cassette mec 
(SCCmec) by methicillin-susceptible S.aureus [7]. The mecA gene is primary cause 
for the synthesis of a novel penicillin-binding protein known as penicillin-binding 
protein 2a, that decreased binding affinity for penicillin and cephalosporins. It 
follows that MRSA strains are resistant to all ß-lactam antibiotics. In the beginning, 
MRSA was susceptible to nonbeta lactam antibiotics. Later, namely, from the late 
1979s to this day, new strains of MRSA resistant to multi-non- ß-lactam agents 
including aminoglycosides, with only vancomycin left as an antibiotic of last resort 
for treating MRSA infections, appeared. These strains, also described as epidemic 
MRSA (EMRSA or HA-MRSA), have had the capacity to spread extensively causing 
serious infections worldwide and mostly among in-hospital patients [8].
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1.2 What is community-associated MRSA?

During 1990s, in Western Australia, a new MRSA type appeared and it was 
causing infections in the community of younger and healthy people without 
previously reported history of hospital admission or medical treatment [9]. These 
types of MRSA strains were described as community-acquired, community-
originated, community-associated, or community-onset MRSA (CA-MRSA). 
HA-MRSA and CA-MRSA belong to different genetic lineages. While CA-MRSA 
strains are usually sensitive to antibiotics other than beta-lactams and contain 
staphylococcal cassette chromosome SCCmec type IV, V or VII, HAMRSA are gen-
erally multidrug-resistant and harbour larger SCCmec type I, II or III [10]. MRSA 
pathogenicity is related to extensive arsenal of virulence factors and toxins. The 
most common and probably important is the Panton-Valentine leukocidin (PVL) 
toxin being lethal to neutrophils and associated with skin and soft tissue infec-
tions as well as severe necrotizing pneumonia. Huge number of CA-MRSA clones 
have developed on every continent [11]. Notably, these CA-MRSA strains, initially, 
were associated with community-onset (CO) infections, have been entering 
hospitals and may be replacing the conventional HA-MRSA strains with signifi-
cant clinical and public health implications [12]. However, CA-MRSA penetration 
is still mostly undefined due to lack of thorough exploration of in large number of 
hospitals as well as knowledge of the risk factors involved in nosocomial trans-
mission of CA-MRSA compared with HA-MRSA [13]. The prevalence of in vitro 
resistance to non-β-lactam antimicrobial agents could be increasing among MRSA 
strains related to community transmission. MRSA typing is an essential com-
ponent of an overall follow up system of describing epidemiological trends and 
control strategies for infections. Contemporary challenges for MRSA typing are 
focused on choosing the most appropriate technique in terms of efficiency, reli-
ability, ease of performance and cost included. The phenotypic methods in general 
are prone easier performance, interpretation, cost efficiency and wide availability, 
and less discrimination. The genotypic methods are rather expensive and techni-
cally demanding, however more discriminatory. Latest technologies that involve 
sequencing of various genes are emerging as highly applicable with wide through-
put typing systems. Still there is no consensus regarding the single best method for 
typing of MRSA strains [14]. Pulsed-field gel electrophoresis (PFGE) has become 
the ‘gold standard’ for genotyping method of MRSA for over a decade, and it 
has been used widely for local outbreak investigation, long-term surveillance of 
MRSA infections at regional and national levels and for international comparisons 
[7]. Recently, in Europe, harmonization efforts to standardize the PFGE typing 
protocol of MRSA as well as to enable multicentric comparison of PFGE data have 
been made. The macro restriction analysis of chromosomal DNA using PFGE is a 
reference method for Staphylococcus aureus typing and can be combined with other 
methods [15].

1.3 Detection and diagnosis of MRSA strains

Identifying the causative organism can be challenging in treatment 
Staphylococcus aureus infection, especially for resistant strains. Traditional culture 
and susceptibility testing for MRSA lasts between 48 and 72 h, taking a 16- to 
24-h incubation and 16 to 24 h more in completing the susceptibility tests. Latest 
progress in molecular and nonmolecular testing methods greatly reduced the time 
needed to detect MRSA [16]. These rapid and sensitive screening assays could 
contribute to infection control and reducing overall costs. With a rapid test,  
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Bauer et al. [17] observed bacteremia patients diagnosed with MRSA had a shorter 
length of stay and lower hospital costs, and for patients with MSSA, the switch 
from empiric to targeted therapy was 1.6 days shorter. Use of rapid molecular 
diagnostic tests rather than conventional methods is also related to a significantly 
lower mortality risk for patients with bloodstream infections (odds ratio (OR) 
[95% CI] 0.66 [0.54–0.80]), including those caused by Gram-positive organisms 
(OR [95% CI] 0.73 [0.55–0.97]). Combining rapid molecular testing with an antibi-
otic stewardship program will be able to lower the mortality risk [18]. Individual 
hospitals in decision making about the tests used should consider the specificity, 
sensitivity, price, turnaround time, and expertise, necessary for each test [16, 19]. 
Modification to the traditional culture method is the use of chromogenic agar, 
producing a colour reaction in the bacterial cultures. These media also contain 
antibiotics where only resistant bacteria is able to grow. According to this, MRSA 
can be detected in 20 to 26 h [16]. In clinical practice, the use of chromogenic media 
has been seen to shorten the time to aimed MRSA treatment by 12 h [20]. Another 
innovation in MRSA detection is the development of real-time polymerase chain 
reaction (PCR) tests with the ability to detect genes specific to S. aureus. In making 
difference in MRSA strains from MSSA or methicillin resistant coagulase-negative 
staphylococci, PCR methods are aimed at a part of DNA where the MRSA-specific 
SCCmec gene meets the S. aureus orfX gene. The PCR tests are usually performed 
directly on samples taken from blood or a nasal or wound swab, and results can be 
available within 1 to 3 h [16]. In clinical practice, generally, the turnaround times 
from taking samples to complete results are generally longer due to the length of 
time needed to transport samples, conduct the test, and send the results. As a rule, 
the overall time is usually much shorter with PCR-based assays than with chromo-
genic media culture [21]. Moreover, PCR tests showed pooled estimates for sensi-
tivity and specificity of 92.5 and 97.0%, respectively, in the meta-analysis described 
earlier. In addition, the sensitivity of PCR has been notably higher than the one on 
chromogenic media, and the specificity was significantly higher than the one on 
traditional culture [19]. In relation to MRSA detection by chromogenic agar, PCR 
shortened the overall time of patient isolation as well as number of days patients 
were inadequately isolated during their hospital stay [21].

2. Aims

• To determine the prevalence and distribution of methicillin-resistant 
Staphylococcus aureus from different patient samples in general population of 
Canton Sarajevo, Bosnia and Herzegovina

• To determine epidemiological characteristics of isolated strains

• To evaluate isolated MRSA with phenotypic methods: disc diffusion test (DD), 
E-test, latex agglutination test with antibodies to penicillin-binding protein 2a 
(PBP2a), and a selective chromogenic medium

• To determine the presence of mecA gene in isolated outpatient strains

• To determine the genetic profile of MRSA strains by DNA Fingerprints by 
Pulsed-field Gel Electrophoresis (PFGE) and spa-typing test methods

• To evaluate the distribution of SCCmec types
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• To determine the prevalence of Panton-Valentine leukocidin (PVL) -positive 
Staphylococcus aureus strains

• To estimate infection and colonization risk of outpatient MRSA strains

3. Materials and methods

Samples taken from January to August 2015 were collected from 4,341 patient 
samples admitted to the Laboratory of Institute of Public Health of Sarajevo 
Canton, Bosnia and Herzegovina (B&H) and they showed a total number of 653 
methicillin-resistant Staphylococcus aureus, that is, out of 2279 found Staphylococcus 
aureus strains, 653 were methicillin-resistant Staphylococcus aureus. Those samples 
included nose swabs, throat, ear, eye, umbilicus swabs, wound and skin swabs. 
All MRSA isolates collected were identified by standard microbiological methods 
based on the demonstration of deoxyribonuclease, bound coagulase (rabbit 
plasma, bioMerieux, France) and free coagulase (Slidex Staph Plus, bioMerieux, 
France) [22]. Antibiotic susceptibility determination used the agar disk diffusion 
method in compliance with the guidelines of the Clinical Laboratory Standards 
Institute [23, 24]. The following twelve antibiotics were tested to the susceptibil-
ity of the S. aureus isolates: sulfamethoxazole-trimethoprim, oxacillin, cefoxitin, 
erythromycin, clindamycin, linezolid, ciprofloxacin, tetracycline, fusidic acid, 
rifampicin, vancomycin and gentamicin. Multiplex PCR was used for testing 
those MRSA strains for the presence of the mecA gene. Molecular analysis of 
the SCCmec cassette was conducted using a method earlier depicted by Oliveira 
et al. [25], with certain modification indicated by Budimir et al. [26]. Presence of 
the gene for PVL was found by use of PCR primers previously accounted for by 
Lina et al. [27]. In addition, all of these isolates passed analysis for epidemiologi-
cal relatedness by pulsed-field gel electrophoresis (PFGE). Macrorestriction of 
chromosomal DNA used the restriction enzyme SmaI analysis, complying with 
previously described procedure. DNA fragments were separated using a CHEF-DR 
III electrophoresis system (Bio-Rad laboratories, Hercules, California, USA) at 
6.0 V/cm for 2O h, with pulse times ramped from 5 s to 40 s. Gels used with ethid-
ium bromide staining and they were photographed under UV illumination. PFGE 
patterns analysis was done by using GelCompare software (Applied Maths, Ghent, 
Belgium) according to the Tenover et al. scheme [28]. Isolates with indistinguish-
able band patterns were assigned to the same PFGE pattern type. Isolates that 
differed by ≤ three fragments were considered to be subtypes closely related i.e. 
of a given clonal group. The dendrogram was produced by use of 0, 5% optimiza-
tion, a 3% band tolerance and the unweighted pair group method with arithmetic 
averages based on Dice coefficients.

4. Results

Out of the total number of isolates, the largest number of isolates included in 
our research was isolated from the nasal or nasopharyngeal swab (41%), while 35% 
isolates were found in a skin swab samples. There was 1% isolates isolated from the 
umbilical swab and sputum sample, and 2% from an abscess puncture sample and 
conjuctival swab.

Based on the analysis of data from the epidemiological questionnaire, we 
estimated the distribution of examinees by gender. Out of a total of 100 subjects 
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included in the study, 49 (49%) were male and 51 (51%) female and there was no 
statistically significant difference in the percentage of the particular sex. The aver-
age age of the respondents was 10.9 ± 18.7 years.

Prior to the start of the study, 59% of subjects had hospital treatment according 
to the anamnestic data, but there was no statistically significant difference in the 
groups with and without hospital treatment in the year before the start of this study. 
Out of the 59 examinees who were hospitalized, 86.4% were hospitalized in the 
maternity hospital, while a significantly smaller number was hospitalized in ortho-
pedics (5.1%), pediatrics (3.4%), dermatology, gynecology and surgery (1.7%).

Antibiotic usage within 12 months before the follow-up period was recorded in 32% 
of examinees, while 68% of them did not recieve therapy in that period, which is sta-
tistically significant. Out of the group of examinees who were taking antibiotics, 34.4% 
recieved amoxicillin and clavulanic acid, 18.8% recieved fourth-generation cephalo-
sporins and sulfethoxazole-trimethoprim, while only 6.3% recieved macrolides.

MRSA was present in only 3% examinees out of those who had previosly docu-
mented MRSA strains (one year before this study). 6.0% of examinees included in 
the study had surgical procedure at the same time, while 94% of examinees didn’t 
have surgery.

Epidemiological data are a significant variable for differentiating CA and HA 
MRSA. Therefore, variables that may have influenced the transmission and devel-
opment of staphylococcal infections have been included in the epidemiological 
questionnaire. None of the subjects had been on dialysis therapy, nor had they been 
placed in a nursing home for 12 months prior to our study. 10% of examinees stated 
that they own a pet (80% own a dog as a pet and 20% a cat as a pet).

Out of total number of examinees, 8.0% of examinees had previous contact with 
a MRSA infected patients, 13% were involved in sports and 2.0% of examinees used 
an invasive /orthopedic device.

4.1 Microbiological analysis of the strains

During the follow-up period, out of a total of 4341 examined patient samples, 
2279 Staphylococcus aureus were isolated, out of which 653 were methicillin-resistant 
SA. The prevalence of Staphylococcus aureus was 52.5% and the prevalence of MRSA 
was 28.7%.

We selected a representative sample of 100 strains, eliminating the “copy” 
strains (strains from the same patient at different places and those that are 
repeated), by random selection, trying to monitor the dynamics and even represen-
tation throughout the months of the study period).

4.2 Results of antibiotic susceptibility testing

In our study, 100 strains were tested for susceptibility to 12 antibiotics. 
Antibiotics that were tested include antibiotics that are therapeutically important 
for staphylococci, as well as other antibiotics that are known to be resistant to them 
as a marker for a virulent clone, such as fusidic acid.

All MRSA isolates were resistant to the β-lactam antibiotics tested, i.e. penicillin, 
oxacillin, and cefoxitin, 68% of MRSA strains were resistant to erythromycin, 5% 
to clindamycin, 5% to gentamicin and 4% to ciprofloxacin. All isolates were suscep-
tible to sulphamethoxazole-trimethoprim, rifampicin, fusidic acid, linezolid and 
vancomycin (Table 1).

Based on the antibiogram, all examined strains were divided into 5 profile 
groups. Group A was represented in 32%, group B in 62%, group C 4%, group D 1% 
and 1% group E. (Table 2).
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4.3 Results of phenotypic methods in MRSA detection

In our study, conventional phenotypic methods were used to detect MRSA 
isolates: disk diffusion oxacilin test and disk diffusion cefoxitin test. To confirm 
the MRSA isolates, a latex agglutination test with antibodies to PBP2a, a selective 
chromogenic medium, ChromID MRSA, and an E test were used to determine the 
value of the minimum inhibitory concentration for oxacillin.

Oxacillin disk diffusion and cefoxitin disk diffusion tests, due to their accuracy 
and economic acceptability, have proven to be good options for the detection 
methicillin resistance of S.aureus. The results of this study indicate a previously 
proven fact that the latex agglutination test, ChromID MRSA, and E test, due to 
their high sensitivity and specificity, play a significant role as confirmatory tests for 
the detection of methicillin resistance.

All phenotypic methods that were used had 100% sensitivity as well as  
specificity, except for the DD cefoxitin and DD oxacillin tests, 98.9 and 96.8.

Resistant Sensitive

Penicillin 100 (100%) 0

Oxacillin 100 (100%) 0

Cefoxitin 100 (100%) 0

Erythromycin 68 (68%) 32 (32%)

Clindamycin 5 (5%) 95 (95%)

Sulphamethoxazole- trimethoprim 0 100 (100%)

Rifampicin 0 100 (100%)

Fusidic acid 0 100 (100%)

Gentamicin 5 (5%) 95 (95%)

Ciprofloxacin 4 (4%) 96 (96%)

Linezolid 0 100 (100%)

Vankomycin 0 100 (100%)

Table 1. 
Antimicrobial susceptibility patterns (N = 100).

Groups Profile groups

A resistant to penicillin, oxacillin and cefoxitin; sensitive to erythromycin, clindamycin, 
sulphamethoxazole-trimethoprim, rifampicin, fusidic acid, garamycin, ciprofloxacin, linezolid and 
vancomycin

B resistant to penicillin, oxacillin, cefoxitin and erythromycin; sensitive to clindamycin, 
sulphamethoxazole-trimethoprim, rifampicin, fusidic acid, garamycin, ciprofloxacin, linezolid and 
vancomycin

C resistant to penicillin, oxacillin, cefoxitin, erythromycin, clindamycin, garamycin, ciprofloxacin; 
sensitive to sulphamethoxazole-trimethoprim, rifampicin, fusidic acid, linezolid and vancomycin

D resistant to penicillin, oxacillin, cefoxitin, erythromycin, clindamycin; sensitive to 
sulphamethoxazole-trimethoprim, rifampicin, fusidic acid, garamycin, ciprofloxacin, linezolid and 
vancomycin

E resistant to penicillin, oxacillin, cefoxitin, and garamycin; sensitive to erythromycin, clindamycin, 
sulphamethoxazole-trimethoprim, rifampicin, fusidic acid,ciprofoxacin, linezolid and vancomycin

Table 2. 
Profile groups based on the antibiogram.
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4.4 Molecular analysis of tested strains

4.4.1 MecA gene detection

Reduced sensitivity or resistance to oxacillin or cefoxitin was found in all iso-
lates, including the study by phenotypic methods. After detection of MRSA isolates 
by phenotypic methods, all isolates were subjected to molecular methods that tested 
the presence of the mecA gene.

All tested isolates were positive for the mecA gene. The control mecA positive 
strains used in our study are MRSA isolates described in the Methods section. One 
of the isolates used is COL and the other is WIS.

COL is an MRSA strain isolated for the first time in 1965 in Great Britain, known 
as a representative of the Archaic clone, whose characteristics are: SCCmec type I, 
ccr AB 1, sequential type (ST) 4.

WIS is an MRSA isolate native to Australia, SCCmec type V, possesses ccrC.

4.4.2 Spa-typing test results

As previously described in the Introduction to Spa Typing, the polymorphic 
region X consists of a variable number of 24 base pairs of repeating fragments. 
From a total of 100 strains examined, we selected a representative sample of 
29 strains that underwent spa-typing. Seven different spa types were discovered: 
t008, t919, t041, t1179, t2187, t2674 and t10807. The most common type was t008 
(55.2%).

4.4.3 SCCmec typing

We analysed and subjected 100 isolates to SCCmec typing. The obtained amplifi-
cation products differ in molecular weight, and the typing result is obtained by visual 
comparison with the control strains. SCCmec loci of control strains were also ampli-
fied in each reaction cycle. A marker was applied to each individual gel, with a range 
of DNA fragments of 100-1500pb. The PCR products of the control strains were elec-
trophoretically parallel separated. Each amplification cycle in which no corresponding 
PCR product was obtained in the control strains was repeated, as well as PCR reac-
tions and electrophoresis of isolates that could not be typed with this method.

The distribution of SCCmec types is shown in Figure 1. The most prevalent 
SCCmec element was type IV (86%), followed by SCCmec I (4%) and SCCmec type 

Figure 1. 
SCCmec types distribution among MRSA isolates. Note: NT- non-typeable.
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V (1%). Non-typical strains were found in 9.0% of cases. No isolates with SCCmec 
III were found during this analysis. Chi-square test was used for the analysis of 
categorical variables.

4.4.4 Determination of the presence of the PVL gene

Using the primers and amplification cycle conditions described in the Method 
section, 100 isolates were tested for the presence of the PVL toxin gene. MW2 
strain, MRSA strain isolated in 1998 in the USA, SCCmec type IV, ST131 was used as 
a positive control strain.

Positive expression of PVL gene was found in 24.0% of isolates, while 76% 
showed a statistically significant higher negative expression of PVL gene.

The current prevalence of CA MRSA PVL positive isolates was 0.05% and the 
periodic prevalence was 0.037%.

Common to all positive PVL MRSA isolates is SCCmec type IV and the fact that 
they are outpatient isolates.

4.4.5 Results of PFGE analysis

Results PFGE - electrophoretic profiles of isolates.
Pulsed field electrophoresis after the splitting of chromosomal DNA by the 

restriction enzyme SmaI yielded clearly separated DNA fragments that were visual-
ized by UV light illumination after staining with ethidium bromide and photo-
graphed with a Polaroid camera.

Figure 2 shows a photograph of electrophoretic gels that are part of the results 
obtained by this analysis. The number of fragments greater than 10 for each isolate 
is visible, the minimum of the bands to which the comparison standards described 
in the Methods section can be applied. Figure 2 is a representation of a PFGE 
electrophoretic gel after cleavage with SmaI enzyme and separation in an electric 
field and staining with ethidium bromide.

M means a lambda marker, and genotyped strains are numbered 1–20. Blank 
fields 7 and 12 mean that the isolation probably failed in the first attempt and we 
repeated these isolates.

Figure 2. 
Representative PFGE patterns of MRSA strains isolated from population included in the study, after splitting 
enzyme SmaI and separation in an electric field and staining with ethidium bromide.
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Determination of PFGE groups using dendrogram percentage similarity:
The photos were scanned and stored in the database of the computer software 

system GelCompar. Each individual strip was subjected to a normalization pro-
cedure, in which, for each individual photograph, the size of the fragments was 
compared with the same molecular standard found on each gel in the electropho-
retic reaction.

After normalization and entering basic data into the database, a dendrogram 
of similarity percentage was made, using Dice coefficient from PFGE data, using 
a limit value of ≥80%, with a tape tolerance of 3% and an optimization parameter 
of 0.5%.

In the PFGE profile analysis of the isolates with the computer system 
GelCompar, the isolates fell into five similarity groups: A-E. The largest number of 
isolates (87%) belonged to one of two groups: C (60%) and D (27%).

Group A includes 3 isolates, described as SCCmec type IV. There were no PVL 
positive isolates in this group.

Group B included four isolates, with three isolates being SCCmec type I, while 
one was SCCmec type IV. There were no PVL positive isolates in this group.

Group C represents the largest group in the PFGE analysis, including 60 isolates, 
and all isolates of this group belonging to SCCmec type IV. In this group, 28.33% 
(17) of isolates were PVL positive.

Group D includes 27 isolates, three of which were nontypeable, and the rest of 
the isolates belong to SCCmec type IV. In this group, only two isolates were PVL 
positive.

Group E included 3 isolates, SCCmec types I, IV and V. These three isolates were 
not PVL positive.

Three PFGE types were singletons, that is, not similar to any of the other strains, 
two of which are SCCmec IV, while one is nontypeable.

5. Discussion

Staphylococcus aureus is one of the most important and adaptable human patho-
gens, causing most often skin and soft tissue infections, although it can cause any 
organ and organic system infection as well as infections related to toxin production 
[29]. Colonisation is important step in pathogenesis of infections caused by S. 
aureus. Approximately 20–30% of overall population is persistently colonised by 
S. aureus, with verified colonisation at nasal mucosa [30]. This study microbiologi-
cally analyses 4341 different biological specimens from out of hospital respondents. 
Staphylococcus aureus is isolated in 2279 specimens, with prevalence of 52,5%. Out 
of 2279 identified Staphylococcus aureus, methicillin resistance was shown in 653 
isolates proved by use of phenotype methods, thus MRSA prevalence was 28,7%. 
Considering the use of MRSA prevalence as an indicator of success in conducting 
infection control programme, there are series of data from various geographi-
cal areas that point to high variability of MRSA prevalence in the whole world. 
European research show high variability in MRSA prevalence results. Thus, per-
centage of MRSA in Scandinavian countries and Netherlands is less than 1%, while 
prevalence in Spain is more than 50% [31]. At latest, growth of bacterial isolates 
number resistant to methicillin becomes serious clinical and epidemiological 
problem. Introducing methicillin into clinical practice in 1961, MRSA soon becomes 
one of the main intra-hospital problems around the world. Nowadays, MRSA still 
holds primate in hospital environment, and in the last few years in out of hospital 
environments as well. Namely, in the nineties of the last century, the problem of 
out of hospital MRSA (Community-acquired methicillin-resistant Staphylococcus 



51

Distribution and Molecular Detection of Methicilin-Resistant Staphylococcus aureus
DOI: http://dx.doi.org/10.5772/intechopen.98655

aureus or CA-MRSA) arises, in many features different from hospital MRSA strains. 
Staphylococcus aureus resistant to methicillin is placed highly in modern microbiol-
ogy and infection control procedures. Recent studies show change in microbiology 
of MRSA as well as its limitation to hospital environment so the infection can 
appear in general population [29]. CA-MRSA strains become important health issue 
connected with high morbidity and mortality in general population [32].

In our study, we selected representative sample of 100 MRSA strains, eliminating 
“copy” strains (strains of the same patient from different places and those repeated 
ones), by random choice method, trying to follow the dynamics and equal represen-
tation through individual months of research period. In our study, 41% cases con-
firmed presence of the pathogen in the nasal, and 35% samples isolated S.aureus in 
skin smear. Creech et al. confirmed colonisation of nasal mucosa in paediatric cases 
with S.aureus in 35% cases, and in 9% cases they bore nasal MRSA [33]. Male sex 
was positive to MRSA in 49%, while females were positive in 51% of analysed MRSA 
specimens. In Farr et al. study [34] has shown that females were highly represented 
in verified CA-MRSA infections. The same study shows the greatest number of out of 
hospital infections in females aged 18–44. In our study average age was 10,9 (±18,7). 
Those results could be explained by high number of new-borns analysed in our 
research. Anamnestic data in epidemiology questionnaire about eventual hospitalisa-
tion within a year prior to beginning of the study has shown that 59% of respondents 
had been hospitalised at some clinical department, while the greatest percentage had 
been hospitalised at maternity department of the clinic (86.4%), adding to the data 
of high new-borns representation in the research. However, the German study done 
at in-hospital and out-of-hospital patients showed high prevalence of CA-MRSA 
in patients with hospitalisation data or prolonged stay at special purpose facilities 
(nursing homes) [35]. According to the definition of CDC, as well as numerous 
modifications of the definition, there are epidemiological circumstances among 
risk factors in appearance of out-of-hospital MRSA infection. Having that in mind, 
we analysed series of general prior data and the analysis followed the criteria for 
differentiating in-hospital from out-of-hospital MRSA. The data showed that only 
6% of respondents had undergone surgeries in the prior year, while 2% of positive 
respondents have used some invasive apparatus. Pets had earlier been identified as 
the source and transmitters of MRSA infections to humans in contact [36].

Analysing data of epidemiological questionnaire it shows that 10% of the 
respondents keep a pet, 3% have had documented MRSA infection before, 8% have 
had contact with MRSA carrier, while 13% practiced collective sports. Resistance 
development becomes issue of priority, and the follow up system for resistance 
measurement in relevant data, according to which antibiotics would be given by 
recommendations to lower the resistance, e.g. try to stop or slow down the develop-
ment of new resistance, has been established.

Data on resistance in the close by environment have to be basis for empirical 
therapy development, so it can be more successful in every single patient treatment, 
as well as efficient in spreading resistant types in the community.

For those reasons it is necessary to have local epidemiological data on sensitivity 
of out-of-hospital strains and specific hospital close at hand, due to variation of 
bacterial resistance level between hospital centres in different countries, between 
centres of the same country, as well as between hospital wards and departments of 
the same centre.

Staphylococcus aureus is a microorganism that developed resistance mechanisms 
to all antibiotics available for treating infections caused by staphylococci. The 
most important among those antibiotics that S. aureus developed resistance to, are 
the ones indispensable in therapy schemata for infection caused by staphylococci 
treatment and resistance mechanisms that mark antibiotics era. Penicillin as the 
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medicine of first choice for staphylococci infection treatment is almost abandoned, 
while the remaining number of isolates sensitive to penicillin activity is 20% by 
some studies [37].

According to the data extracted by isolate testing in disc – diffusion method, 
resistance to penicillin, methicillin (oxacilin) and cefoxitin showed all MRSA strains. 
Among isolates of the collection, resistance to vancomycin, linezolid, rifampicin, 
sulfamectasole – trimethoprim and fusidine acid was not shown. For vancomycin 
the sensitivity out of inhibition zone less than 14 mm in disc – diffusion method 
according to CLSI standards was not confirmed [38].

Resistance to macrolides is 68%, while to clindamycin it is significantly less and 
in amount of only 5%.

Resistance to gentamicin is 5% while to ciproflaxcin is 4%.
It is well-known that great percentage of hospital MRSA strains is resistant to 

quinolone, in total 90%. Similar results are gathered in in the research in the area of 
Republic of Croatia (91%), where the progressive test to quinolone has been fol-
lowed in the last 20 years [39].

In the world resistance phenomenon among S.aureus strains context, exact and 
early assessment of resistance is of key importance in infection caused by S.aureus 
prognosis.

Although many phenotype methods have been developed to achieve fast methi-
cillin resistance detection, lack of these methods is lessened sensitivity, which in 
the end cannot ensure appropriate and timely treatment of all patients infected 
by MRSA.

Several studies have shown that revelation of mecA gene is the “golden standard” 
method for diagnosing MRSA in microbiological laboratories [40].

However, not all laboratories, especially in transition countries such as ours 
is, have the necessary equipment and educated stuff for establishing molecular 
techniques. Thus, the need for fast, exact and economically profitable identifying 
MRSA strains by phenotype methods appeared [41].

As for disc diffusion tests for MRSA detection, sensitivity of oxacilin disc dif-
fusion test and cefoxitin disc diffusion test was 100%, while specificity was 96% 
and 98%.

Rao Venkatakrishna et al. also found high sensitivity and specificity of oxacilin 
DD and DD Cefoxitin test in MRSA detection [42].

Chromogenic surface use (ChromID) has shown 100% specificity and sensitiv-
ity. Morris et al. in their study compared chromogenic surfaces and showed sensi-
tivity for ChromID 93% [43].

In some authors’ studies [44] E-test in MRSA detection has been used as the 
golden standard and its advantages in the sense of conducting, as well as preci-
sion that approaches those of molecular methods PCR, mecA detection, have been 
proven. In our study we have also shown 100% sensitivity and specificity for E-test. 
Also, for latex agglutination test we have confirmed identical results. Ahmad has 
proven superiority of the test as the alternative method MRSA detection in his 
study [45].

After conducting phenotype methods, we have examined MRSA strains by 
molecular typing methods, and by analysis of data gathered in that way, we have 
come to interesting clinical and epidemiological findings.

With all isolates included in the research after detecting methicillin resistance 
by phenotype methods, they were subjected to molecular methods by which the 
presence mecAgene was tested. All examined isolates were positive to mecAgene, 
according to the claim that for mecAgene identification, polymerase chain reaction 
(PCR) is considered the golden standard [40].
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By method spa-typing, developed by Freney et al. [46], based on sequencing 
polymorph region X gene protein A Staphylococcus aureus (spa), we typed 29 out of 
our 100 types. We had seven various spa-types, from which the most represented 
t008 16/29 (52,2%), t1179 5/29 (17,2%), t10807 3/29 (10,3), t2674 2/29 (69%), 
t041 1/29 (3,4%), t919 1/29 (3,4%), t2187 1/29 (3,4%). If we compare it with 
relative global frequency of appearance for single spa-types by Ridom Spa Basa, 
we can notice that t008 is globally represented in 6,32%. Spa t008 is present in the 
countries such as Australia, Austria, Bulgaria, Canada, Croatia, Check Republic, 
Denmark, Estonia, Finland, Germany, Hungary, Israel, Norway, Poland, Portugal, 
Spain, Great Britain, Switzerland and Sweden. The spa type is found in sequence 
types ST-8, ST-247, ST-250 and ST-254, and placed in CC8, Northern German 
MRSA, USA300 ORSA IV and Archaic/Iberian clonal complex.

In this study t041 was represented 3,4%, while globally it is less represented with 
only 0,31% (Austria, Belgium, B&H, Croatia, Check Republic, Denmark, France, 
Germany, Hungary, Island, Ireland, Italy, Netherlands, Norway, Slovenia, Sweden 
and Switzerland), in sequence types ST-111 i ST-228, placed in CC5 and Southern 
German MRSA clonal complexes.

Representation of t919 in our study is the same as t041 (3,4%), and it appears in 
Austria, Germany, Norway and Sweden, with globally significantly less representa-
tion of 0,01%.

In our study we had four, so far unknown, spa types, and it can be explained by 
polymorph region X consisting of 24 base pairs of repeating fragments.

In our analysis the SCCmec results of typification have shown dominance of 
SCCmec type IV (86%), typical for out-of-hospital population. It is necessary to 
emphasize there is appearance trend for SCCmec type IV inside hospital popula-
tion, with the tendency of shifting SCCmec type I and dominant Iberian clone so 
far characteristic for in-hospital environment. SCCmec typing of strains included 
in our research we have proven that da SCCmec type I is seen in total of 4% strains, 
while SCCmec type V is seen in very small percentage (1%) in the examined strains. 
Valsesia et al. [47] have recently confirmed that SCCmec type IV and V was regis-
tered in examined population in the amount of 87% cases, while SCCmec type I and 
II appeared only sporadically, and SCCmec type III was completely absent in out-of-
hospital population. In our analysis we have not confirmed any case of SCCmec type 
II or III. Those results are in accordance with our results, except that SCC typing of 
strains included in the study has not shown presence of SCCmec type V types.

Previous studies have indicated that HA-MRSA infections are mainly caused by 
multiresistant strains carrying SCCmec type I, II or III, but rarely SCC mec type IV. 
On the other hand, CA-MRSA strains carrying SCCmec type IV, V or VII, are usually 
sensitive to majority of un-β-lactam antibiotics, although series of studies indicate 
spreading CA-MRSA strains in hospital centres and consequently taking place of 
traditional HA-MRSA strains [48, 49].

Our study indicates possible existence of new combinations of SCCmec frag-
ments and ccr genes evolving by recombining already described segments, and by 
completely new SCCmec types, due to genome S.aureus susceptibility to dynamic 
changes, changes of genetic parts inside the species as well as species typical for 
S.aureus. This conclusion is based on presence of 9% atypical strains.

In our collection of strains subjected to molecular analysis, all MRSA isolates 
have been tested to presence Panton-Velentine leukocidin (PVL) toxin. Number of 
PVL-positive MRSA was 23 isolates, while one isolate was atypical.

Some studies in which virulence factors with PVL of in-hospital and out-of-
hospital MRSA were examined at the same time and it is discovered that less than 
5% MRSA isolates are SCCmec I, II and III PVL positive, while 40–90% MRSA 
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SCCmec type IV contains PVL gene. [50]. CA-MRSA can represent serious  problem 
for public health due to distribution of strains with potential to produce PVL 
toxin. Presence of genes coding Panton-Valentine leukocidin is important marker 
of virulence as well as determinant of clinical consequences of infections caused 
by PVL positive types which are far heavier than PVL negative S. aureus infec-
tions. Cocchi et al. [51] in their study showed the transmission of PVL -positive 
CA-MRSA, member of Southwest Pacific clone (SWP) with epidemic capacity. The 
same study shows transmission from father with recurrent skin and subcutaneous 
tissue infections, over mother with nasal colonisation, to their child with symptoms 
of necrotising pneumonia. These data indicated that recurrent skin infections, usu-
ally not given great clinical importance, can represent serious threat in development 
of severe clinical picture of the carrier with possibility of further transmission PVL 
positive causer.

However, the role of positive MRSA strains in predicting possible severe clinical 
manifestations for the carrier still remains undefined.

CA-MRSA is linked to the production of Panton-Valentin leukocidin. Probably 
the PVL is direct virulence factor in staphylococci necrotising pneumonia [52], 
while its role in skin and soft tissues infection remains controversy.

There is epidemiological connection between MRSA and PVL, especially in the 
USA where USA300 clone dominates which is PVL positive. But counterargument 
to the attitude, at the same time confirming still undefined role of PVL as virulence 
marker in prediction of clinical infection manifestations, is the fact that there are 
several types PVL negative with the same clinical outcome that this toxin cannot 
be taken as universal marker of CA-MRSA. In the conducted analysis on 100 MRSA 
isolates, it is confirmed that 23 isolates SCCmec type IV containing gene z PVL, one 
atypical isolate while there were 76 PVL negative isolates of various SCCmec types, 
but with dominance of type IV. By examining isolates origin we established that 11 
PVL positive PVL isolates were from skin area, 8 from nasal mucosa, 2 from pustule 
smear, while others were represented by 1 PVL positive isolates from different 
corporal regions (sound conductor, wound smear).

In Great Britain, according to the National Reference Laboratory data, genes 
coding PVL are present in less than 2% of clinical isolates S. aureusa, whether MSSA 
or MRSA [52]. While PVL is currently accepted as important factor for S. aureus 
virulence, the latest research give preference to alternative virulence factors such 
as arginine catabolic mobile element (ACME), α toxin, regulatory genes coding 
expression, and newly described peptides.

PVL role is still very important, primarily due to fact it represents important 
marker in screening virulent S.aureus strains.

PFGE is genetic typing method used as means of molecular – epidemiological 
study of genetic variants of S. aureus and other numerous bacterial pathogens. For 
its highly discriminating capacity PFGE is considered golden standard for local 
epidemics of bacterial infections [53]. Combination of molecular typing methods 
(PFGE, mecA, SCCmec and MLST) with epidemiological and clinical data enable 
revelation of MRSA groups and their appearance, thus ensuring application of 
rational, appropriate, infection control measures [54]. Also, this study has enabled 
detection of MRSA groups in limited geographical area by applying methods of 
molecular typing so it can represent basis for similar studies on broad area and 
enable application of this region into European MRSA infection control network.

Comparing PFGE analysis results, by criteria of Tenover et al.(28), applying cut-
off similarities 80%, our study has shown that most of the isolates is classified into 
two larger groups, indicating clonal connection and genetic similarity of isolates. 
Dendogram contains 5 groups, marked alphabetically from A to E.
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PFGE analysis of profile isolates by computer system GelCompar isolates are 
grouped in similarity groups, inside which similarity between isolates is 80% and 
more. Thus we had results in five groups, marked alphabetically from A to E. Most 
of the isolates fell into two most numerous groups, C and D.

Group A contains 3 isolates, falling into SCCmec type IV. This group had no PVL 
positive isolates.

Group B contains four isolates, with 3 isolates belonging to SCCmec type I, while 
one belongs SCCmec type IV. This group does not have PVL positive isolates.

Group C contains 60 isolates, and represents the most numerous group in our 
PFGE analysis. All isolates of the group belong to SCCmec type IV. This group had 
28,33% (17) PVL positive isolates.

Group D has had 27 isolates, three of them atypical and the rest of them also fall 
into SCCmec type IV. In this group only two isolates were PVL positive.

Group E has had 3 isolates, belonging to SCCmec type I, IV and V. These three 
isolates were not PVL positive.

Three PFGE types are single genotypes, with two of them SCCmec IV, while one 
is atypical.

Among mostly used definitions CA-MRSA that take into account epidemiologi-
cal data, as well as genetic origin of isolates are modified definitions of the CDC. 
In cases of suspicion to CA-MRSA the first step is to eliminate any connection to 
hospitals and hospital system, because the connection for such isolates places them 
into HA-MRSA species [55].

Due to the fact it is necessary to have molecular analysis for the types aiming to 
avoid classifying MRSA strains into CA or HA MRSA strains based on epidemio-
logical data, for it might lead to possibility of crosswise mistakes.

Concerning the received results indicating presence of isolates SCCmec type IV 
and with respondents of paediatric age with positive epidemiological data of hos-
pital environment contact, traditional division to in-hospital and out-of-hospital 
MRSA is questionable and demands further revision.

Prevalence of “real” CA MRSA strains in general population broadly varies in 
different geographical areas. In meta analysis, Salgado et al. [56], showed preva-
lence in amount of 1,3% for MRSA colonisation in community. However, it must 
be pointed out that most of the people colonised by MRSA strains, had risk factors 
connected to hospitalisation.

After excluding these patients prevalence of “real” CA-MRSA colonised was 
0,2%, responding to the prevalence of the study (0,13%).

About presence of CA MRSA in Bosnia and Herzegovina there is not enough 
data. There are several genotyping isolate methods S.aureus for epidemiological 
research. However, Harbarth et al. [57] still give advantage to molecular methods of 
MRSA identification comparing to standard cultivation methods. Anyway, length 
of the procedure and the need for specialised laboratories still represents limiting 
factor for broad use of molecular analysis.

Earlier reports on CA-MRSA strains describes appearance of new strains in 
patients with the lack of traditional epidemiological risk factors for MRSA infec-
tion and/or colonisation. Those patients with CA-MRSA infection are very often 
of younger age, with minimum comorbidities and negative epidemiological data 
of hospital environment contact, comparing to patients with infections caused by 
HA-MRSA strains. Furthermore, different socio-economic characteristics related to 
CA-MRSA infections, including ethnical background and socio-economic status.

Recently, [58] however, with the growth of CA-MRSA prevalence, epidemiologi-
cal difference between these and HA-MRSA types became less defined, concerning 
numerous reports of hospital epidemics caused by CA-MRSA types.



Infections and Sepsis Development

56

CA-MRSA is more often defined as cause of infections arising at hospital 
environment and infections connected to hospital environment. On the other hand, 
hospital clones are described as cause of infections in general population, indicating 
the fact that some clones are capable of successful barrier crossing between hospi-
tals and general population [59].

In spite of its clinical importance, multicentric research of the entire area of 
Bosnia and Herzegovina for prevalence and epidemiology of MRSA as the cause of 
infections in general population, has not been conducted. This imposes the neces-
sity for national monitoring of spreading and presence of these types.

6. Proposal for algorithm of treatment CA-MRSA infection

The first choice for empirical antimicrobial medication depends on MRSA 
prevalence in the community, type and severity of infection. Vancomycin should 
be prescribed in cases of severe infections [60], while microbiological data is 
available, in areas where similar infections of outpatient MRSA strains were docu-
mented. Also, it is necessary to prescribe vancomycin in cases when it is known that 
patient had been colonised by MRSA strain, or is intravenous addict or when MRSA 
infection risk factors are included. In the last ten years skin and soft tissue infec-
tions caused by CA-MRSA have reached epidemic level. The key in their treatment 
is surgical care, incision and drainage, in avoiding further tissue destruction; with 
empirical application of antibiotics modified according to microbiological find-
ings. In the areas of low prevalence CA-MRSA and in treatment of mild infections 
therapy should be started with some penicillin antibiotics resistant to penicillinase 
or the first generation of cephalosporins [61]. The carrier selection, if undertaken, 
is important in process of hospitalisation, in the open community it is impossible to 
be carried out. However, the follow up for discharged patients and control of their 
laboratory diagnostics with MRSA sensitivity examination, is more important than 
ever before. Screening can reduce MRSA incidence during hospitalisation admis-
sion process. MRSA eradication or decolonisation by topical application of mupi-
rocin or cotrimaxazole are used with various success, and some studies show that 
sulfamethoxazole-trimethoprim in available oral antibiotics has the fastest bacteria 
impact [62]. Due to fast resistance development, decolonisation of all known carri-
ers is not recommended [63].

Due to high morbidity and mortality connected to staphylococci isolates coding 
PVL, the selection of carriers and decolonisation by muciprocin is recommended 
with people having recurring abscesses despite antimicrobial therapy and their 
contacts if they have MRSA isolated in nasal vestibule.

PVL toxin and better understanding of toxin role in pathogenesis of CA-MRSA 
infections can have therapy implications. Some studies have shown that intravenous 
immunoglobulin use has benefits in positive treatment outcomes in shock therapy 
[64]. PVL neutralisation as well as other toxins by intravenous immunoglobulin is 
shown in vitro [65]. Based on the prevalence CA-MRSA of 0,13%, where none of 
the isolates caused severe infection, we estimate that empirical therapy for outpa-
tient pneumonia treatment does not need any modification by adding antibiotics 
with impact on MRSA isolate, such as vancomycin.

6.1 Detection algorithm/treatment of outpatient MRSA

Having in mind the fact that in the world and Europe number of outpatient 
MRSA increases, in diagnostic and therapeutic approach it must be taken into 
account that it is MRSA strain.
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Good sampling and choice for microbiological testing, (smear, wound aspirate 
in the case of localised infection and blood in the case of system infection), fast 
detection of MRSA in microbiological laboratory, as well as the result of sensitiv-
ity to adequate nonbetalactam antibiotics may contribute to adequate infection 
treatment and timely measure taking in infection control, aiming at reducing 
spreading of very adaptable outpatient MRSA strains in ambulances and hospital 
environment.

Diagnosis CA-MRSA infection should be considered with seriously ill young 
people who previously had had symptoms similar to influenza, pneumonia disease 
with hemoptysis symptoms, high febrility, leucopenic and and hypotensive. Those 
symptoms are signal to life threatening infection, necrotising pneumonia, and 
septic shock and, in consequence, even death outcome.

Important ways of presenting CA-MRSA infections are skin infection, with 
developing abscess, furuncle, carbuncle, without drainage infections progress 
to fasciitis, deep infections of soft tissues, after which, in case of recovery, tissue 
deformities are left.

Epidemiological definition and connection to hospital stay lose in importance 
because it is not unusual for typical CA-MRSA to cause epidemics in hospital 
wards [66].

As the first step in successful treatment the selection of suitable sample for 
microbiological testing is recommended. In cases of severe skin and subcutaneous 
tissue infections taking abscess aspirates or deep subcutaneous change will also have 
therapeutic effect.

In case of suspicion to necrotic pneumonia, blood sample usually contains cause, 
while sample from respiratory system is desirable.

For cause diagnostics of mild skin change, it is enough to take skin smear. 
Depending on sat down of infection, for sampling, standard rules of microbiologi-
cal testing apply.

For treatment outcome it is important to apply suitable antimicrobial medication 
and in the case of suspicion to MRSA infection the confirmation is of extreme value.

With application of antistaphylococci antibiotics, penicillin or cephalosporin, 
skin and subcutaneous tissue infection and fascia it is necessary to surgically treat, 
incise and debride abscess.

By standard processes of isolation and detection of S.aureus, after which the test-
ing is undertaken for isolates sensitivity to oxacilin/cephoxitin and the result due is 
in 48 hours later.

A lot better time frame is given by molecular MRSA detection based on PCR 
method. The latest PCR methods do not use amplification mecA as proof for MRSA, 
because there is a possibility of getting falsely positive results by amplification 
mecA gene coagulaze-negative staphylococci contaminating the sample. IDI-
MRSA (Infecto Diagnostic, Canada), GenoType MRSA Direct (Hain Lifescience, 
Germany), detect part of orfX gene, specific Fors. aureus and adjacent part of 
SCCmec chromosome region. In that way one PCR reaction detects MRSA in unster-
ile samples. Results are available in 24 hours.

Small number of routine laboratories in Bosnia and Herzegovina have molecular 
methods available, and they are limited to great and reference centres.

Also, the method by which MRSA diagnostics time can be significantly shorter, 
is method of latex agglutination by which PBP2a is detected (BioMerieux, France). 
Method does not require special equipment and stuff training, antigen extraction 
is simple, results relevant [67]. The method’s purpose is not for detection MRSA 
coding mecA gene, which is not prominent, because such test is falsely negative.

Detection of virulent CA-MRSA strains is also important for application of 
measures for spreading prevention during admission to hospital [68] of the patient 
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with CA MRSA infection and stay with seriously ill patients to which infection can 
have a fatal outcome. Some authors suggest selection of patients in intensive care 
units aiming at improving treatment [69]. During patient treatment with infection 
CA-MRSA, it is necessary to undertake prevention measures for spreading isolates, 
and avoid using common objects with other patients. It is considered that relatively 
great number of epidemic infections CA-MRSA is caused just by transmitting 
pathogens over objects of common use (soaps, towels…).

Transmission of out-of-hospital MRSA to laboratory employees is registered. 
Wagenvoort et al. [70] as well as to the doctor who resuscitated child with necrotic 
pneumonia caused by CA-MRSA [71] strain so it takes utmost care in treating this 
transmissible, more often described pathogen.

At this moment, MRSA strains as causes of epidemic should be typed in single 
hospitals or reference laboratories to establish whether they are CA-MRSA or 
HA-MRSA strains, for larger group of patients and stuff can represent risk that 
could demand new control strategies for CA-MRSA strains. New strategies can 
include screening the hospital stuff, enhanced follow up for cases with the infec-
tion beginning in hospital and out-of-hospital environment and vice versa. They 
would, also, include improved prevention and infection control measures in general 
population, focusing on MRSA in contaminated area [72].

Periodical examination of antimicrobial sensitivity profile of MRSA strains 
(cause of infection), in combination with representative isolate set typing of 
specific area, is useful to ensure necessary empirical therapy, having in mind that 
appearance CA-MRSA in certain parts of the world brought changes in empirical 
therapy of staphylococci infections.

Reference laboratories should periodically continue representative isolate sets 
typing to ensure adequate follow up of MRSA trends, as well as appearance of 
new types.

For complete estimation of their epidemiology, MRSA infections should be 
characterised as:

1. Caused by HA-MRSA or CA-MRSA strains.

2. Infections acquired in hospital or out of hospital environment.

3. Infections beginning in general population or in health care facilities [73].

7. Conclusions

• Prevalence Staphylococcus aureus in Sarajevo Canton is 52.5%, and methicilin 
resistance of Staphylococcus aureus is 28,7%.

• Phenotype methods in MRSA detection have high specificity and sensitivity, 
available commercially and can provide broad span application in laboratories 
as routine methods. However, they lack possibility of differentiating hospital 
from out of hospital MRSA.

• Differentiating HA and CA MRSA with epidemiological and phenotype isolate 
characteristics is possible only with molecular method application.

• MRSA strains in typing by spa-typing as follows: the most common type is 
t008 type (55.2%), than t1179 (17.2%) and t10807 (10.3%). Comparing relative 
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global frequency of single type appearance of spa-types on Ridem Spa Server, 
t008 is globally the most registered type. New spa – types discovered in this 
study are t1179, t2187, t2674 and t10807.

• Prevalence of CA MRSA in six months period of follow up in geographical area 
of Sarajevo Canton in the amount 0,13%, while prevalence of CA MRSA PVL 
positive types is 0,037%.

• From total number of typed MRSA strains, 24% of them was PVL positive. 
Most of PVL positive isolates was resistant to beta lactam and macrolide 
antibiotics.

• Comparing PFGE genetic profile MRSA isolates were classified into 5 similarity 
groups, in which two of them are dominant, groups C and D, containing 60% 
and 27% isolates. Group C had 28,33% PVL positive types, while group D had 
only 2 PVL positive isolates.

• The greatest number of MRSA isolates, 84% has SCCmec type IV speaking on 
behalf of very high representation of out of hospital MRSA. SCCmec type I is 
present in 4%, while type V was present in only 1% isolates. Atypical isolates 
were 9%, while 95,8% PVL positive isolates fell into SCCmec type IV.

• The goal of every centre for microbiological diagnostics is to improve and 
speed up diagnostics of MRSA positive patients for treatment personalisation, 
and efficient spreading prevention of CA MRSA in hospital and out of hospital 
population.

• Results of the study, conducted in the most densely populated area of Bosnia 
and Herzegovina, indicate high level of MRSA prevalence.

• Standardization of national laboratory work is necessary, clinical as well as 
public health in testing antimicrobial bacteria sensitivity, due to transfer of 
patients between institutions, communication between institutions and follow 
up resistance development. For reduction of resistance level it is necessary to 
control spending and supervising, and prescribing antibiotic medications, in 
medicine and in veterinary and food industry.

• This study emphasizes the need for national monitoring of spreading exist-
ing types, as well as emerging of new strains thus enabling inclusion of our 
country into international network of follow up for resistant bacteria.
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Chapter 3

Potential Natural Product from 
Tropical Fruits: A Mixture 
Young Coconut Fruit and Kaffir 
Lime Fruit as Immunonutrition 
for the Treatment of Sepsis by 
Lipopolysaccaride Escherichia coli 
(Infectious Disease)
Rahmayati Rusnedy

Abstract

The high number of cases reported of antibiotic resistance use and mortality 
due to gram-negative sepsis, triggered the development of natural agents to be used 
in the prevention and treatment of sepsis. Studies continue to be developed on the 
use of tropical fruits such as coconut fruit and kaffir lime fruit which contain high 
antioxidants and many potential compounds. Recent experimental data has proven 
that the high antioxidant activity found in the coconut fruit mixture, namely 
processed fruit flesh and coconut water and added kaffir lime juice, can be used 
as an immunonutrition agent that can improve body physiology and can increase 
the survival rate of test animals from endotoxemia lipopolysaccharide induced by 
Eschercia coli intraperitoneally. This chapter provides an overview of the potential 
of natural products that can be used as immunonutrition preparations. Finally, this 
provides information showing the importance of the intake of immunonutrition in 
conditions of sepsis infection.

Keywords: sepsis, natural product, immunonutrition, coconut fruit, kaffir lime

1. Introduction

Infectious diseases are diseases caused by the entry of one of four types of 
microbes, namely viruses, bacteria, protozoa or fungi that are harmful (pathogens). 
Of the millions of types of microbes that exist, only about 1,400 are pathogenic in 
humans, but critically only 150 have the ability to transmit from human to human 
and have the potential to cause epidemics [1].

Sepsis is a severe infection, and when the body is exposed to infection it will 
affect all organs of the body and many organs can affect it. Infection can come 
from the respiratory cavity, digestive tract, and wounds. When the human immune 
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system drops, the body cannot overcome the infection and the infection will circu-
late throughout the body so that our body will respond to inflammation to fight the 
bacteria cause death [2].

By definition, sepsis is divided into several conditions, namely bacteremia or 
fungimia, infection, sepsis, severe sepsis and septic shock [3]. Sepsis is divided 
into several stages based on the body’s response to infection, ranging from fever 
and leukocytosis to hypotension and impaired function of several organs [4]. 
Although almost any microorganism can be associated with sepsis and septic 
shock, the most common pathogenic etiologies are gram-positive bacteria (40%): 
Staphylococcus aureus, Streptococcus pneumoniae, Staphylococcus coagulase negative, 
and Enterococcus. Meanwhile, gram-negative bacteria (38%): Escherichia coli and 
Pseudomonas aeruginosa were the most frequently isolated bacteria in sepsis [3].

The biggest cause of sepsis is gram-negative bacteria (−) with a percentage of 
60–70% of cases being the main cause of death in intensive care units, although 
antibiotics are new, mortality due to gram-negative sepsis remains high. This is 
because gram-negative bacteria tend to be more resistant to antimicrobial agents 
than gram-positive bacteria, due to the additional protection provided by the outer 
membrane [5]. This is why antibiotic resistance is now a public health problem 
worldwide involving a broad spectrum of microorganisms and different classes of 
antibiotics, including multidrug-resistant bacteria [6]. Therefore, it is very impor-
tant to find new drugs to overcome this problem.

Sepsis infection produces various products that can stimulate immune cells. 
These cells will be stimulated to release inflammatory mediators. The product that 
plays an important role in sepsis is lipopolysaccharide (LPS). LPS or endotosin gly-
coprotein complex is the main component of the outer membrane of gram-negative 
bacteria. Lipopolysaccharides stimulate tissue inflammation, fever and shock in 
infected patients [7].

Sepsis is also defined as an irregular host response caused by infection and 
associated with severe microvascular, hemodynamic, metabolic, endocrine, and 
immune disorders, causing life-threatening organ dysfunction, characterized by a 
severe inflammatory response to systemic infection caused by pathogenic micro-
organisms. In severe cases, sepsis can lead to death with multiple organ failure as 
the main cause [7]. The catabolic response during acute sepsis severely depletes the 
body’s nutritional resources, generates large amounts of cellular waste products and 
is in dire need of adequate nutrition [8].

Sepsis is characterized by early massive catabolism, loss of lean body mass and 
increased hypermetabolism that lasts for months to years. Insufficient nutri-
tion and immune dysfunction did not have a synergistic effect on mortality in 
critically ill septic patients but it is expected that well-fed patients with normal 
immune function have the best chance of survival. Immunocompetent patients 
who are undernourished have the worst prognosis. Early nutrition should seek 
to correct micronutrient/vitamin deficiencies, provide adequate protein and 
moderate non-protein calories and well-nourished patients produce endogenous 
energy [9].

From a pathophysiological perspective, sepsis is often regarded as a syndrome 
that progresses from an initial inflammatory and hypermetabolic state to a more 
protracted state, characterized by lymphocyte exhaustion, apoptosis, and reduced 
capacity of monocytes and macrophages to release pro-inflammatory cytokines 
and trigger secondary infection [10] and cellular metabolic processes undergo 
fundamental changes without returning to normal homeostasis [11]. The degree of 
inflammation and immune suppression varies between individuals and is deter-
mined by host-(genetic heterogeneity, age, and comorbidities), pathogen-(burden, 
type, and virulence), and therapy-related factors (time, adequacy) [12].
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Since ancient times, humans have used plants to treat common infectious 
diseases and some of these traditional medicines are still included as part of the 
habit of treating various diseases. Chemicals from natural products facilitate a large 
number of several bioactive secondary metabolites that have been found to fight 
infectious diseases [1].

Natural products are secondary metabolites or chemical compounds produced 
by living organisms and which have bio-activity, can be useful against microbes 
originating from microorganisms that make secondary metabolites can be produced 
into drugs. The superiority of plants as a resource for the discovery of anti-infective 
drugs, and the latest technology allows a wider line of investigation. Natural plant 
products represent a promising and largely untapped source of new chemical 
 entities from which new anti-infectives can be discovered [13].

2. Immunonutrition for infectius disease and sepsis

The natural defenses of the human body depend on the integrity of the immune 
system which is responsible for curbing the course of pathogens and their complica-
tions. The immune system is divided into two types, innate and adaptive, each of 
which is responsible for responding to initial and repeated infections. Both types of 
immune systems rely on the use of mediators such as enzymes, pro-inflammatory 
cytokines, antibodies, and reactive oxygen and nitrogen species to combat many 
disease processes. The synthesis and functionality of these mediators depend on the 
individual immunonutrient components [14].

Immunonutrition is the term given to nutritional interventions that regulate 
immune and inflammatory responses. This is done by administering a formula 
containing a range of immunonutrients in greater amounts than is normally found 
in food. Some of the more commonly used immunonutrients include arginine, 
glutamine, branched-chain amino acids, omega-3, 6 and 9 fatty acids, trace metals 
(eg zinc, copper, iron), and nucleotides or antioxidants [15, 16]. The main targets 
of these immunonutrients involve mucosal barrier function, cellular defenses, and 
local or systemic inflammation [17].

Previous research has shown a close relationship between nutritional deficien-
cies and impaired immune function. The correlation between malnutrition and 
infection is particularly pronounced in less immunocompetent groups, such as 
young children and the elderly, who are prone to higher rates of respiratory and gas-
trointestinal diseases. One study determined that enteral glutamine administration 
reduced the incidence of moderate to severe sepsis and pneumonia in premature 
infants and critically ill patients. Other studies have shown that zinc supplementa-
tion at physiological levels for 1–2 months enhances immune response, decreases 
the incidence of infection, and ultimately improves survival [14].

In contrast, patients who have undergone surgery, trauma, or infection may 
experience the deleterious effects of a prolonged systemic inflammatory response 
because of the greater need for metabolic and essential nutrients. They may even 
experience compensatory immunosuppression as a result of chronic inflammation 
[4]. Many studies have shown that various combinations of immunonutrients can 
provide appropriate metabolic support for patients experiencing complications 
from malnutrition associated with illness, while effectively reducing infection rates 
and length of hospital stay. In addition, other immunonutrients such as proteins, 
vitamins, trace metals, and enzymes exhibit antioxidant properties that limit the 
extent of tissue damage and reduce the possibility of carcinogenesis [14, 18].

Nutritional therapy refers to the administration of nutrients with certain 
beneficial actions (eg for antioxidant effects) specifically aimed at immune defense 
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mechanisms and to inhibit excessive proinflammatory responses during the 
catabolic phase of a disease [19, 20]. Future research on immunonutrition should 
be multidisciplinary and on a larger scale to further validate the great benefits of 
immunonutrition, while providing data on optimal mixes and doses for use in dif-
ferent groups of patients [17, 21, 22].

Immunonutrition therapy is an effort to reduce or eliminate potential pathogens 
and toxins, fulfill nutritional intake and act as antioxidants that can modulate 
natural and adaptive immune defense mechanisms in patients with critical ill-
nesses such as sepsis. The concept of nutritional support in an effort to modulate 
immune function is known as immunonutrition (Immune-enhancing diets or 
Immuno-modulating diets) which is a therapeutic approach to pathological changes 
in adaptive and natural immunity, which arise secondary to inflammation and 
systemic infection through the administration of immunonutrients [23, 24]. The 
most relevant nutritional therapy in septic patients is the intake of the amino acids 
glutamine and arginine, fatty acids, selenium, and vitamin C [8].

Micronutrients are nutrients that the body needs to carry out body functions. 
The amount is less than 100% g per day and consists of vitamins and minerals. 
It cannot be synthesized in the body. Research in the United States states that 
the prevalence of sepsis tends to increase by 8.7% every year. In sepsis, nutrition 
is one of the important components that can promote the success of treatment. 
Micronutrients, especially fat-soluble vitamins, are toxic if the amount exceeds the 
body’s ability to accept them. Although there are guidelines and mutual agreement 
on the use of sepsis, it is still necessary to pay attention to micronutrients that have 
the potential to have adverse effects. In the case of sepsis, micronutrients also deter-
mine the success of treatment because of the redistribution of vitamins and trace 
elements from circulation to tissues that play a role in protein formation and the 
immune system. Micronutrient supplementation is considered to reduce mortality. 
However, the toxicity of fat-soluble micronutrients still needs to be watched out for 
if the dose is excessive [25].

The role of micronutrients in metabolic processes is to maintain the function 
of body tissues. Hypermetabolism causes an increase in the production of Reactive 
Oxygen Species (ROS) as a result of an increase in oxidative metabolism that can 
damage cells, especially unsaturated fatty acids found in cell membranes and 
nucleus. Micronutrients also play a role in helping the body neutralize the negative 
effects of free radicals [26].

3.  Young coconut fruit and kaffir lime fruit as immunonutrition for the 
treatment of sepsis by Lipopolysaccaride Escherichia coli (infectious 
disease) through antioxidant activity

Young hybrid coconut (Cocus nucifera L.) and kaffir lime (Citrus hystrix) 
contain antioxidant compounds that are used as immunonutrient agents. A study 
has been conducted on a test dosage form of 100 mg/kgbw/day made from a 
mixture of young coconuts with a concentration of 20% flesh with added coconut 
water and 1 ml of kaffir lime juice, assessed as having the potential to be developed 
as an immunonutrient agent in sepsis in mice. White male induced sepsis with 
Escherichia coli Lipopolysaccharide through the antioxidant activity of the phyto-
nutrients contained in the test preparation. Based on the antioxidant activity test 
of the preparations KJ1, KJ2 and KJ3, which are test preparations added with 1 ml 
of kaffir lime juice, it turns out to be able to increase the antioxidant activity of the 
preparations when compared to preparations that are not given additional kaffir 
lime juice, namely preparations K1, K2 and K3. This is closely related because of the 
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effect of adding kaffir lime to the process of inhibiting rancidity or rancidity. The 
test preparation was KJ1 from 15% young coconut flesh with coconut water and 1 ml 
of kaffir lime juice was added. KJ2 of young coconut flesh 20% with coconut water 
and added 1 ml of kaffir lime juice. KJ3 from young coconut flesh 25% with coconut 
water and added 1 ml of kaffir lime juice. Next K1 of young coconut flesh 15% with 
coconut water. K2 of young coconut flesh 20% with coconut water. K3 from young 
coconut flesh 25% with coconut water [27].

The rancidity of processed coconut meat can be overcome by adding ingredients 
that contain antioxidants, one of which is kaffir lime juice. The effect of the addi-
tion of kaffir lime (Citrus hystrix) on the process of inhibiting rancidity or rancid-
ity arising from the oxidation of unsaturated fatty acids contained in processed 
coconut meat [28].

The presence of antioxidant content in the test preparation of a mixture of meat 
and coconut water with the addition of kaffir lime juice is thought to act as a cofac-
tor that plays a role in the immune response, especially as an enzyme catalyst and 
antioxidant [8].

Antioxidants play an important role in minimizing cellular damage due to 
increased production of reactive oxygen and nitrogen species (eg, oxidative stress). 
Antioxidant defense systems include enzymes (e.g., superoxide dismutase, glutathi-
one peroxidase), trace elements (e.g., selenium, zinc), vitamins (e.g., vitamins C, E, 
beta-carotene), sulfhydryl group donors (e.g., glutathione), and glutamine. Critical 
illness is associated with deficits in circulating antioxidants due to sepsis-induced 
redistribution from blood to tissues and decreased nutrient intake [29].

The resulting decrease in antioxidant potential increases cellular oxidative injury 
(particularly lipid peroxidation). A number of clinical studies have explored the 
potential benefits of supplementation with antioxidants. Combinations and doses 
of single antioxidants vary widely. Heyland et al. conducted a meta-analysis of 
clinical studies of trace elements and vitamin supplements in critically ill patients. 
They concluded that trace elements and vitamins that support antioxidant func-
tion, particularly high doses of selenium (either alone or in combination with other 
antioxidants), are safe and may be associated with reduced mortality. However, the 
optimal combination and dose of micronutrients remains to be determined [30].

4. Coconut fruit (Cocus nucifera L.)

Exploration of the potential wealth of crops in all respects one of which is coco-
nut. The coconut, Cocos nucifera L., is a cultivated tree for its various uses, primarily 
for its nutritional and medicinal values. In addition, coconut is an environmentally 
friendly plant that allows coexistence with multi-species plants. This enriches soil 
fertility and is quite suitable for organic farming if the crop is grown in suitable 
inter-spaces. Due to its various uses in the present and the future, this plant has very 
bright potential.

The versatile coconut tree is a source of various chemical compounds that are 
responsible for various activities, especially activities for treatment or health. 
Recently, modern medicinal research has confirmed the many health benefits of 
various coconut products in various forms. Therefore, extensive investigations are 
needed to exploit its therapeutic uses for fighting disease. A drug development pro-
gram must be carried out to develop modern drugs with their compounds isolated 
from coconut. Modern drugs need to be developed after extensive investigation of 
their bioactivity, mechanism of action, pharmacotherapy, after standardization 
and appropriate clinical trials. As the global scenario changes towards the use of 
non-toxic plant products used for traditional medicine, the development of modern 
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medicines from Cocus nucifera must be emphasized for the control of various 
diseases. Coconut that absorbs extraordinary potential needs special attention from 
its scientific fraternity to emerge as a milestone in the medical science history of 
this millennium because of its various medicinal uses. Further evaluation needs 
to be carried out on C. nucifera to explore hidden areas and their practical clinical 
applications, which can be used for the welfare of mankind.

Coconut (Cocos nucifera L.,) is a cultivated tree for its various uses, mainly for its 
nutritional and medicinal value. Various coconut products include young coconut 
water, copra, coconut oil, raw kernel, coconut cake, coconut shell, coconut shell 
and products made from wood, coconut leaves, coir pith and others. All parts of the 
coconut can be used in the daily life of people in traditional coconut growing areas. 
It is a unique source of various natural products for the development of medicines 
against various diseases and also for the development of industrial products. The 
fruit parts such as coconut hump and young coconut water have various medicinal 
properties such as antibacterial, antifungal, antiviral, antiparasitic, antidermato-
phyte, antioxidant, hypoglycemic, hepatoprotective, immunostimulant. Coconut 
water and coconut kernels contain microminerals and nutrients that are important 
for human health, therefore coconuts are used as food by people around the world, 
especially in tropical countries [31].

Coconut (Cocos nucifera L.) is a plant that is commonly found in tropical 
areas, especially Indonesia. Green coconut water, which is technically endosperm 
fluid, is formed in small amounts in the third month of seed development and 
reaches the highest amount in the eighth month and decreases after the seeds have 
matured [32].

Young coconut fruit is one of the unique tropical plant products because in addi-
tion to the flesh component that can be consumed directly, the fruit water compo-
nent can also be drunk directly without going through processing. This uniqueness 
is supported by the physical properties and chemical composition of coconut meat 
and water, so that this product is very popular with consumers, both children and 
adults. In addition to having high economic value, young coconut fruit has a fairly 
good nutritional composition, including fatty acids and essential amino acids that 
are needed by the body. Meanwhile, coconut water, apart from being a fresh drink, 
also contains various minerals, vitamins and sugars as well as essential amino 
acids so that it can be categorized as a highly nutritious soft drink and can cure 
various diseases. However, for some consumers, consuming coconut water is only 
considered as a drink to relieve thirst. While the flesh is only as a complement after 
drinking the water. Compared to other soft drinks, coconut water which contains 
good nutrition can be categorized as a highly nutritious, hygienic and natural drink 
and has been proven to cure various diseases [33].

Coconut water contains macronutrients in the form of carbohydrates, fats 
and proteins as well as micronutrients in the form of vitamins and minerals. The 
vitamins contained in coconut water are vitamin B (B1, B2, B3, B5, B7, B9 and B12) 
and vitamin C and Nitrogen (N), Phosphorus (P), Potassium (K), Calcium (Ca) 
and Magnesium (Mg), whose levels decrease during maturity [34].

Coconut fruit (Cocos nucifera L.) contains high concentrations of polyphenols, 
and health-promoting phytonutrients. The content of components of phenolic 
compounds that are antioxidants (vitamin E from the monophenol group and 
phenolic acid from the polyphenol group) [35].

Young coconut flesh has a high nutritional composition, including fatty acids 
and essential amino acids that are needed by the body. While coconut water con-
tains a variety of minerals, vitamins and sugars as well as essential amino acids, 
high nutritional value. Young coconuts contain amino acid components such as 
Glutamate (GLU) 14.50%; 4.02% of water and young coconut flesh, Arginine 
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(ARG) 12.75%; 2% of water and young coconut flesh, lauric acid 31.10% of young 
coconut flesh and vitamin C 2.2–3.4 mg/100 ml of young coconut water [33].

Barlina [36] has conducted research on the addition of young coconut meat (B1) 
15%, (B2) 20% and (B3) 25% in the preparation of coconut drink powder. In addi-
tion, young coconut water is an endosperm fluid which is an excellent natural soft 
drink. It has a calorific value of 17.4/100 g. Coconut water contains B vitamins namely 
nicotinic acid B3 (0.64 g/mL), pantothenic acid B5 (0.52 g/mL), biotin (0.02 g/mL), 
riboflavin B2 (<0.01 g/mL).), folic acid (0.003 g/mL), trace amounts of thiamine 
B1 and pyridoxine B6 [37]. In addition, coconut water contains sugar, sugar alcohol, 
vitamin C, folic acid, free amino acids, phytohormones (auxin, 1, 3-diphenylurea, 
cytokinins), enzymes (acid phosphatase, catalase, dehydrogenase, diastase, peroxi-
dase, RNA polymerase) and growth driving factor [38].

Coconut water, also known as coconut juice, is a natural refreshing drink com-
mon in the tropics [31, 39, 40], serving as a suspension of the coconut endosperm 
during the core phase of its development. Then, the endosperm matures and settles 
on the coconut shell during the cellular phase. Mature fruit has much less liquid 
than immature young coconuts. The health benefits of coconut water include: 
boosting the immune system, detoxifying and fighting viruses and helping cleanse 
the digestive tract [41]. The water from this coconut is a clear, colorless, sweet, 
natural drink that has a slightly sour taste. Decades of research has shown that 
coconut water is a rich source of nutrients, including essential amino acids (lysine, 
leucine, cystine, phenylalanine, tyrosine, histidine, and tryptophan), palmitic and 
oleic acids, vitamins and minerals [40–43]. Other minerals such as iron, zinc, cop-
per and manganese are available at adequate levels [41, 44].

The free amino acid, L-arginine (30 mg/dL) is present in young coconut water 
which significantly reduces the formation of free radicals. Young coconut water also 
contains vitamin C (15 mg/100 mL) which significantly reduces lipid peroxidation 
when exposed to rats [45].

Young coconut water contains electrolytes that are very rich in inorganic ions 
such as K (290 mg%), Na (42 mg%), Ca (44 mg%), Mg (10 mg%), P (9.2 mg%) 
and others [46]. The concentration of these electrolytes in young coconut water 
produces an osmotic pressure similar to that observed in blood [9] and does 
not affect plasma coagulation. The high amount of K in coconut water has been 
reported to lower blood pressure [45]. The ethanolic extract of C. nucifera endocarp 
was found to have vasorelaxant and antihypertensive effects, via the production of 
nitric oxide in an endothelial-dependent concentration and manner, due to direct 
activation of the nitric oxide/guanylate cyclase pathway, stimulation of muscarinic 
receptors and/or via the cyclooxygenase pathway [47].

Young coconut water has many medicinal properties, according to Effiong et al 
[47], including a good drink for cholera patients because of its salt and albumen 
content; check for urinary tract infections, and diarrhea. The most abundant and 
powerful medium-chain saturated fatty acid (MCFA) in coconut is lauric acid, 
which accounts for nearly 50% of coconut fat content. MCFA and its derivatives 
such as monoglycerides (MG) found in coconut are effective in destroying a wide 
variety of lipid-coated bacteria by destroying their lipid membranes. For example, 
it is effective against bacteria that can cause heartburn, sinusitis, cavities, food 
poisoning, and urinary tract infections. Monoglycerides, particularly Monolaurin, 
have been used to protect the composition of intravenously adjustable oil-in-water 
emulsions against the growth of Escherechia coli (E. coli), Pseudomonas aeruginosa 
(P. aeruginosa), Staphylococcus aureus (S. aureus) and Candida albicans (C. aeru-
ginosa). albicans). The 1.25 mM monolaurin emulsion in citrate-lactate buffer at 
pH 4 to 5 resulted in a > 6 to 7-log10 reduction in the number of Salmonella spp. 
and E. coli within 10 minutes [48]. Lauric acid, which is also present in breast milk, 
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helps protect nursing infants from harmful pathogens [49], as contained in many 
other important medicinal plants which have antibacterial properties [50, 51]. C. 
nucifera is also very good against different pathogenic bacteria that cause several 
life-threatening infections in humans [52].

5. Kaffir lime fruit (Citrus Hystric DC.)

Antioxidant production is a control mechanism of the tissue to balance the 
concentration of ROS. Endogenous antioxidants such as glutathione, pyruvate, and 
lycopene are produced by the body to deal with the effects of oxidative stress. If the 
concentration of endogenous antioxidants is insufficient or unbalanced, exogenous 
antioxidants need the help of exogenous antioxidants. Exogenous antioxidants can 
be obtained from various sources such as synthetic antioxidants (vitamin E and 
Vitamin C) and natural antioxidants derived from plants [53].

Kaffir lime (Citrus hystrix) is a plant that grows in Indonesia, Malaysia, and 
Thailand. Citronelal, a monoterpenoid compound that has strong antioxidant activ-
ity so that it can be used as an alternative to exogenous antioxidants [54].

Kaffir lime is a fruit that is known to the public as a food source and used as 
herbal medicine with very high antioxidant activity, so it is widely used in daily 
needs [55]. Plants of the Citrus genus are known to be rich in polyphenols [56], 
considered to be one of the antioxidant resources containing sufficient amounts 
of ascorbic acid/vitamin C, tocopherols, flavonoids, −carotene and other phenolic 
compounds [57–60]. Polyphenols and flavonoids are good electron donors with 
their antioxidant power varies from one compound to another [61, 62].

6. Nutrition related to immune function

Along with the development of science and technology, nutrients that are 
known to have immunomodulating effects are prebiotics, proteins/amino acids, 
fats/fatty acids, vitamins and minerals.

6.1  Protein amino acids related to immune function contained in coconut fruit 
for the treatment of infectious diseases and sepsis

The protein contained in the flesh of young coconuts contains 15 types of amino 
acids, 10 of which include essential amino acids. The ten essential amino acids are 
threonine (THR), tyrosine (TYR), methionine (MET), valine (VAL), phenylala-
mine (PHE), ileucine (ILE), leucine (LEU), lysine (LYS), histidine (HIS). and 
arginine (ARG). HIS and ARG are not essential for adults, but essential for children. 
In addition, the amino acid content of Glutamate (GLU) in all types of coconut 
ranged from 3.59–4.02%, which was the highest compared to other types of amino 
acids. Thus, consuming young coconut flesh in addition to being able to fulfill some 
of the essential amino acid needs while at the same time obtaining GLU amino acids 
where these amino acids are important nutrients in infectious conditions [33].

Glutamine (GLU) has many roles in the immune system. Glutamine supplemen-
tation has been reported to have multiple benefits, including increasing nitrogen 
retention and reducing muscle cell mass loss, enhancing immune function, thereby 
reducing the risk of infection and maintaining organ glutamine. Glutamine is an 
essential nutrient for enterocytes and immune cells through its antioxidant and 
cytoprotective effects. Glutamine maintains the protective function of the gut, 
provides antioxidant and cytoprotective effects, stimulates nucleotide synthesis, 
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maintains the killing of neutrophil bacteria, and increases the proliferation and 
secretion of lymphocytes and macrophages. Intense immune activity and/or 
hypercatabolism, as occurs in burns, trauma and sepsis, is associated with increased 
glutamine consumption and a drastic decrease in plasma glutamine concentrations. 
Loss of glutamine concentration during the body’s defense processes can lead to 
severe impairment of immune function. Hypoglutaminemia is an independent 
predictor of mortality and/or poor clinical outcome in critically ill patients [63, 64].

Glutamine is the most common free amino acid in the body with various involve-
ments in gluconeogenesis, ammoniagenesis in the kidney, and the integrity of the 
intestinal mucosa. Glutamine is also conditionally important during catabolic condi-
tions as it provides oxidative energy for cell division, increases antioxidant produc-
tion, and acts as a major fuel for intestinal cells and the immune system [17, 65].

Glutamine supplementation has been shown to have multiple benefits, including 
increasing nitrogen retention and reducing muscle mass loss, maintaining the per-
meability and structure of the gastrointestinal mucosa, enhancing immune function 
thereby reducing the risk of infection and maintaining organ glutamine [66, 67].

Sepsis is accompanied by increased consumption, impaired synthesis, and 
decreased supply of the semi-essential amino acid arginine. This state of arginine 
deficiency impairs immune homeostasis and increases the risk of nosocomial 
infections. L-arginine supplementation is thought to contribute to restoring physi-
ological processes such as its role for protein synthesis, organ perfusion, and wound 
healing in septic patients [68].

Meanwhile, arginine is an essential amino acid which during pathophysiological 
stress such as sepsis and trauma, its synthesis decreases. The immunomodulatory 
effect of arginine lies in increasing the function of B and T lymphocytes and their 
macrophages. Arginine is also involved in many anabolic processes involved in 
wound growth and healing, as it participates in connective tissue synthesis, changes 
in blood flow, and angiogenesis [16, 65].

Arginine can stimulate the release of growth hormone, prolactin, and insulin, as 
well as increase the number of T cells and improve T cell function. During catabolic 
disease serum arginine levels decrease due to reduced food intake, increased uptake 
in the endothelium, liver, and intestines and increased metabolism [69]. In addi-
tion, increased arginase expression leads to arginine depletion and decreased T 
cell activation and immunocompetence, and an increased risk of infection. So it is 
hypothesized that arginine supplementation can inhibit arginase and prevent these 
negative symptoms [70].

6.2  Fatty acids related to immune function contained in coconut fruit for the 
treatment of infectious diseases and sepsis

Clinical trials have shown that unsaturated fatty acids can be considered as 
powerful disease-modifying nutrients in patients with acute lung injury and 
sepsis [71, 72]. In particular, feeding with polyunsaturated fatty acids (PUFA), 
eicosapentaenoic acid (EPA), and docasahexaenoic acid (DHA) has been found 
to attenuate the production of various cytokines, chemokines, and other effectors 
[73]. Moreover, the recent discovery of resolvin produced by EPA and DHA has 
shed more light on the resolution of inflammation, as a possible mechanism of the 
anti-inflammatory action of the 3 PUFAs during systemic inflammation [74].

To determine the fat quality of young coconut flesh, Rindengan et al. [75] have 
analyzed the fatty acid and amino acid composition of young coconut flesh. In 
addition, young coconut flesh contains carbohydrates, crude fiber, galactomannan, 
phospholipids and a number of macro and micro minerals. Coconut fruit contains 
unsaturated fatty acids (ALT) oleic or omega 9 and essential ALTJ linoleic or omega 
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6. In general, products on the market such as formula milk include the weight of the 
two types of fatty acids. Omega 9 and omega 6 fatty acids occur naturally in several 
types of plant foods [75]. Omega 6 is one type of essential fatty acid that must be 
obtained from food because it cannot be metabolized in the body. In the body, 
omega 6 will be metabolized into arachidonic acid (AA). AA and linoleic (omega 
6) ranks 2nd and 3rd of the four types of fatty acids that support brain intelligence. 
Docosahexanoic acid (Docosahexaenoic acid, DHA) is in first place and linolenic 
acid (omega 3) is fourth. Linolenic acid is an essential that must be obtained from 
food and in the body will be metabolized into DHA [76].

Given the high content of omega 9 and omega 6 fatty acids in young coconut 
meat, young coconuts can be an alternative to meet the needs of these two types 
of fatty acids. Seeing the nutritional potential that is also contained in the flesh of 
young coconuts, it is better not only to consume coconut water but together with 
coconut meat. Omega 6 essential unsaturated fatty acids (ALTJ) (linoleic) are clas-
sified as double ALTJ (Polyunsaturated fatty acids, PUFAs) [33].

6.3  Vitamins, Carotenoids and Flavonoids related to immune function 
contained in coconuts for the treatment of infectious diseases and sepsis

6.3.1 Vitamin B

Vitamin B12, vitamin B6, folic acid and niacin are B vitamins that are beneficial 
for the immune system. Vitamin B6 contributes in the proliferation of lymphocytes, 
the formation of lymphoid tissue and in the antibody response. Vitamin B12 plays 
a role in augmenting the performance of phagocytes and T cell proliferation. Folic 
acid together with vitamin B12 can affect Natural Killer cells [24, 77, 78].

6.3.2 Vitamin C

Vitamin C is an enzyme catalyst and antioxidant. In addition, vitamin C is 
a regulator of immune cell activation to maintain the viability of immune cells. 
Vitamin C functions in the synthesis of nitric oxide produced by macrophages, 
regulates phagocytosis by reducing free radical production and increasing the activ-
ity of immune cells (natural killer) [79].

Vitamin C has important vascular protective effects by inhibiting oxidative 
stress, modulating intracellular signaling pathways, and maintaining homeostatic 
nitricoxide levels [80]. Vitamin C is also an important cofactor for the production 
of endogenous norepinephrine, epinephrine, and vasopressin [81]. Septic patients 
usually have very low or undetectable serum vitamin C levels [82].

Vitamin C can reduce the expression of iNOS ascorbate and can overcome radi-
cals produced by the immune system. Ascorbate also reduces or prevents endotoxin 
translocation from the gut and is directly bactericidal, and can increase circulating 
GSH concentrations in the liver. Ascorbate also prevents the reduction of enzymes 
in the liver and is responsible for endotoxin clearance [26]. In a study conducted by 
Crimi et al., administration of high doses of vitamin C and vitamin E can reduce 
mortality by 67.5% to 45.7% [83].

6.3.3 Vitamin E

Vitamin E (tocotrienol or -tocopherol) is a powerful antioxidant that can assist 
monocyte/macrophage-mediated immune responses and IL-2 [79]. Vitamin E and 
other antioxidants increase CD4 cells. Vitamin E inhibits the synthesis of prostaglan-
dins produced in cells after membrane oxidation, prevents fatty acid peroxidation 
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and is an immunoregulator of arachidonic acid metabolism through the synthesis of 
prostaglandins and leukotrienes. Vitamin E also affects T cells, B cells and monocytes 
and regulates the response of the cyclic element AMP that binds to protein [84].

6.3.4 Carotenoids and flavonoids

Supplementation of carotenoids and flavonoids causes an immunostimulator 
effect in the form of an increase in Th cells and NK cells, IL-2 receptors. Research 
has shown the ability of carotenoids to influence the production of cytokines, 
namely TNF alpha and IL-1, and T cell proliferation, as well as flavonoids to influ-
ence inflammation, cytokine production, lymphocyte and granuloside production 
through mechanisms of protection against free radicals, regulation of NO and 
arachidonic acid metabolism [85].

6.4  Minerals related to immune function contained in coconut fruit for the 
treatment of infectious diseases and sepsis

6.4.1 Zinc (Zn)

Zinc is an important component in the regulation of gene expression through its 
role in gene transcription, division, differentiation, and cell apoptosis [86]. Zinc in 
the immune system plays a role in mechanical barriers (the structure and function of 
the gastrointestinal epithelium), as an antioxidant, in thymid kinase activity (plays a 
role in the proliferation of lymphoid cells), thiomulin and increases IgAs [87, 88].

Zinc is a co-factor of more than 200 enzymes that play a role in the immune 
system. It is very important for the wound healing process, regenerate new cells and 
balance acid base. Zinc has a very important role for the immune system, oxidative 
stress response, wound healing process and protective homeostasis. Symptoms of 
zinc deficiency and sepsis are difficult to distinguish. Several enzymes that play a 
role in regulating oxidant defense, including SOD, catalase, and glutathione reduc-
tase, depend on normal zinc conditions. It is suitable because in sepsis there is a 
decrease in the detoxification capacity of ROS [88].

6.4.2 Selenium (Se)

Selenium is a component of selenoproteins with antioxidant, anti-inflammatory 
and immunomodulatory properties. Low selenium concentrations in patients 
with systemic inflammation or sepsis are associated with impaired neutrophil and 
macrophage function and decreased antioxidant defenses. The effect of selenium 
treatment may depend on dose, route of administration, combination with other 
nutrients, and the patient population studied [89].

Selenium has an antioxidant function through the activity of the enzyme glu-
tathione peroxidase which protects cell membranes and organelles from peroxide 
damage and has a synergistic effect with vitamins C and E. In addition, selenopro-
teins (selenium derivatives) are components of the body’s defenses that affect the 
function of neutrophils, macrophages, NK cells and lymphocytes T [79].

6.4.3 Copper (Cu)

Sepsis is often accompanied by acidosis and the release of cupric ions from 
ceruloplasmin and other proteins. With increased oxygen demand that is not 
accompanied by oxygen availability causes ischemia and acidosis in early sepsis and 
the release of cupric ions [90].
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Copper is an essential trace mineral necessary for survival. It is found in all body 
tissues and plays a role in making red blood cells and maintaining nerve cells and 
the immune system. Copper may also have an antioxidant function. It may help 
reduce the production of free radicals [91].

Copper is an important component of several enzymes such as superoxide dis-
mutase (SOD), cytochrome oxidase and several coenzymes. Necessary for hemoglo-
bin formation, antioxidant effect, immune function and collagen synthesis. Copper 
consumption is limited for patients with liver failure and cholestasis because it is 
excreted through the gallbladder and will cause poisoning if it accumulates [92].

6.4.4 Iron (Fe)

Iron affects the function of lymphocytes and macrophages, which is related to its 
role as a cofactor for enzymes in various processes. Lymphocyte activation requires 
iron because iron plays an important role in the work of several enzymes including 
nucleotide reductase which is involved in DNA synthesis. Iron uptake is regulated 
by transferrin mRNA receptors by binding to iron regulatory proteins (IRPs). In the 
state of iron deficiency, transferrin only binds a small amount of iron which will 
interfere with proliferation, on the contrary, in iron overload, transferrin saturation 
will increase and will inhibit lymphocyte proliferation [93].

In sepsis, the decrease in iron concentration occurs because of increased perme-
ability so that transferrin moves from the intravascular to the interstitial fluid. The 
increase in ferritin production in the liver is caused by the induction of IL-6 so that 
more Fe is stored in the liver. In sepsis, hepcidin production is increased and will 
inhibit Fe transport [94]. Neutrophils and macrophages require Fe for phagocytosis 
and the formation of oxygen intermediates which are toxic in killing bacteria. The 
reduction of nitroblue tetrazolium and hydrogen peroxide to neutrophils and mac-
rophages is decreased in the presence of iron deficiency. Iron also plays a role in the 
Crebs cycle as an essential source of energy. Several enzymes such as glutathione, 
peroxidase, catalase and dehydrogenase require iron as a free radical scavenger [95, 
96]. Increased venous permeability causes leakage of transferrin into the interstitial 
fluid. Iron stimulates bacterial growth because of its role as an essential nutrient 
for bacterial growth [94]. Polymorphonuclear (PMN) releases lactoferrin through 
the inflammatory process and bends iron which is then processed by macrophages. 
Neutrophils and macrophages need iron for phagocytosis and killing bacteria. 
Otherwise, excessive iron can decrease the ability of macrophages to carry out 
phagocytosis. This happens because the production of free radicals is increasing and 
damaging the lipid peroxidase contained in the phagosome membrane. Iron is also a 
growth factor for some bacteria and promotes overall proliferation in vivo [96].

7. Conclusions

An immunonutrient test preparation containing 20% young coconut flesh in 
coconut water and added kaffir lime juice has a very strong antioxidant activity 
influenced by the components found in coconut fruit (Cocos nucifera L.,) namely 
a component of a mixture of phytonutrients that can be used as immunonutrient 
agents in sepsis caused by Lipopolysaccaride Escherichia coli through antioxidant 
activity. The addition of kaffir lime juice can inhibit rancidity or rancidity aris-
ing from the oxidation of unsaturated fatty acids contained in processed coconut 
meat so as to maintain the stability of the components of the active compounds 
contained in processed coconuts so that these preparations can provide good treat-
ment results.



79

Potential Natural Product from Tropical Fruits: A Mixture Young Coconut Fruit and Kaffir…
DOI: http://dx.doi.org/10.5772/intechopen.99005

Author details

Rahmayati Rusnedy
Sekolah Tinggi Ilmu Farmasi (STIFAR) Riau, Tampan, Pekanbaru, Indonesia

*Address all correspondence to: rahmayatikenedy@gmail.com

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 



80

Infections and Sepsis Development

[1] Joshi RK. Role of natural products 
against microorganisms. Am J Clin 
Microbiol Antimicrob. 2018;1:1-5.

[2] Southwick F S. Infectious diseases: A 
clinical short course. Mc Graw Hill; 
2007. 57- 65 p.

[3] Kang-Birken, S. Lena. Sepsis and 
Septic Shock. In: Dipiro, J.T., 
Talbert R.L., Yee, G.C., Matzke, G.R., 
Wells, B.G., and Posey, L.M., 
Pharmacotherapy A Pathophysiology 
Approach Ninth Edition. United States 
of America: The McGraw-Hill 
Companies Inc.; 2014. 1897-1910p.

[4] Gantner, D., Mason, C. Management 
of severe sepsis. Anaesth. Intensive Care 
Med. 2015;16:593-597. https://doi.
org/10.1016/j.mpaic.2015.09.012

[5] Guntur A.H. Sepsis: SIRS, Sepsis, 
dan Syok Sepsis (Imunologi, Diagnosis, 
Penatalaksanaan). Surakarta: Sebelas 
Maret University Press; 2008. 1-8 p.

[6] S.B. Levy, B. Marshall. Antibacterial 
resistance worldwide: Causes, 
challenges and responses. Nat. Med. 
2004;10: 122-129, https://doi.
org/10.1038/nm1145.

[7] Garrido A.G, Poli de Figueiredo L.F, 
Rocha e Silva M. experimental models of 
sepsis and septic shock : An overview. 
Acta Cirurgica Brasileira. 
2004;19(2):82-88.

[8] De Waele E, Malbrain MLNG, 
Spapen H. Nutrition in sepsis: A bench-
tobedside review. Nutrients. 
2020;12:1-16.

[9] Paul Wischmeyer, M.D. Nutrition 
therapy In sepsis. Crit Care Clin. 2018; 
34(1):107-125.

[10] Hotchkiss, R.S.; Monneret, G.; 
Payen, D. Sepsis-induced 
immunosuppression: From cellular 

dysfunctions to immunotherapy. Nat. 
Rev. Immunol. 2013;13:862-874. https://
doi.org/10.103

[11] Tom van der Poll, Frank L. van de 
Veerdonk, Brendon P. Scicluna & 
Mihai G. Netea. The immunopathology 
of sepsis and potential therapeutic 
targets. Nature Reviews Immunology. 
2017;17:407-420.

[12] Cecconi, M.; Evans, L.; Levy, M.; 
Rhodes, A. Sepsis and septic shock. 
Lancet. 2018;392:75-87.

[13] Akram M. Salam and Cassandra L. 
Quave. Opportunities for plant natural 
products in infection control. Curr Opin 
Microbiol. 2018;45:189-194. doi: 
10.1016/j.mib.2018.08.004.

[14] Vetvicka, V, Vetvickova, J. Concept 
of Immuno-Nutrition. Journal of 
Nutrition & Food Sciences. 2016; 6(3).

[15] Grimble, R. F. Basics in clinical 
nutrition: Immunonutrition – Nutrients 
which influence immunity: Effect and 
mechanism of action. E-SPEN. The 
European E-Journal of Clinical 
Nutrition and Metabolism. 
2008;4(1):10-13. doi:10.1016/j.
eclnm.2008.07.015

[16] Roehl, K. Immunonutrition in 2016: 
Benefit, harm or neither? Practical 
Gastroenterology. 2016; 154: 27-40.

[17] Calder, P. C. Immunonutrition may 
have beneficial effects in surgical 
patients. The BMJ, 2003;327(117): 
117-118.

[18] Grimble, R. F. Basics in clinical 
nutrition: Immunonutrition – Nutrients 
which influence immunity: Effect and 
mechanism of action. E-SPEN. The 
European E-Journal of Clinical 
Nutrition and Metabolism, 
2008;4(1):10-13. doi:10.1016/j.
eclnm.2008.07.015

References



81

Potential Natural Product from Tropical Fruits: A Mixture Young Coconut Fruit and Kaffir…
DOI: http://dx.doi.org/10.5772/intechopen.99005

[19] Pierre JF, Heneghan AF, 
Lawson CM, Wischmeyer PE, 
Kozar RA, Kudsk KA. 
Pharmaconutrition review: 
Physiological mechanisms. J Parenter 
Enter Nutr. 2013;37:51-65.

[20] McCarthy MS, Martindale RG. 
Immunonutrition in critical illness: 
What is the role? Nutr Clin Pract. 
2018;33(3):348-358.

[21] Zong J, Martirosyan DM. Anticancer 
effects of garlic and garlic-derived 
bioactive compounds and its potential 
status as functional food. Bioactive 
Compounds in Health and Disease. 
2018;1(2):16-35.

[22] Osland E, Memon B,  
Memon MA. Pharmaconutrition 
administration on outcomes of elective 
oncological surgery for gastrointestinal 
malignancies: Is timing everything? —  
A review of published meta-analyses 
until the end of 2016. Translational 
Gastroenterology and Hepatology. 
2018;3(52):1-8.

[23] McCarthy MS, Martindale RG. 
Immunonutrition in critical illness: 
What is the role? Nutr Clin Pract. 
2018;33(3):348-358.

[24] Mizock BA, Sriram K. Perioperative 
immunonutrition. Expert Rev Clin 
Immunol. 2011;7(1):1-3.

[25] Agung Prasetiyo, Nasronudin. 
Micronutrient therapy for sepsis. 
Indonesian Journal of Tropical and 
Infectious Disease. 2015;5(5):119-123.

[26] Shenkin A. The key role of 
micronutrients. Clinical Nutrition. 
2005;25:1-13.

[27] Rahmayati Rusnedy. Uji antioksidan 
campuran buah kelapa muda dan air 
perasan jeruk purut sebagai 
imunonutrisi pada tikus terinduksi 
sepsis. Riset Informasi Kesehatan. 
2020;9(2):37-45.

[28] Putra AP. Pengaruh penambahan 
minyak jeruk purut terhadap proses 
penghambatan ransiditas pada minyak 
kelapa. Universitas Brawijaya; 2016.

[29] Berger MM, Chiolero RL. 
Antioxidant supplementation in sepsis 
and systemic inflammatory response 
syndrome. Crit Care Med. 
2007;35:584-590.

[30] Heyland DK, Dhaliwal R, 
Suchner U, Berger M. Antioxidant 
nutrients: A systematic review of trace 
elements and vitamins in the critically 
ill patient. Intensive Care Med. 
2005;31:327-337.

[31] M. DebMandal and S. Mandal, 
Coconut (Cocos nucifera L.: Arecaceae): 
In health promotion and disease 
prevention. Asian Pacific Journal of 
Tropical Medicine. 2011;1:241-247. 
doi:10.1016/S1995-7645(11)60078-3.

[32] Duarte, A.C.P., Coelho, M.A.Z., 
Leite, S.G.F. Identification of peroxidase 
and Tyrosinase in green coconut water. 
Cienc. Tecnol. Aliment. 
2002;3(5):266-270.

[33] Barlina R,. Potensi Buah Kelapa 
Muda Untuk Kesehatan dan 
Pengolahannya. Perspektif. 
2004;3(2):46-60.

[34] Farapti dan Savitri Sayogo. Air 
Kelapa Muda–Pengaruhnya terhadap 
Tekanan Darah. Jurnal CDK-23. 
2014;41(12):896-900.

[35] Pulung ML, Yogaswara R. Oil Dari 
Tanaman Kelapa Asal Papua. Chem 
Prog. 2016;9(2):63-69.

[36] Barlina R. Pengaruh Perbandingan 
Air Kelapa Dengan Penambahan Daging 
Kelapa Muda. J Littri. 2007;13(2):73– 82.

[37] United States Department of 
Agriculture (USDA). National nutrient 
database for standard reference, Nuts, 
coconut water, 2008. [Online]. Available 



Infections and Sepsis Development

82

from: http://www.nal.usda.gov/fnic/
foodcomp/ cgi-bin/list_nut_edit.pl/. 
[Accessed on December 8, 2009].

[38] Yong WJWH, Ge L, Ng YF, Tan SN. 
The chemical composition and 
biological properties of coconut (Cocos 
nucifera L.). Molecules. 
2009;14:5144-5164.

[39] A. M. Fonseca, F. J. Q Monte, M. da 
Conceic and F. de Oliveiraa ão. Coconut 
Water (Cocos nucifera L.)—A New 
Biocatalyst System for Organic 
Synthesis. Journal of Molecular 
Catalysis B: Enzymatic. 2009;57:78-82. 
doi:10.1016/j.molcatb.2008.06.022

[40] E. H. M. Walter, D. Y. Kabuki, L. M. 
R. Esper, A. S. Sant’Ana and A. Y. 
Kuaye. Modelling the growth of listeria 
monocytogenes in fresh green coconut 
(Cocos nucifera L.) water. Food 
Microbiology. 2009;26:653-657. 
doi:10.1016/j.fm.2009.04.003

[41] Campbell-Falck D. Thomas T. 
Falck TM. Tutuo N. Clem K. The 
intravenous use of coconut water. 
American Journal of Emergency 
Medicine. 2000;18(1):108-111.

[42] U. Santoso, K. Kubo, T. Ota, T. 
Tadokoro and A. Maekawa. Nutrient 
composition of Kopyor coconuts (Cocos 
nucifera L.). Food Chemistry. 
1996;57(2):299-304. 
doi:10.1016/0308-8146(95)00237-5

[43] A. G. Pue, W. Riva, K. Sundarao, C. 
Kaluarin and K. Singh. Preliminary 
studies on changes in the coconut water 
during maturation of the fruit. Science 
in New Guinea. 1992;18(2):81-84.

[44] A. Jayalakshmy, C. Arumughan, C. 
S. Narayanan and A. G. Mathew. 
Changes in the chemical composition of 
coconut water during maturation. 
Journal of Food Science and Technology. 
1986;23(4):203-207.

[45] Loki AL, Rajamohan T. 
Hepatoprotective and antioxidant effect 

of tender coconut water on CCl4 
induced liver injury in rats. Indian J 
Biochem Biophy 2003;40(5):354-357.

[46] Effiong GS, Ebong PE, Eyong EU, 
Uwah AJ, Ekong UE. Amelioration of 
chloramphenicol induced toxicity in rats 
by coconut water. J Appl Sc Res. 2010; 
6(4):331-335.

[47] Bankar GR, Nayak PG, Bansal P, 
Paul P, Pai KSR, Singla RK, et al. 
Vasorelaxant and antihypertensive 
effect of Cocos nucifera Linn. Endocarp 
on isolated rat thoracic aorta and DOCA 
saltinduced hypertensive rats. J 
Ethnopharmacol. 2010;134(1):50-54. 
doi:10.1016/ j.jep.2010.11.047

[48] Thormar H, Hilmarsson H, 
Bergsson G. Stable concentrated 
emulsions of the 1-monoglyceride of 
capric acid (monocaprin) with 
microbicidal activities against the 
food-borne bacteria campylobacter 
jejuni, salmonella spp., and Escherichia 
coli. Appl Environ Microbiol. 
2006;72(1):522-526.

[49] Thormar H, Hilmarsson H. The role 
of microbicidal lipids in host defense 
against pathogens and their potential as 
therapeutic agents. Chem Phy lipids. 
2007;150(1):1-11.

[50] Mandal S, Mandal MD, Pal NK, 
Saha K. Synergistic antiStaphylococcus 
aureus activity of amoxicillin in 
combination with Emblica officinalis 
and Nymphae odorata extracts. Asian 
Pacific J Trop Med. 2010;3:711-714.

[51] Mandal S, Mandal M, Pal NK. 
Antibacterial potential of Azadirachta 
indica seed and Bacopa monniera leaf 
extracts against multidrug resistant 
salmonella enterica serovar Typhi 
isolates. Archives Med Sci. 2007;3:14-18.

[52] Obi RC, Oyi AR, Onaolapo JA. 
Formulation and antimicrobial activities 
of coconut (Cocos nucifera Linne) oil. 
Research Journal of Applied Sciences, 



83

Potential Natural Product from Tropical Fruits: A Mixture Young Coconut Fruit and Kaffir…
DOI: http://dx.doi.org/10.5772/intechopen.99005

Engineering and Technology. 
2010;2(2):133-137.

[53] Pouillot A, Luigi LP, Philippe T, 
Alice N, Ada P and Barbara P. 
Formulating, Packaging, and Marketing 
of Natural Cosmetic Products. New 
York: Wiley; 2011.

[54] Mahalwal VS and AliM.Volatile 
Constituents of the Fruit Peels of C. 
reticulate. Blanco J Essent Oil Bearing 
Plants. 2001;4:45-49.

[55] Rahmi U, Manjang Y, Santoni A. 
Profil Fitokimia Metabolit Sekunder 
Dan Uji Aktivitas Antioksidan Tanaman 
Jeruk Purut (Citrus histrix DC) dan 
jeruk bali (Citrus maxima (Burm.f.) 
Merr). J Kim Unand. 2013;2(2):109-114.

[56] Swallah MS, Sun H, Affoh R, Fu H, 
Yu H. Antioxidant Potential Overviews 
of Secondary Metabolites (Polyphenols) 
in Fruits. Int J Food Sci. 2020. doi.
org/10.1155/2020/9081686

[57] Al-Juhaimi FY, Ghafoor K. Bioactive 
compounds, antioxidant and 
physicochemical properties of juice 
from lemon, mandarin and orange fruits 
cultivated in Saudi Arabia. Pakistan J 
Bot. 2013;45(4):1193-1196.

[58] Ching LS, Mohamed S. 
AlphaTocopherol content in 62 edible 
tropical plants. J Agric Food Chem. 
2001;49(6):3101−3105.

[59] Ghasemi K, Ghasemi Y, 
Ebrahimzadeh MA. Antioxidant 
activity, phenol and flavonoid contents 
of 13 citrus species peels and tissues. 
Pak J Pharm Sci. 2009;22(3):277-281.

[60] Siripongvutikorn, S., P. 
Thummaratwasik and Y. Huang. 
Antimicrobial and antioxidation effects 
of Thai seasoning, Tom-Yum. Lebensm. 
Wiss. U. Technol. 2005;38:347-352.

[61] Bourgou S, Ksouri R, Bellila A, 
Skandrani I, Falleh H, Marzouk B. 

Phenolic composition and biological 
activities of Tunisian Nigella sativa L. 
shoots and roots. Comptes Rendus -  
Biol. 2008;331(1):48-55.

[62] Naczk M, Shahidi F. Extraction and 
analysis of phenolics in food. J 
Chromatogr A. 2004;1054(1-2):95-111.

[63] Wischmeyer P.E. Glutamine: Mode 
of action in critical illness. Crit. 
CareMed. 2007;35:541-544.

[64] Cruzat V, Macedo Rogero M, Noel 
Keane K, Curi R, Newsholme P. 
Glutamine: Metabolism and immune 
function, Supplementation and Clinical 
Translation. Nutrients. 
2018;10(11):1564.

[65] Calder, P: Overview of nutrients 
with their functions and effects. 
The BMJ. 2003;327(7407):117-118.

[66] Bengmark S. Modulation by enteral 
nutrition of the acute phase response 
and immune functions. Nutr Hosp. 
2003;18(1):1-5.

[67] Novak F, Heyland D, Avenell A, 
Drover J, Su X. Glutamine 
Supplementation in Serious Illness ; A 
Sytematic Review of the Evidence. Crit 
Care Med. 2002;30(9):2022-2029.

[68] Davis, J.S.; Anstey, N.M. Is plasma 
arginine concentration decreased in 
patients with sepsis? A systematic 
review and meta-analysis*. Crit. Care 
Med. 2011;39:380-385.

[69] Waitzberg DL, Saito H, Plank LD,  
et al. Postsurgical infections are reduced 
with specialized nutrition support. 
World J Surg. 2006;30:1592-1604.

[70] Pan M, Choudry HA, Epler MJ,  
et al. Arginine transport in catabolic 
disease states. J Nutr. 
2004;134(10):2826-2829.

[71] Singer P, Theilla M, Fisher H, et al. 
Benefit of an enteral diet enriched with 



Infections and Sepsis Development

84

eicosapentaenoic acid and gamma-
linolenic acid in ventilated patients with 
acute lung injury. Crit Care Med. 
2006;34(4):1033-1038.

[72] Pontes-Arruda A, Aragao AM, 
Albuquerque JD. Effects of enteral 
feeding with eicosapentaenoic acid, 
gamma-linolenic acid, and antioxidants 
in mechanically ventilated patients with 
severe sepsis and septic shock. Crit Care 
Med. 2006;34(9):2325-2333.

[73] Singer P, Shapiro H, Theilla M, et al. 
Anti-inflammatory properties of 
omega-3 fatty acids in critical illness: 
Novel mechanisms and an integrative 
perspective. Intensive Care Med. 
2008;34(9):1580-1592.

[74] Serhan CN, Savill J. Resolution of 
inflammation: The beginning programs 
the end. Nat Immunol. 
2005;6(12):1191-1197.

[75] Rindengan, B., A. Lay., H. 
Novarianto., H. Kembuan dan Z. 
Mahmud. Karakterisasi daging buah 
Kelapa Hirbida untuk bahan baku 
industri makanan. Laporan Hasil 
Penelitian. Kerjasama Proyek 
Pembinaan Kelembagaan Penelitian 
Pertanian Nasional, Badan Litbang; 
1995;49.

[76] Clandinin and Jumpsen. Brain 
development: Relationship to Dietary 
lipid and Lipid Metabolism. AOCS 
Press: Champaign. Illinois; 1995.

[77] Heys S, Schofield A, Wahle W. 
Immunonutrition in clinical practice : 
What is the current evidence? Nutr 
Hosp. 2004;14(6):325-332.

[78] Duggan C, Gannon J, Walker WA. 
Protective nutrients and functional 
foods for the gastrointestinal tract. Am J 
Clin Nutr. 2002;75(5):789-808.

[79] Cunningham-Rundles S, Moon A, 
McNeeley DF. Malnutrition and host 
defense. Dalam: Duggan C, Watkins JB, 

Walker WA, penyunting. Nutrition in 
pediatrics. Edisi. Ontario: BC Decker 
Inc; 2008.261-271p.

[80] Wilson, J.X.; Wu, F. Vitamin C in 
Sepsis. Sub-cell. Biochem. 
2012;56:67-83.

[81] May, J.M.; Harrison, F.E. Role of 
vitamin C in the function of the vascular 
endothelium. Antioxid. Redox Sign. 
2013;19(17):2068-2083.

[82] Carr A.C, Rosengrave P.C, Bayer S, 
Chambers S, Mehrtens J, Shaw G.M. 
Hypovitaminosis C and vitamin C 
deficiency in critically ill patients 
despite recommended enteral and 
parenteral intakes. Crit Care. 
2017;21(1):300.

[83] Kalokerinos A, Dettman I, 
Meakin C. Endotoxin and vitamin C 
part 1 – Sepsis, endotoxin and vitamin 
C. J. Aust. Coll. Nutr. & Env. Med, 
2005;24(1):17-21.

[84] Fernandes G, Jolly CA, 
Lawrence RA. Nutrition and the 
immune system. In: Shils ME, Shike M, 
Ross AC, Caballero B, Cousins RJ, 
penyunting. Modern Nutrition In Health 
And Disease, 10 Edition Baltimore: 
Lippincot Williams; 2006.

[85] Gershwin ME, German JB, Keen CL. 
Nutrition and Immunology Principles 
and Practice: Human Press; 2000.

[86] Savino W, Dardenne M, Velloso LA, 
Silva-Barbosa SD. The thymus is a 
common target in malnutrition and 
infection. Br J Nutr. 2007;98(1):11-16.

[87] Bhaskaram P. Micronutrient 
malnutrition, infection and immunity: 
An overview. Nutr Rev. 
2002;60(5):40-45.

[88] Cunningham-Rundles S, Moon A, 
McNeeley DF. Malnutrition and host 
defense. In: Duggan C, Watkins JB, 
Walker WA, penyunting. Nutrition in 



85

Potential Natural Product from Tropical Fruits: A Mixture Young Coconut Fruit and Kaffir…
DOI: http://dx.doi.org/10.5772/intechopen.99005

pediatrics. Edisi. Ontario: BC Decker 
Inc; 2008. 261-271p.

[89] Forceville X, Vitoux D, Gauzit R, 
Combes A, Lahilaire P, Chappuis P. 
Selenium, systemic immune response 
syndrome, sepsis, and outcome in 
critically ill patients. Crit. Care Med. 
1998;26(9):1536-1544.

[90] Roberts A, Bar-Oy D, Winkler J, 
Rael L. Copper-induced oxidation of 
epinephrine: Protective effect of 
D-DHAK, a synthetic analogue of the 
high affinity copper binding site of 
human albumin. Biochemichal and 
Biophysical Research Communication. 
2003;304:755-757.

[91] Megan Ware, RDN, L.D. Free 
Radicals Can Damage Cells and DNA, 
Leading to cancer and Other 
Diseases; 2017.

[92] Braunschweig C, Sowers M, 
Kovacevich D. Parenteral zinc 
supplementation in adult humans 
during the acute phase response 
increases the febrile response. The 
Journal of Nutrition. 1997;127(1):70-74.

[93] Brock J, Mulero V. Cellular and 
molecular aspects of iron and immune 
function. Proceedings of Nutrition 
Society. 2000;59(4):537-540.

[94] Shenkin A. The key role of 
micronutrients. Clinical Nutrition. 
2006;25(1):1-13.

[95] Agarwal A, Khana P, Baidya D, 
Arora met. Trace elements in Criticall 
illness. Journal of Endocrinology and 
Metabolism. 2011;2(1):57-63.

[96] Doherty P, Weaver L, Prentice A. 
Micronutrient supplementation and 
infection: A double-edge sword?. 
Journal of Pediatric Gastroenterology 
and Nutrition. 2002;34(4):346-352.





87

Chapter 4

Empiric Antimicrobial Therapy in 
Critically Ill Septic Patients
Ahlem Trifi, Sami Abdellatif, Sameh Trabelsi  
and Salah Ben Lakhal

Abstract

Sepsis is a medical emergency and life-threatening condition due to a  
dysregulated host response to infection, which is time-dependent and associated 
with unacceptably high mortality. At the bedside of a patient with sepsis or septic 
shock, clinician must make immediate life-saving decisions including empirical 
initiation of broad-spectrum antimicrobials; the most likely to be appropriate. 
The empiric regimen should be initiated within the first hour of diagnosis and 
determined by assessing patient and epidemiological risk factors, likely source 
of infection based on presenting signs and symptoms, and severity of illness. 
Optimizing antibiotic use is crucial to ensure successful outcomes and to reduce 
adverse antibiotic effects, as well as preventing drug resistance. All likely patho-
gens involved should be considered to provide an appropriate antibiotic cover-
age. Herein, we tried to make suggestions of empirical therapeutic regimens in 
sepsis/septic shock according to most likely pathogens in cause and sepsis source 
based on the recent recommendations of learned societies. Some suggestions 
were adapted to an environment of low-resource regions where the ecology of 
multi drug resistant organisms is of concern.

Keywords: empiric, antimicrobial, sepsis, septic shock, intensive care

1. Introduction

Sepsis is a clinical syndrome characterized by systemic inflammation due to 
infection (presumed or confirmed). There is a continuum of severity ranging 
from sepsis to septic shock. Diagnosing sepsis remains difficult because it is not 
a single disease but a syndrome with various pathogen and host factor-associated 
symptoms. Sepsis-3 was established to improve risk stratification among patients 
with a suspected infection focusing on organ failures [1]. Sepsis should be 
immediately recognized because it is the primary cause of death from infection, 
especially if not diagnosed and treated promptly. Mortality has been estimated 
to be ≥10 percent and ≥ 40 percent when shock is present [1, 2]. In the United 
States, it is estimated that there are 270 000 deaths a year due to sepsis and 35 000 
deaths attributable to antibiotic resistance [3, 4]. Herein, we discussed the imme-
diate management of sepsis and septic shock mainly the empiric antimicrobials in 
critically ill patients.
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2. Immediate conditioning

Correcting hypoxemia and establishing venous access for the early administra-
tion of fluids and antibiotics are priorities in the management of patients with 
sepsis and septic shock [5, 6].

2.1 Oxygenation

Intubation and mechanical ventilation (MV) may be required to support the 
increased work of breathing that typically accompanies sepsis. Oxygenation should 
be monitored continuously with pulse oximetry. Once MV is indicated, rapid 
sequence intubation (RSI) should incorporates a rapidly acting sedative (ie, induc-
tion) agent, in addition to a neuromuscular blocking (ie, paralytic) agent, to create 
optimal intubating conditions. Then ensure analgesia sedation throughout the dura-
tion necessary for the sepsis/septic shock management while regularly monitoring 
the possibility of weaning from ventilator.

2.2 Venous access

Venous access is essential in the immediate management of sepsis/septic shock. 
The peripheral access has the advantage of the quickness of its putting in (at least 
2 lanes of good caliber). But anyway, we are going to need central venous access. 
Preferably, it is advisable to set up a central venous catheter (CVC) but that should 
not delay the administration of resuscitative fluids and antibiotics. A CVC is useful 
to infuse intravenous fluids, medications (particularly vasopressors) and antibiot-
ics. As well as, it can be used to monitor the central venous pressure (CVP) and the 
central venous saturation (ScvO2).

2.3 Initial investigations

Concomitantly to the initial conditioning including oxygenation and venous 
access, must be carried out: a history with a physical examination of rapid orienta-
tion, biological, microbiological and imaging examinations. This may allows having 
an orientation towards the source and sometimes the pathogen in cause and thus 
guiding the empirical choice of antibiotics.

• Laboratory tests include complete blood counts, Arterial blood gas (ABG), 
analysis of renal and liver functions, D-dimer level, Procalcitonin and serum 
lactate.

• Microbiologic samples include peripheral blood cultures (aerobic and anaero-
bic cultures from at least two different sites), and other samples depending 
of suspect sites should be obtained (e.g., cyto-bacteriologic examination of 
sputum if pneumonia suspected or urine if urinary tract infection evoked, 
catheter tip if catheter-related infection (CRI) evoked, surgical site, etc.). 
Regarding the bloodstream cultures, it is unnecessary to draw blood through a 
catheter, given the risk of contamination by skin flora. The sample should be 
taken from a peripheral venipuncture site.

• Imaging target at the suspected infection site is warranted (eg, chest radiogra-
phy, computed tomography of chest and/or abdomen).
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2.4 Rapid restoration of perfusion (first three hours)

Aggressive administration of intravenous fluids, usually crystalloids given at 
30 ml/kg, started by one hour and completed within the first 3 hours following 
presentation.

Some patients may require higher than recommended volumes, particularly 
those who demonstrate clinical and/or hemodynamic indicators of fluid-respon-
siveness. The clinical and hemodynamic response and the presence or absence 
of pulmonary edema must be assessed before and after each bolus using passive 
leg raising, CVP variation, ScvO2, pulsed pression variation (PPV) or ultrasound 
indicators etc.… Intravenous fluid challenges can be repeated until blood pressure 
and tissue perfusion become acceptable.

2.5 Vasopressors

Vasopressors on CVC if the blood volume is optimized and persistent hypo-
perfusion or immediately if the diastolic blood pressure is less than 40 mmHg.

Based on the SSC (survival sepsis campaign) guidelines 2016 [5], the response 
should be assessed using the following targets within 6 hours: ScvO2 ≥ 70%, 
CVP 8–12 mmHg, mean arterial pressure (MAP) ≥65 mmHg, and urine output 
≥0.5 ml/kg/hour.

3. Empiric antimicrobial therapy (EAT)

Initial selection of particular antimicrobial agents is empiric and is based on an 
assessment of the patient’s underlying host defenses, the potential sources of infec-
tion, and the most likely pathogens depending on the locally epidemiological data. 
EAT is preferably administered within the first hour.

3.1 Times to antibiotics

Once a presumed diagnosis of sepsis or septic shock has been made, optimal 
doses of appropriate intravenous antibiotic therapy should be initiated, prefer-
ably within one hour of presentation and after cultures have been obtained. The 
Infectious Diseases society of America (IDSA) opts to that prompt administration 
of antibiotics is recommended once a presumed diagnosis of sepsis or shock has 
been made by the treating clinician [7]. The Surviving Sepsis Campaign recom-
mends immediate antibiotics for all patients with suspected sepsis and septic shock, 
ideally within 1 hour of recognition.

The literature review does not find a clinical trials evaluating specially the target 
time of one hour to start antimicrobials. That is understandable given the enormous 
ethical concern that results. But almost all observational studies agree that a delay 
exceeding one hour is related to poor outcomes; as well as inadequate doses and 
inappropriate antibiotic therapy [8–14]. Ferrer R, et al. in a large population of 
patients with severe sepsis and septic shock (17,990 patients) demonstrated a linear 
increase in the risk of mortality for each hour delay in antibiotic administration [9]. 
In a retrospective study of 35,000 patients treated in emergency department, the 
increase in absolute mortality associated with an hour’s delay in antibiotic adminis-
tration was 0.3% (p = 0.04) for sepsis, 0.4% (p = 0.02) for severe sepsis, and 1.8% 
(p = 0.001) for shock [11].
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In a large database study comparing patients with sepsis and septic shock treated 
with various types of protocolized treatment bundles (that included fluids and 
antibiotics, blood cultures, and serum lactate) versus those in whom a three-hour 
bundle (blood cultures before broad spectrum antibiotics and serum lactate level) 
was completed within the three-hour time frame [12]. Each 3-hour bundle delay 
achievement increased in-hospital mortality by 1.04 per hour [12]. In addition, 
a delayed completion of a fluid bolus did not increase mortality significantly 
(OR = 1.04) as the delay of antimicrobials [12].

3.2 Identification of suspected source/responsible pathogens

Establishing an accurate diagnosis of the infection site is a priority objective that 
must be fulfilled as soon as possible.

Sometimes the patient arrives with a visible source of infection (e.g. infected 
wound, cellulitis etc). In the case where the source is unclear, the process of its 
identification is based on a good anamnesis for collecting the medical and surgical 
history and a careful and exhaustive physical examination looking for local inflam-
matory signs or function loss. If the source is identified, targeted imaging and 
microbiological sampling should be done and therefore empiric antibiotic therapy 
should be initiated.

In the case where the source remains unclear, it is necessary to complete by an 
exhaustive imaging or even a whole body CT scan and extensive sampling.

Table 1 summarizes the most common sources of infection with a potential risk 
of progress to a sepsis and septic shock and the additional tests to be performed.

Additional diagnostic testing or interventions may be required to identify the 
anatomic site(s) of infection. In particular, in addition to antibiotics, closed space 
infections should be promptly drained or debrided (eg, empyema, abscess) for 
effective source control.

Besides bacteriological examinations, imaging is often essential to recognize 
sites of infection (chest radiography, ultrasound, tomography and MRI).

Sometimes in structures with limited resources, imaging is not always available, 
as are interventional radiology techniques. In this case, blood cultures before the 
administration of antibiotics becomes an essential measure and ideally that should 
be obtained from two sites.

3.3 Regimen to choose

The choice of empirical antibiotic therapy is not a simple attitude and must be 
reasoned upon the presumed primary focus, the history of the patient ((eg, recent 
antibiotics received, previous organisms) and its co-morbidities (eg, diabetes, 
organ failures, immune defect..), invasive devices, nosology (eg, community- or 
hospital-acquired) and the bacterial ecology and resistance patterns of the unit 
where the patient is hospitalized [13, 14, 16–18]. It must be preceded by directed 
bacteriological samples.

Also, the choice of the molecule is made according to its spectrum of action and 
its pharmacodynamics/pharmacokinetics (PK/PD) properties and the spectrum of 
the selected combination must be efficient against gram-positive, gram-negative, 
and anaerobic bacteria because all of these classes of organisms produce similar 
clinical presentations.

Regarding the administration route and dosing, it is recommended that the 
intravenous is mandatory and at high doses to achieve bactericidal serum levels. 
This later correlated with clinical improvement rather than the number of antibiot-
ics prescribed.
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The regimen to choose should consider antipseudomonal in patients with 
neutropenia or burns and anti-anaerobes in intra-abdominal/perineal infections.

Antimicrobial choice should be tailored to each individual. In any case, 
appropriate cultures should be obtained which include two sets of blood cultures 
obtained before antibiotics are started and cultures of other suspected sites of 
infection (sputum, urine, etc.) obtained as soon as possible.

Suspected site Symptoms/signs Suggested initial tests

Upper respiratory 
tract

Pharyngeal inflammation 
plus exudates ± swelling and 
lymphadenopathy

Throat swab for aerobic culture
Cyto-bacteriological exam of sputum
PCR-SARS CoV2 if pandemic context

Lower respiratory 
tract

Productive cough, pleuritic chest 
pain, consolidative auscultatory 
findings

Sputum of good quality, rapid influenza 
testing, urinary antigen testing (eg, 
pneumococcus, legionella)
PCR-SARS CoV2 if pandemic context

Urinary tract Dysuria, urination scorch Urine culture, renal ultrasound 
(obstructive calculus)

Vascular catheters: 
arterial, central 
venous

Redness or pus at insertion site Culture of blood (from the catheter and 
a peripheral site), catheter tip bacterial 
exam after removal

Abrasion, wound, 
burn, diabetic foot 
lesion

Erythema, pus, lymphangitis Local swabs gram stain and culture, 
sampling of pus or per cleaning

Skin/soft tissue Lividities, cyanic spots, 
subcutaneous crepitation, local 
hypo- or anesthesia, induration 
exceeding erythema, local necrosis

Culture of flowing liquid or draining 
pus, preoperative tissue samples

Urinary system May differ by gender low 
abdominal pain and vaginal 
discharge in women,
Dysuria, incontinence, cloudy 
urine, prostatic tenderness in men

Vaginal and endocervical sampling 
in women and cytobacteriological 
examination plus culture in both sexes

Deep intra-abdominal 
focus

abdominal pain depending on the 
organ affected, vomiting

Aerobic and anaerobic culture of 
abdominal fluid collections drained 
percutaneously or surgically

Gastrointestinal Diarrhea, vomiting and intestinal 
spasms

Coproculture, parasitological stool 
examination

Meninges and brain Meningitis: stiff neck, sign 
of Kernig and Brudzinski, 
osteotendinous hyper-reflexia
Encephalitis: Altered state of 
consciousness, motor deficit, 
seizures

Lumbar puncture for exhaustive 
examination of the CSF (cytological, 
chemical, bacteriological, search 
for soluble Ag, culture and PCR if 
indicated)

Peritoneal catheter Cloudy fluid, local inflammatory 
signs

Direct examination and culture of the 
discharged fluid

Bones and joints Pain,
Inflammatory signs

MRI, peroperative cultures or by 
interventional radiology
Arthrocentesis, blood cultures

PCR: polymerase chain reaction, SARS CoV2: severe acute respiratory syndrome coronavirus 2, CSF: cerebrospinal 
fluid; PD: peritoneal dialysis; MRI: magnetic resonance imaging.
Source: Reference [15]

Table 1. 
Identification of sources of sepsis and additional tests.
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For most patients with sepsis without shock, antimicrobials may be adminis-
tered in monotherapy or in combination. Anyway, the empiric chosen regimen 
must cover all the maximum number of pathogens most likely involved (ie gram-
positive and gram-negative bacteria, fungi if presence of invasive candidiasis 
factors or immune-compromised for aim Pneumocystis jirovecii, and rarely viruses 
(eg, influenza, Cytomégalovirus (CMV)). For SARS CoV2, all the therapeutic 
means tried so far (chloroquine, macrolides, tocilizumab, remdesivir, monoclonal 
antibody, colchicine ...) are designed for immunomodulatory purposes and no 
treatment is directed specifically against COVID-19.

Patients with septic shock, in whom gram negative bacilli are suspected, must be 
treated with at least two antimicrobials from two different classes according to the 
considered likely organisms and local antibiotic susceptibilities. That is commonly 
called combination therapy defined as more than one antimicrobial agent given in 
the aim to improve efficiency against a known or suspected pathogen.

Escherichia coli, Staphylococcus aureus, Klebsiella pneumoniae, and Streptococcus 
pneumoniae, are the most common isolated organisms from patients with sepsis. 
Thus, these organisms should be taken into account when choosing empiric regi-
men [19]. Betalactams such carbapenem, piperacillin-tazobactam, in combination 
or not with aminosides or quinolones are a good alternative to cover a large batch of 
gram negative and positive organisms.

When nosocomial nature of sepsis or septic shock is suspected, the multire-
sistant profile of microorganisms (mainly non fermenting gram negative bacilli 
including Acinetobacter Baumannii) should be covered [20, 21].

Otherwise, the following pathogens must be included in the spectrum of antibi-
otics to be chosen and this according to the risk factors for their presence:

• Methicillin-resistant S. aureus: Today, methicillin-resistant S. aureus (MRSA) 
is no longer classified among the pathogens of healthcare-related infections 
since it is increasingly described in community infections [22, 23]. That is 
why empirical intravenous vancomycin (be careful with the doses if renal 
impairement) should be added in subjects with sepsis/septic shock at risk of 
MRSA. Linezolid if MRSA refractory (VISA or GISA of susceptibility profile) 
or a contraindication to vancomycin can also be suggested as an anti MRSA. 
Daptomycin may be prescribed in cases of extra-pulmonary MRSA infection. 
In skin and soft structures infections, IDSA update 2014 proposed vacomycin, 
linezolid, clindamycin, daptomycin and ceftaroline/fosamil may be proposed.

• Pseudomonas aeruginosa: if Pseudomonas is a likely pathogen and depending 
on local antibiotic susceptibility patterns, antimicrobials proposed are:

 ○ Antipseudomonal cephalosporin (eg, ceftazidime, cefepime), or

 ○ Antipseudomonal carbapenem (eg, imipenem, meropenem), or

 ○ Antipseudomonal beta-lactam/beta-lactamase inhibitor (eg, piperacillin-
tazobactam, or Fluoroquinolone with good anti-pseudomonal activity 
(eg, ciprofloxacin), or Aminoglycoside (eg, gentamicin, amikacin), or 
Monobactam (eg, aztreonam)

• Enterobacteria (eg, E. coli, K. pneumonia, Proteus, Providencia, Serratia): 
They are pathogens treated, for a long time, by a regimen which combines 
several antibiotics although this is not proven by studies. Indeed, in the old 
meta-analysis of Safdar N, et al. the summary odds ratio was 0·96 (95% CI 
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0,70–1,32), indicating no mortality benefit with combination therapy com-
pared to monotherapy with a third generation cephalosporin or a carbapenem 
[24]. Furthermore, the combination to an amino-glycoside was related to an 
increase of nephrotoxicity [24].
Therefore, it is recommended to administer a single antimicrobial agent known 
to have proven efficacy and the least possible toxicity. Patients with neutro-
penia or in whom Pseudomonas is suspected are to exclude from this rule and 
combination therpay should be contemplated.

• Carbapenemase-producing Enterobacteriaceae (CPE) are becoming an 
emerging concern worldwide. Infections caused by these pathogens are 
associated with high morbidity, mortality and costs while they are difficult 
to treat since only a small number of therapeutic options are available. Only a 
few clinical studies, often size-limited and retrospective, have been conducted 
mainly on infections caused by KPC - producing Klebsiella pneumoniae whereas 
there are more in vitro and animal data. In some cases, β-lactams can be used, 
such as carbapenems (if MIC ≤8 mg/L), aztreonam or ceftazidime. A double-
carbapenem regimen also seems to be promising, with ertapenem. Polymyxins 
and tigecyline (with a loading dose and high dosages) are possible alternatives 
in combination. Aminoglycosides (especially gentamicin) in monotherapy are 
choice options for the treatment of urinary tract infections. Fosfomycin may 
be used in combination but there is a risk of emergence of resistant mutants 
during therapy. For the treatment of severe infections (bacteremia and pneu-
monia), combination therapy should be used since risks of clinical failure 
and mortality are significantly lower than with monotherapies in the majority 
of studies. The most frequent combinations are polymyxins-carbapenems, 
tigecycline-carbapenems and polymyxins-tigecycline, knowing that carbape-
nem-based regimens (if MIC ≤8 mg/L) must be favored [25].

Acinetobacter Baumannii: Acinetobacter are opportunistic and ubiquitous 
bacteria that occur in the form of Gram-negative coccobacilli. Among the 
species of this genus, Acinetobacter baumannii is the most implicated in noso-
comial infections, especially in ICU [26]. This bacterium is involved in a wide 
range of infections such as VAP, bacteremia, CRI, urinary tract infections, 
secondary wound infections or postoperative meningitis.
A.baumannii exhibits a remarkable ability to acquire mechanisms of resistance 
to antibiotics, rapidly leading to multi-resistance to almost all commercially 
available antibiotics and sometimes to therapeutic dead ends [27].
Acinetobacter baumannii is one of the ESCAPE organisms (Enterococcus fae-
cium, Staphylococcus aureus, Clostridium difficile, Pseudomonas aeruginosa, and 
Enterobacteriaceae), a group of clinically important, predominantly health 
care-associated organisms that have the potential for substantial antimicrobial 
resistance [28].

Independent risk factors for colonization or infection with resistant strains of 
Acinetobacter include the following [29–32]: prior colonization with MRSA, prior 
beta-lactam (particularly carbapenems) or fluoroquinolone use, bedridden status, 
current or prior ICU admission, presence of a CVC, recent surgery, Mechanical 
ventilation, Hemodialysis, malignancy, steroids therapy.

Empiric antibiotic therapy for Acinetobacter, before results of antimicrobial 
susceptibility testing are available, should be selected based on local susceptibil-
ity patterns. In general, it should consist of a broad spectrum cephalosporin, a 
combination beta-lactam/beta-lactamase inhibitor (eg, a combination including 
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sulbactam), or a carbapenem. An additional agent may be warranted if local resis-
tance rates to the chosen antibiotic class are high (eg, greater than 10 to 15%).

When rates of resistance to the selected antimicrobial agent are low (ie, below 10 
to 15 percent), monotherapy is likely adequate as there are no data to clearly dem-
onstrate that combination therapy improves outcomes through synergistic effect. 
However, when rates of resistance are higher, it is reasonable to use one of the 
agents above in combination with an antipseudomonal fluoroquinolone, an amino-
glycoside, or colistin to improve the likelihood of administering an antibiotic agent 
that retains activity. While there are no clear clinical data to support this practice for 
Acinetobacter infections, many experts favor empiric combination therapy for seri-
ous infections with these and other potentially resistant gram-negative organisms 
because of the increased mortality associated with inappropriate empiric therapy.

A prospective cohort study was made in 70 ICU patients with nosocomial sepsis/
septic shock in whom imipenem/colistin was prescribed as first line antibiotic 
therapy [33]. The main findings were: this regimen was only appropriate in 52% of 
cases and inappropriateness was associated with an increased ICU mortality risk 
(OR = 6.27, 95% CI [1.83–21], p = 0.003) [33].

• If isolates susceptible to first line agents: we favor choosing the agent with the 
narrowest spectrum of activity. Other considerations in selection of a regimen 
include patient drug allergies or intolerance; need to cover additional  
infections, and hospital formulary.

• If resistant isolates: in the setting of resistance to first line agents, therapeutic 
options are generally limited to polymyxins (colistin [polymyxin E] and poly-
myxin B), and tigecycline. We generally use polymyxins, for which there is the 
most clinical experience in treating extensively drug-resistant Acinetobacter.

Susceptibility testing for these agents should be performed as well prior to their 
use given the possibility of resistance.

We generally favor using a second agent, such as a carbapenem, tigecycline, or 
rifampin, in addition to polymyxins for serious infections (eg, bacteremia, pneu-
monia, critical illness) with resistant isolates.

There are no definitive clinical data that demonstrate improved outcomes with 
combination versus monotherapy, and some randomized trials have suggested that 
certain combinations (colistin and rifampin or colistin and meropenem or fosfo-
mycin) resulted in comparable clinical outcomes as monotherapy with colistin [34, 
35]. Nevertheless, infections with multidrug-resistant Acinetobacter are associated 
with high mortality rates, and we are concerned that the use of a single agent is 
not adequate, particularly since resistance can develop during therapy, leaving no 
therapeutic alternatives. The synergistic pharmacological tests are a great contribu-
tion to the choice of treatment and consultation with an expert in the management 
of such infections is advised.

In case of ventilator acquired pneumonia (VAP) caused by Acinetobacter, addi-
tional considerations include the possible use of adjunctive inhaled antibiotics. 
Inhaled colistin may be beneficial in select patients [36–38], although not all studies 
suggest a benefit [39]. We favor use of inhaled colistin among patients with severe 
pneumonia due to Acinetobacter only sensitive to colistin, since intravenous colistin 
yields low lung concentration. The optimal dose of inhaled colistin is uncertain 
and ranges from 75 to 150 mg colistin base activity (2.25 to 4.5 million international 
units CMS) twice daily. Higher doses, up to 5 million international units colisti-
methate sodium (approximately 167 mg colistin base) every eight hours, have also 
been used for VAP with Acinetobacter [40].
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• Invasive fungal infections: Fungal infections are a feared complication in ICU 
patients. Their epidemiology has deeply changed linked to major changes in 
medical practices (induced immunosuppression, organ transplants, cytotoxic 
chemotherapy, ICU invasive procedures, parenteral nutrition, and prolonged anti-
microbial). Moreover, several factors depend on patient’s morbidities (chronic liver 
or renal failure, diabetes, surgery, septic shock or multisite Candida colonization).

The Arsenal antifungal therapy has also broadened considerably with new 
molecules, such echinocandins, well tolerated than amphotericin B. The use of 
an empiric antifungal in patients exhibiting sepsis and septic shock has been 
widely debated with a rather converging towards the absence of a favorable 
effect on mortality [41–44]:

Cortegiani A, et al. in a meta-analysis including 22 studies (total of 2761 par-
ticipants) concluded that the use of untargeted antifungal is not associated with a 
significant reduction in all-cause mortality and may be associated with a reduction 
of invasive fungal infection among ICU patients [41]. Empiric antifungal treatment 
(mostly fluconazole) not decreased risk of mortality or occurrence of invasive 
candidiasis in ICU patients receiving mechanical ventilation for at least five days 
[42]. In addition, the multicenter randomized trial conducted in ICU (known as 
EMPIRICUS, n = 260 patients colonized with Candida and having sepsis), micafun-
gin administered for 14 days did not improve 28 day-survival without infection [43].

In a 8-years retrospective double cohort (empiric antifungal group, n = 125 
versus no empiric antifungal group, n = 122), no improvement of 28-day survival 
was found. Moreover, no preventing effect on a new episode of candidemia. 
Nevertheless, a beneficial effect of empiric antifungal on survival was found in 
patients with an Acute Physiology and Chronic Health (APACHE) II score < 16: 
OR = 0.68; CI 95% [0.53–0.87]; p = 0.002 [44]. That means; it is the less severe 
patients who can benefit from an empiric fungal.

However, if Candida or Aspergillus is strongly suspected or if neutropenia is present, 
echinocandin (for Candida) or voriconazole (for Aspergillus) are often appropriate [45].

Even if our focus here is the empirical choice of antibiotic therapy in septic 
ICU patients, but it would be wise to suggest a list of the more common potential 
pathogens that would need to be treated. The main pathogens to be considered in 
community infections depending on the infected site are:

Community acquired pneumonia (CAP): Streptococcus pneumoniae, 
Mycoplasma pneumoniae, Chlamydia pneumoniae, Legionella pneumophyla, 
Haemophilus influenzae, Enterobacteria, anaerobies, Staphylococcus aureus.

Community meningitides: Streptococcus pneumoniae, Nesseria meningitis, 
Listeria monocytogenes Haemophilus influenzae, Enterobacteria, Streptococcus sp.

Urinary tract infections: Escherichia coli, Proteus mirabilis, Klebsiella pneu-
moniae, Staphylococcus saprophyticus, Enterobacter sp, Enterococcus sp.

Skin and soft tissues infections: Streptococcus pyogenes, Staphylococcus aureus, 
anaerobies.

Intrabdominal infections: Escherichia coli, Klebsiella pneumonia, anaerobies 
(Bacteroides fragilis) Enterobacter sp, Enterococcus sp, Streptococcus pneumoniae, 
Pseudomonas sp.

For nosocomial infections, Gram-negative bacilli are mostly involved followed 
by Gram-positive cocci. The main multidrug-resistant bacteria (MDRs) to be con-
sidered are: Methicillin-resistant Staphylococcus aureus (MRSA), Enterobacteriaceae 
producing Extended spectrum beta-lactamases (ESBL) or hyperproducing cepha-
losporinases (HPCase), Pseudomonas æruginosa, Acinetobacter Baumannii and 
Enterococci Vancomycin Resistant (EVR).
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Suspected source of sepsis/
septic shock

Unknown Source (includes 
catheter related blood stream 
infection)

Vancomycin* PLUS Cefepime 1 g/6H or Aztreonam 2 g/8H or imipenem 
1 g/ 8H (if known high incidence of MDR GNB in the unit) +/− 
Tobramycin 7 mg/kg IV EIAD+
+ Consider addition of antifungal in those at high risk for candidemia 
(caspofungine 70 mg followed by 50 mg daily or anidulafungine 200 mg 
the 1st day relayed by 100 mg daily or micafungin 100 mg daily).

Intra-abdominal Source Piperacillin/tazobactam 4 g/6H OR Ertapenem 1 g/d
OR Aztreonam 2 g/8 h OR Cefepime 1 g/6H (failing cefotaxime 1 g/4H) 
PLUS Metronidazole 500 mg/8H +/− Gentamicin 5–7 mg/kg IV (adjust 
the dosing with dosage of the max and residual concentration +)

Urinary Tract Cefotaxime 1 g/6H or Ceftriaxone 2 g daily +/− Gentamicin 7 mg/kg
If History ESBL colonization: Ertapenem 1 g/d OR
Aztreonam 2 g/8 h PLUS Gentamicin 7 mg/kg
If history of MDR pathogen or Pseudomonas: Imipenem 1 g/8H PLUS 
Amikacine 25 mg/Kg/d

Skin/Soft Tissue Infection:
Necrotizing Skin/Soft Tissue: 
Gas Gangrene or Necrotizing 
Fasciitis

If MRSA not suspected: Piperacillin/tazobactam 4 g/ 6H PLUS 
gentamycin 5–7 mg/Kg EIAD
+/−
Clindamycin 900 mg/8H (only if toxic shock present)
If MRSA suspected:
Vancomycin 30 mg/kg/d in 2 divided doses*

+/− Clindamycin 900 mg/8H
OR Linezolid 600 mg/12H OR Ceftaroline 600 mg/12H

Severe CAP Ceftriaxone 2 g/24 h PLUS Levofloxacin 500 mg/ 12 h OR 
Azithromycin 500 mg /24 h
Severe beta-lactam allergy: only Levofloxacin 500 mg /24H and Consider 
addition of vancomycin OR Linezolid 6oo mg/12H if MRSA is suspected 
(CT features+)

Severe CAP with the following 
Risk factors:
Hospitalized ≥5 d in the past 
90 days
Broad spectrum or IV 
antimicrobial for ≥5 days in the 
past 90 days
Known respiratory tract 
colonization with an MDR 
organism
Residence in a long-term care 
facility

Imipenem 1 g/8H OR Piperacillin/tazobactam 4 g/6H OR Cefepime 
1 g/6 h
PLUS Azithromycin 500 mg/24 h
+/− Vancomycin IV or Linezolide 600 mg/12H if MRSA suspected
+/− Tobramycin 7 mg/kg IV (if Pseudomonas colonization such COPD, 
cystic fibrosis…)

HAP/VAP:
Risk factors:
Hospitalized ≥5 days
Broad spectrum or IV 
antimicrobial for ≥5 days in the 
past 90 days
Known respiratory 
colonization with an MDR 
organism
Septic shock

Imipenem 1 g/8H OR Meropenem 1 g/8 h OR Aztreonam 2 g/ 6 h
PLUS Colistin 9MU in loading dose relayed by 4,5 MU /12H +/− 
Vancomycin (if MRSA suspected)
Consider adjunction of inhaled colistin if high incidence Acinetobacter 
only susceptible to colistin

*Vancomycin dosed per pharmacy consult. Typically with loaded with 20–25 mg/kg dose initially (max 2 g initial 
dose).
MDR GNB: multi drug resistant gram negative bacilli, ESBL: Extended spectrum betalactamases, MRSA: 
Methicillin-resistant Staphylococcus aureus, CAP: Community Acquired Pneumonia, HCAP: healthcare acquired 
pneumonia, HAP: hospital acquired pneumonia, VAP: ventilator acquired pneumonia.

Table 2. 
Suggested regimens for empiric antimicrobials in sepsis/septic shock.
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Table 2 displays suggested regimens for empiric antimicrobials in sepsis and 
septic shock according to the suspected Source (all antibiotics are to be adminis-
tered intravenously).

3.4 Dosing and modality of administration

Maximizing the dose in patients with sepsis and septic shock is a judicious atti-
tude. This strategy is based upon the known increased volume of distribution that 
can occur in patients with sepsis due to the administration of fluid and the action 
of inflammatory cytokines [46, 47] and that higher clinical success rates have been 
reported in patients with higher peak concentrations of antimicrobials [48, 49]. 
Continuous infusions of antibiotics as compared with intermittent dosing regimens 
remain investigational at this time [50].

The meta-analysis of Chen CH, et al. [51] (9 RCTs plus 4 retrospective studies, 
1957 participants) compared continuous and intermittent groups. A significant dif-
ference was showed with mortality which was higher in the subgroup of continuous 
infusion (OR 1.433, 95% CI: 1.139–1.801). In this same group, length of stay in ICU 
was shorter and antibiotic duration was longer but without significance [(OR 0.834, 
95% CI: 0.542–1.282) and (OR 1.055, 95% CI: 0.659–1.689) respectively] [51].

However, authors were unable to recommend continuous infusion of intra-
venous antibiotics better than traditional intermittent infusions of antibiotics at 
routine clinical care.

In general, the choice of the administration modality depends above all on the 
PK/PD characteristics of the antibiotic. Time-dependent antibiotics (eg betalac-
tamins, vancomycin) their bactericide are based on the time of contact with the 

Antimicrobial Dose

Imipenem-cilastatin 0.5 to 1 g intravenously every 6 hours to 1 g every 8 hours

Meropenem 1 to 2 g intravenously every 8 hours

Doripenem 0.5 g intravenously every 8 hours

Gentamicin¶ 1 to 2.5 mg/kg intravenously every 8 to 12 hours or 7 mg/kg every 24 to 48 hours 
depending on creatinine clearance

Tobramycin¶ 1 to 2.5 mg/kg intravenously every 8 to 12 hours or 7 mg/kg every 24 to 48 hours 
depending on creatinine clearance

Amikacin¶ 5 to 7.5 mg/kg intravenously every 8 hours or 15 mg/kg every 24 to 48 hours 
depending on creatinine clearance

Ciprofloxacin¶ 400 mg intravenously every 8 hours

ColistinΔ 2.5 to 5 mg/kg/day as colistin baseΔ intravenously in two to four divided doses

Polymyxin B 25,000 units/kg (2.5 mg/kg) loading dose followed by 12,500 units/kg  
(1.25 mg/kg) intravenously every 12 hours

Minocycline 200 mg single dose, followed by 100 mg intravenously every 12 hours

Tigecycline◊ 100 mg single dose, followed by 50 mg intravenously every 12 hours; 100 mg every 
12 hours in serious infections

¶Aminoglycosides and fluoroquinolones are generally used in combination with another agent.
Source: Reference [52, 53]
Δmeans that the recommended dosage corresponds to that of colistin base, the conversion is: 1 mg colistin base = 
2.67 mg colistimethate = 33.3 IU. Thus 2.5 to 5 mg / kg / day of colistin base correspondsabout 6 to 12 million IU of 
colistimethate.
◊For severe hepatic dysfunction: loading dose is the same (100 mg) followed by 25 mg IV every 12 hours.

Table 3. 
Dosage of most common prescribed systemic antibiotics in ICU adults with normal renal function.
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microorganism at doses above the MIC. Therefore the administration of this type of 
antibiotic in continuous infusion or in multiple doses is preferred. On the other hand, 
dose-dependent antibiotics (eg aminosia, colistin), whose effectiveness depends 
on the peak concentration reached, their administration at a single or twice dose is 
preferred.

Dosing of the most common prescribed antimicrobials in ICU patients with 
normal renal function is summarized in the Table 3. When renal function impair, 
antibiotic’s doses should be adjusted according to the creatinine clearance.

The follow up of infection’s indices is mandatory, including complete blood 
count and additional cultures. Results should prompt modification of antibiotic 
choice if a better and safer regimen can be substituted and/or investigations 
directed towards source control.

3.5 Eradication of septic focus

It should be undertaken in timely manner when they feasible since undrained 
foci of infection may not respond to antibiotics alone. Typical examples are: 
infected catheter which must be removed (obviously after the establishment of 
another vascular access), plumonary abscess and chest wall, obstructive pyelone-
phritis which indicates percutaneous nephrostomy, cholecystectomy, peritonitis to 
be cleaned in the operative room, dermo-hypoderma which require debridement or 
amputation of soft tissues, etc.

Expert opinions recommend not exceeding 6 to 12 hours since the identification 
of septic focus and its eradication in order to facilitate access to antibiotics and thus 
improve survival.

3.6 De-escalation and duration of antibiotics

Antibiotics started for sepsis should be reassessed daily for potential discontinu-
ing if sepsis is ruled out or narrowing if more data becomes available [54]. While 
there is no consensus on de-escalation criteria, most experts use follow-up clinical 
(improved vital signs), laboratory and imaging data, and a fixed course of broad-
spectrum therapy (eg, 3 to 5 days). After culture and susceptibility results return 
and/or after patients clinically improve, antimicrobial therapy may be narrowed 
to a few days. When possible, antimicrobial therapy should also be pathogen/
susceptibility-directed. However, since no pathogen is identified (almost in 50% of 
patients), de-escalation of empiric therapy requires a component of clinical judg-
ment. For example, vancomycin is typically discontinued, if no Staphylococcus is 
cultured.

Concerning the duration of antibiotic therapy, it must be reasoned and reas-
sessed on a case-by-case basis. Often duration of 7 to 10 days is sufficient [55]. 
For certain cases, this duration must be prolonged up to even three weeks (mainly 
septicaemic presentations with metastatic locations (endocarditis, osteomyelitis, 
large abscess), a lack of clinical improvement within the usual timeframes, deep 
infections with Candida or aspergillus, some viral infections (Herpes or cytomega-
lovirus), isolation of extensively drug resistant (XDR) Gram-negative bacilli, 
immune disorders [56].

3.7 Role of procalcitonin

PCT appears to be a more relevant marker in diagnostic for bacterial infections. 
Its serum level increases in case of severe bacterial or parasitic infection with a 
sensitivity comparable to that of PCR but with better specificity. The importance 
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of its serum level at the time of initial treatment would be also correlated with a 
subsequent poor prognosis of patients.

Although many institutions and guidelines support the use of procalcitonin to 
limit antibiotic (empiric or therapeutic) use in critically ill patients with suspected 
infection or documented infection, the evidence to support this practice is limited. 
Other studies suggest that procalcitonin may distinguish infectious from noninfec-
tious conditions and may therefore facilitate the decision to de-escalate empiric 
therapy [57, 58].

In addition, studies of the kinetics of PCT were more interesting and useful than 
studies of a static value of unadjusted PCT. MDT is a favorable marker to assess 
changes in clinical symptoms and patient prognosis. MDT may improve the judg-
ment of disease severity in patients with sepsis or septic shock, thereby improving 
the ability of clinicians to accurately assess disease prognosis [59]. Hence, we 
suggest that PCT be assessed daily or at default every 48 hours for critical septic 
patients.

4. Conclusions

For patients with sepsis, we opt to an optimal doses of empiric broad spectrum 
intravenous therapy with one or more antimicrobials be administered, in a prompt 
fashion (eg, within one hour) of clinical presentation. For patients with septic 
shock with likely gram negative sepsis we suggest combination therapy (at least 
two) from different classes given with the intent of covering a known or suspected 
pathogen with more than one antibiotic. It is the only guarantor for sufficient 
activity to cover a broad range of gram negative and positive organisms and, if sus-
pected, against fungi and viruses. Agent selection depends upon patient’s history, co 
morbidities, immune defects, clinical context, suspected site of infection, presence 
of invasive devices, and local prevalence and resistance patterns.

The advent of new technologies (multiplex-PCR) with the ability to type and 
characterize microorganisms without the need for conventional culture techniques 
may negate the requirement for highly specialized microbiology staff and facilities. 
These methods could eventually contribute significantly to improved management 
of patients with sepsis and septic shock as well as antibiotic stewardship programs.
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Infections and Sepsis Development

100

Author details

Ahlem Trifi1,2*, Sami Abdellatif1,2, Sameh Trabelsi2,3,4 and Salah Ben Lakhal1,2

1 Medical Intensive Care Unit, University Hospital Center La Rabta, Tunis, Tunisia

2 Faculty of Medicine, University Tunis El Manar, Tunis, Tunisia

3 Clinical Pharmacology Department at the National Chalbi Belkahia Center for 
Pharmacovigilance, Tunis, Tunisia

4 Research Laboratory on Clinical and Experimental Pharmacology (LR16SP02), 
Tunis, Tunisia

*Address all correspondence to: trifiahlem2@gmail.com

ESBL Extended spectrum betalactamases
GNB Gram negative bacilli
HCAP Healthcare acquired pneumonia
HAP Hospital acquired pneumonia
ICU intensive care unit
IDSA Infectious Diseases society of America
MAP Mean arterial pressure
MV Mechanical ventilation
MRSA Methicillin-resistant Staphylococcus aureus
MIC Minimum inhibitory concentration
MRI magnetic resonance imaging
CPE Carbapenemase-producing Enterobacteriaceae
MDR Multi drug resistant
OR Odds ratio
PCR polymerase chain reaction
PD peritoneal dialysis
PPV Pulsed pression variation
RCT Randomized controlled trial
SARS CoV2 severe acute respiratory syndrome coronavirus 2
VAP Ventilator acquired pneumonia

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 



101

Empiric Antimicrobial Therapy in Critically Ill Septic Patients
DOI: http://dx.doi.org/10.5772/intechopen.98327

References

[1] Singer M, Deutschman CS, 
Seymour CW, Shankar-Hari M, 
Annane D, Bauer M, et al. The third 
international consensus definitions for 
sepsis and septic shock (Sepsis-3). 
JAMA. 2016;315(8):801-810. 
doi:10.1001/jama.2016.0287

[2] Elixhauser A, Friedman B, 
Stranges E. Septicemia in U.S. Hospitals, 
2009. Agency for Healthcare Research 
and Quality, Rockville, MD. http://
www.hcup-us.ahrq.gov/reports/
statbriefs/sb122.pdf

[3] Rhee C, Dantes R, Epstein L, 
Murphy DJ, Seymour CW, Iwashyna TJ, 
et al. Incidence and Trends of Sepsis in 
US Hospitals Using Clinical vs Claims 
Data, 2009-2014. JAMA. 2017 
;3;318(13):1241-1249. doi: 10.1001/
jama.2017.13836.

[4] Centers for Disease Control and 
Prevention. Antibiotic threats in the 
United States. 2019.

[5] Rhodes A, Evans LE, Alhazzani W, 
Levy MM, Antonelli M, Ferrer R, et al. 
Surviving Sepsis Campaign: 
International Guidelines for 
Management of Sepsis and Septic 
Shock: 2016. Intensive Care Med. 2017 
Mar;43(3):304-377. doi: 10.1007/
s00134-017-4683-6.

[6] Howell MD, Davis AM. Management 
of Sepsis and Septic Shock. JAMA 2017; 
317:847.

[7] IDSA Sepsis Task Force. Infectious 
Diseases Society of America (IDSA) 
POSITION STATEMENT: Why IDSA 
Did Not Endorse the Surviving Sepsis 
Campaign Guidelines. Clin Infect Dis 
2018;66:1631.

[8] Kumar A, Ellis P, Arabi Y, Roberts D, 
Light B, Parrillo JE, et al. Initiation of 
inappropriate antimicrobial therapy 
results in a fivefold reduction of survival 

in human septic shock. Chest 2009; 
136:1237. doi: 10.1378/chest.09-0087.

[9] Ferrer R, Martin-Loeches I, 
Phillips G, Osborn TM, Townsend S, 
Dellinger RP, et al. Empiric antibiotic 
treatment reduces mortality in severe 
sepsis and septic shock from the first 
hour: Results from a guideline-based 
performance improvement program. 
Crit Care Med 2014; 42:1749. doi: 
10.1097/CCM.0000000000000330.

[10] Whiles BB, Deis AS, Simpson SQ. 
Increased time to initial antimicrobial 
administration is associated with 
progression to septic shock in severe 
sepsis patients. Crit Care Med 2017; 
45:623. doi: 10.1097/
CCM.0000000000002262.

[11] Liu VX, Fielding-Singh V, Greene JD, 
Baker JM, Iwashyna TJ, Bhattacharya J, 
et al. The timing of early antibiotics and 
hospital mortality in sepsis. Am J Respir 
Crit Care Med 2017; 196:856. doi: 
10.1164/rccm.201609-1848OC.

[12] Seymour CW, Gesten F, 
Prescott HC, Friedrich ME, 
Iwashyna TJ, Phillips GS,et al. Time to 
treatment and mortality during 
mandated emergency Care for Sepsis. N 
Engl J Med 2017; 376:2235. DOI: 
10.1056/NEJMoa1703058

[13] Johnson MT, Reichley R, 
Hoppe-Bauer J, Dunne WM, Micek S, 
Kollef M.. Impact of previous antibiotic 
therapy on outcome of gram-negative 
severe sepsis. Crit Care Med 2011; 
39:1859. doi: 10.1097/
CCM.0b013e31821b85f4.

[14] Weinberger J, Rhee C, Klompas, M. 
Time-to-antibiotics in suspected sepsis. 
J Infect Dis 2020. doi: 10.1093/infdis/
jiaa146.

[15] Schmidt GA, Mandel J. Evaluation 
and management of suspected sepsis 



Infections and Sepsis Development

102

and septic shock in adults. Updated: 
Mar, 2021

[16] Verhoef J, Hustinx WM, Frasa H, 
Hoepelman AI. Issues in the adjunct 
therapy of severe sepsis. J Antimicrob 
Chemother 1996; 38:167. doi: 10.1093/
jac/38.2.167. PMID: 8877531.

[17] Septimus EJ, Coopersmith CM, 
Whittle J, Hale CP, Fishman NO, Kim TJ. 
Sepsis National Hospital Inpatient 
Quality Measure (SEP-1): 
Multistakeholder work group 
recommendations for appropriate 
antibiotics for the treatment of sepsis. 
Clin Infect Dis. 2017 ;16;65(9):1565-
1569. doi: 10.1093/cid/cix603..

[18] De Waele JJ, Akova M, Antonelli M, 
Canton R, Carlet J, De Backer D, et al. 
Antimicrobial resistance and antibiotic 
stewardship programs in the ICU: 
Insistence and persistence in the fight 
against resistance. A position statement 
from ESICM/ESCMID/WAAAR round 
table on multi-drug resistance. Intensive 
Care Med 2018; 44:189. doi: 10.1007/
s00134-017-5036-1.

[19] Savage RD, Fowler RA,  
Rishu AH, Bagshaw SM, Cook D, 
Dodek P, et al. Pathogens and 
antimicrobial susceptibility profiles in 
critically ill patients with bloodstream 
infections: a descriptive study. CMAJ 
Open 2016; 4:E569. doi: 10.9778/
cmajo.20160074.

[20] WHO, The burden of health 
care-associated infection worldwide 
(2016) Available on line from: http://
www.who.int/gpsc/country_work/
burden_hcai/en/

[21] CDC. Types of healthcare-
associated infections. Healthcare-
associated infections (HAIs) (2016) 
Available online from: https://www.cdc.
gov/HAI/infectionTypes.html

[22] Becker, K.; Heilmann, C.; Peters, G. 
Coagulase-negative staphylococci. Clin. 

Microbiol. Rev. 2014, 27, 870-926. doi: 
10.1128/CMR.00109-13.

[23] Sakr A, Brégeon F, Mège JL, 
Rolain JM, Blin O. Staphylococcus aureus 
nasal colonization: An update on 
mechanisms, epidemiology, risk factors, 
and subsequent infections. Front 
Microbiol; 2018;9:2419. doi:10.3389/
fmicb.2018.02419

[24] Safdar N, Handelsman J, Maki DG. 
Does combination antimicrobial therapy 
reduce mortality in gram-negative 
bacteraemia? A meta-analysis. Lancet 
Infect Dis 2004; 4:519. doi: 10.1016/
S1473-3099(04)01108-9.

[25] V. Cattoir, Traitement des infections 
dues à entérobactéries productrices de 
carbapénèmases, Journal des Anti-
infectieux, Volume 16, Issue 3, 2014, 
Pages 99-105, doi:10.1016/j.
antinf.2014.07.002.

[26] Fournier PE, Richet H. The 
epidemiology and control of 
Acinetobacter baumannii in health care 
facilities. Clin Infect Dis 2006; 42:692. 
doi: 10.1086/500202.

[27] Lolans K, Rice TW, Munoz-Price LS, 
Quinn JP. Multicity outbreak of 
carbapenem-resistant Acinetobacter 
baumannii isolates producing the 
carbapenemase OXA-40. Antimicrob 
Agents Chemother. 2006;50(9):2941-
2945. doi:10.1128/AAC.00116-06

[28] De Rosa FG, Corcione S, Pagani N, 
Di Perri G. From ESKAPE to ESCAPE, 
from KPC to CCC. Clin Infect Dis 2015; 
60:1289. DOI: 10.1093/cid/ciu1170

[29] Teerawattanapong N, Panich P, 
Kulpokin D, Na Ranong S, 
Kongpakwattana K, Saksinanon A, et al. 
A systematic review of the burden of 
multidrug-resistant healthcare-
associated infections among intensive 
care unit patients in Southeast Asia: The 
rise of multidrug-resistant 
Acinetobacter baumannii. Infect 



103

Empiric Antimicrobial Therapy in Critically Ill Septic Patients
DOI: http://dx.doi.org/10.5772/intechopen.98327

Control Hosp Epidemiol 2018; 39:525. 
doi: 10.1017/ice.2018.58.

[30] Kanafani ZA, Zahreddine N, 
Tayyar R, Sfeir J, Araj GF, Matar GM, et 
al. Multi-drug resistant Acinetobacter 
species: A seven-year experience from a 
tertiary care center in Lebanon. 
Antimicrob Resist Infect Control 2018; 
7:9. DOI: 10.1186/s13756-017-0297-6

[31] Vitkauskiene A, Dambrauskiene A, 
Cerniauskiene K, Rimdeika R, 
Sakalauskas R. Risk factors and 
outcomes in patients with carbapenem-
resistant Acinetobacter infection. Scand 
J Infect Dis 2013; 45:213. doi: 
10.3109/00365548.2012.724178.

[32] Karruli A, Boccia F, Gagliardi M, 
Patauner F, Ursi MP, Sommese P, et al. 
Multidrug-resistant infections and 
outcome of critically ill patients with 
coronavirus disease 2019: A single 
center experience. Microb Drug Resist 
2021. doi: 10.1089/mdr.2020.0489.

[33] Trifi A, Abdellatif S, Abdennebi C 
Daly F, Nasri R, Touil Y, et al. 
Appropriateness of empiric 
antimicrobial therapy with imipenem/
colistin in severe septic patients: 
Observational cohort study. Ann Clin 
Microbiol Antimicrob 17, 39 (2018). doi: 
10.1186/s12941-018-0292-7.

[34] Durante-Mangoni E, Signoriello G, 
Andini R, Mattei A, De Cristoforo M, 
Murino P, et al. Colistin and rifampicin 
compared with colistin alone for the 
treatment of serious infections due to 
extensively drug-resistant Acinetobacter 
baumannii: A multicenter, randomized 
clinical trial. Clin Infect Dis 2013; 
57:349. doi: 10.1093/cid/cit253

[35] Paul M, Daikos GL, 
Durante-Mangoni E, Yahav D, 
Carmeli Y, Benattar YD, et al. Colistin 
alone versus colistin plus meropenem 
for treatment of severe infections 
caused by carbapenem-resistant 
gram-negative bacteria: An open-label, 

randomised controlled trial. Lancet 
Infect Dis 2018; 18:391. doi: 10.1016/
S1473-3099(18)30099-9.

[36] Kmeid JG, Youssef MM, 
Kanafani ZA, Kanj SS. Combination 
therapy for gram-negative bacteria: 
What is the evidence? Expert Rev Anti 
Infect Ther 2013; 11:1355. doi: 
10.1586/14787210.2013.846215.

[37] Abdellatif S, Trifi A, Daly F, 
Mahjoub K, Nasri R, Ben Lakhal S. 
Efficacy and toxicity of aerosolised 
colistin in ventilator-associated 
pneumonia: A prospective, randomised 
trial. Ann Intensive Care 2016; 6:26. doi: 
10.1186/s13613-016-0127-7.

[38] Zheng JY, Huang SS, Huang SH, 
Ye JJ. Colistin for pneumonia involving 
multidrug-resistant Acinetobacter 
calcoaceticus-Acinetobacter baumannii 
complex. J Microbiol Immunol Infect 
2020; 53:854. doi: 10.1016/j.
jmii.2019.08.007.

[39] Demirdal T, Sari US, Nemli SA. Is 
inhaled colistin beneficial in ventilator 
associated pneumonia or nosocomial 
pneumonia caused by Acinetobacter 
baumannii? Ann Clin Microbiol 
Antimicrob 2016; 15:11. doi: 10.1186/
s12941-016-0123-7.

[40] Lu Q, Luo R, Bodin L, Yang J, 
Zahr N, Aubry A, et al. Efficacy of 
high-dose nebulized colistin in 
ventilator-associated pneumonia caused 
by multidrug-resistant Pseudomonas 
aeruginosa and Acinetobacter 
baumannii. Anesthesiology 2012; 
117:1335. doi: 10.1097/
ALN.0b013e31827515de.

[41] Cortegiani A, Russotto V, 
Maggiore A, Attanasio M, Naro AR, 
Raineri SM, et al. Antifungal agents for 
preventing fungal infections in non-
neutropenic critically ill patients. 
Cochrane Database Syst Rev 2016;: 
CD004920. doi: 10.1002/14651858.
CD004920.pub3.



Infections and Sepsis Development

104

[42] Bailly S, Bouadma L, Azoulay E, 
Orgeas MG, Adrie C, Souweine B, et al. 
Failure of empirical systemic antifungal 
therapy in mechanically ventilated 
critically ill patients. Am J Respir Crit 
Care Med 2015; 191:1139. doi: 10.1164/
rccm.201409-1701OC.

[43] Timsit JF, Azoulay E, Schwebel C, 
Charles PE, Cornet M, Souweine B, et 
al. Empirical micafungin treatment 
and survival without invasive fungal 
infection in adults with ICU-acquired 
sepsis, Candida colonization, and 
multiple organ failure: The 
EMPIRICUS randomized Clinical trial. 
JAMA 2016; 316:1555. doi: 10.1001/
jama.2016.14655.

[44] Trifi A, Abdellatif S, Daly F, 
Nasri R, Touil Y, Ben Lakhal S. Empiric 
antifungal and outcome in ICU patients. 
Tunis Med. 2019;97(4):579-587. PMID: 
31729709.

[45] Donnelly JP, Chen CS, 
Kauffman CA, Steinbach WJ, 
Baddley JW, Verweij PE, et al. Revision 
and update of the consensus definitions 
of invasive fungal disease from the 
European Organization for Research 
and Treatment of cancer and the 
mycoses study group education and 
research consortium. Clinical Infectious 
Diseases.2020;71(6):1367-1376, 
doi:10.1093/cid/ciz1008

[46] Pletz MW, Bloos F, Burkhardt O, 
Brunkhorst FM, Bode-Böger SM, 
Martens-Lobenhoffer J,et al. 
Pharmacokinetics of moxifloxacin in 
patients with severe sepsis or septic 
shock. Intensive Care Med 2010; 36:979. 
doi: 10.1007/s00134-010-1864-y.

[47] Blot S, Koulenti D, Akova M, 
Bassetti M, De Waele JJ, Dimopoulos G, 
et al. Does contemporary vancomycin 
dosing achieve therapeutic targets in a 
heterogeneous clinical cohort of 
critically ill patients? Data from the 
multinational DALI study. Crit Care 
2014; 18:R99. doi: 10.1186/cc13874.

[48] Zelenitsky S, Rubinstein E, 
Ariano R, Iacovides H, Dodek P, 
Mirzanejad Y,et al. Vancomycin 
pharmacodynamics and survival in 
patients with methicillin-resistant 
Staphylococcus aureus-associated septic 
shock. Int J Antimicrob Agents 2013; 
41:255. doi: 10.1016/j.
ijantimicag.2012.10.015.

[49] Kashuba AD, Nafziger AN, 
Drusano GL, Bertino JS Jr. Optimizing 
aminoglycoside therapy for nosocomial 
pneumonia caused by gram-negative 
bacteria. Antimicrob Agents Chemother 
1999; 43:623. DOI: 10.1128/
AAC.43.3.623

[50] Roberts JA, Abdul-Aziz MH, 
Davis JS, Dulhunty JM, Cotta MO, 
Myburgh J, et al. Continuous versus 
intermittent β-lactam infusion in severe 
sepsis. A meta-analysis of individual 
patient data from randomized trials. 
Am J Respir Crit Care Med 2016; 
194:681. doi: 10.1164/rccm. 
201601-0024OC.

[51] Chen CH, Chen YM, Chang YJ, 
Wang SH, Chang CY, Yen HC. 
Continuous versus intermittent 
infusions of antibiotics for the 
treatment of infectious diseases: 
Meta-analysis and systematic review. 
Medicine (Baltimore). 
2019;98(10):e14632. doi:10.1097/
MD.0000000000014632

[52] Plachouras D, Karvanen M, 
Friberg LE, et al. Population 
pharmacokinetic analysis of colistin 
methanesulfonate and colistin after 
intravenous administration in critically 
ill patients with infections caused by 
gram-negative bacteria. Antimicrob 
Agents Chemother 2009; 53:3430

[53] Dalfino L, Puntillo F, Mosca A, et al. 
High-dose, extended-interval colistin 
administration in critically ill patients: Is 
this the right dosing strategy? A 
preliminary study. Clin Inf Dis 
2012; 54:1720



105

Empiric Antimicrobial Therapy in Critically Ill Septic Patients
DOI: http://dx.doi.org/10.5772/intechopen.98327

[54] Tabah A, Bassetti M, Kollef MH, 
Zahar JR, Paiva JA, Timsit JF, et al. 
Antimicrobial de-escalation in critically 
ill patients: A position statement from a 
task force of the European Society of 
Intensive Care Medicine (ESICM) and 
European Society of Clinical 
Microbiology and Infectious Diseases 
(ESCMID) critically ill patients study 
group (ESGCIP). Intensive Care Med 
2020; 46:245. doi: 10.1007/
s00134-019-05866-w.

[55] Kalil AC, Metersky ML, Klompas M, 
Muscedere J, Sweeney DA, Palmer LB, 
et al. Management of Adults with 
Hospital-acquired and Ventilator-
associated Pneumonia: 2016 Clinical 
practice guidelines by the Infectious 
Diseases Society of America and the 
American Thoracic Society. Clin Infect 
Dis 2016; 63:e61. DOI: 10.1093/
cid/ciw353

[56] Jack L, Bal AM, Harte S, Collier A. 
International guidelines: The need to 
standardize the management of 
candidaemia. Infect Dis (Lond) 2016; 
48:779. doi: 10.1080/23744235.2016. 
1207251.

[57] Westwood M, Ramaekers B, 
Whiting P, Tomini F, Joore M, 
Armstrong N, et al. Procalcitonin 
testing to guide antibiotic therapy for 
the treatment of sepsis in intensive care 
settings and for suspected bacterial 
infection in emergency department 
settings: a systematic review and 
cost-effectiveness analysis. Health 
Technol Assess 2015; 19:v. doi: 10.3310/
hta19960.

[58] Schuetz P, Kutz A, Grolimund E, 
Haubitz S, Demann D, Vögeli A, Hitz F, 
et al. Excluding infection through 
procalcitonin testing improves outcomes 
of congestive heart failure patients 
presenting with acute respiratory 
symptoms: Results from the randomized 
ProHOSP trial. Int J Cardiol 2014; 
175:464. doi: 10.1016/j.
ijcard.2014.06.022.

[59] Samsudin I, Vasikaran SD. Clinical 
Utility and Measurement of 
Procalcitonin. Clin Biochem Rev. 2017 
Apr;38(2):59-68. PMID: 29332972; 
PMCID: PMC5759088.





107

Chapter 5

Specific Bacterial Immunotherapy 
in Treating Chronic Osteomyelitis
Ferdinando Da Rin de Lorenzo

Abstract

The immunological experience is treating osteomyelitis chronic forms at the 
Istituto Putti in Cortina starts in 1963 by introducing immunotherapy, applied by 
the progressive administration in growing doses of a staphylococci pool, that had 
been collected from some patients with bone infections by the same germ and then 
inactivated in an aqueous solution suspension. This therapy is coadjutant of anti-
biotics, surgical and hyperbaric therapy and not substitutive of these. This study 
ascertained indeed a reduction of the phagocytic activity as a whole, and especially 
the opsonisation activity It has been thought therefore that in immunotherapy more 
factors are involved; their principal property is to reduce the allergising effect and 
therefore to desensitise vs. the germ proteins and to increase the phagocytic activ-
ity. This condition, neither whose entity nor its lasting may be defined, does not 
appear to be unlimited. Obviously this desensitisation can be obtained also by the 
right antibiotic choice that, as already said mainly in acute forms, may develop their 
bactericidal properties and sterilise the focus. In the chronic forms it is possible to 
provoke this mechanism by carrying out a surgical toilette that restores the vascu-
larization and stimulation conditions needed for a correct antibiotic action. Checks 
upon immuno-stimulation treatment termination clearly showed corresponding 
results between laboratory deficit corrected and clinical conditions bettering. The 
casuistry is based on 50 patients with hematogenic osteomyelitis, all under the age 
of 16, age at which the growth plate is still active, and 117 post-traumatic septic 
non-union, where this term was adopted for cases that showed a lack of non-solid-
ification at 6 months after trauma. We have expressly made a distinction between 
hematogenic and post-traumatic forms, since the relationships between bacterial 
counts vs. host response do differ.

Keywords: immunotherapy, osteomyelitis, non union, psudoarthritis, vaccine

1. Introduction

The Codivilla-Putti Institutes has been a strong will of Prof. Vittorio Putti, 
especially for treating chronic infections; it started its activity in 1930 and had been 
located in a famous winter sport resort, as it was the case for almost all sanatoriums 
build in those years to treat septical diseases with “good air” and sun (UV rays), that 
were then the only therapeutic treatments available to the medical science.

We are now facing in modern therapeutic treatment of chronic osteomyelitis 
some growing obstacles in using antibiotics, as we find often resistance, principally 
concerning staphylococcus, which are the major responsible concerning bone infec-
tions. The clinician therefore has to dispose not only of surgical knowledge, but 
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he has to be also acquainted with all most recent advances in the field of antibiotic 
therapies. Moreover, he has to be acquainted with the immunoresponses offered 
by the body in special circumstances. As a matter of fact the lack of success in such 
cases induced many scientists to re-evaluate the immunological system by consider-
ing its possible deficit.

An immunodeficiency may also show itself in the clinical picture as an increased 
tendency to chronicize, a reduced phlogistic reaction and an increased frequency of 
multifocal processes [1].

The use of the so-called “immunotherapy” started at the beginning of the 20th 
century and is still a field of investigation (Table 1) [1–3].

2. Definition of chronic

Chronic osteomyelitis as all forms of bone inflammatory lesions, sustained by 
pyogenic germs, who selectively involved from the start bone marrow and intra-
trabecular spaces and therefore are not healing anyhow, as they brought about a 
suppuration process, but engender foci in the internal part of bones, who maintain 
themselves active or more or less weakened [4].

Chronicizing may be:

1. The consequence of initially acute osteomyelitis (hematogenous, post-traumatic, 
iatrogenous), that passes gradually into the chronic phase (reduced reaction by 
the patient owing to the symbiosis guest-host through a progressive reduction 
in acuteness;

2. Induced by rapid evolution from the acute form into the chronical form (it 
happens sometimes as an effect of the antibiotic’s administration);

3. A chronic form “ab initio” without any initial acuteness or a generalisation of 
the process.

1884 Leucotoxin Van de Velde

1901 Anti-Staphylolysin Neisser, Wechsberg

1925 Anti-Staphylococcus-Sera Baker, Shands

1936 Anatoxin-Therapy Ramon

1938 Exp. Allergic Osteomyelitis Derizanov

1939 Autovaccination Schoolfield

1953 Sensitisation and Osteomyelitis Grundmann

1968 Opsonin Activity Williams

1971 Prophylactic Immunisation Weber

1972 Anti-Staphylolysin-titre Queneau, Bertoye

1973 Anti-Nuclear Factors Hierholzer

1973 Wound-Specific Antibodies Ring, Seifert

1976 The Staphylococci Cohen

Table 1. 
Historical list of work on immunotherapy in osteomyelitis.
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3. Characteristics of the Staphylococcus

Staphylococci are the most important micro-organisms in the Microccaceae fam-
ily: they have been denominated by Ogston, as in microscopic slides their elements 
dispose themselves in clusters. They have a spherical form and are asporigenic and 
normally non-capsulated, gram-positive, aerobic and optionally anaerobic. It is easy 
to grow them on common culture media; optimal temperature is 37°C. They are 
among the most resistant germs to heating and disinfectants. With reference to the 
colony colours they are classed in aureus, albus, citreus and aurantiacus.

More recently they have been divided in aureus and epidermidis, as the former 
produces coagulasis and is able to ferment mannitol in anaerobic conditions. By 
phagic typisation 4 groups have been ascertained, whose major representatives in 
chronic bone pathologies are type 5 and type 8 [5].

Staphylococcus produces many extracellular substances that show almost all anti-
genic properties. The most interesting is coagulase that fosters a fibrin barrier around 
the staphylococcus that might oppose the action of phagocytes and opsonins [6].

It can also induce in the host a form of “allergy” that further reduces his defences 
[2–4]. It seems moreover that the bacterial resistance develops proportionally to 
its capacity to produce para-aminobenzoic acid, necessary to its metabolism, or pro-
ducing its precursor folic acid. It is supposed that para-aminobenzensulfonamide 
displaces para-aminobenzoic acid from the bacterial body, i.e. owing to the anti-
biotic action the bacterial bodies may lose their strong cellular wall transforming 
themselves in sferoblasts with a weakened antigenic function or without any anti-
genic function, who are responsible for some infections with a chronic evolution.

4. Some immunological information

Before discussing this point some general knowledge concerning immunology is 
required. We do not refer to immunology as a whole (as the matter covers very wide 
aspects), but only to infection resistance.

The host defence to bacterial infections happens through two classical mecha-
nisms, i.e.:

a. natural non-specific immunoresistance (humoral and cellular factors mainly 
related to phagocyte reactions) [7].

b. acquired specific immunity (specific antibodies production and Ag-Ab 
reaction).

We shall mainly focus on the former mechanism, as its deficiency is considered 
as the major cause of chronic septical forms; it is the fastest and it arises through 
humoral and cellular factors (in order to summarise we shall treat the matter in very 
schematic terms).

Humoral factors may be divided principally in three species.

• The complement (C) (a biological entity showing itself through the con-
comitant action of several constituents, some of which are thermolabile) 
comprehends a group of known substances, that are present in fresh serum and 
able to interact, in clearly defined sequence, with all possible kind of Ag-Ab 
combination.
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The C does not show any antibody activity and there is no evidence that its 
blood levels increase as a consequence of immunisation processes. It has 
been however evidenced (Lopow, Beker) that at least some C components 
have enzymatic activity against the bacterial cellular walls, that therefore are 
opsonised and become weaker to the phagocyte action.

• The bacteriocidines are produced mainly by leukocytes and in their majority 
thermostable. They are principally active against Gram+.

• Lysozime is an enzyme discovered by Fleming in 1922 and it has been con-
firmed in many body fluids and tissues and in the internal parts of neutrophile 
granulocytes. It is constituted by a protein that should be able to depolymerise 
some polysaccharides contained in many bacterial species. Moreover it should 
stimulate: phagocytosis, bacterial suspensions agglutinations (Ferrina), 
phlogistic processes inhibition (Matracia).

• Opsonins [8] act on micro-organisms by making them easier to be phagoci-
tated. Generally neutrophyles are able to phagocytate aggressive micro-
organisms only after a specific Opsonin has covered (opsonisation) the 
micro-organisms. Their action fosters also the elimination of micro-organisms 
from blood by means of the reticuloendothelial system.
As far as the non-specific cellular immunity is concerned, it is mainly related 
to phagocytosis, i.e. the capacity showed by some cells to take up corpuscular 
matter of different nature and origin; the cells are part of the so-called reticu-
lohistocytic system (R.H.S).
Metchnikoff considers that cells with the capability to phagocitate are essentially:

Figure 1. 
Genesis of the immunolgical cells.
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• The macrophages [9], classed in fixed and mobile, are the reticular cells in 
the spleen and in the lymphonodules and the Küpfer cells in the liver, the fixed 
osteoclasts and the histiocytes, which pass from the tissues into circulation 
(mobile) (see macrophages origin in Figure 1).

• Microphages are represented by the blood polymorphonucleic leukocytes, 
essentially by neutrophyles.

With reference to specific activity brought about by the production of most 
often Permanent Ab, it does not seem that staphylococci infections have such 
characteristics. A study by Ring shows indeed that only 26 cases on 112 have an 
increased antistaphylolysinic level.

It has been observed that the staphylococci pathogenicity appears on one side as 
an increased resistance to the defensive powers of the patient and on the other side 
as a capacity to establish a kind of allergy that further reduces body defences. The 
production of toxins might have only a minor role in the pathogenicity (Zironi) [2]; 
as a matter of fact there is no parallelism between germ virulence and the serious-
ness of the illness. It has been observed that the two factors provoking allergy 
(hypersensitivity against the germ or its products and increased reaction capacity) 
do not always evolve in parallel but may show different evolution.

Sensitivity to the micro-organism and its antigens, without variation of the host 
reactivity may beobserved and such a mechanism induces a very dangerous condi-
tion, called by immunologists “specific hyperreceptivity”. Such a mechanism could 
account as an explication how this state may grow by inappropriate use of antibiotics.

Insufficient immunitary system predisposition to the entrance of the germ inad-
equate microbial sterilisation (inappropriate antibiotics – dosage – choice) bacterial 
persistence, even only latent stimulation repeated in the time hyper-receptivity 
(Figure 2).

Figure 2. 
The cascade for arrive to the hyper-receptivity.
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We have many actions in the aspecific immunological activity but one of the 
most important action is the activity of the Macrofages to fight staphylococcus and 
the action is the opsonization (Figures 3 and 4) [10].

Figure 4. 
Phagocytosis of the staphylococci from “macrophagis”.

Figure 3. 
Summary opsonization-phagocytosis of the “macrophages”.
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5. Specific bacterial immunotherapy (S.B.I.T)

The immunological experience is treating osteomyelitis chronic forms at the 
Istituto Putti in Cortina starts in 1963 [11–13] by introducing immunotherapy, 
applied by the progressive administration in growing doses of a staphylococci pool, 
that had been collected from some patients with bone infections by the same germ 
and then inactivated in an aqueous solution suspension. At that time also autolo-
gous immunostimulation was carried out, i.e. a therapy prepared by isolating the 
responsible bacterial agent directly in the patient’s exudate.

Also experiences with a Pseudomonas aeruginosa autologous immunotherapy 
have been carried out, but we abandoned it, as we saw that this bacterium wasn’t the 
principal pathogenic agent, which provoked bone infections.

Nowadays only the isolation of Staphylococcus strains 5 and 8 is carried out, 
as only these strains are responsible for 98% of the bone infections. This aspect 
has been showed by a joint research with Institut Pasteur in Paris. We are working 
now only with these kinds of staphylococci and were able to better the general 
characteristics.

As already mentioned, administration is performed at growing dosages accord-
ing to patterns adopted since long avoiding that too approached stimulation may 
exhaust the capacity responses as a consequence of a too prolonged stress.

The preparation is inoculated subcutaneously, and the therapy lasts about three 
months. After at least one month stop treatment may be repeated (Figure 5).

With reference to the above said we tried, together with “Immuno” in Vienna, to 
find out whether among chronic osteomyelitis patients there was some immunolog-
ical deficit. We did not consider this evaluation had to be made on acute forms, as 
they show different characteristics while the host reactivity is still within the norm.

We evaluated therefore about 150 cases, with different ages and causes (hemato-
genic, post-traumatical and iatrogenous) and referred to following parameters:

Figure 5. 
Increasing subcutaneous injections of doses, according to a widely scheme (since 1963) of an inactivated 
staphylococci pool of type 5 and 8.
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• Antibody titre

• Complement (fraction 3)

• Phagocytic activity

• Opsonisation capacity

• Bactericidal reaction

• Bacterial agglutinins

• “T” lymphocyte count

This study ascertained indeed a reduction of the phagocytic activity as a whole, 
and especially the opsonisation activity.

• Opsonisation capacity deficit 62%

• Antibody activity deficit 34%

• “T” lymphocytes decrease 4%

It has been thought therefore that in immunotherapy more factors are involved; 
their principal property is to reduce the allergising effect and therefore to desensi-
tise vs. the germ proteins and to increase the phagocytic activity.

This condition, neither whose entity nor its lasting may be defined, does not 
appear to be unlimited.

Obviously, this desensitisation can be obtained also by the right antibiotic choice 
that, as already said mainly in acute forms, may develop their bactericidal proper-
ties and sterilise the focus.

In the chronic forms it is possible to provoke this mechanism by carrying out a 
surgical toilette that restores the vascularization and stimulation conditions needed 
for a correct antibiotic action.

Checks upon immuno-stimulation treatment termination clearly showed corre-
sponding results between laboratory deficit clinical conditions bettering laboratory 
bettering.

6. Laboratory

Parameters normalisation 35%

Minor increases 34%

No variations 25%

7. Clinical

Good 50%

Reduced 28%

Bad 22%
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8. Another immunological evaluation in the use of S.B.I.T

Dr. G. Mastrorillo Work Bari’s School (Tables 2 and 3) [14].

• LIF: inhibition of the leucocytic migration in percentage

• ^: Relevant statistic values

This work considers the immunological effects of S.B.I.T.
In 22 patients with chronic osteomyelitis with a follow up of 20 months the 

Authors valued:

• The phagocytosis of polymorphonucleate and monocytes versus some bacteria 
that were identified in at least two samples on three.

• The dosage of LIF (inhibition of the leukocytes migration in percentage).

The patients were divided in two categories and compared with 40 volunteers.
The responders (3) who had almost normal parameters.
The non responders (19) who were immuno-compromised.
From this valuation, we understand that in chronic osteomyelitis there is unim-

portant immunological compromise.

9. Clinical effect with the S.B.I.T. treatment

We clinically evaluated the results obtained by using immunotherapy and we 
observed different facts recorded on about 7,500 cases treated since 1963 till 2016.

Patients Phagocytosis* LIF**

PMN Monocyte

19 Non-responders 60.6 ± 19.1^ 52.6 ± 11.7^ 30.5 ± 9.3^

3 responders 87.0 ± 3.2 87.6 ± 5.3 54.3 ± 12.4

40 (controllo) 86.9 ± 4.45 87.1 ± 4.2 48.3 ± 6.9

Table 2. 
The phagocytosis: Is valued as percentage of cells that englobe the specific Bacterias. *Description of the study.

Patients Phagocytosis*

PMN Monocyte LIF**

Before After Before After Before After

19 Non-responders 65.7 ± 
19.1

72.4 ± 
12.4

30.6 ± 
8.9

70.4 ± 
8.9

25.8 ±  
8.1

30.6 ±  
8.9

3 Responders 87.0 ±  
3.1

85.3 ±  
6.1

87.3 ± 
5.3

85.2 ± 
4.7

54.3 ± 
12.4

60.3 ± 
11.2

Table 3. 
The valuation was repeated after the soministration of S.B.I.T and the results were significant, as you can see on 
the table, between the beginning and the end of treatment. *The results.
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• Spontaneous elimination of sequestra,

• Demarcation or resorption,

• Output colour change,

• Trend to fistula healing,

• Reduction of congestive facts,

• Less frequent reacutisation,

• Reduced articular rigidity,

• Stimulation of bone reparation,

• Reduction of soft tissues calcification.

Some of these effects (sequestrum resorption or demarcation, reduced articular 
rigidity, increased repairing capacity) may be explained only by hypothesising 
a stimulating action on the reticuloendothelial cells that are able to differentiate 
themselves in different tissues [9].

We studied also possible differences between children, known for their evolu-
tive receptive potentiality, and adults leaving the kind pf suffered infection out of 
consideration.

10. Result

The results on 100 adults and 100 children have been compared by referring to 
following parameters:

100 adults ♂:90 ♀:10

100 children ♂:80 ♀:20

11. Form

Children Adults

Hematogen 66 19

Post-traumatic 30 40

Iatrogenic 4 4

12. Stabilisation

Time Children Adults

1–6 months 36 15

6–12 months 30 26
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Time Children Adults

> 1 year 31 37

Non attained 3 22

13. Healing

Children Adults

Obtained 90 73

Not obtained 10 27

Whereas healed are the patients who do not show any restart at least after 1 year 
from stabilisation, stabilised are those, who do not show any clinical, radiographic 
or bio-humoral sign of inflammation. As however chronic infections may show 
restarts, even after more than 1 year from stabilisation, the word “healing” has been 
adopted by us only to quantitize the research results and we have to evidence that it 
is more a language term than a truth, as it is well known to our colleagues who deal 
with these pathologies [15].

Another study has been made by us in order to define the Immunotherapy 
potentiality concerning both hematogenic and post-traumatic forms.

14. The casuistry

The casuistic is based on 50 patients with hematogenous osteomyelitis, all less 
than 16 years old, age at which the growth cartilage knit, and 117 post-traumatic 
infective pseudoarthroses, where this term has been adopted for cases who showed 
a lack of non-solidification at 6 months after trauma.

We expressly made a distinction between hematogenic and post-traumatic 
forms, as the relations bacterial count vs. host response do differ. Let us first 
consider the hematogenic form with all patients infected by coagulase positive 
Staphylococcus aureus.

Males were infected most often (78%); the prevailing age were between 10 and 
16 years old.

Lower limbs were involved three times more than arms, while there was no 
difference between proximal diaphyseal and distal diaphyseal localisation. In 
30% of cases the lesion involved the whole bone segment (panostytis), while the 
remaining 70% showed a localisation at the diaphysis half (42%) or at the diaphy-
sis (28%).

In males diffused forms are more frequent, while in females the same applies to 
localised forms.

Patients have been checked with a following-up lasting from 1 till 10 years after 
healing (where healing has already been defined).

With the depicted criteria we obtained 86% of healing (88.5% when considering 
localisation), of which 74% already from the first treatment, and only 12% after 
possible recurrences. Of these relapses only the half involved a bone, while in the 
other cases they were the periodical opening of abscesses and fistulae, without any 
bone involvement. 50% of the patients healed by adopting only immunotherapy; in 
38% immunotherapy complemented a surgical intervention, and remaining 11.5% 
did not heal.
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As far as time elapsed from treatment beginning till healing is concerned, we 
observed 46% healing within 6 months, 30% between 6 months and 1 year, and 
24% between 1 and 5 years with an average duration of 9.6 months.

With reference to radiographic belated evidences 20 patients showed the 
damaged bone segments fully leaked, whereas in later checks 33 patients showed 
a bone rearrangement (residual osteosclerosis without periostal reaction or osteo-
lytic area).

In 7 cases there were still traces of active infection.
In 3 cases the later checks showed growth disturbs higher than 2.5 cm (in 2 cases 

there had been a contraction owing to growth cartilage lesions and in 1 case there 
was a lengthening). In 5 further cases, that initially showed limb lengthening, such 
dysmetrias disappeared afterwards.

In 5 cases the later checks showed a limitation in movements concerning the 
articulation near the focus; in 4 cases such limitation was already ascertained at 
the first control and imputable to the treatment with plaster. The joint limita-
tion has never been imputable to joint involvement by the inflammation process 
(osteoarthritis).

In 3 cases there were deformities of the bone segments (coxa varia, femur 
procurvation).

We discuss now the data concerning the 147 cases of post-traumatic infective 
pseudoarthrosis.

The higher percentage of 75.5% concerns pseudoarthrosis subsequent to 
osteosynthesis.

In this percentage there were 118 males (83.3%) and 29 female patients (19.7%). 
Mean age has been 32 years and 5 months; the youngest patient was 18 years old, 
whereas the oldest was 68 years old. The most frequently interested bone has been 
the shinbone with 99 cases and secondarily the femur with 35 cases.

25 cases were a two bone fractures and there were exactly 19 tibia and fibula and 
6 radius and ulna fractures.

We had 7 cases concerning radius and ulna, 3 cases collar bone, 1 case humerus 
and 1 case hand. The time elapsed between trauma and infection beginning has 
been in the male 30 days with 7 days in the shortest case and 5 months in the most 
belated.

The tome between infection initial and our therapy start has been on an aver-
age 8 months, varying from minimal 6 months till maximal 4 years. Our treat-
ment allowed almost always precocious weight bearing; as a matter of fact only 
the most serious cases had to wait 6 months before being in condition to use the 
sick limb.

At first hospitalisation already 89.1% of the patients showed a fistula.
In all cases therapy has been immunotherapy+antibioticotherapy. In 11 cases 

immunotherapy has been repeated and in 5 cases it has been administered 3 times.
We carried out 98 surgical toilets and sequestrectomies, of which 22 cases 

were more than once. In 4 cases we carried out Paltrinieri parafocal osteotomy (all 
tibial). In 45 cases the Ilizarof system has been adopted with resection of the focus 
and compactotomy. We had to amputate only in 1 case. Solidification rimes vary 
according to the involved bone. On the tibiae they vary from at least 3 till maximal 
36 months, on average 9.9 months.

More frequently (76.8% of cases) healing was attained within 1 year from 
therapy start, 26 cases (equalling 26%) did not attain solidification, of which 18 
cases are still under treatment.

Very similar times have been observed on femurs, from 3 till 35 months with 
9.2 months average duration.
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Also for the femur the 84% of cases heals after 12 months therapy, whereas 
the non consolidated cases are 10 equalling 28.6%, of which 6 cases are still under 
treatment.

The forearm does not show substantial differences concerning ulna and radius; 
the same results indeed have been obtained for both bone segments; in 2 cases on 
7 we observed a lack of solidification with bone material loss/this happened in the 
pre-microsurgical period of our experience).

Fistulae closed fairly fast 6 months in 53.48 of cases. The main check control has 
been 15 months, varying from 4 months at least up to 7 years.

Belated consequences have been:
Articular rigidity. Patients who have been treated with immunotherapy and 

submitted to plaster casts, both cylinder or valve casts, and precocious walking 
showed significant articular functional limitations only in 26 cases, equalling 17.6%. 
14 cases concerned the talocrural articulation, 8 cases the knee and 4 cases on 7 
concerned the elbow.

Shortenings have been significant (more than 4 cm) only in 2% of cases, 
whereas there have been 30.5% with less than 4 cm. In the whole 102 cases showed 
shortenings, that were compatible with a good functionality of the sick limb with 
good walking.

Axial deviations appeared in 18.3% of cases: 15 cases in varus dislocation, 12 in 
valgus dislocation, 17 in recordation and 10 in procurvation. Calcification of soft 
parts have been only 3.4%, whereas they were very frequent before systematically 
introducing immunotherapy.

Relapses concern 26.5% of our patients, i.e. about 39 cases. In 15 cases (10.2%) it 
was a simple reopening of the fistula that healed soon, in 13 cases the restart of the 
infective focus was associated with a new relaxation of the fracture. Afterwards 9 
cases healed and these have been the precocious relapses (within 1 year from heal-
ing), the belated ones have been 11 cases (7.5%) with 10 healings.

15. Final considerations of the results

The efficacy of immunotherapy is certainly higher in children, as it is confirmed 
by a lower number of surgical interventions and by the stabilisation and healing 
results. We analysed 50 cases of hematogenous osteomyelitis in order to consider which 
factors might have influenced the prognoses.

1. No negative influences have been brought about by age.

2. The same applied to sex, though males showed major lesions. Daoud and 
 Martin consider the female sex a favourable prognostic factor.

3. Prognoses are more difficult in cases with lesions, that are localised on the 
 femur (21% without healing, whereas these reduce themselves to 5–6% in 
other localisation).

4. Also the extension (pandiaphysis) and the deep localisation (diaphysis) of the 
infection adversely influence the illness evolution.

5. Finally the prognoses is very sensible to the lesion chronicity. As a matter of 
fact the healing frequency is adversely proportional to the lesion duration 
(94%, 77%, 36%, 5%). The failures have been observed only with symptoms 
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that has been lasted more than 1 year. Immunotherapy has to be started as soon 
as possible.

Another analysis with similar considerations has been made by us on 147 cases of 
infected pseudoarthrose:

1. Healing is significantly influenced by the fistula healing. As a matter of fact we 
found 86% healing when fistula closes within 6 months. Healing frequency is 
lower when fistula has staid open for longer times.

2. the contrary recovery is not influenced by time elapsed from trauma till 
 infection beginning.

3. Presence of a fistula upon hospitalisation did not affect healing.

4. Very important has been time elapsed from infection beginning and immuno-
logical treatment. With times less than 6 months recoveries show satisfactory 
percentages that reduce themselves to 50.6% when elapsed times are more 
than 1 year.

5. Localisation influences results. Whereas hands recover soon, times are on an 
average when tibiae are involved to become long lasting on femurs.

6. Male patients are more frequent than women (118 cases vs. 29 cases).

16. Conclusions

By comparing the results obtained in chronic osteomyelitis (both hematog-
enous and post-traumatic) before introducing immunotherapy and reconsidered 
afterwards, after having acquired a long experience in its administration, we feel 
following conclusions have to be drawn.

1. Immunotherapy (eventually associated to surgical therapy) ensures high  
recovery percentages (among the lightest mentioned in the scientific  
literature) [16–22].

2. Such therapy notably reduces recurrences (12% instead of 40% mentioned in 
the literature), as it fosters natural defences.

3. Immunological therapy is somewhat more efficacious (and certainly less 
toxic) than antibioticotherapy. The two approaches have to be associated, as 
immunotherapy does not substitute antibioticotherapy (only 15% of patients 
affected by chronic osteomyelitis fully recover by administering only anti-
biotics).

4. Immunotherapy remarkably reduced surgical interventions.

We may conclude that Specific Bacterial Immunotherapy (S.B.I.T.) has to be 
considered an important defence, that does not exclude, but has to be associated to 
antibiotico therapy and even more to surgery. The obtained positive results shall 
be studied with complex research methods, as the concept “immunity messenger” 
opens therapeutical approaches, still difficult to evaluate.
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17. Some cases

A case of hemathogenous osteomyelitis of radio in the young patient, 3 year old 
treated with only S.B.I.T (doses reduction) and antibiotics of course.

X-ray control after 13 years. Completed reconstruction of the bone. The infec-
tion health after 6 months of treatement with immunotherapy and antibiotics.
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a. Heavy hematogenic pandiaphysitis in a 10 years old child, who has been treated 
only with S.B.I.T. according to a reduced therapeutical scheme.

b. After 2 months of treatment the whole diaphysis partially recovers there are 
still sequestrum of wich one is postero cortical. Fistulae closed.

c. After 2 months reabitation of big sequestrum. (The arrow indicates bone 
sequestrum and its revitalization)

d. Rx control after 15 months after the beginning of the treatment

e. Rx control one year after the previous one, please note the complete reconstruc-
tion of the bones of the leg, absence of flogosi markers (clinical and laboratory)

a. 45 years old man after an open fracture of the leg. Arrived to our hospital 
after 12 months; he had two fistulae and two focuses of non union and a wide 
sequestrum was presented.

b. Rx control after 3 months of treatment with S.B.I.T. and you can see the 
reabitation of the central sequestrum and the beginning of callification on the 
two focuses (of non union

c. Rx control after removal plate, screw e a debridment and 3 months in plaster.
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Abstract

This synthesis of research work considers the dynamic, antibiotic resistance, 
hemolytic, and hemagglutination activities of non-O1 Vibrio cholerae in comparison 
with those of fecal coliforms, fecal streptococci, and Pseudomonas aeruginosa isolated 
from suburban and rural groundwater supplies in a Marrakesh area (Morocco). In 
addition, it assesses the influence of some chemical factors on the distribution of all 
these bacterial groups. The obtained results showed that the prospected well waters 
contain them at varying abundance degrees while undergoing generally spatial and 
temporal fluctuations. The total occurrence of these bacteria during the period of 
study was 94%. Detectable non-O1 V. cholerae was present in 81% of the samples 
and the mean abundances ranged from 0 to 11100 MPN/100 ml. According to WHO 
standards for drinking water, they were heavily contaminated and could have signifi-
cant health risks for the local population consuming them. Non-O1 V. cholerae and 
the other studied bacteria are virulent since most of them were found to be adhesive, 
producers of hemolysins and multi-resistant to antibiotics. Pollution activities 
around the wells lead to an increase of virulence and antimicrobial resistance in 
groundwater. This shows the role of these bacteria in several cases of gastro-enteric 
and systemic pathologies noted in Marrakech local population.

Keywords: non-O1 Vibrio cholerae, antibiotic resistance, groundwater, 
hemagglutination, hemolysin, chemical factors

1. Introduction

Currently, pollution, water scarcity and seasonal droughts are emerging as major 
development challenges for many developing countries. According to data for the 
world’s most water-stressed countries [1], Morocco is among the most vulnerable 
and will become a water-stressed country by 2040 [2, 3]. Thus, the preservation and 
management of its aquifers against various forms of pollution is a major national and 
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regional concern. In Marrakesh area, groundwater supplies are a valuable resource 
for wide suburban and rural populations. However, their consumers’ growth and 
anthropogenic activities heavily influence these wells water. In fact, due to the lack 
of sewerage networks and the absence of household waste collection, these people 
are directly discharging wastewater and solid waste onto the ground. Then, the 
chemical and microbial quality of well water under such environments is seriously 
threatened. Also, these communities rely only on these untreated wells’ water as a 
source of human and animal drinking, domestic activities, and cultural irrigation. 
The use of these well waters without any previous treatment involves serious health 
problems due to the potential presence of pollutants and pathogenic bacteria. Water 
pollution has a direct impact on human health so that about 884 million people are 
living without access to clean drinking water in 2019 [4, 5]. According to WHO, 
about 1.8 million people die every year because of cholera and diarrhea, and 3900 
children die every day as a result of contaminated water consumption and sanitation 
conditions inadequacy [6, 7]. Indeed, emergences of some aquatic diseases and spo-
radic outbreaks of acute diarrhea were reported on several occasions in Marrakesh 
area especially in the hot period [8, 9]. Even so, etiological information related to 
such outbreaks in this region is very limited. The occurrence of antibiotic-resistant 
bacteria in these wells’ water could worsen more than in this previous situation. 
Many research studies have noted the important public health implications of the 
presence of antibiotic-resistant bacteria and especially multiple antibiotic-resistant 
bacteria, in suburban and rural groundwater [10, 11]. The horizontal gene transfer 
and clonal spread of resistant bacteria can mediate the transfer of not only antibiotic 
resistance genes but also virulence factors [12, 13].

There is a growing trend toward infection due to Vibrio spp., their capacity to per-
sist in the aquatic environment and their association with abiotic and biotic factors 
[14, 15]. Non-O1 Vibrio cholerae is ubiquitously distributed in diverse aquatic envi-
ronments where water acts as a reservoir and source of its transmission [16]. They 
are an essential and potentially life-threatening cause of infections that are primarily 
related to the consumption of feces-contaminated water and person-to-person 
transmission [17–19]. This pathogen leads to self-limiting gastroenteritis, septicemia, 
bacteremia, meningoencephalitis, oral infection, wound or ear infections, and 
non-epidemic diarrhea with a fatal outcome in immunocompromised hosts with 
predisposing medical conditions [19–23]. Different virulence factors have been 
suggested to be involved in these diseases such as a heat-stable toxin, hemolysin and 
other cell-associated hemagglutinins [24–26]. Few studies have been conducted in 
Morocco on the occurrence of antibiotic resistance and virulence factors of non-O1 V. 
cholerae in groundwater supplies in Morocco and particularly in the Marrakesh area. 
Accordingly, this study presents a synthesis of our research works on the dynamics, 
occurrence of antibiotic resistance, and potential virulence of non-O1 V. cholerae in 
supplying well water in comparison with other bacteria. The incidence of hemolytic 
and hemagglutination activities and the importance of some chemical parameters on 
the distribution of non-O1 V. cholerae, Pseudomonas aeruginosa, fecal coliforms (FC), 
and fecal streptococci (FS) is discussed.

2.  Dynamics, pathogenicity of non-O1 V. cholerae in suburban and rural 
groundwater supplies in Marrakesh area (Morocco)

2.1 Dynamics and ecology of non-O1 V. cholerae

Diarrheic diseases caused by contaminated water continue to be a serious 
problem in developing countries and a lesser, but chronic problem in developed 
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countries [4, 5]. More than half of the reported waterborne disease outbreaks have 
been linked to contaminated groundwater [27]. The importance of the ecology, dis-
tribution, and pathogenicity of non-O1 V. cholerae in water ecosystems is underesti-
mated in the Mediterranean region [28] and particularly in Morocco. In preliminary 
research, the bacteriological and physicochemical quality was studied in sixteen 
well waters [29]. The prospected wells were located in two regions (Tensift and 
Jbilet aquifers) with environments representing different vulnerability to contami-
nation. Sampling stations are situated at the north of Marrakesh city. The hydrology 
of these regions was relatively similar but they were geologically different. In the 
Jbilet region where the 10 studied wells (W1, W2, W3, W4, W5, W6, W7, W8, W9, 
and W10) are situated, the geological formations are almost all represented by 
Schist [30]. They are altered on the surface and give a stony soil with a few centime-
ters of clay soil. However, runoff waters seep partly into cracked and altered areas 
and fault zones [30, 31]. In the Tensift region where the other 6 monitored wells are 
sited, there is a predominance of superficial limestone formations and very perme-
able alluvial deposits [32]. In these two areas, the groundwater contained in these 
permeable formations was relatively slightly deep (6–30 m). To study the dynamic 
of non-O1 V. cholerae, we have targeted essentially six wells depending on their level 
of fecal contamination, proximity to pollution sources. The other reasons were their 
relative importance for local populations, and given that the research methodology 
of this pathogen is arduous and pricey. We have also selected wells that are highly 
susceptible to degradation by anthropogenic activities. W11 was the control well as 
it’s not damaged by any pollutant source categories. Taking into account all these 
factors and risks, we opt for the following wells to identify non-O1 V. cholerae: 
W2, W3, W5, W9, W11, and W14. Spatial and temporal distributions of non-O1 V. 
cholerae, P. aeruginosa, and fecal indicators abundances were conducted over a year. 
Sampling was done each month from April 2004 to April 2005.

For non-O1 V. cholerae enumeration, the three tubes MPN technique was 
accomplished to search this bacterium according to the methodology described 
by Mezrioui et al. [33], Mezrioui and Oufdou [12] and Lamrani Alaoui et al. [34]. 
Concentration by the membrane filtration technique (Millipore size, pore: 0.45 μm) 
of volumes of 100, 10, and 1 ml or their dilutions was the perfect way to inoculate 
non-O1 V. cholerae into three tubes using the MPN technique. It consists of three 
steps: alkaline peptone water enrichment step (1% peptone, 1% NaCl, pH 8.6) for 
18 hours of incubation at 37 °C. Seeding stage on thiosulfate-citrate-bile-sucrose 
selective media (TCBS) with incubation at 37 °C for 24 h. Identification of colonies 
presumed to be non-O1 V. cholerae through screening tests cited previously.

The standard bacterial indicators of fecal pollution in waters are FC. They are 
the most used to know the bacterial load of groundwater and testify the potential 
presence of enteric pathogens in water. But, to differentiate the fecal contamina-
tion of human and animal origin, it is proposed to use FS [35–37]. P. aeruginosa is 
an environmental microorganism that has become a major cause of opportunistic 
infections. It is regarded as complicated and can be life-threatening, especially 
respiratory tract infection in patients with cystic fibrosis and corneal infection or 
septicemias and diarrhea [38]. The counts of FC, FS, and P. aeruginosa were carried 
out on filtered volumes by 100, 10, and 1 ml of water samples by the membrane 
filtration technique (Φ = 0.45 μm). The appropriate selective media to each bacte-
rial group was used like the following: lactose 2, 3, 5-Triphenyl Tetrazolium Chloride 
(TTC) agar with tergitol 7 (Biokar Diagnostics) for FC, Slanetz agar with TTC 
(Pasteur Diagnostics) for FS, and Cetrimid agar medium (Merck Diagnostics) for  
P. aeruginosa. For FC, the yellow colonies were enumerated after incubation at 
44.5 °C for 24 h. For FS, the pink colonies were enumerated after incubation at 
37 °C for 24 h. For P. aeruginosa, the fluorescent colonies were enumerated after 
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incubation at 42 °C for 24 h to 48 h. The densities of these bacteria were expressed 
by the indirect count of colonies forming units (cfu). For the physicochemical 
analyses, water temperature, pH, salinity, conductivity, and dissolved oxygen were 
measured in situ by the multiline engine parameters P4 SET. The other measured 
parameters (nitrate, nitrite, ammonium, organic matter, sodium, chloride, calcium, 
potassium, and sulphates) were determined at the laboratory according to the 
methods described by Lamrani Alaoui et al. [29].

The dynamics of non-O1 V. cholerae, P. aeruginosa, FC, and FS were statisti-
cally analyzed using SPSS 10.0 for windows. The two factor analysis of variance 
(ANOVA) was used for seasonal variation and the difference between the stations’ 
comparison of bacterial abundances. Bacterial densities were transformed into a 
log10 unit to realize data analysis. Significant differences between each pair of aver-
age were established when p ≤ 0.05. While being based on the Spearman correlation 
test, the nature of relationships between bacterial abundances and physicochemical 
factors was performed. Densities variation of non-O1 V. cholerae, P. aeruginosa, FC, 
and FS underwent high spatial and temporal fluctuations. The degree of pollution 
in these wells was different. Detectable non-O1 V. cholerae was present in 81% of 
samples and the average abundances ranged from 0 to 11100 MPN/100 ml. The 
annual average abundances of non-O1 V. cholerae were 4903 MPN/100 ml in all 
samples. Detectable P. aeruginosa was present in 88% of samples and its abundances 
ranged from 0 to 1670 cfu/100 ml with annual average densities of 206 cfu/100 ml. 
Throughout the year of study, the total incidence of FC and FS was 94%. The con-
siderable variations of their densities were respectively recorded from a minimum 
of 0 cfu/100 ml to a maximum of 10200 cfu/100 ml for FC and 6700 cfu/100 ml 
for FS. Nevertheless, the annual mean abundances of FC and FS were respectively 
1891 cfu/100 ml and 1246 cfu/100 ml. Among the studied physical parameters, 
the water temperature was important to define cold and hot periods. The average 
water temperature during the whole period of our study was 22 °C. Temperature 
values varied between 15 °C and 30 °C. Based on the average water temperature, 
two periods were defined: October to March (cold period: T < 22 °C) and April to 
September (hot period: T ≥ 22 °C). This has served to scrutiny the temporal evolu-
tions of non-O1 V. cholerae, FC, FS, and P. aeruginosa which generally appeared 
to be similar. Relatively, their highest densities were noted during the hot period, 
while their low levels were noted during the cold period. The average abundances of 
non-O1 V. cholerae were 7696 MPN/100 ml in the hot period and 2109 MPN/100 ml 
in the cold period. The hot period was characterized by average abundances 
of FC of 3083 cfu/100 ml and 699 cfu/100 ml in the cold period. FS registered 
1821 cfu/100 ml in the warm season and 671 cfu/100 ml in the cool season. But, 
P. aeruginosa was distinguished by mean densities of 308 cfu/100 ml in the warm 
period and 104 cfu/100 ml in the cold period.

For non-O1 V. cholerae and FC, W9 was the most contaminated. This well is 
located near a municipal landfill and sewage effluent. The bacterial abundances 
were compared in the studied wells. The average densities of FC, FS, P. aeruginosa, 
and non-O1 V. cholerae were very significantly (p < 0.05, ANOVA test) higher in the 
whole wells compared to the control well (W11). On the other hand, indicators of 
fecal contamination showed significantly higher abundances than those of P. aerugi-
nosa (p < 0.05, ANOVA test). P. aeruginosa is requiring more interest as an indicator 
in the assessment of swimming pool water quality, drinking water, recreational and 
wastewater [39, 40]. This opportunistic pathogen provides differentiation of the 
human origin feces most likely rather than animal origin feces in waters [41]. All of 
these results demonstrated that the studied well waters were heavily contaminated 
with non-O1 V. cholerae, indicators of fecal contamination, and P. aeruginosa. The 
prospected wells play a crucial role in the supply of rural and suburban populations 
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in the Marrakesh area to meet their needs for drinking water, domestic water sup-
ply, and recreation activities. This fact points out potential health effects on popula-
tions using them directly without any previous treatment.

The comparison of these bacterial abundances in the different sampling loca-
tions has shown that the most loaded wells were surrounded by several sources 
of pollution such as septic pit, manure, wastes, spreading wastewater, animal 
stools and detergents. Based on the results of our study, it is possible to conclude 
that groundwater can play an important role as a transmission vehicle of non-O1 
V. cholerae and the other studied bacteria. Our findings are in agreement with 
those reported by Nogueira et al. [42] and Isaac-Marquez [17]. These authors 
investigated water quality at sources and points of consumption of urban and rural 
communities. According to them, the water distribution system, spring water and 
private wells samples had high coliforms positive and high percentages of non-O1 
V. cholerae. Several reports have demonstrated that gastrointestinal and extraint-
estinal infections caused by non-O1 V. cholerae are linked with contaminated water 
and other activities in aquatic environments, and this bacterium could therefore 
pose a problem for public health [43, 44]. In this study, it appears that the con-
tamination of the two prospected aquifers was not only due to a simple process of 
diffusion but also to the various sources of pollution around the wells. The wells 
situated close to many sources of pollution showed the greatest densities of the 
studied bacteria. These sources of contamination include faulty septic systems, 
landfill leachates, and infiltration of untreated sewage. Also, septic tanks seepage 
or runoffs of human and animal activities nearby the studied wells have an impact 
on their safety. All of these factors led to the contamination of the groundwater. 
The majority of the studied wells are situated 20 to 400 m from pollution sources. 
Furthermore, Tensift and Jbilet aquifers are found under the highly porous texture 
of the ground, allowing rapid infiltration of contaminants into groundwater. Next 
to that the extreme permeability subsurface formations generate hydraulic fractur-
ing made up through cracks, root channels, and fissures in these sloping areas. The 
nature of these subsurface formations produces an accelerated flow of pollutants 
derived from the surface build-up of solid waste and sewage. The shallowness 
of the monitored wells is also involved in the contamination of Tensift and Jbilet 
groundwaters. In addition, these unprotected dug wells facilitate the introduc-
tion of polluting substances. These combined factors revealed the vulnerability 
of Tensift and Jbilet groundwater. Besides, the obtained results indicated that 
the distributions of FC, FS, P. aeruginosa, and non-O1 V. cholerae undergo spatio-
temporal fluctuations. Their abundances increased in the hot season and were 
lower in the cold season. The effects of the temperature on the microbial growth 
rate, lag phase, and cell yield have been defined in previous studies [45]. Indeed, 
Pseudomonas putida presented a shorter growth phase lag of only 10 h at 17.5 °C but 
was longer within 3 days at 7.5 °C [45].

To evaluate the impact of some chemical factors on the evolutions of the studied 
bacterial groups, the evolutions of physicochemical parameters were followed. 
According to the survey, the water pH of these two studied aquifers remained neu-
tral or slightly basic and varied from 6.8 to 8.1. Total mineralization of the studied 
water wells was expressed by electrical conductivity. Its values average showed that 
the prospected wells were fair to greatly mineralized. Moreover, the wells situated 
downstream are the most loaded. When conductivity values exceed 2000 μS/cm, 
water presents laxative effects for the consumers [46]. The water of the two-studied 
groundwater presented strong concentrations of major elements (Ca2+, Na+, Cl−, 
SO4

2− and K+) with high concentrations of nitrogenous ions. They were particularly 
very hard, very salt, very chlorinated, and present high concentrations of sulphate. 
According to the international standard limits, the gauged concentrations of 
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nitrites, calcium, sodium, and chloride overtake these requirements [47]. Seasonal 
impacts are expressed by ammonium, nitrites, calcium, and organic matter. Their 
fluctuations were similar to those of the counted bacterial groups, but there was no 
temporal pattern for the other chemical parameters. These influences result from 
rainwater runoff and temperature variation that upload greatly calcium, ammo-
nium, nitrites, and organic matter from soil to groundwater during the wet season 
compared to the dry season.

Based on the above results, the relationship between bacteriological and physi-
cochemical parameters was determined using the Spearman correlation test. The 
studied wells are a dynamic system where bacteriological and chemical components 
might interact in a complex synergistic or antagonistic manner. Analysis of poten-
tial correlations between the different abundances of non-O1 V. cholerae and FC 
reflected that there is a stronger linkage among them in the studied wells. FC can 
testify to the existence of non-O1 V. cholerae in Marrakesh groundwater. However, 
no significant statistical correlation could be shown between the concentrations of 
non-O1 V. cholerae and P. aeruginosa. Several studies were conducted for the purpose 
of correlating the densities of fecal indicators with the presence of pathogens. 
Gallacher and Spino [48] emphasized that a correlation between the levels of total 
and fecal coliforms and the possibility of isolating pathogens would be valuable in 
setting reliable bacteriological standards, particularly for recreation and fishing 
uses. Hoi et al. [49] also demonstrated significant correlations between the occur-
rence of coliform bacteria and that of FS and also between coliform bacteria and 
Vibrio vulnificus. However, Mezrioui et al. [33] and Mezrioui and Oufdou [12] have 
shown that the spatial–temporal dynamic of non-O1 V. cholerae abundances was 
reverse to that of FC in other ecosystems such as sewage waters or water purified by 
the stabilization pond system.

The simulation of the sixteen well water points to a single ecosystem indicates 
a strong and positive relationship between calcium and FC and FS abundances. It 
was also indicated that a synergistic relationship exists between non-O1 V. cholerae, 
salinity, chlorides, calcium, sulphates, and nitrates (p < 0. 05) especially after the 
mock of the six wells water like a single ecosystem. However, there is a significant 
negative correlation between calcium and P. aeruginosa abundances. These same 
correlations between nitrites and FC, FS, and P. aeruginosa abundances were 
recorded. Sjogren and Gibson [50] have revealed an important effect of acidic pH 
linked with the concentrations of calcium, magnesium, and other ions commonly 
present in hard-water, on the survival of enteric bacteria in the environment. These 
elements contributed to the adsorption of Fe3+ and Al3+ in the environment [51]. 
Ca2+ or Mg2+ are necessary for the physical integrity of many microbial components 
and intervene in some Bacillus species metabolism in the organic molecules trans-
portation through the cell wall [52].

2.2 Pathogenesis of non-O1 V. cholerae

Infections caused by pathogenic Vibrios remain a severe threat to the public. 
Most of these infections result from the consumption of contaminated water or 
undercooked seafood products [53]. Non-O1 V. cholerae can also cause infections 
to range from self-limiting gastroenteritis to severe life-threatening septicemia 
and necrotizing fasciitis [53]. However, their infections are under-detected 
and under-reported because clinicians and microbiologist underestimate their 
abilities to induce diarrhea, and given that searching non-O1 V. cholerae is not 
subjected to routine testing [54]. Between 1 and 3.4% of cases of acute diarrhea 
are believed to be due to non-O1 V. cholerae, in developing and developed coun-
tries alike [55]. Up to now, there are few reports of the frequency of isolation of 
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non-O1 V. cholerae and there is an under-diagnosis of their infections, especially 
for those taken as milder cases, from the consumption of contaminated ground-
water supplies in Morocco. The significant abundances of non-O1 V. cholerae, FC, 
FS, and P. aeruginosa recorded in this work confirm the presence of pathogenic 
microorganisms in groundwater consumed by the suburban and rural population 
in Marrakesh area. So that also informed the need to conduct the study about 
their virulence factors.

The enteropathogenicity of non-O1 V. cholerae is multifactorial [56]. The vari-
ous putative virulence determinants identified in non-O1 V. cholerae include the 
production of cholera toxin CT [57, 58], enterotoxin LT or ST [59, 60], V. cholerae 
cytolysin (VCC) referred to a hemolysin and cytolysin with activity against a range 
of eukaryotic cells [61], shiga-like toxin [62] and cell-associated hemagglutinins 
[63]. It has been demonstrated that non-O1 V. cholerae adheres and invades the 
epithelial cells of gut mucosa and starts its multiplication [64]. It includes mild 
watery diarrhea of 1 or 2 days duration, a severe dehydrating disease resembling 
cholera, and dysentery [65]. This situation occurs only with the expression of 
certain virulence factors as previously cited [60–62, 64]. Alternatively, V. cholerae 
virulence factors encoded on a mobile genetic element, can spread through hori-
zontal transfer. This underscores the importance of the environmental strains of 
non-O1 V. choleare as a reservoir of virulence genes that generate the dissemination 
of new variants [66].

In this work to characterize the virulence factors of the bacterial isolates recov-
ered during our study, hemolysis and hemagglutination with human erythrocytes 
were realized. The potential virulence of non-O1 V. cholerae in supplying well waters 
in comparison with P. aeruginosa, FC, and FS. To our knowledge, this is the first 
report on the incidence of hemolytic and hemagglutination activities and antibiotic 
resistance of bacteria isolated from rural and suburban well waters from Morocco 
and particularly in Marrakesh groundwater. For hemolytic activity and hemag-
glutination assays 317 strains of non-O1 V. cholerae, 208 strains of P. aeruginosa, 320 
strains of FC, and 338 strains of FS were collected from the prospected wells over 
the year. After bacterial strains, isolation was streaked onto Trypticase Soy Agar 
(TSA) for purification. The ability of all these isolates to adhere and destroy host 
cells was verified with human O erythrocytes. Quantification of hemolytic activity 
of bacterial cells was performed according to the procedure described by Rahim 
et al. [67] and Lamrani Alaoui et al. [34]. The hemagglutination test was realized 
according to the methodology described by Pal et al. [68] and Lamrani Alaoui  
et al. [34]. To statistically analyze the percentage of hemolytic and hemagglutina-
tion activities, the test of two proportions or frequencies was carried out as referred 
by Schwartz [69].

This test enables comparisons and identification of significant differences 
between two frequencies: f1 noted on n1 samples and f2 noted on n2 samples as 
shown below:

 
( )

− +
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+ − + 
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n1 n21 1f 1 f
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If ∣t ∣ < 1.96: the difference between f1 and f2 was not significant (p > 0.05).
If ∣t ∣ ≥ 1.96: the difference was significant (p ≤ 0.05).
Non-O1 V cholerae, P. aeruginosa, FC, and FS strains have distinct hemolysin 

production. Complete and partial hemolytic activities of non-O1 V. cholerae isolates 
indicate major percentages of 71.29%. Hemolysin productions, among FS and 
FC strains have reached respectively considerable levels of 20.71% and 16.88% 
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compared to P. aeruginosa isolates (9.13%). Non-O1 V. cholerae expressed signifi-
cantly the greatest β hemolytic activity of 33.12%, while only 3.44% of FC and 
4.44% of FS strains were β hemolytic (p ≤ 0.05, the test of two proportions). The 
lowest β hemolytic activities were recorded among P. aeruginosa strains (1.44%). 
Hemolysin of V. cholerae is suggested to be a virulence factor contributing to  
pathogenesis [70]. Guhathakurta et al. [71] Purified a bifunctional hemolysin- 
phospholipase C molecule from non-O1 V. cholerae (O139) showing enterotoxic 
activity, as shown by fluid accumulation in the ligated rabbit ileal loop and in the 
intestine of suckling mice [68]. In this work, obtained hemolytic activity percent-
ages were comparable to those registered by Begum et al. [72]. They noted that 80% 
of non-O1 and non-O139 V. cholerae strains were hemolysin producers. Nevertheless, 
our findings were inferior in number to those given by Amaro et al. [73]. They dem-
onstrated that hemolytic activity within environmental non-O1 V. cholerae strains 
achieved a percentage of 97%. Adhesion to the intestinal mucosa represents the first 
step in the infectivity of bacterial pathogens such as V. cholerae [74].

The extent of the results of hemagglutination activities of the adhesive bacte-
rial strains isolated from Marrakesh groundwater was fluctuating from 63.09% for 
non-O1 V. cholerae to 65.09% for FS, 84.06% for FC, and 87.98% for P. aeruginosa. 
From a total of 317 strains of non-O1 V. cholerae, 18.93% were highly adhesive and 
44.16% did not agglutinate completely to the erythrocytes. Besides, 69.06% of FC 
strains and 62.02% of P. aeruginosa possessed a complete agglutination ability, and 
respectively 15% and 25.96% of them agglutinated partially. Our results are consis-
tent with prior research related to the distribution of hemagglutination in environ-
mental non-Ol V. cholerae [73]. They noted that 78% of the tested strains presented 
agglutinating ability. Baffone et al. [75] study on the identification of virulence 
factors among V. fluvialis, V. alginolyticus, non-O1 V. cholerae, and V. parahaemolyti-
cus showed that their adhesive capability was respectively expressed with varying 
percentages of 40% to 55–80%.

2.3 Antimicrobial susceptibility of non-O1 V. cholerae

Antibiotics and other antimicrobial agents have been used, since their dis-
covery, for the treatment and management of bacterial infections in humans and 
animals [76]. Waterborne bacterial pathogens such as Vibrio spp., Escherichia coli, 
Pseudomonas, fecal coliforms and enterococci, and other enteric pathogens cause dis-
eases around the world and still with their increasing antibiotic resistance the major 
drinking water health threats in developing countries [35–37]. Disappointingly, the 
rapid overuse of recommended antimicrobials drives mainly to the development 
of drug-resistant pathogens. So, antibiotic resistance is a global health threat that 
requires more expensive medication and can compromise therapeutic success lead-
ing to morbidity and mortality [77, 78]. On the other side, many people, especially 
in rural areas, rely on untreated groundwater for their water supplies. Consumption 
of contaminated water is one of the sources of Vibrio infections. Among the other 
virulence factors, resistance to antibiotics is more important. Several authors have 
noted that V. cholerae species are rapidly adapting to new drugs commonly used in 
medicine [79, 80], becoming a potential risk to public health. In addition, molecular 
analyses demonstrated that resistance to antibiotics and the other virulence factors 
are chromosomally mediated [81, 82]. Few studies have been done to determine 
the antibiotic resistance of isolates from groundwater. Non-O1 V. cholerae and 
Pseudomonas were resistant to ampicillin, chloramphenicol, and streptomycin have 
been isolated [35, 83]. According to our knowledge, no study has been developed 
on the occurrence of antibiotic resistance of non-O1 V. cholerae in groundwater 
supplies in Morocco and particularly in Marrakesh area. For this reason, the other 
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objective was focused on the study of the antibiotic resistance of non-O1 V. cholerae 
in untreated suburban and rural well water of Marrakesh region. A comparison 
was made between the dynamics and antibiotic resistance of non-O1 V. cholerae and 
those of fecal coliforms (FC).

In order to estimate the sanitary risk associated with antibiotic resistant bacteria, 
a total of 317 strains of non-O1 V. cholerae, 320 strains of FC, 338 strains of FS, and 
204 strains of P. aeruginosa were collected from the prospected wells over the year 
and were tested for their antibiotic susceptibility. The strain antibiotic resistance 
study was carried out using the multipoint inoculation method reported by Oufdou 
et al. [84] and Lamrani Alaoui et al. [34]. The antibiotic was incorporated into 
molten Muller-Hinton agar in order to prepare the plates. After their inoculation, 
they were incubated at 37 °C for 24 h.

The control plate was elaborated without antibiotic and was inoculated in the 
same way. In comparison with the control plate and if no growth of the strain is 
observed in the medium containing the concentration of antibiotic tested the bacte-
rium is considered resistant. The concentrations (given in μg ml−1) of the antibiotics 
tested have been cited in the above studies. These antibiotics were chosen for two 
reasons: (i) they have been used in the treatment of human and/or livestock illnesses; 
and (ii) they have been used in previous surveys of antibiotic resistance in aquatic 
environments [12, 84–86]. Similarly, the test of two proportions or frequencies 
described by Schwartz [69] was used to compare percentages of antibiotic resistance 
between non-O1 V. cholerae, FC, FS, and P. aeruginosa. Obtained results showed that 
the overall resistance (resistance to at least one antibiotic) of non-O1 V. cholerae 
strains was 79%, while it was 100% for P. aeruginosa, FC, and FS strains. The mono-
resistance (resistance to one antibiotic) of non-O1 V. cholerae was 10% while it was 
5% for FC and FS strains. The multi-resistance of non-O1 V. cholerae strains remain 
at a degree (69%) significantly below those of FC and FS strains (95%) (p < 0.05, the 
test of two proportions), while all P. aeruginosa strains were multi-resistant. On the 
other hand, the multi-resistance of non-O1 V. cholerae and FC strains was signifi-
cantly higher (p < 0.05, the test of two proportions) than that of their monoresis-
tance. The susceptibility of non-O1 V. cholerae to all antibiotics tested is estimated 
at 21%, while none of the isolates P. aeruginosa, FC and FS was susceptible to all 
antibiotics tested. Our findings highlighted the most common antibiotics for which 
non-O1 V. cholerae strains resistance is recorded are in ascending order: trimethoprim 
(49%), cephalothin (60%), streptomycin (62%) and sulfamethoxazole (75%). The 
lowest proportions of resistance were toward erythromycin (18%), kanamycin and 
polymyxin B (12%), cephotaxim (8%), gentamycin (7%), and tetracycline (2%). 
It’s important to perceive that all the 317 non-O1 V. cholerae isolates were susceptible 
to chloramphenicol, nalidixic acid, and novobiocin. Amaro et al. [73] have demon-
strated that non-O1 V. cholerae environmental isolates were resistant to sulfanilamide 
(80%), to ampicillin (63%) and to amoxicillin (61%) and were susceptible to chlor-
amphenicol, nalidixic acid, tetracycline, novobiocin and trimethoprim. Radu et al. 
[87] showed that all V. cholerae isolates were susceptible to chloramphenicol and 
exhibited high rates of resistance to cephalothin (90.9%), streptomycin (87.9%), and 
tetracycline (77.79%). Isolates of non-O1 V. cholerae from the aquatic environment 
in India were found to have multiple antibiotic resistance. Thirty-nine percent of 
V. cholerae isolates were resistant to two drugs [88]. Furthermore, several cases of 
antimicrobial resistance have been described in environmental as well as in clinical 
strains, involving cefotaxime, nalidixic acid, tetracyclines, cotrimoxazole, cipro-
floxacin, and depending on location, certain multidrug resistant strains having been 
reported [55, 89]. Nevertheless, FC results are in perfect agreement with the findings 
of McKeon et al. [10] indicating that the overall resistance of the coliforms is around 
87%. This one comprises respectively 14, 64, and 94% of E. coli, Citrobacter freundii 
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and Enterobacter cloacae isolates. The multi-resistance was registered by all bacterial 
strains isolated from groundwater and fluctuated as great as 100% for Enterobacter 
cloacae, Klebsiella pneumoniae, and Klebsiella ozonae. These authors have also dem-
onstrated that 100% of the non-coliforms isolated from groundwater were multiple 
antibiotics resistant. El-Zanfaly et al. [90] observed a high multiple antibiotic 
resistance (63%) for gram-negative bacteria isolated from rural waters. Amundsen 
et al. [91] noted that 45% of total coliforms isolated from untreated well water were 
multidrug-resistant.

Antimicrobial resistance of FC strains was most widely manifested against 
sulfamethoxazole (91%), followed by cephalothin (88%) and ampicillin (84%). 
More than 30% of the FC isolates were resistant to kanamycin, gentamycin, 
streptomycin, trimethoprim, and tetracycline. However, the smaller susceptibil-
ity proportion was noted to chloramphenicol (13%) and nalidixic acid (28%). 
FS isolates were resistant to polymyxin (87%), sulfamethoxazole (86%), and 
nalidixic acid (85%), cephalothin (82%), and to streptomycin (74%), while they 
were less resistant to ampicillin (28%) and amoxicillin-clavulanic acid (34%). 
28%, 34%, and 40% of FS isolates were resistant respectively to ampicillin, 
amoxicillin-clavulanic acid, and cephotaxim. The highest prevalence of resistance 
was observed among P. aeruginosa strains. More than 90% of these isolates were 
resistant to cephalothin (95%), cephotaxim (93%), polymyxin (92%), and cepha-
mandole (90%). Also, 86% of P. aeruginosa isolates were resistant to tetracycline 
and nalidixic acid, 83% to ampicillin and kanamycin, 81% to streptomycin and 
80% to trimethoprim, respectively. P. aeruginosa strains were generally resistant 
to the antibiotics tested, whereas they were less resistant only to imipenem (12%). 
The predominant resistance property observed was to β-lactam antibiotics, either 
alone or in combination with resistance to other antibiotics. Bell et al. [92] have 
also noted ampicillin and cephalothin resistance exhibited by most fecal coliform 
strains isolated from both rural and urban environments. McKeon et al. [10] 
analyzed antimicrobial susceptibility toward sixteen antibiotics of 265 coliform 
and non-coliform strains isolated from rural groundwater. They established that 
the overall resistance was approximately 70% and frequently indicated against 
novobiocin, cephalothin, and ampicillin. They have found that resistance toward 
tetracycline and nitrofurantoin was more than 30%.

The main multi-resistant patterns identified for non-O1 V. cholerae were to seven 
antibiotics with a percentage of around 24.09%. These strains were characterized 
with six profiles to seven antibiotics while the maximal multidrug resistance was to 
ten antibiotics with two profiles: “Gm, Str, Km, Tpm, Smx, Amp, Amx, Cfl, Cfm, 
Ery”, and “Gm, Str, Km, Tpm, Smx, Tc, Amp, Amx, Cfl, Cfm”. For the isolated 
FC, antimicrobial susceptibility toward five or more antibiotics was registered by 
80% of them. The prevalent multi-resistant profile recorded for FC was to eight 
antibiotics (11.6%). The maximal multidrug resistance was to fourteen antibiotics 
with two patterns: “Amp, Amx, Amx-clav, Cfl, Cfm, Cft, Gm, Km, Na, PB, Smx, 
Str, Tc, Tpm” and “Amp, Amx, Amx-clav, Cfl, Cfm, Cft, Chl, Gm, Na, PB, Smx, Str, 
Tc, Tpm”.

3. Conclusion

Groundwater is the primary drinking water source for a large suburban and rural 
population in Morocco. Hence, it is critical to ensure that groundwater resources 
are protected and of acceptable drinking quality. To the best of our knowledge, 
this study presents the most comprehensive monitoring of non-O1 V. cholerae, P. 
aeruginosa, and fecal indicator bacteria from Marrakech wells waters. Our findings 
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show that microbial presence within Marrakech groundwater supplies is a persistent 
issue, with a total occurrence of 81% for non-O1 V. cholerae and 94% for FC, FS, and 
P. aeruginosa. Another ecological challenge was elucidated since these bacteria with 
other physicochemical parameters underwent generally spatial and temporal fluc-
tuations that structure bacterial variability. The temporal evolutions of non-O1 V. 
cholerae and FC appeared to be similar. Relatively, the highest densities were noted 
during the hot period, while the low levels were noted during the cold period. This 
heavy colonization of the prospected wells, with potentially pathogenic bacteria, 
implies that they are unsuitable for drinking and other domestic activities accord-
ing to the international norms. Also, a highly significant relationship was observed 
between non-O1 V. cholerae and FC abundances in the studied wells. FC can be used 
to detect the presence of non-O1 V. cholerae in Marrakesh groundwater. Generally, 
no significant correlation was detected between these fecal indicator bacteria and 
P. aeruginosa. This opportunistic pathogenic bacterium is acquiring greater impor-
tance and may be useful in evaluating groundwater quality. The degrees of antibi-
otic resistance and particularly of multi-resistance of non-O1 V. cholerae, FC, FS, 
and P. aeruginosa strains are high. The multi-resistance of non-O1 V. cholerae strains 
(69%) was significantly lower than that of FC strains (94%). Non-O1  
V. cholerae, FC, FS, and P. aeruginosa strains resistant to antibiotics occurred during 
the whole study period. The multiple antibiotic resistant bacteria once introduced 
into the studied groundwater supplies are capable of long-term survival in this eco-
system. In addition, non-O1 V. cholerae and the other studied bacteria isolated from 
Marrakesh groundwater are virulent since most of them are producers of hemoly-
sins, hemagglutinins. These wells are used directly without any previous treatment 
for drinking water supply and domestic and recreation activities of these rural and 
suburban populations. This fact could be at the origin of the emergence of diarrheal 
diseases noted among them. It is well known that the incidence of multiple antibi-
otic resistant bacteria is a cause for concern because of possible colonization of the 
gastrointestinal tract and conjugal transfer of antibiotic resistance to the normal 
flora, serving to further amplify the number introduced into aquatic environments 
such as groundwater reservoirs. The ability of non-O1 V. cholerae and the other 
bacteria to survive in groundwater throughout the period of the study indicated a 
continuing trend of human and animal fecal contamination. The leachates from the 
reservoir of animal fertilizer which contaminate the groundwater might be a source 
of antibiotics in this water ecosystem. The manure runoff, leakage from septic tanks 
or broken sewage channels, led to the input of antibiotic resistant bacteria into 
groundwater. Given that the groundwater may play an important role in the spread 
of resistant and virulent bacteria, further study using molecular tools is warranted 
to properly evaluate the public health and ecological significance of these antibiotic 
and virulent bacteria in rural drinking water supplies. Non-O1 V. cholerae and 
the other bacteria could act as a reservoir of resistance and virulence genes in the 
groundwater environment.

Ultimately, the study highlights the need to remain highly suspicious of non-O1 
V. cholerae infections related to consumption of contaminated wells water with 
known risk factors. Adaptation of special strategies should be taken to avoid poor 
maintenance, inappropriate well location and a historical lack of regulation that has 
led to many instances of groundwater contamination and associated public health 
issues. Consumption of these wells water requires an urgent reaction to apply ade-
quate solutions. The protection of these wells waters, implementation and manage-
ment of sanitation systems and sewerage network, the disinfection of groundwater 
should be adopted to cope with unforeseen situations and to decrease the water-
related disease burden. As shown in reported results, this approach is still valuable 
in indicating potential avenues for future research. It’s vital to link education and 
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social awareness with these measurements which play a major role in confronting 
and controlling groundwater pollution, water-related diseases, and subsequently in 
improving the human health of these suburban and rural populations.
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Abstract

Vibrio is a rod-shaped Gram-negative bacteria, which is widely distributed in 
marine and estuarine environments worldwide. It is an important component of 
the aquatic ecosystem and plays an important role in biogeochemical cycle. Its 
population dynamics are usually affected by climate and seasonal factors. Most of 
the Vibrios in the environment are not pathogenic, but some of them are pathogenic 
bacteria for human and animal, such as Vibrio cholerae, Vibrio vulnificus, Vibrio 
parahaemolyticus, and Vibrio anguillarum, etc., which are generally reported to 
be related to aquatic animal diseases and human food-borne diseases. Over the 
last couple of years, due to the influence of the rising seawater temperature and 
climate change, the incidence of diseases caused by Vibrio infection has increased 
significantly, which poses a great threat to human health and aquaculture. 
The research on pathogenic Vibrio has attracted more and more attention. The 
abundance and community changes of Vibrio in the environment are usually 
controlled by many biological and abiotic factors. The Vibrio pathogenicity is 
related to the virulence factors encoded by virulence genes. The process of Vibrio 
infecting the host and causing host disease is determined by multiple virulence 
factors acting together, instead of being determined by a single virulence factor. In 
this chapter, community changes of Vibrio, as well as the virulence factors of Vibrio 
and the related virulence genes of Vibiro are summarized, and their important roles 
in Vibrio infection are also discussed.

Keywords: Vibrio, community change, foodborne diseases, pathogenicity,  
virulence factors

1. Introduction

The Vibrio belongs to the Vibrionaceae family of the Gammaproteobacteria, is 
a thermophilic, rod-shaped, heterotrophic Gram-negative bacterium [1]. Vibrio 
has genetic and metabolic diversity, and there are great phenotypic and genotypic 
differences among different species. It widely exists in estuaries and marine habitats 
all over the world and is an important part of aquatic ecosystems [2].

Vibrio usually has chemotaxis and motility, which can quickly respond to fluctua-
tions of nutrient concentration and make use of nutrients in the environment to 
grow rapidly [3, 4]. In addition, Vibrio has the ability to degrade the common carbon 
substrates. It can decompose and utilize a variety of substrates by producing chitinase, 
protease, lipase and other extracellular proteases. The production and secretion of 
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these enzymes can provide Vibrio rich nutrients unavailable for other organisms, 
enabling Vibrio to quickly transform from a relatively small part to a dominant bacteria 
in response to environmental and climate changes [5]. Vibrio plays an important role 
in the biogeochemical cycle, which regulates inorganic nutrients and carbon flux by 
fixing and re-mineralize nutrients [6].

Most Vibrio are not pathogenic, but there are several Vibrio that are pathogens of 
humans, fish, shellfish, or other species and can cause a range of clinical manifesta-
tions including gastroenteritis, acute diarrhea, sepsis, narcotizing soft tissue infection, 
high mortality in cultured aquatic animals, and, in some reported cases, human death 
[7–10]. Vibriosis usually occurs by eating raw or under cooked seafood products, 
drinking contaminated water, or by direct contact with the contaminated environment 
through wounds [11, 12]. In the United States, the most common cause of gastroenteri-
tis is the consumption of oysters infected or under cooked with V. parahaemolyticus [13]. 
According to the report of the Centers for Disease Control and Prevention (CDC) in 
2006, V. parahaemolyticus is a major food-borne pathogen in the United States, and there 
are about 34,664 food-borne cases every year [14]. In another report, 80,000 people 
were infected with food-borne Vibrio annually in the United States in 2016, resulting in 
more than 500 hospitalizations and 100 deaths, the vast majority of which were V. vul-
nificus and V. parahaemolyticus [15]. Moreover, V.parahaemolyticus is a common source 
of food borne disease in Asian countries such as China, Japan and South Koala [7].

Aquaculture is a fast growing sector and continues to grow to meet the increas-
ing global demand for seafood. From 2000 to 2017, aquaculture business grew by 
approximately 150%. China is the world’s largest aquaculture producer (account-
ing for 58% of global production) producing 46.8 million tons of aquaculture ani-
mals per year [9]. In order to further meet the needs of the national economy and 
food security, the mariculture industry in southern China has gradually developed 
into intensive and industrialized [16]. However, high-density farming, severe 
human activities and global climate change have led to frequent Vibriosis, which 
has posed a huge threat to human health and social and economic development 
[17]. Vibriosis is one of the most common bacterial diseases affecting a variety 
of marine fish and shellfish [18, 19]. Studies have demonstrated that the content 
of Vibrio in aquaculture facilities is very high, especially during the outbreak of 
disease. The culturable Vibrio community in the affected facilities is composed  
of single or few Vibrio species, including V. alginolyticus, V. parahaemolyticus,  
V. vulnificus and Vibrio harveyi. These species include human and animal patho-
gens, which can lead to high mortality of aquatic animals [20]. For example, from 
May 2000 to November 2003, the mortality rate of large yellow croakers reared in 
marine cages due to infection with V. alginolyticus and V. harveyi ranged from 30% 
to 40% and even as high as 80% in Zhejiang province, China [21]. In addition, 
wastewater from aquaculture farms is often released to the environment without 
treatment, potentially causing large quantities of pathogenic Vibrio to enter the 
environment, posing a potential threat to human health. Therefore, understand-
ing the dynamic changes of Vibrio community and the pathogenicity of Vibrio is 
of great significance for the healthy development of aquaculture and reducing the 
impact on human public health [22, 23].

2. Dynamic changes of Vibrio community

2.1 Abundance of Vibrio

Vibrio are widely distributed in estuaries and marine environments, and mainly 
in nearshore areas. Vibrio generally exhibit two different growth strategies, either 
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as a free-living form or attached to biological or non-biological surfaces, where 
they can co-exist with the host or cause host disease [24]. For example, some Vibrio 
living in squid or other organisms can be used as the source of luminescence of 
light-emitting organs and also an important part of the combination of biofilm and 
macroalgae [25].

Vibrio easily grow on conventional medium (such as seawater 2216E agar 
medium) and selective medium (such as thiosulfate citrate bile salt sucrose 
agar medium, TCBS) and can carry out a variety of metabolic activities [26]. In 
some studies based on culture, Vibrio can account for 10% of culturable marine 
bacteria [27], and the average abundance in estuaries and nearshore waters is 
103 ~ 106 CFU L−1. However, in studies using non-culture methods, Vibrio 
population only accounts for about 1% of the total plankton bacteria in nearshore 
waters, and the average abundance in estuaries and nearshore waters is 104 ~ 108 
16 s rRNA copies L−1 [28]. Their Vibrio abundance was found to be between 15 
and 2395 CFU mL−1 in a study of tropical estuaries and coastal water in Malaysia 
[29]. In addition, studies have shown a high density of Vibrio on the surface and 
in the body of marine animals such as fish, shrimp, mollusks, corals, sponges, 
zooplankton, algae and seaweed [30]. For example, in a study examining the effects 
of aquaculture on Vibrio communities, the relative abundance of the 16SrRNA gene 
sequence reads 16 from seaweed samples were the highest by sequencing water, 
sediment, seaweed and tissue samples obtained in the aquaculture area of Hainan 
[9]. This is also consistent with studies describing Vibrio communities as important 
components of seagrass bacterial communities. These bacteria account for 25% of 
the culturable bacteria in seaweed off the coast of Hainan province [31].

2.2 Diversity of Vibrio

At least 110 Vibrios have been found and reported, and more may be found in 
the future. Among the Vibrios that have been described, several are commonly 
associated with human diseases, among which V. cholerae, V. parahaemolyticus, and 
V. vulnificus are recognized as human pathogenic bacteria, while Vibrio alginolyticus, 
V. anguillarum, V. harveyi, Vibrio fluvialis, Vibrio furniss, Vibrio metschnikovii, and 
Vibrio mimicus are primarily marine animal pathogenic bacteria but occasionally 
associated with human infections [32–36].

Vibrio usually has species-specific salinity and temperature preferences, and 
different kinds of Vibrio may exist in different environments. They exit from deep-
sea hydrothermal vents and sediment are more than 6, 000 meters deep to seawater 
10, 500 meters deep in the mariana trench [37, 38]. For example, the optimal growth 
temperature and salinity for Vibrio devil, first isolated from deep-sea hydrothermal 
vents, is 30 ~ 45 °C and 20 ~ 50 ppt, respectively [39]. The salinity-dependent 
Vibrio carinii is mainly present in seawater in the range of salinity from the Baltic 
Sea to the Mediterranean Sea [40]. Vibrio pacinii, Vibrio cyclotrophicus, Vibrio lentus, 
and some unnamed Vibrio have also been found at low temperatures [32].

At present, studies on the diversity of Vibrio communities in marine 
environments are mainly based on Vibrio isolated and cultured [41]. However, 
due to the low interspecific resolution of the 16S rRNA gene, the use of 16S rRNA 
gene similarity as a major interspecific marker for the phylogenetic relationships 
of Vibrios appears to have lost its effect. Multiple-locus sequence analysis (MLSA) 
and other novel phylogenetic markers such as the iron absorption regulatory gene 
fur have been used as alternative approaches [42, 43]. In order to study the diversity 
of environmental Vibrio, Siboni et al. first extracted DNA from seawater, and 
then used 16S rRNA gene primers specific to Vibrio to conduct high-throughput 
sequencing, thus making it possible to more intuitively and effectively explore the 
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diversity of Vibrio communities [44]. In another study by Bei et al., the abundance 
and community structure of Vibrio species at different depths was studied using 
Vibrio-specific 16S rRNA gene high-throughput sequencing and quantitative PCR 
(qPCR) techniques as well as traditional culture methods [5].

2.3 The influence of environmental factors on Vibrio community

In a marine environment, abundance and community composition of Vibrio 
is affected by many factors, including temperature, salinity, pH, water depth, 
dissolved oxygen and transparency [45, 46]. Chemical factors are mainly the 
concentrations of inorganic and organic nutrients. In addition, biological factors 
such as protozoa, viruses, marine animals and algae also affect the change of Vibrio 
community. Therefore, under the interaction between biological and non-biological 
factors, the Vibrio community in the environment shows complex dynamic changes.

The abundance and community structure of Vibrio in seawater is generally 
considered to be related to temperature and salinity. Temperature is the most 
important factor affecting the change of Vibrio community. Under general 
conditions, the relationship between Vibrio and water temperature shows a 
positive correlation. Growth of Vibrio population can be observed in short-term 
temperature rise and long-term temperature change related to climate change 
[47–49]. At present, many coastal areas around the world have been reported 
an increase in the number of Vibrio. For example, some researchers have used 
continuous plankton recording equipment to show that the increase in sea 
temperature has caused an increase in the number of Vibrio in parts of the 
North Atlantic and North Sea [50]. In Peru, Alaska and the gulf of Mexico and 
other regions also reported that due to the increase in water temperature, some 
pathogenic Vibrio species began to increase [51]. Moreover, some cases of infection 
caused by Vibrio have also been reported to be associated with abnormally high 
water temperatures [52].

Salinity was the second largest factor affecting the abundance of Vibrio, and 
Vibrio had a positive correlation with salinity, but the relationship might also 
be covered by increases in temperature and nutrient concentration [53, 54]. Not 
only that, some studies found that short-term salinity changes do increase the 
concentration of Vibrio, but long-term salinity changes have no significant effect 
on the overall trend of Vibrio, for example, there are studies found that abundance 
of Vibrio is affected by salinity and chlorophyll A concentration, but only when 
the salinity is less than 20 ppt, the effect of salinity is significant [29]. In another 
study on the abundance of microbial communities in Guanabara Bay, the research-
ers constructed an artificial neural network that could simulate the response of 
environmental microbial communities to environmental parameters. The results 
showed that temperature had a positive correlation with the abundance of Vibrio, 
and salinity had a negative correlation with the abundance of Vibrio. Transparency 
had a positive correlation with chlorophyll concentration but had little to do with 
the number of Vibrio. Moreover, these physical parameters were more related to 
the abundance of Vibrio than in total phosphorus and total nitrogen [55]. The 
authors deduced that due to the high degree of eutrophication in the bay, the 
microbial community had reached its maximum capacity to absorb and utilize 
nutrients, and the growth of the microflora was no longer restricted by nutrients. 
On the contrary, salinity, temperature and transparency jointly determined the 
number of Vibrio.

Although the composition and abundance of Vibrio communities are closely 
related to temperature and salinity, in temperate regions, concentrations of 
organic and inorganic nutrients and phytoplankton communities appear to be 
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more important drivers of seasonal changes in Vibrio communities because annual 
changes in temperature are not significant.

In a study of wetlands in Macchiatonda Regional Nature Reserve, it was found 
that the CFU abundance of TCBS depended on temperature and salinity, and the 
effect of temperature was greater than that of salinity (27% and 20%, respectively), 
but since temperature and salinity accounted for only 40% of the total CFU abun-
dance, other environmental and biological factors had to play a role in driving 
Vibrio abundance in the system of the region [32]. In another ten-year study of the 
mouth of the Newz River in North Carolina, the United States, it seems that similar 
views have been confirmed. During the study, the temperature of the estuary did 
not change significantly, but the number of some Vibrios closely related to the 
temperature increased. The salinity of the estuary showed a trend of increasing to 
the highest and decreasing during the study. The increase of the number of Vibrio 
in the estuary had to be in conformity with the decrease in salinity. When the 
salinity increased, the number of Vibrios in the mouth of the river increased. Some 
specific Vibrio, such as V. vulnificus, had almost declined to undetectable levels, 
and the final conclusion was that the concentration of Vibrio in the area appeared 
to be independent of changes in the three factors commonly used to predict Vibrio 
abundance, including salinity, temperature, and dissolved oxygen. Although the 
overall abundance of Vibrio was on the rise, the number of some potential patho-
genic species was decreasing, and the concentration of Vibrio in the estuaries was 
predicted to be related to nitrogen and carbon in the environment [2]. In addition, 
studies have shown that ammonium radical promotes the growth of Vibrio, while 
silicic acid and phosphate have opposite effects on Vibrio population [56]. Dissolved 
organic carbon (DOC) has a strong impact on the ecology of Vibrio. DOC provides a 
large amount of nutrients needed for Vibrio living in estuarine and marine habi-
tats. Vibrio can absorb, metabolize and produce organic matter, thus changing its 
chemical properties and bioavailability [57]. Therefore, in temperate regions where 
the temperature is relatively stable, factors other than physical parameters such 
as temperature and salinity may play a more important role. However, when the 
degree of nutrition is high and the microbial community has reached the maximum 
capacity to absorb and utilize nutrition, physical factors are more relevant to the 
abundance of Vibrio.

Dissolved oxygen is an important hydrological parameter, which affects the 
number of Vibrio bacteria by affecting their metabolism. Due to hypoxia, the 
Vibrio population will switch from breathing mode to fermentation mode [58]. 
The abundance of free-living and particulate-related fractions of Vibrio was nega-
tively correlated with dissolved oxygen (48.7% ~ 105.8% saturation) in the coastal 
area of georgia, USA [59]. A negative correlation between Vibrio abundance and 
dissolved oxygen (5 ~ 11 mg L−1) was found in the North Carolina estuary [60]. In 
addition, a study on Yongle Blue Cave in Sansha, Hainan, China found that in the 
deepest Blue Cave in the world, due to the strong stratification limiting the vertical 
exchange of oxygen, the water body was divided into an upper aerobic zone and a 
lower anoxic zone. The strong DO gradient resulted in no significant correlation 
between Vibrio abundance and temperature, but Vibrio abundance was very high 
at a depth of 100 m (the interface between aerobic and anoxic) [5].

In addition to physical factors, biological factors also play an important role in 
affecting changes in the Vibrio community. The virus has a strong lethal effect on 
Vibrio and can greatly affect the change of Vibrio community. Some researchers 
have identified a virus with a wide host range from infected Vibrio, which can kill 
34 Vibrio strains of four species [61]. For some special species, changes in biological 
factors may have a stronger effect on their abundance than non-biological param-
eters [62, 63]. Recently, it has been proved that there is a significant correlation 
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between the abundance of particle-associated Vibrio and the community composi-
tion of phytoplankton, and it is speculated that this may be related to the bioavail-
ability of dissolved organic matter released from phytoplankton [64].

Finally, Vibrio can enter a viable but non-culturable state (VBNC) under 
adverse environmental conditions (such as oligotrophic, excessively high or low 
temperature, high salt, extreme pH, and sunlight radiation). This physiological 
state is reversible, and when the conditions become favorable again, the pathogen 
will recover [65]. The cells could still survive in this dormant state, but it could not 
be detected by the traditional culture method, which might show a higher resistance 
to exogenous stress and maintain the active virulence factors [66]. However, 
conditions for Vibrio to enter “recovery” from “dormancy” are not completely clear.

3. Pathogenicity of Vibrio

Vibrio is usually reported being related to food-borne diseases and aquaculture 
diseases. Diseases or even death of aquatic animals caused by Vibrio infection have 
been reported worldwide and are showing an increasing trend [7, 11, 18, 67].  
Therefore, Vibriosis has caused significant impacts on human health and the 
development of aquaculture [68–70]. The pathogenicity of Vibrio is determined 
by multiple virulence factors encoded by its virulence genes [71–74]. Vibrio infects 
and destroys the host through a series of processes, including adhesion, invasion, 
immune escape, in vivo proliferation and production of toxins [46]. Vibrio mainly 
includes adhesion factor, the capsule and polysaccharide, cytotoxin and other 
virulence factors [75]. Therefore, infection and pathogenesis of Vibrio are not com-
pleted by a single virulence factor, but the result of the combined action of multiple 
virulence factors.

3.1 Adhesion factor

Adhesion is the prerequisite for pathogenic bacteria to cause disease to the body 
infection, and it is of great significance in invading the host and effectively exerting 
the virulence [76]. Adhesion is mainly achieved by adhesion factors that specifically 
recognize and bind to host cells, the ability of Vibrio to adhere to and form biofilm 
on the surfaces of organisms and non-organisms can enhance the virulence and 
pathogenicity of Vibrio [77]. Moreover, adhesion is strongly related to the biofilm 
formation ability, movement ability and quorum sensing of bacterial [78].

Adhesion factor is a kind of macromolecular substance that can make patho-
genic bacteria adhere to the surface of eukaryotic cells, and it plays an important 
role in the host infection process of Vibrio. Vibrio has a variety of adhesin, such as 
fimbriae, cilia, outer membrane protein (OMP), lipopolysaccharide (LPS), extra-
cellular polysaccharide, etc. Among them, fimbriae and cilia belong to fimbriae 
adhesin, while OMP, LPS, and extracellular polysaccharides belong to non-pilin 
adhesin [79]. The exposure of OMP to the bacterial surface is a unique and impor-
tant component of the outer membrane of Gram-negative bacteria, which plays an 
important role in maintaining the outer membrane structure, ensuring the trans-
port of substances, and stimulating the body to produce antibodies and cytokines. 
It has been found that the outer membrane protein is an important pathogenic 
factor closely related to the process of bacterial adhesion and iron uptake [80]. LPS 
is a lipopolysaccharide substance located in the outermost layer of the cell wall of 
Gram-negative bacteria. It is not only the main component of the cell wall of Gram-
negative bacteria, but also the material basis for the endotoxin of the virulence fac-
tor of Gram-negative pathogens [81]. In Vibrio pathogens (such as V. anguillarum, V. 
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vulnificus, V. cholerae, V. mimicus, V. parahaemolyticus, etc.), LPS has been proven to 
be an important pathogenic factor [82].

Although Vibrio has a variety of adhesion factors, previous studies on the adhe-
sion of Vibrio generally focused on flagellum, and some researchers proposed that 
flagellum plays an irreplaceable role in the adhesion process of bacteria-infected 
host [83]. According to the location of the flagellum, the flagellum can be divided 
into two types: terminal flagellum and peri-flagellum. Belas investigated the differ-
ences in the adsorption characteristics of Vibrio with different types of flagellum 
on chitin, and found that peri-flagellum had a stronger affinity for chitin than 
terminal flagellum [84]. The adhesion of V. alginolyticus to the epidermal mucus of 
Sparus macrocephalus was studied by Bordas, which also proved this viewpoint [85]. 
In addition, studies have found that pili seems to have a strong correlation with the 
pathogenicity of Vibrio. Wright first found in 1989, most clinical isolates of V. vul-
nificus have pili, while environmental isolates lack pili [86]. Analysis of pili protein 
gene expression during infection indicated that the pili protein expression of the 
strong strain was higher than that of the weak strain [87]. Moreover, the mobility 
of the strain was also one of the main factors affecting the adhesion. Kogure found 
that under the condition of having flagella at the same time, strains with mobility 
showed faster and stronger adhesion than the strains without mobility [88].

3.2 Capsular and polysaccharide

After entering the host, bacteria usually activate the host immune system to 
cause a series of immune responses to eliminate pathogens [89]. In order to survive 
and reproduce in the host, bacteria must adopt a series of strategies to improve their 
viability and virulence in the host as well as their resistance to phagocytosis and 
antibiotics.

The correlation between the capsular and polysaccharide and virulence has 
been confirmed [90]. The capsule encapsulated on the surface of bacteria is a 
dense, high molecular weight capsule that plays a major role in evading the host’s 
immune defense. The encapsulated pathogen shows strong resistance to phago-
cytosis and complement-mediated lethality. Studies have shown that organisms 
with capsular polysaccharides are more likely to survive in serum, that isolates 
expressing opaque colonies are more resistant to serum than translucent isolates, 
and there are differences in colony characteristics between seafood isolates 
and clinical isolates. Clinical isolates were more resistant to serum complement 
proteins than environmental isolates, and the clinical genotype had a consistent 
survival advantage when exposed to serum [91–93]. In addition, the formation 
of biofilm will also promote the adhesion of pathogens to the host, coordinate 
the quorum sensing between bacteria, and improve the resistance of patho-
gens to antibiotics, playing a major role in the escape of pathogens from host 
immunity.

3.3 Cytotoxins

Cytotoxic is the main killer factor of pathogens in the process of attacking 
the host. Toxins secreted by Vibrio can be divided into endotoxin and exotoxin. 
Endotoxin is the lipid part of lipopolysaccharide released after cell death, and 
the exotoxin is secreted out of cells to cause damage to the host. At present, the 
toxins produced by Vibrio have been studied in depth, and the expression of many 
virulence factors is related to the pathogenicity of Vibrio, including: Thermostable 
direct hemolysin (TDH), TDH-related hemolysin (TRH), V. vulnificus cytolytic 
toxin (VVC), cholera toxin (CT), and zonulaoccludens toxin (Zot).
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V. parahaemolyticus is one of the main bacterial isolates of food poisoning caused 
by seafood contamination and is usually associated with outbreaks of foodborne 
diseases [11]. The thermostable direct hemolysin (TDH) and TDH-related 
hemolysin (TRH) encoded by the tdh and trh genes are considered to be the main 
virulence factors of V. parahaemolyticus. TDH has a variety of biological activities, 
such as hemolytic activity, cytotoxicity, cardiotoxicity and enterictoxicity. TDH 
is a perforated toxin, and its toxic mechanism is to create pores with a diameter 
of 0 ∼ 2 nm on the erythrocyte membrane, among which the larger pores can 
make the water and ions in the cells flow out of the cell membrane, and changes 
in these ion fluxes in the intestine are also the main cause of diarrhea [94, 95]. 
TRH is a thermolabile toxin, which is similar to TDH in immunology, and can also 
activate chloride channels and cause changes in ion flux [96]. TDH and TRH share 
approximately 70% homology [97], and these two genes are considered to be the 
most important virulence markers of V. parahaemolyticus and are commonly used 
for virulence testing of V. parahaemolyticus [98].

V. vulnificus is a conditionally pathogenic human pathogen, which can cause 
severe wound infection, acute gastroenteritis and life-threatening septicemia. 
In susceptible or immunocompromised individuals, the mortality rate exceeds 
50% [99]. VVC encoded by VvhA gene of V. vulnificus is the key virulence factor 
of V. vulnificus, which mainly plays a role through two mechanisms: cytolysis and 
apoptosis induction [100]. VVC has species specificity in V. vulnificus, which is the 
only exotoxin that can be secreted out of cells, and belongs to cholesterol-dependent 
cytolysin of pore-forming protein family [101]. The cytotoxic mechanism of 
cytotoxin is that it combines with non-esterified cholesterol on cell membrane and 
aggregates on the cell surface, which makes the cell membrane form a channel and 
leads to the outflow of intracellular potassium ions, which leads to the rupture of 
colloid permeable cells. The main mechanism of apoptosis induced by cytotoxin 
is related to mitochondria. Cytotoxin can lead to the production of mitochondrial 
reactive oxygen species (ROS) in intestinal epithelial cells, and then lead to cell 
necrosis and apoptosis [102].

V. cholerae has caused several epidemics in history. Cholera toxin (CT) is the 
main pathogenic factor of O1/O139 V. cholerae, which can cause serious damage 
to intestinal cell function and lead to cholera watery secretory diarrhea [103]. 
CT is encoded by ctxA and ctxB. These genes are encoded by CTXΦ of lysogenic 
filamentous phage and can be transferred between virulent and non-virulent strains 
[104]. zot is also encoded by lysogenic filamentous bacteriophage CTXΦ [105], and 
its encoded zona-linked toxin (ZOT) is the second virulence index of V. cholerae, 
which can make mucosal cells adhere together, maintain the tight connection 
structure of mucosal integrity and increase the permeability of intestinal mucosa 
[106]. Except as a cytotoxin, Zot seems to be related to the assembly of CTX phage 
in structure and function. Zot gene has sequence homology with the coat protein 
gene, which is probably the coat protein of CTX Φ. This indicates that it may have 
dual functions [107].

3.4 Other virulence factors

In addition to secreting toxins, some pathogenic bacteria can secrete a variety 
of extracellular products, which are also the main factors causing host diseases. For 
example, Balebona and Morinigo discovered in 1995 that the extracellular products 
of V. alginolyticus have various enzyme activities such as caseinase, gelatinase, 
amylase, phospholipase, collagenase, etc., and these extracellular products have 
strong toxicity to fish cells, which can dissolve fish cells and cause fish death [108]. 
Balebona et al. infected fish by intramuscular injection with extracellular protease. 
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After 6 h, it was observed that the injected extracellular products were lysed, which 
could lead to fish death in 24 ~ 72 h [109]. Lee et al. found that alkaline serine 
protease produced by V. alginolyticus can reduce thrombin in prawn plasma and 
prevent hemolymph from agglutinating, which is one of the main lethal factors 
secreted by V. alginolyticus. V. vulnificus metalloproteinases (VVP) is a kind of 
zinc ion-dependent protease with hemolysis. Miyoshi et al. studies have proved 
that VVP can enhance vascular permeability, destroy the basement membrane, 
cause bleeding reaction, cause cell and tissue damage, and eventually develop into 
sepsis [110].

Iron, as an indispensable trace element, is also an important component of 
various cellular enzymes, and plays an important role in the growth, reproduction, 
pathogenicity and cellular metabolism of pathogenic bacteria [111]. The iron carrier 
of Vibrio is an important pathogenic factor, and the iron uptake system mediated by 
it plays a very important role in bacterial growth and host colonization. Under the 
condition of lack of iron, the strain will produce a chelation agent iron carrier with 
high affinity for heme iron ions and low molecular weight, and the iron absorbed 
from transferrin and lactoferrin will be transported to bacterial cells for its own use 
through the receptor [112].

4. Conclusion

Vibrio, as a kind of human and animal pathogen, exists widely in the world, 
and its increasing number and pathogenicity are great challenges to human 
public health and healthy aquaculture. The changes of Vibrio community in the 
environment are related to abiotic factors (temperature, salinity, pH, water depth, 
dissolved oxygen, transparency, nutrient concentration, etc.) and biological factors 
(protozoa, viruses, marine animals and algae, etc.), among which temperature 
and salinity are considered to be the most important factors affecting the changes 
of Vibrio community, but in temperate regions where salinity and temperature are 
relatively stable, nutrient concentration and phytoplankton community contribute 
more to the changes of Vibrio community. In recent years, with the outbreak of 
Vibrio in some areas caused by climate change and rising seawater temperature, 
the number of some pathogenic Vibrio began to increase. The pathogenicity of 
Vibrio is related to virulence factors encoded by virulence genes (adhesion factors, 
cytotoxins, extracellular enzymes, capsular polysaccharides, iron uptake system, 
etc.), and different virulence factors play different roles in the infection process. 
In this chapter, the influencing factors of Vibrio community change and various 
virulence factors of Vibrio in the process of infecting the host were summarized, 
in order to provide reference and help for human public health and aquaculture 
industry.
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Chapter 8

The Secretome of Vibrio cholerae
Annabelle Mathieu-Denoncourt, Sean Giacomucci  
and Marylise Duperthuy

Abstract

Vibrio cholerae is a facultative human pathogen responsible for the cholera disease 
which infects millions of people worldwide each year. V. cholerae is a natural inhabit-
ant of aquatic environments and the infection usually occurs after ingestion of 
contaminated water or food. The virulence factors of V. cholerae have been exten-
sively studied in the last decades and include the cholera toxin and the coregulated 
pilus. Most of the virulence factors of V. cholerae belong to the secretome, which 
corresponds to all the molecules secreted in the extracellular environment such as 
proteins, exopolysaccharides, extracellular DNA or membrane vesicles. In this chap-
ter, we review the current knowledge of the secretome of V. cholerae and its role in 
virulence, colonization and resistance. In the first section, we focus on the proteins 
secreted through conventional secretion systems. The second and third sections 
emphasize on the membrane vesicles and on the secretome associated with biofilms.

Keywords: Vibrio cholerae, secretome, secretion system, membrane vesicles, biofilm

1. Introduction

Vibrio cholerae is a Gram-negative bacterium responsible for the cholera disease, 
which infects millions of people per year worldwide. In the environment, V. cholerae 
is a common inhabitant of aquatic ecosystems. Over more than 200 serotypes of 
V. cholerae have been described, but only two are responsible of the pandemics, i.e. 
O1 and O139 serotypes. The O1 serotype is divided in two biotypes, classical and El 
Tor. The V. cholerae O1 El Tor is responsible for the ongoing 7th pandemic [1]. The 
infection usually begins with the ingestion of contaminated water or food. Once 
inside the human host, V. cholerae colonizes the small intestine where biofilm-like 
structures have been observed [2]. The colonization and virulence inside the host 
are highly correlated with the secretion of a panel of proteins, including the cholera 
toxin (CT). The toxin is responsible for the misfunction of the calcium channel of 
the host epithelial cells, leading to the cholera characteristic massive loss of water 
and the diarrhea [3]. This review aims to focus on the secretome of V. cholerae and 
the secretion systems used by this bacterium to colonize the human host, compete 
with other bacteria, and survive in the environment.

2. Secretion systems

V. cholerae possesses as many as five multicomponent secretion systems, allowing 
secretion or translocation of a broad range of molecules into the extracellular milieu 
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or directly into the neighbouring cells. These molecules are essential for niche 
competition in the environment and for persistence in the host.

2.1 Type II secretion system for virulence and environmental fitness

The type II secretion system (T2SS) shares many structural characteristics with 
the type IV pilus (T4P) and is conserved among Gram-negative bacteria for delivery 
of colonization and virulence factors in the extracellular milieu [4, 5]. In V. cholerae, it 
is used in the aquatic environment and in the human host to secrete exoproteins from 
the periplasm to the extracellular milieu or to anchor the bacteria to the host cells 
[4, 6]. The loss of T2SS altered growth, biofilm formation, antimicrobial resistance, 
and cell envelope integrity, suggesting that the T2SS has an essential role in this 
bacterium, which makes it a suitable target for therapeutic development [7–9]. The 
T2SS genes are referred to as extracellular protein secretion (eps) [7]. Hydrolyzation 
of ATP is required to provide energy for secretion [5]. The T2SS is anchored in both 
bacterial membranes and is distributed all over the bacterial surface [10, 11].

The growth defect of mutants lacking essential components or regulators of the 
T2SS shows that it is a vital component for V. cholerae, mostly since all the proteins 
secreted by the T2SS seem to act together to facilitate V. cholerae colonization and 
survival in ecological niches or in the human host. Majority of experiments occur in 
controlled laboratory conditions which do not represent the complexity of the intes-
tinal nor the marine niches. These conditions might influence the type of proteins 
that are secreted by the bacteria, as seen in the Sikora et al. study where the CT has 
not been detected in the supernatant while it is a known T2SS secreted protein [6].

2.1.1 Structure and secretion through the T2SS

The structural components [5] and secreted proteins [4] of the T2SS have 
recently been the object for reviews. Briefly, the T2SS assembles in 4 complexes; 
(i) the secretin, a pore located in the outer membrane, (ii) the inner membrane 
anchoring platform, (iii) the intracytoplasmic ATPase complex and (iv) the pseu-
dopilus. Even though the exact sequence of biogenesis is still unknown, a general 
pathway of assembly has been suggested.

The targeted proteins with signal peptides are firstly translocated to the peri-
plasm by Sec or Tat, where they are assembled to acquire a secretion competent 
conformation [12, 13]. Then, it has been proposed that they bind to the pseudopilin 
trimeric tip and to the inner membrane platform. This interaction activates the 
ATPase hydrolysis activity, thus the pseudopilus elongation by addition of pseudo-
pilin subunits and leads to the thrust of the secreted protein through the secretin 
channel as a piston [5]. It has been proposed that the signals for T2SS transportation 
are dependent on the protein conformation on the N-terminal signal peptides, but 
they have not been clearly identified yet [14].

2.1.2 Genes and regulation

The T2SS apparatus is composed of a dozen types of proteins, which are 
encoded on the eps operon (epsC to epsN), plus epsAB and the vcpD (pilD)  
genes in V. cholerae [7, 10]. Few studies have concentrated on the regulation of 
the T2SS in V. cholerae. Under laboratory conditions, the T2SS is constitutively 
expressed in V. cholerae following the growth rate of the bacteria with a higher 
expression at 25°C than at 37°C [15]. In addition, studies on the T2SS regulation 
suggest that several major regulatory pathways, including the quorum sensing, 
the c-di-GMP, the σE envelope stress response, might be involved [15, 16]. Finally, 
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as more than 20 extracellular proteins with important activities throughout the 
infection are secreted through the T2SS [6], this system must be tightly controlled 
over time to allow their synchronized secretion. Therefore, the expression of the 
cargo proteins is regulated by a panoply of regulators.

2.1.3 Secreted proteins

In V. cholerae, the T2SS ensures the transportation of more than 20 proteins with 
extracellular activities such as enzymes, toxins, virulence and colonization effec-
tors [6]. The T2SS is essential for survival in the aquatic environment and to infect 
the human gut. An essential process to colonize both environments is the ability to 
adhere to abiotic and biotic surfaces such as copepods and zooplankton exoskele-
tons and epithelial cells, respectively [17–19]. The surface-exposed GlcNAc binding 
protein (GbpA - VCA0811) is secreted by the T2SS and is an adhesion factor used by 
V. cholerae to bind chitinous surfaces, intestinal epithelial cells and mucin [18–21]. 
Chitin is the second most abundant polymer in nature and consists on N-acetyl-
D-glucosamine (GlcNAc) monomers linked in β-1,4 and the main component of 
copepods and zooplankton exoskeleton [22]. Attachment to marine crustacea and 
zooplankton is an advantage for nutrients acquisition, survival and dispersion 
in aquatic environment. GlcNAc-containing glycoconjugates are often beared by 
some glycoproteins at the surface of the intestinal epithelial cells and might insure 
adhesion to the epithelial cells [17, 23, 24]. GbpA possesses 4 domains, the 1 and 4 
being the most important for chitin binding, while only the 1 is needed for mucin 
binding [18]. As a secreted protein, GbpA must be able to interact with V. cholerae to 
allow its adhesion to the substrate. This function is assumed by the domains 3 and 4 
of GbpA, that bind to the bacterial surface [18]. GbpA is regulated by the quorum 
sensing and produced at low cell density [25]. At high cell density, HA/P and PrtV 
digest GbpA to allow cell detachment and propagation [25, 26]. Also, higher tem-
peratures increase the production of GbpA, promoting cell adhesion [27]. GbpA 
induces mucin secretion by intestinal epithelium, and mucin increases expression 
of GbpA [21]. Studies also determined that GbpA can induce necrosis of intestinal 
cells by increasing their membrane permeability [28]. Recently, a chitin cleavage 
activity under copper saturation has been described for GbpA and would therefore 
make it a lytic polysaccharide monooxygenase, a metalloenzyme copper-dependant 
capable of polysaccharide cleavage by oxidation [29]. Taken together, these findings 
suggest that GbpA is not only an early adhesion factor but might also have a more 
important role in pathogenesis.

In the aquatic environment, after binding to zooplankton, copepods and insect 
egg masses, V. cholerae can use chitin as source of carbon and nitrogen [14, 30]. To 
do so, V. cholerae secretes at least 2 chitinases: ChiA-1 and ChiA-2. The chitinase-1 
(ChiA-1 - VC1952) and 2 (ChiA-2 – VC0027) are secreted by the T2SS and syner-
gistically hydrolyzes the β1,4 bond between the GlcNAc monomers in the extracel-
lular milieu [6, 14, 31]. The expression and activity of V. cholerae chitinases are 
influenced by environmental factors such as pH, salinity or temperature [32]. In the 
extracellular milieu, ChiA-1 expression is induced by chitin via the sensor kinase 
of the orphan two-component system ChiS [31]. In the intestine, the expression 
of the chitinases is constitutive and a role for ChiA-2 in mucin degradation and in 
virulence has been reported [33]. Besides ChiA-1 and ChiA-2, other proteins might 
have a role in chitin utilization including the VCA0140 gene that encodes for the 
spindolin-related protein, the VC0769 gene product and the chitin oligosaccharide 
deacetylase (COD - VC1280) [6, 31, 34]. All of them are secreted by the T2SS [6]. 
Regarding COD, Xibing Li and coll. demonstrated that it removes the GlcNAc from 
chitin oligosaccharides [34].



Infections and Sepsis Development

168

Besides chitin, collagen can also be used as carbon source by V. cholerae. Collagen 
is one of the most abundant components of host tissues and aquatic animals, and 
can therefore be found in aquatic environments in association with marine life and 
sedimentation of decomposing animals [35]. Its degradation provides a nitrogen 
source, giving a growth advantage to collagenases producing bacteria [35]. The 
collagenase (VchC - VC1650) is a metalloprotease that degrades type I collagen, 
providing another carbon source for V. cholerae [36]. VchC has been recognized as a 
T2SS dependant extracellular protein [36]. In other Vibrio species, collagenases are 
recognized as virulence factors as it facilitates their dispersion by degradation of the 
cellular basal lamina, but this role has not been attributed to VchC yet [36].

After the ingestion, V. cholerae navigates through the digestive tract, where it 
survives many physical and chemical barriers such as gastric acid, peristaltic move-
ment, bile, mucin and microbiota. In the small intestine, it crosses mucin using its 
flagellum and the mucinase complex, that includes the vibriolysin, a zinc dependant 
metalloprotease hemagglutinin/protease (HA/P - VCA0865) secreted via the T2SS as a 
free protease or in a cell associated form [26, 37]. The structure, regulation, secretion 
mechanism and functions of HA/P have been reviewed recently [37]. Briefly, HA/P 
is expressed when cell density is high or when there is nutrient limitation through the 
HapR and RpoS regulators [38, 39]. It is translated as an inactive protein and chaper-
ones ensure its inactive state inside the cytoplasm, then the secretion occurs in 2 steps; 
(i) HA/P is translocated via Sec into the periplasm, (ii) the T2SS exports the protease 
in the extracellular space where an autocatalytic event activates HA/P [37]. HA/P has 
multiple targets to facilitate spreading of Vibrio and increases its virulence [37]. V. 
cholerae gains access to the intestinal epithelial cells by degradation of the mucus layer, 
lactoferrin and fibronectin by HA/P in order to release toxic effectors into the epithe-
lial cells [26]. In addition, HA/P can cleave toxins such as CT and lactoferrin to activate 
or increase their activity [26, 40, 41] and disrupts tight junctions between intestinal 
epithelial cells by occludin cleavage [42]. HA/P participates in V. cholerae’s release into 
the stool by degradation of mucin to detach bacteria from epithelial cells [43].

A second important component of the mucinase complex is the neuramidase 
(VCNA - VC1784). The sialidase, or neuraminidase, is encoded on the pathogenicity 
island of every toxigenic V. cholerae strains and is secreted by the T2SS [44]. VCNA 
removes the sialic acid that hides the ganglioside GM1, which is the receptor of the 
CT, on the surface of epithelial cells [45]. It binds to sialic acid to modify it by its 
N-terminal lectin domain [46]. Multiple enzymes (VesA, HA/P, and VCNA) appear 
to work synergistically and with redundancy, ensuring access to the receptor and 
the activation of the toxin immediately after its secretion [6].

The CT (VC1456-57) is an AB5 toxin secreted by the T2SS in the intestinal 
lumen, which represents the main virulence factor of V. cholerae found in O1 and 
O139 strains [3, 47]. The subunits are individually translocated by Sec into the 
periplasm, and the assembled toxin is translocated to the extracellular milieu by the 
T2SS [7]. The toxin is secreted in an inactive form and must be cleaved by human 
or bacterial protease to be activated [40]. CT is composed of five B subunits linked 
in a ring shape that bind to the ganglioside membrane receptor GM1 on the api-
cal surface of intestinal epithelial cells [3]. CT is internalised and transits to the 
endoplasmic reticulum. The A subunit is heterodimeric with the A2 as the linker 
between B and A1 subunits, and A1 as a mono-ADP-rybosyltransferase [3]. A1 is 
released in the endoplasmic reticulum by disulfide isomerase and translocated to 
the cytosol where it activates the adenylate cyclase G protein by addition of an ADP. 
Thereby, the activated adenylate cyclase increases the intracellular levels of cyclic 
AMP, which in turn, activates the protein kinase A (PKA). Finally, PKA activates 
the chloride anion (Cl−) excretion by phosphorylation of the chloride channel, that 
leads to major water secretion by osmose [3]. ctxA and ctxB genes are organized as 
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an operon on the integrated CTXφ lysogenic phage [48]. The secretin complex of 
the T2SS is required by CTXφ to exit the bacteria, which makes the T2SS essential 
for virulence and horizontal transfer of CT [49]. CT is expressed when the cell den-
sity is low, inversely to HA/P, which is why it has been suggested that HA/P could 
cleave the remaining non-activated CT when the cell density rises [50].

Prior to GM1 binding, the CT must be processed by extracellular proteases to be 
activated. These proteases are therefore important for virulence and colonization. 
Besides their capacity to activate the toxin, they have a role in finding a substrate 
(modification of integrin) and nutrients, and in deactivating host defense mecha-
nisms. Among the T2SS secreted proteins, 3 serine proteases with 30% homology 
between them have been identified, the Vibrio extracellular serine proteases (VesA 
- VCA0803; VesB - VC1200; VesC - VC1649) [6]. All three proteins have a N-terminal 
protease domain [6, 51]. VesB has a similar structure and specificity to trypsin [51]. 
Mutation of vesABC allowed to identify that VesB is the main responsible of the 
proteolytic activity, while VesA and VesC are responsible of 20% of the total proteo-
lytic activity [6]. VesABC do not require bivalent ions for their enzymatic activity [6]. 
Under laboratory growth conditions, VesA, and in a lesser extend VesB and HA/P, acti-
vate the CT in the extracellular milieu [6, 40]. VesC induces a hemorrhagic response in 
rabbit ileal loop model, which might also reflect a role in virulence [52]. VesB and VesC 
are expressed at low cell density while VesA is expressed at high cell density [4].

Other virulence factors secreted by the T2SS have been identified in V. cholerae. The 
extracellular metalloprotease (PrtV) is a Zn-dependant metalloprotease [53, 54]. Its 
activity depends on several autocatalytic events occurring inside and outside the cell for 
activation [55]. PrtV uses two mechanisms of secretion, in association with membrane 
vesicles (MV) and via the T2SS [6, 56]. PrtV cleaves host proteins such as extracellular 
matrix and substrate proteins, inducing a change in host cell conformation leading to cell 
death [53]. In addition, PrtV is necessary for killing of Caenorhabditis elegans and protec-
tion against predators [57]. To do so, PrtV has many substrates such as, but not limited 
to, fibronectin, fibrinogen and plasminogen [53]. PrtV is composed of two domains 
usually known to allow protein-protein or protein-carbohydrates interactions [55, 58]. 
Thus, PrtV is important for the colonization of ecological niches and in pathogenesis.

The cytolytic toxin cytolysin/hemolysin A (VCC or HlyA - VCA0219), is 
secreted by the T2SS [6]. All V. cholerae strains produce VCC, an iron-dependant 
secondary toxin activated by cleavage [59]. VCC leads to cell death by vacuolization 
of the target cell, after production of anions channels in the membrane [60]. Since 
VCC leads to chloride efflux in intestinal cells, and subsequently to sodium and 
water by osmosis, it has been suggested that VCC is the major factor responsible of 
diarrhea in non-producing CT strains.

Leucine aminopeptidase (Lap - VCA0812) and aminopeptidase (LapX - VCA0813) 
are other secreted proteases using T2SS [6]. Lap is a zinc dependant metallo-exo-
peptidase that cleaves leucin in N-terminal position, while the role of LapX remains 
unknown [61]. Both Lap and LapX have no role in virulence in a C. elegans model [57]. 
While the TagA-related protein (Tarp - VCA0148), the unidentified VCA0583 and 
VCA0738 proteins, as well as the putative lipoprotein VC2298, have been recognized 
as T2SS secreted proteins, their role in V. cholerae is still unknown [6].

Finally, several proteins involved in biofilm formation and dissemination are 
also secreted by the T2SS in V. cholerae. Biofilm protects bacteria from antibiotics, 
immune system and poor environmental conditions, thus allows their survival 
in diversified range of ecological niches. Many components are secreted into the 
extracellular milieu to form the matrix. Among them, Biofilm associated protein 1 
(Bap1 - VC1888) and rugosity and biofilm structure modulator A (RbmA - VC0928) 
and C (RbmC - VC0930) are the matrix proteins and are secreted by the T2SS [9]. 
In addition, the DNase Xds, an exonuclease would also be secreted by the T2SS [62]. 
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Xds is expressed at the late stage of infection, can contribute to survival against 
neutrophiles NET traps, to acquisition of new DNA and dispersion of the biofilm 
[62, 63]. More details about the roles of the matrix proteins and nucleases in biofilm 
formation are presented in the Biofilms and Flagella section.

2.2 Type VI secretion system for competition and DNA acquisition

The type VI secretion system (T6SS) is a versatile syringe-like apparatus with 
homology to the phage T4 and produced by more than 25% Gram-negative bacteria 
that, upon contact with a target cell, punctures its cell wall, allowing translocation of 
toxic effectors directly into the neighboring cells [64, 65]. The cellular targets of these 
effectors are multiple; peptidoglycan, actin, cellular membrane, nucleic acids and 
immune system components, for instance [66]. As the target cells release their DNA 
into the extracellular milieu upon lysis, another function of the T6SS is to capture the 
extracellular DNA (eDNA) in order to acquire new features such as antibiotic resis-
tance factors and new effectors or immunity proteins [67]. Bacteria use this device as 
a competition effector to take over the environmental niche and a single bacterium 
can possess as much as 6 different types of T6SS [65]. In V. cholerae, the T6SS is as 
efficient at killing bacterial competitors as it is at delivering toxic effectors to eukary-
otic host cells, making it an important colonization and virulence factor [68].

2.2.1 Structure and secretion through the T6SS

The T6SS is anchored in the cell membrane and contains 4 distinct domains; (i) 
the membrane complex, (ii) the baseplate, (iii) the contractile sheath and (iv) the 
syringe. The current knowledge on the structure of the T6SS have been reviewed 
elsewhere [64].

Valine glycine rich proteins G 1, 2 and 3 (VgrG1-3) and a single proline-alanine-
alanine-arginine repeated motif protein (PAAR) form the tip of the syringe [69]. 
There are multiple PAAR proteins in V. cholerae’s genome but only one binds and 
folds in order to form a sharpened tip and it has been shown to be essential for an 
efficient secretion by the T6SS [69]. The PAAR proteins also have toxic effector 
functions. The syringe is a tube composed of multiple hexameric rings of hemoly-
sin-coregulated protein (Hcp) [70]. Almost simultaneously, the syringe is wrapped 
by the helical contractile sheath made of VipA and VipB [71] which polymerizes 
in an extended conformation. This high-energy conformation provides enough 
energy, upon contraction signal, to propel the Hcp syringe, the VgrG-PAAR tip and 
the associated effectors into the extracellular milieu or directly into a near target 
cell by contraction and rotation of VipB [71]. VipA would function as a chaperone 
for the VipB subunits [71]. The contracted arrangement of VipB would expose the 
ClpV binding sites on VipB, which are hidden in the extended conformation. ClpV 
is the ATPase responsible for recycling the sheath components that can be reused 
for further effectors translocation [72, 73]. Adaptor proteins are required to load the 
effectors on the tip of the syringe; however, they are not secreted by the T6SS [74].

2.2.2 Genes and regulation

In V. cholerae, the core genes are organized in a main cluster operon that includes 
vipAB, hsiF, vasA to vasM and clpV, on the small chromosome [68]. It contains most 
of the structural components of the T6SS, except for Hcp, in addition to the regula-
tor VasH and recycling protease ClpV. At least 2 auxiliary clusters (Hcp –1 and –2), 
harbouring Hcp, VgrGs, adaptor and effector/immunity proteins, are distributed 
in the genome [75]. Some strains, including pandemic strains, have an additional 
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auxiliary cluster (Aux –3) coding for a second PAAR protein and extra effector/
immunity module set [75]. Recently, two other auxiliary clusters, Aux –4, coding for 
the predicted Tse4, and Aux –5, coding for Hcp, a VgrG protein, an adaptor protein 
and effector/immunity module set, have been identified [75, 76]. While the genes 
from the main cluster are highly conserved, the auxiliary clusters, even from the 
pandemic strains harbouring the same effectors/immunity module sets, only share 
about 30 % homology between them [77].

The complexity of the apparatus and its organization require a fine regulation to 
insure its efficiency and recycling. The transcriptional regulation of the T6SS in V. 
cholerae is strain dependant [78, 79], complex and not entirely understood yet. As 
the environmental strains constitutively express the T6SS to control the surrounding 
bacterial populations and survive predators of the ecological niche, the pathogenic 
strains tightly regulate their T6SS [79, 80]. Quorum sensing, the chitin and bacterial 
competence pathways, osmolarity and other environmental conditions are involved 
in the regulation of the T6SS (for a more detailed review of the T6SS see: [64]).

2.2.3 Secreted proteins

As mentioned before, the T6SS apparatus carries toxic effectors directly into the 
target bacterial or eukaryotic cells. A single contraction event allows the transloca-
tion of many of these effectors at the same time into the target cell [69]. The cellular 
targets for these effectors are multiple; they go from peptidoglycan to cellular mem-
brane, actin and nucleic acids [64]. To protect themselves against the toxic effectors 
they produce, bacterial cells express immunity proteins, which brings the notion of 
strains compatibility (for more information see: [81]). The secreted effectors and 
structure components can be reused by recipient cells to form a new T6SS [82].

Hcp is one of the proteins transported by the T6SS into the target cell, in addi-
tion to be part of its structure by forming the inner tube and serving as a chaperone 
to the effector molecules [83]. Hcp is encoded by two different yet functional genes 
(VC1415; VCA0017) producing the same protein [68, 84]. Both genes must be 
knocked out to suppress the T6SS activity [68]. Hcp is co-expressed with HlyA, and 
its secretion was observed before the discovery of the T6SS [84].

Similarly to Hcp, the VgrG proteins (VC1416; VCA0018; VCA0123) are part of 
the T6SS structure and are secreted into the target cell upon contraction of the T6SS 
[68, 85]. VgrG-1 has an actin cross-linking activity in eukaryotic cells, thus prevent-
ing cytoskeleton reorganization and phagocytosis [86]. VgrG-2 is homologous to 
VgrG-1, but without a functional C-terminal effector domain [85]. Both appear to 
be essential for secretion of other T6SS components as a mutational inactivation of 
one of these gene makes the mutant unable to secrete any T6SS-dependant effectors 
[85]. Since its toxicity is exclusive to eukaryotic cells, no immunity coupled protein is 
required against VgrG-1. The VgrG-3 protein is known to be active against other bac-
teria by hydrolyzing peptidoglycan with its lysozyme-like domain, after a transloca-
tion to the periplasm [85, 87]. It might also have a muramidase activity, which could 
be useful in its aquatic niche to gain access to chitin or in infection to cross mucin 
[88]. TsiV3 (VCA0124) acts as the antitoxin for VgrG-3 by biding to it and prevents 
the degradation of the cell wall in the predator bacteria [87]. Thus, VgrG-3 might be 
important for infection by killing gut microbiota and by hydrolysing mucin.

The PAAR proteins (VCA0284; VCA0105), along with VgrGs, form the tip of the 
syringe of T6SS, bind the effectors and are therefore essential for T6SS effectors’ 
secretion. There are two proteins with a PAAR domain in V. cholerae’s genome with 
enzymatic activities that could be toxic for eukaryotic or prokaryotic cells, thus acting 
as effectors [69]. PAAR proteins are secreted by the T6SS by caping the tip of the 
syringe, the PAAR domain allowing the bond with the VgrG trimeric tip. As Hcp, VgrG 
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and PAAR proteins can bind and load effectors, the multiple effector translocation 
VgrGs (MERV) model has been proposed, suggesting that the T6SS spike (Hcp-VgrG-
PAAR) can deliver different cargo effectors at the same time into the targeted cell [69].

The cargo effector VasX (VCA0020) acts as a colicin and targets the inner 
bacterial membrane or eukaryotic membrane in which it is believed to form pores, 
increase permeability and lead to its disruption [89]. It is encoded downstream of 
Hcp-2 and VgrG-2 and is regulated by VasH [89]. Its immunity coupled protein is 
TsiV2 (VCA0021) [88]. The VasW (VCA0019) protein encoded right upstream 
VasX is an adaptor protein that plays a role in secretion of VasX and an accessory 
role to VasX bactericidal activity [90].

The type six effector Lipase (TseL - VC1418) is another cargo effector and its 
secretion depends on the presence of VgrG-3. It carries a phospholipase domain that 
is believed to cause damage to cell membranes in both eukaryotic and prokaryotic 
cells [88, 91]. Its immunity coupled protein is TsiV1 (VC1419).

The type six effector Hydrolase (TseH - VCA0285) is encoded next to the PAAR 
protein and its secretion is dependant of the T6SS [92]. It has been shown that TseH 
is able to degrade peptidoglycan, a main component of the bacterial cell wall, by 
hydrolysis and would therefore make it an important effector as for interbacterial 
competition. Its immunity coupled protein is the type six immunity hydrolase  
(TsiH - VCA0286), which prevents cell wall degradation.

Recently, another lipase, the Type VI lipase effector Vibrio (TleV1) has been 
discovered in environmental V. cholerae’s genome [75]. TleV1 has a toxic activity 
in bacteria, mainly in periplasm, by targeting phospholipids and destabilizing the 
cellular membrane. Two immunity coupled proteins are associated with TleV1, 
TliV1a and TliV1b (type VI lipase immunity Vibrio 1a and 1b), but only TliV1a has 
an effective neutralizing effect against TleV1.

It is most likely that, as genome analysis of more V. cholerae strains will occur, 
new effector/immunity modules will be identified as they can be transferred 
between strains by genetic transfer or acquisition of eDNA upon target cell lysis 
[67, 75, 76, 93]. All the pandemic strains encode the same effector/immunity 
module sets (TseL/TsiV1, VasX/TsiV2 and VgrG3/TsiV3, called AAA), as a result of 
intraspecific competition [93]. Some strains harbour immunity genes without the 
coupled effector that they acquired from gene transfer, named orphan immunity 
proteins, allowing their survival from multiple toxic effectors [80]. The modules 
found within strains may differ from each other, however, their diversity and their 
omnipresence testify of their value for virulence and competition of the niche.

2.3 Type I secretion system, a tool for auxiliary toxins secretion

The type I secretion system (T1SS) is used by Gram-negative bacteria to secrete, 
in a one-step process using ATP, proteins directly into the extracellular milieu.

2.3.1 Structure and secretion through the T1SS

The most studied T1SS is the hemolysin A associated T1SS (HlyA-T1SS) from 
E. coli and its general structure has been reviewed elsewhere [94]. Briefly, the T1SS 
are composed of 3 proteins encoded on the same operon, next to their associated 
secreted protein and activator; (i) an outer membrane protein (TolC), (ii) an ATP 
binding cassette (ABC) transporter in the inner membrane (HlyB), and (iii) a linker 
protein (HlyD) anchored in the inner membrane, linking the two other components.

The secreted proteins carry a C-terminal secretion signal sensed by the inner 
membrane proteins upon binding [95]. The porin TolC is then recruited to the 
complex, and the proteins pass through the HlyB and HlyD channel. The binding 
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of TolC to the inner membrane complex allows its opening and the secretion of the 
protein to the extracellular milieu, whereafter TolC leaves the complex [94]. As 
the inner membrane proteins bind to specific substrates, the TolC can be used by 
multiple T1SS within a cell [96]. The secreted proteins have a functional domain in 
N-terminal and are secreted shortly after their translation in their unfolded state. 
In V. cholerae, the T1SS structure is atypical and is composed of 4 components: the 
periplasmic linker RtxD, the outer membrane protein TolC, and 2 ATPases RtxB 
and RtxE, which most probably form heterodimers in the inner membrane instead 
of the conventional homodimer ATPase [97].

2.3.2 Genes and regulation

The rtx gene cluster is encoded near the CTXφ phage, but their regulation is not 
linked [98]. RtxA is secreted by its own unorthodox T1SS that requires two ABC 
transporters for the secretion [97]. The rtx locus is composed of 2 operons, the 
first one is left oriented and contains a conserved hypothetical gene VC1449, the 
activator (rtxC) and the toxin (rtxA). The second, right oriented, contains the ABC 
transporter (rtxB) and the fusion protein (rtxD) genes, plus the extra ABC trans-
porter rtxE. The tolC is encoded further. The RtxA toxin secretion is optimal during 
the exponential phase of growth but is inhibited in stationary phase [98].

2.3.3 Secreted proteins

The repeat in toxin (RTX) proteins are a class of proteins exclusively secreted by 
the T1SS [99]. They include the HlyA of E. coli (but not of V. cholerae – see T2SS) and 
RtxA and FrhA of V. cholerae. Briefly, these proteins contain glycine and aspartate-
rich sequence in C-terminal, before their T1SS secretion signal, and a functional 
domain originally associated with toxin activities. They require activation by the 
acetyl transferase activator encoded within the operon. The RTX region offers many 
Ca2+ binding sites. Once bound to the sites, the Ca2+ generates a sudden conformation 
change and formation of the secondary structure of the RTX protein. As the Ca2+ 
concentrations are low inside the cells, the RTX proteins keep their unfolded state 
until they reach the extracellular milieu, where the Ca2+ concentrations are higher.

One T1SS has been described in V. cholerae. It is associated to the RTX toxin 
(RtxA), a large toxin found in many V. cholerae strains, including O1 El tor, O139 
and non-O1/O139 strains, but not in the O1 classical strains that contain a deletion 
into the gene cluster [98, 100]. The omnipresence of RtxA toxin among currently 
circulating strains lets us think that it is an important virulence factor that could 
be responsible for the non-O1/O139 strains’ emergence [100]. RtxA leads to the 
depolarization of actin, by cross-linking the actin monomers into dimers, trimers or 
multimers, which causes rapid rounding of host cells [101–104].

Three other T1SS could be found in V. cholerae’s genome. The first one is associ-
ated to two putative RTX toxins with hemolytic activity (RtxL1 and RtxL2) that 
have been discovered in the genome of many V. cholerae strains [105]. They induce 
cell rounding and cytotoxicity and, unlike RtxA, also have a hemolytic activity. The 
locus has been identified but the secretion pathway has not, although all RTX pro-
teins are secreted through a T1SS, the RtxL associated T1SS is yet to be described. 
Another of the putative T1SS of V. cholerae is associated to another RTX-like toxin, 
the Flagellum-regulated hemagglutinin A (FrhA - VC1620) [106]. The decreased 
hemagglutination in non-motile V. cholerae mutant has led to the discovery of FrhA. 
FrhA contains a RTX-like domain and a T1SS signal and has a role in hemagglutina-
tion, adhesion to human host cells and chitin, thus in colonization and biofilm 
formation [107]. Its regulation is comprised in the four-step hierarchy regulation of 
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motility, which includes the regulation of several virulence factors. FrhA is encoded 
in a gene cluster harbouring components with homology to TolC (FrhC - VC1621) 
and HlyB (VC1628). However, no HlyD homolog has been found in the surrounding 
genes and the homology of VC1618 to HlyB is poor, as the ATP binding site, essen-
tial to the translocation process through the T1SS, is missing [106]. This secretion 
system is yet to be described. The retention module-containing protein (CraA - 
VCA0849) also contains a glycine rich module used as T1SS secretion signal, but its 
secretion system remains to be described [108]. CraA is an adhesin that has a role in 
early stage of biofilm formation by binding chitin. It has some homology to RtxA. In 
other Gram-negative bacteria, it serves as an adhesin on the bacterial surface.

2.4  Type III secretion system for colonization and injection of effectors into 
eukaryotic host cells

The Type III secretion system (T3SS) is a multicomponent device translocating 
various effectors directly into the neighbouring eukaryotic host cells and is found 
in many Vibrio species, including V. cholerae [109]. Many non O1/O139 strains, 
which can lead to severe diarrhea even though they do not produce the CT and toxin 
coregulated pilus (TCP), possess a T3SS [110, 111]. Unlike the pandemic strains, the 
diarrhea induced by non O1/O139 strains shows damages to the intestinal epithe-
lium [112]. The T3SS would in fact be essential for intestinal colonization and inva-
sive diarrhea in those strains. The T3SS is composed of a basal structure that shares 
similarities with the flagella, and a needle, connecting the bacterial cytoplasm to 
the eukaryotic cell using a pore at its end [113]. While the structure of the T3SS is 
conserved among Gram-negative bacteria, the effectors encoded differ from one 
another, subsequently to the intended host. In V. cholerae, the translocated effectors 
are multiple, and their accumulation disrupts host cellular processes with a key role 
in the early stages of infection, such as cytoskeletal rearrangement and cytotoxicity, 
resulting in intestinal epithelial damages and colonization of the gut [109, 114].

2.4.1 Structure and secretion through the T3SS

The T3SS is a multicomponent apparatus spawning both bacterial membranes. 
While the effectors’ secretion through T3SS is Sec independent, the translocation 
of the membrane components of the injectosome requires it [113]. The T3SS uses 
ATP for the active translocation of the effectors through both bacterial membranes 
directly into host cell cytoplasm. The T3SS consists of an injectosome with struc-
tural and genetic homology to the flagellum and a molecular syringe, the structure 
has been reviewed elsewhere [113]. In brief, the syringe connects the membrane 
complex to the host cell cytoplasm. It is composed of (i) a basal needle, (ii) a tip 
and, at its end, (iii) a translocation pore. The membrane complex is composed of an 
assembly of concentric rings creating a channel through both bacterial membranes. 
It includes an outer membrane ring connected, in the periplasm, to the inner 
membrane ring, in addition to a cytoplasmic portion, made of a cytoplasmic ring 
and an ATPase complex. The exact T3SS assembly in V. cholerae has not been studied 
yet, and some components remain to be identified [109].

2.4.2 Genes and regulation

While some Vibrio species (V. parahaemolyticus) possess two T3SS (T3SS1 and 
T3SS2), only one, with similarities to the T3SS2 of V. parahaemolyticus, has been 
found in V. cholerae’s genome [111]. The T3SS genes are located on a genomic island 
of approximatively 49kb, which includes an integrase, structural components, 
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effectors and regulators (vttRA, vttRB) [114]. The T3SS genomic island is acquired 
by horizontal transfer [115]. The core region contains most of the structural 
components and some effectors, while the upstream and downstream regions, 
more affected by the gene transfer, harbor a variety of effectors [109]. The Vibrio 
type three regulators VttRA and VttRB share similarities with ToxR, an important 
virulence regulator in V. cholerae [116]. The regulators VttRA and ToxR control the 
expression of VttRB, which, afterwards, controls the expression of the T3SS struc-
tural genes in presence of bile [117]. The deletion of either of these regulators leads 
to a decreased T3SS-dependant cytotoxicity. VttRA and VttRB might also regulate 
genes outside the T3SS island [110].

2.4.3 Secreted proteins

The presence of T3SS in non O1/O139 strains leads to intestinal epithelium 
damages, such as alteration of the brush border and disruption, as seen in the 
infant rabbit model of infection [112]. It is the result of the translocation of many 
effectors into the eukaryotic host cytoplasm by the T3SS. In V. cholerae, there are 
7 effectors encoded within the T3SS core genomic island and at least 5 others have 
been identified in the up and downstream regions [109]. The first effector to be 
identify is Vibrio outer protein F (VopF - NT01VC2350) [118, 119]. VopF pos-
sesses 2 actin binding domains, the formin homology-1 like and WASP homology 
2 domains, that intervene in actin polymerization of the host intestinal epithelial 
cells. It has been shown to be essential for virulence in infant mouse model of 
infection [119]. VopF has a homolog in other non O1/O139 strains, VopN, that 
shares 55% similarity [119]. Just like VopF, VopN disturbs actin polymerization by 
nucleation, but unlike VopF, locates in the stress fibers by binding filamin. Both 
would also have an anti-apoptotic effect.

A total of 11 proteins that use the T3SS for their secretion have been identified 
by using a FRET technique to visualize the translocation of proteins in HeLa cells, 
including an effector specific to V. cholerae, VopX (A33_1663) [114]. VopX has been 
found to be essential for colonization in infant mouse model of infection and to 
induce an important growth defect in S. cerevisiae by destabilization of the cell wall 
through Cell Wall Integrity MAP kinase pathway activation [114, 120].

Another of the secreted effectors is VopE (A33_1662) [121]. VopE is translocated 
to the mitochondria after its secretion by the T3SS, where it acts as a GTPase-
activating protein. Its presence in the mitochondria intervenes with the normal 
process of Rho GTPases Miro1 and 2, thus with the immune response using mito-
chondrial signalisation pathways [121, 122]. Along with VopF, VopE would lead to 
the loosening of the tight junctions, a primordial structure of the intestinal epithe-
lium [119]. VopM (A33_1684) is another effector secreted by the T3SS that leads to 
actin stress fibers formation and brush border effacement [110].

Other effectors have been identified, but their function remains unclear, such 
as VopZ (A33_1704), VopW (A33_1690), VopA (A33_1680), VopG (A33_1697), 
VopI (A33_1687), VopY (A33_1700), VopH (A33_1678) and VopK (A33_1699) 
[110, 114]. VopW is known as a hydrophilic translocator that would both have 
structural and effector roles [114]. Despite the lack of information, a study on 
multiple effectors brought some light on their potential role in infection [110]. 
It stated that VopA, VopM, VopW and VopH seemed to be required for intestinal 
colonization in infant mouse model of infection, as mutants of these effectors 
where not recovered from infected animals. VopA could also have a role in adhe-
sion to the intestinal cells in the early stages of infection. Along with VopH, VopI 
and VopW, VopA could be part of the structural apparatus as it is essential for 
other effectors secretion.
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2.5 Type IV secretion system, a crucial virulence factor

Three T4Ps can be found at the surface of V. cholerae, TCP, the chitin regulated 
pilus (ChiRP) and the mannose sensitive hemagglutinin pilus (MSHA). T4P have 
structural similarities with the T2SS, and their structure has been reviewed else-
where [123]. An inner membrane complex, docking an ATPase cytoplasmic com-
plex, recruits a secretion pore in the outer membrane. The pilin subunits are then 
assembled and secreted to form a strong but malleable filament. They have a role in 
many biological processes leading to virulence such as, in V. cholerae, acquisition of 
mobile genetic elements (MGE), micro-colonies formation in the intestinal lumen, 
adhesion to abiotic surfaces or chitin and biofilm formation [123]. The bacterial 
aggregation by pilus-pilus interaction with TCP, in form of micro-colonies, allows 
concentration of the toxin at the site of colonization and protection of the immune 
system (as would a biofilm) [124]. Most T4Ps have cytoplasmic ATPases that allow 
their elongation and retraction, which can lead to eDNA capture and motility. The 
main secreted components of the T4P are the pilin subunits.

2.5.1 The toxin coregulated pilus

The pandemic virulence potential of V. cholerae resides in its MGE, harbouring 
both the CT and TCP apparel on the integrated CTXφ phage and Vibrio Pathogenic 
Island 1 (VPI-1), respectively [125]. TCP is essential for effective colonization of the 
intestinal epithelium in pandemic O1/O139 strains [126]. The VPI-1 harbours the 
receptor for the CTXφ phage, the major pilin of TCP (TcpA), allowing its entry into 
V. cholerae. It also regulates the CT production with ToxT, which also regulates TCP 
expression [48, 125]. It is believed that acquisition of both these MGE is enough to 
convert environmental strains into pathogenic strains [125]. Considering this infor-
mation, it is clear that the gene acquisition by horizontal transfer is important for the 
toxigenic potential of V. cholerae. Obviously, TcpA, being the major component of the 
filament, is responsible for the pilus:pilus interaction that leads to the formation of 
the micro-colonies [124]. TCP also has a minor pilin, TcpB, which is also secreted and 
initiates pilus polymerization and retraction, despite the lack of a retraction ATPase 
in TCP [127]. TcpB would also bind to CTXφ minor coat protein and then leads to its 
internalization into V. cholerae by initializing the retraction of the T4P [127].

2.5.2 The mannose sensitive hemagglutinin pilus

MSHA is produced by O1 El Tor and O139 strains, but not by the O1 classical 
strains, and is important for adhesion to chitinous surface and biofilm formation, 
although it does not seem to play a role in virulence nor colonization in humans [27, 
31, 126, 128]. Its filament is composed of the single major pilin MshA [129]. The 
dynamic of retraction/polymerization of the MSHA is controlled by c-di-GMP [129].

2.5.3 The chitin regulated pilus

The third T4P identified in V. cholerae is ChiRP [31]. Because, in its marine life, 
V. cholerae can use chitin as a carbon source, the capacity to colonize shellfish is then 
primordial to acquire this element. The expression of PilA, the major pilin of ChiRP, 
is induced when the bacteria are grown in presence of chitin [31]. The absence of 
PilA, thus of ChiRP, decreases, but does not suppress, the ability of V. cholerae to 
colonize crab shell, even though it has no effect in infant mouse model nor on adhe-
sion to human cells [130]. It suggests that ChiRP has a role in adhesion to chitin in 
collaboration with other chitin binding structures and proteins (MSHA, GbpA). The 
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colocalization of ChiRP at the pole of V. cholerae along with the T2SS, secreting chitin-
ases required for chitin acquisition, would increase the effectiveness of chitin uptake 
by limiting the secretion to an adhesion site [31]. In other Vibrio, ChiRP could also 
have a role in biofilm formation by mediating bacterium:bacterium interactions, a 
phenomenon that has also been observed in V. cholerae and that could further increase 
chitin uptake [131, 132]. It is important to note that the chitin utilization pathway is 
linked with natural competence pathway and that ChiRP is implied in eDNA uptake 
[131]. eDNA uptake is used by bacteria to gain new functions, such as virulence and 
resistance factors, and to increase their fitness and survival in environment.

2.6 Other secreted molecules

The cholix toxin (ChxA) is a eukaryotic elongation factor-2 specific ADP-
rybosyl transferase that induces cell death [133]. ChxA is produced by many  
V. cholerae strains [134, 135].

Accessory cholera enterotoxin (Ace - VC1459) and zonula occludens toxin 
(Zot - VC1458) are accessory toxins that are both encoded near the CT genes on the 
CTXφ phage [136, 137]. Zot leads to the disruption of the tight junctions between 
intestinal epithelial cells, an important structure in the intestinal permeability [138, 
139]. It is translocated and anchored in the outer membrane and has two functional 
domains. The N-terminal domain is important for CTXφ phage’s morphogenesis 
and the C-terminal domain is cleaved by proteases. Once released into the intes-
tinal lumen, the C-terminal domain acts as a toxin [139, 140]. Thus, Zot does not 
employ a conventional secretion system for its release into the extracellular milieu. 
Regarding Ace, it leads to fluid secretion in rabbit ileal loop model by unbalancing 
calcium secretion and the secretion mechanism has not been determined yet [138].

3. Membrane vesicles, the type 0 secretion system

Most bacteria, including Gram-negative and Gram-positive bacteria, release MV, 
also known as the type 0 secretion system [141]. Different types of MV can be pro-
duced including the outer membrane vesicles (OMV), the outer-inner membrane 
vesicles (OIMV), the cytoplasmic membrane vesicles (CMV) and the tube-shaped 
membranous structures (TSMS). The different types of MV differ in their com-
position and their biogenesis mechanisms, which will not be presented here since 
they have already been reviewed elsewhere [142]. V. cholerae can secrete OMV and 
OIMV, which contain lipopolysaccharides, phospholipids, proteins [143], DNA and 
RNA [144, 145]. An hypervesiculation has been reported in V. cholerae at the early 
stages of intestine colonization by silencing the phospholipid transporter VacJ/Yrb 
involved in the maintenance of the outer membrane lipid asymmetry. This hyperve-
siculation is characterized by a drastic modification of the membrane composition 
and a better colonization of the host intestine [146].

In vitro, the protein cargo of MV is highly dependent on the bacterial growth 
conditions [147]. The protein cargo of the MV secreted by V. cholerae El Tor O1 
has been determined under virulence activating conditions. A total of 90 proteins 
associated to MV have been identified, 50 % being outer membrane or periplasmic 
proteins [143]. Among these proteins, some are secreted in association with the 
vesicles, such as the membrane and periplasmic proteins, while others are secreted 
independently and associated with the vesicles in the extracellular compartment, 
such as Bap1 [148]. The proteins associated with the vesicles can have a role in 
resistance (antimicrobials, plasma and bacteriophages), in biofilm formation or in 
virulence.
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3.1 Membrane vesicles and resistance

A role for the MV in antimicrobial peptides (AMP) resistance has been reported 
in several Gram-negative bacteria including V. cholerae. Our previous studies dem-
onstrated that PrtV-associated MV can protect V. cholerae from the lysis by LL-37, a 
cathelicidin secreted by the epithelial cells in response to V. cholerae infection [56]. 
In addition, the matrix protein Bap1 can bind to OmpT, a porin located in the outer 
membrane, on the surface of the MV of V. cholerae in presence of polymyxin B and 
confer cross-resistance to LL-37 [148]. Interestingly, the hypervesiculation observed 
during the early stages of infection leads to a decrease of OmpT in the outer mem-
brane correlated with an increase in OmpT abundance in the MV [146]. The authors 
suggest that the hypervesiculation is a process used by V. cholerae to quickly modify 
the outer membrane protein content in order to increase the intestinal colonization 
fitness. Therefore, the hypervesiculation in vivo may contribute to the Bap1 medi-
ated AMP resistance in the intestine where analogues of polymyxin B are secreted 
by the microbiota. In V. cholerae, the expression of ompT is negatively correlated 
with the expression of ompU through the ToxR switch [149, 150]. During the hyper-
vesiculation process, ompU expression increases, leading to an accumulation of 
OmpU in the membrane [148]. A role of OmpU in AMP and bile resistance has been 
reported in V. cholerae [151]. Therefore, the hypervesiculation in V. cholerae might 
represent a double advantage in terms of AMP resistance through vesicles associated 
OmpT-Bap1 and membrane bounded OmpU.

Besides AMP, MV are also involved in serum resistance in V. cholerae. Septicemia 
caused by V. cholerae has been reported, especially in patients suffering liver disor-
ders, which can lead to a 50% mortality rates [152]. In an elegant study, Aung et al. 
demonstrated that IgG present in the serum of healthy people can recognize OmpU 
of V. cholerae, which leads to the recruitment of the complement through C1q bind-
ing and to the clearance of V. cholerae [153]. However, the presence of OmpU in the 
MV can sequester the anti-OmpU IgG before they reach the bacterial cells, leading 
to an increased resistance of the bacteria to serum [153].

A role of the MV in resistance to bacteriophages has also been demonstrated 
in V. cholerae [154]. The authors proposed that, similarly to Bap1 and AMP and to 
OmpU and IgG, the presence of MV is used as bacterial decoy to lure the phages 
before they can reach the bacterial cell. In this case, it is the presence of phage 
receptors on the surface of the MV that is responsible for the sequestration of the 
phages [154].

3.2 Membrane vesicles and biofilm

A significant part of antimicrobial resistance is associated with the biofilm 
lifestyle of bacteria. The bacteria growing in a biofilm are up to 1000 times more 
resistant to antimicrobials and disinfectants than their planktonic counterparts 
[155]. It has been demonstrated that MV are involved in the formation of biofilms 
in several Gram-negative bacteria [156]. In V. cholerae, the association of Bap1, PrtV 
and eDNA with the MV might have a role in biofilm formation by strengthening the 
structure and by recruiting planktonic bacteria. More information on the role of 
MV in biofilm is provided in the Biofilms and Flagella section.

3.3 Membrane vesicles and virulence

The MV can also carry virulence factors including the CT, the major virulence 
factor of V. cholerae [157]. After secretion, The B subunits interact with the GM1 
receptor at the surface of the epithelial cells and the toxin is endocytosed. The A 
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subunit dissociates from the rest of the toxin in the endoplasmic reticulum and 
spontaneously unfold. The unfolded form of the A subunit is responsible for the 
toxic activity of the CT. The vesicle-associated toxin is biologically active although 
only A subunits are encapsulated [158]. It has been demonstrated that the MV can 
enter inside the host cells using different mechanisms involving clathrin coated pits, 
formation of caveolae, use of lipid rafts and direct fusion with host cell membrane 
[159]. Therefore, it is likely that the lack of B subunits is not an issue for the delivery 
of active A subunits of the CT while encapsulated inside the MV.

Besides the CT, other biologically active virulence factors can also be transported 
to the host cells through MV. It is the case for HA/P and VesC [160], PrtV metal-
loprotease [56] and the VCC [161]. Therefore, the MV of V. cholerae can carry a 
concentrated arsenal of virulence factors that can be efficiently delivered to the host 
cells and have a role in V. cholerae pathogenesis.

4. Biofilms and flagella

Most of the bacteria, including pathogens, form biofilm to survive and persist 
in different environments. Biofilms are organized bacterial communities attached 
to a surface and producing a matrix. V. cholerae form biofilms at different stages of 
its life cycle. An increasing number of evidences suggest that V. cholerae forms bio-
film during the gut infection and biofilm-like aggregates display a hyper-infective 
phenotype [162]. To persist in the environment, V. cholerae forms biofilm on dif-
ferent biotic and abiotic substrates such as floating aggregates, ship hulls, microal-
gae and copepods [163]. The transition between planktonic motile and non-motile 
biofilm states is highly regulated [162, 164]. The composition and abundance of 
the secreted factors involved in biofilm formation, maturation and dispersion 
largely depend on environmental conditions and on surface composition. In this 
section, we will review the current knowledge about the biofilm secretome in 
V. cholerae at different stages of the biofilm formation and the interplay between 
biofilm and motility.

4.1 From motility to initial adhesion

Planktonic V. cholerae are motile cells and their motility is ensured by a single 
polar flagellum. The flagellum is composed of three major structural compo-
nents: i) the basal body, ii) the hook and iii) the filament (for detailed structure: 
[165]). Structurally, the flagellum is closely related to the T3SS and therefore 
has been referred as fT3SS (flagellum Type-3 Secretion System) [166]. The main 
proteins secreted through the fT3SS are the flagellins. In V. cholerae, five dif-
ferent flagellins (FlaA-E) encoded on two chromosomally distinct loci (flaAC 
and flaEDB) have been described. From these 5 flagellins, only FlaA is essential 
for the motility [167]. Recently, an elegant study from Dongre and coll. demon-
strated that the cytotoxin MakA is also secreted through the fT3SS [168]. This 
toxin is involved in colonization and virulence in zebrafish and C. elegans infec-
tion models and represents the first characterization of a toxin secreted through 
the fT3SS in V. cholerae [168].

V. cholerae motility and chemotaxis are important for the virulence in the human 
gut [169]. They are necessary for the bacteria to travel from the lumen to the epithe-
lial cells, where the virulence factors are secreted after attachment of the bacteria. 
Motility also plays a key role in biofilm formation on surfaces as an essential element 
of the initial adhesion of the bacteria. On abiotic surfaces, V. cholerae’s adhesion 
involves MSHA to “scan the surface” [170]. The flagellum is responsible for the 
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bacterial rotation on the surface of the support, which allows MSHA to reach a spot 
of high affinity. This adhesion is signaled through the flagellum rotor and results in 
an inhibition of motility pathways and the secretion of the Vibrio polysaccharides 
(VPS) [171]. Two other T4Ps are implicated in bacterial adhesion; ChiRP and TCP 
(see T4SS section). Initial adhesion to biotic surface is promoted by GbpA, which is 
secreted through the T2SS and induces mucin secretion [21].

Additionally, FrhA (hemagglutinin) and CraA (adhesin) secreted through 
the T1SS are involved in adhesion and biofilm formation (see T1SS section). The 
expression of both frhA and craA is controlled by a c-di-GMP-dependent regulatory 
system [108]. In addition, frhA is regulated by the flagella regulation pathways, 
reinforcing the role of flagella in the initial stages of biofilm formation [106].

4.2 Biofilm maturation

Once attached, Vibrio starts secreting VPS, which represent more than 50% of 
matrix composition. VPS polymers are secreted throughout the biofilm production 
and are mostly composed of [→4)-α-L-GulpNAcAGly3OAc-(1→4)-β-D-Glcp-
(1→4)-α-d-Glcp-(1→4)-α-D-Galp-(1→] subunits. A variant representing around 
20% of VPS consists on the same pattern except for the α-D-Glcp moiety that 
is replaced by α-D-GlcpNAc [172]. The VPS biogenesis and export systems are 
encoded on two clusters: VpsI and VpsII, encoding VpsA-K and VpsL-Q , respec-
tively [173, 174]. Among the 18 vps genes, 15 of them induced highly impaired 
biofilm formation in V. cholerae when suppressed [174]. Recently, a model has 
been proposed for the production and secretion of VPS. In this model, the VPS are 
synthesized by formation and polymerization of individual subunits. The poly-
mers are then transferred across the outer membrane through VpsM/N [175]. This 
system is tightly controlled by the tyrosine phosphoregulatory system VpsO/VpsU, 
which controls the level of phosphorylation of the C-terminal tyrosine-cluster of 
VpsO. High level of phosphorylation results in VpsO oligomer dissociation and VPS 
production reduction, whereas low level of VpsO phosphorylation results in high 
oligomerization and increased VPS production [175].

Shortly after VPS secretion has been initiated, the sequential secretion of the 3 
major biofilm matrix proteins through the T2SS occurs. The first matrix protein to 
be secreted is RbmA, followed by Bap1 and RbmC [176]. More specifically, RmbC 
has a role in maintaining and stabilizing the biofilm [177]. A study using mutants 
lacking RbmC and its homolog Bap1 showed a change of colonial morphology and 
the loss of biofilm formation capacity [177, 178]. On the other hand, RbmA controls 
the structure of the biofilm [9, 179].

Growth of the biofilm is ensured by two different processes: (i) the bacteria 
inside the matrix are dividing inside an envelope formed by the VPS, RbmC and 
Bap1 [176] and (ii) new bacteria are recruited inside the biofilm. This recruitment 
requires the cleavage of the N-terminal domain of RbmA by PrtV. Once cleaved, 
RbmA can bind bacterial cells that are not producing VPS (planktonic) and recruits 
them into the biofilm [180]. Since MV have been observed in the biofilm matrix 
and PrtV can be associated to the surface of the MV, it is possible that MV play an 
important role in biofilm maturation in V. cholerae [181]. In addition, the association 
of Bap1 to the MV in specific conditions is likely to lead to the adhesion of the MV to 
the surface and to the exopolysaccharides [181]. Three other proteins with no role in 
biofilm formation and adhesion have been identified in biofilm preparation, i.e. the 
hemolysin HylA, HA/P and ChiA-2 [182].

Besides VPS, proteins and MV, a significant amount of eDNA is entrapped in 
the biofilm matrix. The roles of eDNA in bacterial physiology have been reviewed 
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elsewhere and include nutrient source, horizontal gene transfer and adherence 
[183]. Recently, a role in the tridimensional matrix structure of the biofilm in  
V. cholerae has been reported [184]. The eDNA inside the biofilm most probably 
results from cell autolysis and MV secretion [185].

4.3 Biofilm dispersion and detachment

Biofilm dispersal is a complex process by which bacteria actively succeed to 
evade biofilm matrix [186]. Conversely to adhesion and biofilm maturation, little 
is known about the dispersion process of V. cholerae biofilms. It requires specific 
environmental signals, which trigger the quorum sensing and the general stress 
response pathways [187], matrix degradation and motility resumption [188]. The 
matrix degradation requires RbmB, an extracellular polysaccharide lyase that 
digests the VPS, and LapG, a periplasmic protease that cleaves the adhesins FrhA 
and CraA located at the outer membrane [188]. Under substrate specific conditions, 
the extracellular protease HA/P also participates in biofilm dispersion by degrad-
ing the mucin [189]. Finally, secreted nucleases such as Dns and Xds have a role in 
biofilm dispersion by cleaving the eDNA present in the matrix [185]. The motility 
resumption requires the ability to switch the flagella rotation from counterclock-
wise to clockwise direction mediated by CheY3 independently of chemotaxis [188].

5. Conclusion

Over the last decades, numerous studies have focused on the secreted molecules 
and secretion systems used by V. cholerae to deliver extracellular effectors. Various 
roles have been assigned to the secreted molecules especially regarding the host 
colonization and virulence, and the environmental survival and persistence, 
denoting their importance in V. cholerae’s pathogenesis and life cycle. Additionally, 
the redundancy of some functions carried by multiple secreted effectors testi-
fies of their importance. With gene acquisition, MGE, strain sequencing and the 
emergence of more efficient technologies, it is most likely that additional secreted 
effectors and secretion systems will be identified and characterized.

The recent characterization of the MakA toxin secretion through the fT3SS [168] 
and the numerous studies on the T6SS since its discovery 15 years ago [68] clearly 
demonstrate that there is still work to do on the secretome and secretion systems in 
V. cholerae. The secretion mechanism of some extracellular proteins - with charac-
terized functions - remains to be determined. It is the case of ChxA, Ace, RbmB and 
the DNAse Dns.

The regulation of the secretion systems and their cargo molecules is a complex 
process. It involves numerous regulators that can be activated or repressed depend-
ing on the detection of specific intracellular and extracellular signals. So far, most of 
the studies aiming to decipher the regulation pathways have been performed under 
laboratory conditions. The featuring of conditions that characterize the intestinal 
environment before and during diarrhea, including the peristaltic movement, 
anaerobia, the presence of the microbiota, water efflux and high osmolarity, is 
likely to modify V. cholerae secretion in terms of regulation and nature, abundance 
and activity of the secreted molecules. Therefore, it would be highly beneficial to 
study the secretion mechanisms, the secreted molecules and their regulation in 
models that are closer to the physiological conditions encountered in the host, such 
as ex vivo devices. Understanding the regulation and the mechanisms of coloniza-
tion, virulence and resistance in these physiological conditions is crucial for the 
development of treatments and vaccines against V. cholerae.
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Challenges in Controlling Vibriosis 
in Shrimp Farms
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Abstract

Recently the shrimp farming has blooming as a crucial counterpart in the  
aquaculture industry which contribute the remarkable role in sea food production as 
well economy of the country. However, this could be fluctuated every year through 
several circumstances such as unfavorable (Poor water and soil quality) environmental 
factors. The environmental factors includes disease causing bacterial pathogens in 
the soil and water which causes the bacterial diseases in the aquatic animals, like this 
hectic problems are prevented through bioaugmentation strategies. The pond environ-
ment plays a vital role in determining the healthy culture system, but there is high risk 
for manipulation by bacterial community which takes care of waste generated in the 
system through in situ bioremediation. Due to the impact of rapidly growing bacterial 
diseases of shrimps throughout the world, numerous studies have been carried out to 
find immunostimulants, immunomodulators and biotic component that can be used 
against vibrio causing pathogens, and can also be used as an alternative for antibiotics. 
Recent research focus towards the marine resources such as microalgae, seaweed, live 
feeds (like artemia, copepods, rotifers), bacteriophage, and probiotics have been found 
to have higher potential in reducing vibriosis. Eco-based shrimp farming includes green 
water technology, phage therapy bio-floc technology (BFT) and integrated multi-
trophic aquaculture (IMTA), these methods hold a promising alternative to antibiotics 
in the near future. Bacterial diseases caused by vibrios have been reported in penaeid 
shrimp culture systems implicating at least 14 species and they are Vibrio harveyi, 
V. splendidus, V. parahaemolyticus, V. alginolyticus, V. anguillarum, V. vulnificuslogei etc.

Keywords: Immunity, Hypoxia, Salinity, pH, Vibriosis, Probiotics

1. Introduction

Vibriosis is a bacterial disease caused by Vibrio which is Gram-negative, motile, 
facultative anaerobe bacteria of the family Vibrionaceae. It is ubiquitous throughout 
the world and in all marine crustaceans, including shrimp. Vibriosis is one of the 
major disease problems in shellfish and finfish aquaculture, especially in shrimp 
farming. Vibriosis is a bacterial disease responsible for mortality of cultured 
shrimp worldwide. Various studies has been done to find a remedy for vibriosis 
in rearing as well as shrimp culture ponds. Certain studies show that usage of 
microalgae, bacteriophage, and probiotic bacteria have been found to have higher 
potential in reducing vibriosis. Vibriosis is a series of bacterial infections caused by 
a bacterium belongs to the genus Vibrio. Black shell disease, bacterial septicemia, 
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hepatopancreatic necrosis, brown gill disease, swollen hindgut syndrome and 
luminous bacterial disease [1]. High density of the bacterial species in culture pond 
increases the probability of getting viral diseases, especially white spot syndrome

The pacific white shrimp (Litopenaeus vannamei), Indian white shrimp 
(Fenneropenaeus indicus), Black tiger shrimp (Penaeus monodon) are important 
commercial species of the penaeid family. Fenneropenaeus indicus supports com-
mercial fisheries in both marine and brackish water environments on the east and 
west coasts of India. India is one of the major suppliers of shrimp to Japan, Europe, 
Thailand and USA [2]. The secondary infection of vibrios in P. monodon occurs 
due to poor water quality, stress, high stocking density, unstable environmental 
conditions, toxins and virion particles. Vibriosis is caused by a number of bacteria 
belongs to vibrio species which includes; Vibrio harveyi, V. splendidus, V. parahae-
molyticus, V. alginolyticus. There have been occasional reports of vibriosis caused 
by V. damsella, V. fluvalis and other undefined vibrio species [3].

2. Vibrio diseases

2.1 Bacterial septicemia

This is one of the severe systemic diseases caused by bacteria, which affects 
shrimps and exhibits the symptoms such as lethargic, show abnormal swimming 
behavior, expansion of chromatophores, followed by reddish color change in the 
pleopods which can be seen in the abdominal musculature. In chronic cases, the gill 
covers appear flared up and eroded along with the melanized black blisters on the 
carapace and abdomen. The disease caused by Vibrio alginolyticus, V. anguillarium or 
V. parahaemolyticus and diagnosed based on gross signs like its swimming patterns, 
Food consumption ratio (FCR) and confirmed by analyzing the isolated pathogen 
from haemolymph or muscle sample by standard microbiological methods and 
histopathology. Bacterial septicemia can be prevented by maintaining good water 
quality and by reducing the organic load by increased water exchange. This can be 
prevented by giving high protein feed with antibiotics, repeated water exchange 
might help to decrease the density of disease causing pathogens [4].

2.2 Necrosis (Hepatopancreas, muscle and appendages)

Inflammation in the cells explores the proteins release from tissues and cells, 
which reflects on the color change of the animals as like milky white. This disease 
could be caused due to several unfavorable environmental conditions such as 
water quality, organic load, malnutrition and wastes producecd from the animals, 
in chronic cases, melanization of setae, antennae, appendages and muscle can be 
witnessed. Necrosis is usually caused by Vibrio spp, Pseudomonas spp, Aeromonas 
spp and Flavobacterium spp and can be diagnosed based on swimming patterns 
and other symptoms like white patches in cephalothorax and can be prevented by 
repeated water exchange and feeding nutrient rich feed. Necrosis is controlled by 
induced molting by applying 5–10 ppm fermented rice cake (Figure 1) [5].

3. Brown spot diseases: (Shell disease or rust disease)

This kind of disease in shrimps showed brown to black enodsed areas on the 
body surface and appendages, Aeromonas spp, and Flavobacterium spp., are the 
crucial causative agents involved in the pathogenisis through chitinolytic activity. 
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Major symptoms are stooped posture and brown to back spots on the exoskeleton, 
in extreme conditions it might even lead to necrosis [6]. Brown spot disease can be 
prevented by reducing organic load in water, with repeated water exchange and by 
feeding the shrimps with nutritional supplement.

3.1 Vibriosis in shrimp

Members of the microorganism genus Vibrio have become a major constraint on 
production and trading in shrimp industry. Vibrio is responsible for several diseases 
and causing mortalities up to 100 percent and global losses of around 4.5 billion USD. 
Vibrio spp. is a natural micro flora of wild and cultured shrimps, and become oppor-
tunistic pathogens when natural defense mechanisms are suppressed. In intensive 

Figure 1. 
Shrimps affected by Necrosis 1.

Figure 2. 
Vibriosis in shrimp 1.
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systems, crustaceans especially shrimps are often exposed to stressful conditions 
due to the high stocking density, leading to vibriosis [7]. Vibrio usually associated 
with etiological agents, however some vibrio species have been identified as primary 
pathogen. Several species of vibrio including V. parahaemolyticus and V. harveyi have 
been described as the main pathogenic species in shrimps (Figure 2) [8].

3.2 Filamentous bacterial disease

The disease was characterized by fouling of gills, setae, appendages and body 
surface. Molting is impaired and the larval shrimp may die due to stress and 
hypoxia, which is caused by filamentous bacteria such as Leucothrix mucor, which 
is diagnosed microscopically. This can be prevented by maintaining good water 
quality with optimal physical – chemical conditions controlled by 0.25–1 ppm 
copper sulphate bath treatment for 4–6 hours [9].

3.3 Factors responsible for disease outbreaks

• Unfavorable environment such as poor soil and water quality.

• Poor water exchange facilities with high stock density.

• Usage of poor quality feeds with low protein content.

• Accumulation of sludge in the pond bottom due to the presence of  
unutilized feed.

• Presence of gut micro flora and numerous virulent pathogens in the pond.

3.4 Disease controlling methods

3.4.1 Bacteriophage therapy

Bacteriophage therapy acts as a prophylactic alternative instead of antibiotics 
usage in shrimp industry. These are viruses that kill only specific disease causing 
pathogens and acts as therapeutic agents in pathogenic infections. Unlike antibiotics, 
bacteriophage therapy has no residual issues and has advantages of being specific 
to their host bacteria, without harming other micro-organisms [10]. In aquaculture 
hatcheries, bacterial diseases often cause considerable economic loss across globe for 
hatchery operators. Bacteriophages and their lytic enzymes are in use for therapy of 
bacterial infections in human and animals, as biocontrol agents for food protection 
also as tools in molecular biology, the penentration of phage DNA inside a bacteria 
is promoted by lysossome produced by the phage. In yellow tail fish, a pathogen 
named Lactococcus garveyi is inhibited by bacteriophage therapy in the early 1990s 
(Figure 3) [11].

3.4.2 Herbs as antibiotics

Herbs act as antibiotic for controlling or reduce the infection of pathogen 
in aquaculture sector and also increases the survival rate of organisms, during 
outbreak of disease managements. In Fenneropeneaus indicus, the vibrio disease 
controlled by garlic extract and hot water extracts of seaweeds Sargassum sp acts 
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as immunomodulator for white spot syndrome virus (WSSV) in shrimp P. mon-
odon. Similarly, Azardiracta indica plant extract used as an ailment for Citrobactor 
freundii bacterial infection in Oreochromis mosambicus [12]. The majority of 
herbs act as anti-pathogenic agent, acts as antibiotic to strengthen the immune 
system of organisms prevent from disease or forming disease resistance variety in 
aquaculture sector.

3.4.3 Probiotics

Probiotics gaining more attention in recent scenario in all sectors including 
aquaculture, agriculture and animal husbandry when considering other remedies 
probiotics acts as a better option rather than incorporating antibiotics to control 
pathogens in aquaculture. The term probiotic has been defined as a mono or 
mixed culture of live microorganisms which can be applied to animal or human to 
enhance the immune system. The animal health is then improved by the removal 
or decrease in population density of pathogens and by improving water quality 
through more rapid degradation of waste organic matter (sludge). Environmental 
microbiology and biotechnology have advanced in the past decade, to the point 
that commercial products and technologies are available for treating large areas 
of water and land to enhance population densities of desired microbial species or 
biochemical activities. The practice of bioremediation is applied in many areas of 
interest, but success rate varies in different areas, depending on the environmental 
conditions, nature of products and the method of usage by the consumer, the 
probiotic that are added must be selected for specific functions. Bioaugmentation 
and the use of probiotics are significant tools for aquaculture but their efficiency 
depends on understanding the nature of competition between disease causing 
pathogens and desired strains of bacteria. Bacillius spp., Lactobacillius spp., 
Pseudomonas spp., nitrifying and denitrifying bacteria are some of the commonly 
used probiotic in shrimp culture.

Figure 3. 
Bacteriophage attached to bacterial cell 1.
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3.4.4 Disease control

The disease control programmers in aquaculture must include examination 
of diseases and mortalities in a holistic manner and consider various factors such 
as stocking densities, environment (turbidity, temperature, pH, salinity, dis-
solved oxygen, H2S,NH3,NO2, etc. of water and redox potential of soil), rate of 
water exchange, presence of toxic bottom dwelling algae, the type of feed and its 
FCR ratio by the shrimps, phytoplankton bloom, physiological status of shrimps, 
etc. [13]. Most of the disease control methods are based on preventive measures. 
They are,

• Better husbandry practices,

• Use of balanced nutritional supplement,

• Implementing nursery setup to avoid mortality in culture ponds,

• Use of GMO stocks for culture,

• Use of herbal extracts as antibiotics and

• Use of vaccines or drugs.

Diseases can be prevented by adapting better animal handling practices and 
providing adequate amount of nutrient rich feed [14]. Vibriosis is controlled by 
rigorous water management through ROS systems and sanitation to prevent the 
entry of vibrio in the culture water and to reduce stress on the shrimps. Good site 
selection, pond design and pond preparation are also important. An increase in 
daily water exchanges and a reduction in pond biomass by partial harvesting are 
recommended to reduce mortalities caused by Vibriosis. Draining, drying and 
administering lime/dolomite to ponds following harvest is also recommended [15].

4. Conclusion

In spite of all these recent advancements to eradicate all the bacterial diseases 
in shrimps, still there is a void for complete eradication of these diseases. Various 
techniques and medicines are introduced to cure these bacterial infections, but still 
there are certain side effects for consumers, by introducing antibiotics and other 
medicines for respective infections. So when it comes to large scale like commercial 
farming, the efficacy of the above mentioned techniques for prevention and cure 
of cultured shrimps from bacterial diseases is low when compared to laboratory 
conditions.
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Diabetic Foot Osteomyelitis: 
Frequent Pathogens and 
Conservative Antibiotic Therapy
Nicolas Vogel, Tanja Huber and Ilker Uçkay

Abstract

Chronic diabetic foot osteomyelitis (DFO) is a frequent complication in adult 
polyneuropathy patients with long-standing diabetes mellitus. Regarding the 
conservative therapy, there are several crucial steps in adequate diagnosing and 
approaches. The management should be performed in a multidisciplinary approach 
following the findings of recent research, general principles of antibiotic therapy 
for bone; and according to (inter-)national guidance. In this chapter we emphasize 
the overview on the state-of-the-art management regarding the diagnosis and 
antibiotic therapy in DFO. In contrast, in this general narrative review and clinical 
recommendation, we skip the surgical, vascular and psychological aspects.

Keywords: Diabetic foot osteomyelitis, remission, microbiology, diagnosis,  
antibiotic therapy

1. Introduction

Patients with diabetes mellitus are at risk of complications of several organ 
systems and immunological problems of the cellular and humoral pathways [1]. 
Frequent clinical complications are diabetic foot infections, including acutely the soft 
tissues, or chronically the bone: diabetic foot osteomyelitis (DFO). In adult patients 
there is a lifetime risk of 25% for foot infections and a 15 times higher risk of lower 
limb amputation. The latter is associated with a high associated mortality risk of 
50% within five years [1, 2]. Understandably, these infections are leading to massive 
healthcare costs and antibiotic consumption [3]. In this chapter, we provide an over-
view over the current conservative (antibiotic) approach to chronic DFO; emphasiz-
ing the state-of-the-art of diagnostic procedures and antibiotic regimens for the 
conservative, internist management. To keep this chapter as short as possible, we skip 
the discussion of the different surgical procedures, diabetic foot soft tissue infections 
[4], treatment of necrosis and gangrene [5], the management of angiopathy, topical 
antibiotic use of ulcers, implant-related DFO, non-infectious complications in the 
diabetic foot [6], podiatry, or off-loading, for which a broader literature is available.

2. Pathophysiology

Several underlying mechanisms are leading to a chronic foot infection in adult 
diabetic patients [1, 7]. Of course, the immunological impairments are crucial 
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for development of all sorts of infections, but there are more important factors 
contributing to the appearance of DFO, of which the neuropathy and vasculopa-
thy are the most important cornerstones. In general, and as first step, foot ulcers 
are induced by pressure and further maceration of the skin [8]. Additionally, 
there might be a peripheral (microangiopathic) arterial disease (PAD), for which 
diabetes is an independent risk factor [9]. Wound healing may be impaired if 
blood flow is reduced. Data show the presence of PAD in about 30% of diabetic 
foot ulcers [10].

3. Diagnostic process

3.1 Clinical assessment

In general, the diagnosis and treatment of DFO should be embedded in a 
standardized multimodal and multidisciplinary approach. The first step is the 
clinical assessment in terms of the visual presence of infection: new indura-
tion, new warmth, new redness, tenderness, purulence and/or altered pain are 
the main findings. Besides the local signs of infection, there might be systemic 
repercussions with shivering, lymphangiopathy, and sepsis. Possible additional 
signs are delayed healing or granulation, putrid smell, or wound vulnerability. 
These latter symptoms are unspecific and can also occur in other differential 
diagnoses such as ischemia, acute gout or activated Charcot neuro-arthropathy 
[11, 12]. The only pathognomonic clinical sign for the external and visual diag-
nosis of DFO is the presence of fragments of bone discharging from a wound. 
This is only possible in advanced infections related to ulcers; and it is rare. 
Often, a DFO is suspected and later confirmed. Large, deep or chronic wounds 
(persisting for ≥3 months) or red and swollen toes (“sausage toe”) raise the 
suspicion of DFO. Another simple diagnostic approach is the probe-to-bone test. 
The clinician uses a sterile blunt metal probe to determine, whether bone can be 
palpated through the diabetic foot ulcer. A negative test does not completely rule 
out DFO, while a positive test has an acceptable predictive value for deep bone 
infection [13, 14]. Although needle puncture of deep soft tissue does not reli-
ably predict the results of bone cultures, puncture of the bone itself may be an 
easy way to obtain bone culture on the ward [15]. When DFO is suspected, two 
separate positive deep bony microbiological samples showing the same bacteria 
may sometimes additionally confirm DFO [16]. One or two weeks of “antibiotic-
free window”, before biopsy or surgery, are recommended to avoid false-negative 
results [17]. In contrast, the microbiological confirmation of DFO is not neces-
sary when the infected area is amputated in toto [18]. All blood tests have no 
independent values in the mere confirmation of DFO, but might determine the 
initial, clinical severity of disease on admission.

3.2 Imaging

Upon the clinical suspicion of soft tissue infection and/or chronic ulcer in the 
polyneuropathy diabetic foot, the clinicians should also always exclude an underly-
ing DFO; at minimum with an X-ray and once at the initial assessment. The X-ray 
can also be repeated if the lesions are not improving despite adequate therapy, local 
wound care and off-loading. In a usual approach, the X-ray should be the first imag-
ing, in which signs of DFO can be detected such as osteopenia, periosteal reactions 
or erosions of the osseous borders [19, 20]. However, the overall sensitivity of the 
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plain radiography in diagnosing DFO is low. One review cited a pooled sensitiv-
ity of 0.54 and a specificity of 0.68 [21]. If the X-ray cannot provide a definitive 
radiological diagnosis, guidelines frequently recommend MRI for diagnosing DFO 
with a specificity of 79% and a sensitivity of 93% [22, 23]. However, the MRI is no 
guarantee of correct radiological diagnosis of DFO [24]. In the MRI, we may find 
focal signs on T2-weighted images and a loss of signal intensity on T1-weighted 
images. Furthermore, there is the potential to use short tau inversion recovery 
sequences (STIR), in which we see high bone signal [25–27]. What is truly ben-
eficial by using the MRI, is the possibility to detect bone marrow edema within 
1–2 days after beginning of the bone infection [28, 29]. The MRI is a diagnostic tool 
for a more accurate diagnostic of DFO. However, we lack clinical data revealing that 
DFO diagnosed by MRI would have a better outcome than those diagnosed by X-ray 
and by clinical impression alone. For this latter question, we prospectively followed 
390 DFO episodes in 186 adult patients for a median of 2.9 years and performed 
318 standard conventional X-rays (median costs 100 Swiss Francs; 100 US$) and 
with 47 (12%) MRI scans (median costs 800 US$). Among them, 18 episodes were 
associated with positive findings in the MRI only, but lacked bone lesions in the pre-
vious X-ray two to three days ago. In the database, the median duration of systemic 
antibiotics was 28 days for MRI-only episodes and 30 days for X-ray-positive cases 
and we achieved overall remission in 25% of the MRI-managed cases compared to 
27% of the cases with only a standard X-ray imaging on admission. When adjusting 
for the large case-mix, DFO episodes diagnosed by the MRI had no different remis-
sion rates [30].

3.3 Microbiological diagnostic

The microbiological diagnostic relies on specimens for culturing the involved 
pathogens. No expert recommends superficial wound swabs, because there is always 
an (inconstant) microbiome of multiple organisms in chronically open wounds. 
These superficial probes are frequently misleading, since they often represent colo-
nizing species or contaminations [12] (unless the swab originates from mere pus). 
Clinicians should always aim for several deep samples of infected (intraoperative) 
tissues or bone. An optimal specimen would be deep, infected, and still vital tissue, 
with or without pus, to catch the anaerobic pathogens [12, 31]. The microbiological 
gold standard for DFO relies on a bone biopsy, which is also feasible outside of the 
operating theater; especially in patients with polyneuropathy, who feel almost no 
pain during the bed-side sampling [25]. The accuracy of the results is increased by 
taking at least two separate bone probes. If they show the same pathogen, we usu-
ally identify the pathogen of DFO [16]. Histology has no widely-accepted criteria 
for DFO. Characteristic findings are aggregates of inflammatory cells, bone lesions, 
fibrosis, and/or reactive bone formation. As with other orthopedic infections the 
results depend on the care with which intraoperative samples are obtained (to avoid 
contamination) and whether the patient was under active antibiotic therapy [32]. 
While newer molecular laboratory methods identify more pathogens from DFO, the 
IWGDF guidelines suggest sticking with conventional culture methods for the first-
line identification [33]. This is because of their lower cost, the lack of evidence of any 
benefit to covering the additional isolates identified and the potential for incurring 
the adverse effects of unnecessarily broad-spectrum antibiotic therapy. Practically, 
the only serology with a theoretical use for diagnosing DFO are anti-streptolysin 
antibodies for beta-hemolytic streptococci. If they are positive [34], the clinicians 
can (retrospectively) diagnose a streptococcal infection, which might be more useful 
in acute and severe soft tissue diabetic foot infections than in chronic DFOs.
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4. Microbiological therapy

4.1 Pathogens of DFO

Beside possible surgical intervention there is need for an antibacterial treat-
ment. Choosing an active agent is always first empirical, and subsequently targeted 
to the microbiological culture results. Knowledge of the possible microorganisms 
is a precondition to an empirical therapy [35]. Dependent on the country, most 
isolates of DFO are Staphylococcus aureus, β-hemolytic streptococci, coagulase-
negative staphylococci and Gram-negative pathogens such as Pseudomonas 
aeruginosa [36, 37]. Interestingly, the location of the infection is critical as well, 
so are calcaneal infections associated with P. aeruginosa in diabetic patients [19]. 
Unfortunately, despite the advocated greenish color of superficial Pseudomonas 
infections and a presumed characteristic smell of the infected wound, even long-
standing clinicians cannot predict the presence of P. aeruginosa by visual and 
olfactory means alone. The microbiological laboratory assessment is still necessary 
[38]. Multi-resistant pathogens in DFO are increasing in frequency worldwide 
[39] such as extended-spectrum beta-lactamase-producing Gram-negative rods 
(ESBL). Compared to DFI without involvement of the bone a meta-analysis found 
a three times higher chance in DFO for isolating a multi-resistant pathogen [40]. 
Fungi are rarity. Enterococci are equally rare but relatively more prevalent in the 
infected diabetic foot compared to other osteoarticular infections in the body such 
as steptococci and staphylococci [41, 42]. It is important to recognize that in the 
DFO patient, we may retrieve any bacteria, including avirulent coagulase-negative 
staphylococci and corynebacteria. Unlike to other infections such as pneumonia or 
endocarditis, the causative pathogens can also change during the current therapy of 
DFO, by selection of new (more resistant) pathogens by the therapeutic antibiotics 
and iterative surgeries during treatment. Therefore, if ever there is surgery during 
ongoing systemic antibiotic treatment, we recommend to re-sample again. The 
incidence of such a new microbiological finding can be as high as 10% [43].

4.2 Antibiotic therapy

The systemic antibiotic therapy is – next to a possible surgery, iterative profes-
sional debridement, (podiatric) wound care, enhancement of the patient’s compli-
ance, and off-loading – always required, if the goal is the healing of DFO. A clear 
recommendation for a specific antimicrobial agent, or the general administration 
route, cannot be made. A lot of studies and meta-analyses failed to show a supe-
riority of one specific drug against the others [44]. During the initial empirical 
treatment, we recommend to cover S. aureus. If the therapy fails to achieve a proper 
reduction of local inflammatory symptoms, then the therapy should be broadened 
to include (aerobic and anaerobic) Gram-negative bacteria [45]. In severe infec-
tions, (sub)tropical regions, or sepsis, a relatively broad empirical coverage target-
ing the local epidemiology of Gram-negative pathogens could be chosen [46] from 
the start. Further there is few data supporting parenteral therapy [47]. Of note, 
the microbiological culture results can lead to necessity of parenteral agents due to 
resistant pathogens.

Ideally, the DFO therapy is accompanied by professional debridement, or 
the resection of necrotic and infected bone (total amputation). A study of 50 
patients with chronic toe DFO showed that patients with surgical resections had 
a significantly lower relapse rate. This was also witnessed in single-center survey 
with partial amputations [48]. In well-selected patients and neuropathic DFO 
cases without progressive ischemia, other studies report successful treatment 
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without surgery, with selected remission rates of 60–70% [49, 50]. When surgery 
is not necessary for various reasons, a strictly conservative antibiotic therapy 
is very reasonable. Of note, the proportion of antibiotic-related side effects in 
randomized-controlled DFO trials may compromise up to 20–30% of all systemic 
antibiotic DFO regimens [49–55].

4.2.1 Biofilms

Clinicians often neglect the substantial role of bacterial biofilm in various 
infections, including the diabetic foot [35, 51]. Biofilm-forming bacteria are more 
refractory to host response and medical treatment and may be responsible for 
chronicity and complications. The proportion of biofilm-forming bacteria in DFO 
has been estimated at 30–60% [51]. In a clinical and microbiological study from 
Turkey [52], the assessed proportion of suspected biofilms among 339 diabetic foot 
wound isolates occurred in 34%. The multivariate regression analysis revealed two 
variables to be significant factors associated with biofilm: MDR micro-organism 
and XDR micro-organism [52]. New strategies are required in the management of 
wounds with biofilm to effectively destroy and even to prevent its formation.

One antibiotic might be associated with better outcomes in treating DFO 
biofilms: rifampin [53]. In analogy to implant-related staphylococcal infections, the 
antibiotic combination with rifampin may reveal a superior outcome. For example, 
Senneville et al. published a non-randomized observational study in 17 DFO 
patients treated with ofloxacin-rifampicin and achieved a remission in 88% of the 
cases [54]. Many other examples, especially from the US and France, are reported. 
We need the confirmation of the benefit of rifampicin use in DFO in future 
prospective-randomized trials.

4.3 Duration of antibiotic therapy

Because of a substantial risk for clinical failures according to every day’s clinical 
experience, many physicians treat DFOs, on purpose, with a very long course of 
antimicrobial therapy, although guidelines limit the overall antibiotic prescription 
to 4–6 weeks only [33, 55]. Of note, this official guidance never had advocated 
a prolonged course. A retrospective evaluation with 1018 episodes of soft tissue 
infections and DFO failed to determine an optimal duration of systemic antibiotic 
administration regarding the remission, or failure, of diabetic foot infection [48]. 
A randomized controlled trial found that 6 weeks, compared with 12 weeks, of tar-
geted antibiotic DFO therapy produced similar results [56]. This opinion is shared by 
other research groups [57, 58]. Today, a maximal duration of 6 weeks is the standard. 
If the is no remission after this period, clinicians should consider a new approach, 
which is surgical in the majority of cases. Maybe, the actual standard of 6 weeks 
might equally be too long for usual DFO cases. Recently, we published our experi-
ence of a randomized, controlled (RCT) pilot trial investigating shorter antibiotic 
administrations for DFO [55]. In this trial, a systemic antibiotic therapy of 3-weeks 
gave similar (and statistically non-inferior) incidences of remission and adverse 
events to a course of 6 weeks [55]. We also started the confirmatory RCT with 
400 planned episodes in the Balgrist University Hospital in Zurich [59], by using a 
streamlined surgical approach, an initial radiological examination by magnetic reso-
nance imaging and stratification between surgical versus totally antibiotic treatment 
approaches. If we confirm our pilot findings, the clinical implications, especially for 
improved antibiotic stewardship of in the field of DFO [60] might be substantial. 
Until further results are present, we agree with recommendations of up to six weeks 
of antibiotic therapy when residual infected bone is suspected or proven [25, 61–66].
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4.3.1 Serum inflammatory parameters during the follow-up control of therapy

Clinicians frequently control serum C-reactive protein (CRP) levels during 
the therapy of DFO. This routine practice should be abandoned. There is often no 
immediate benefit. On the contrary, surprisingly high CRP blood levels usually 
trigger unnecessary exams (X-rays, angiology exams, superficial wound swabs, 
urinary cultures); even in absence of clinical indications. The worst consequence 
would be a prolongation of the scheduled antibiotic therapy, only basing on these 
CRP level. In our prospectively collected database [55], routine serum CRP sam-
ples, at different time points during ongoing antimicrobial therapy for (operated) 
DFO, failed to predict future clinical failures [58].

4.3.2 Duration of antibiotic therapy after surgical resection of DFO

After a complete surgical resection of all infected and necrotic bone, many 
experts only warrant a short very duration of antimicrobial therapy (2–5 days) to 
finish with a remaining soft tissue infection [18, 59, 60]. However, surgeons fre-
quently doubt about the clinical absence of residual bone infection in the proximal 
amputation stump [63–65]. The IWGDF recommends sampling the marginal, 
remaining bone for evidence of residual infection; and advocates a up to 6 weeks of 
a consecutive, targeted antimicrobial therapy if the residual bone samples return 
with positive microbiological results [33]. This recommendation is cautious. We 
reported 482 DFO episodes with a median follow-up of two years after presumably 
curative total amputation [18]. According to this experience, neither the duration of 
the postsurgical antibiotic use, nor its immediate discontinuation, predicted future 
clinical failure [18]. Other research groups advocate that 5 days of a post-surgical 
antibiotic continuation are sufficient for a potential residual bone infection after 
amputation [64]. The residual cultures may also be false-negative, when receiving 
antibiotics, or false-positive when the samples are contaminated [33]. For example, 
colleagues from Basel, Switzerland, suggested that positive cultures, without a 
visual clinical confirmation of osteomyelitis and without concomitant histological 
confirmation, might overestimate the true rate of residual osteomyelitis, because of 
contamination at the time of surgery [66].

4.4 Administration route of antibiotic therapy

During the last decades, clinicians used a weeks’-long parenteral antibiotic 
therapy for all severe or moderate cases of DFO, usually with a switch to oral 
administration the hospitalized patient has been improving [67]. Today, we are 
living a change of paradigm in daily clinical life and start to consider oral regimens 
as efficacious as intravenous therapy in chronic DFO [48, 55, 67]. Therapy with oral 
antibiotic drugs is effective in non-bacteremic mild and moderate DFOs. A review 
of 93 DFO cases strongly supports the possibility of oral antibiotic regimens right 
from the start [68]. The same principle applies for other forms and localizations 
of chronic osteomyelitis [67]. Additional retrospective and prospective studies 
demonstrated the non-inferiority of oral antibiotic medication for DFO [60]. In 
our single-center cohort with a defined clinical diabetic foot infection pathway, oral 
β-lactam therapy did not alter the incidence of remission [67]. Spanish researchers 
conducted a prospective-randomized trial in DFO patients; with a strictly conser-
vative antibiotic treatment of ninety days versus an approach with surgery plus 
antibiotics of ninety days. In the conservative arm, oral antibiotics were given very 
early in the course. Practically, the outcomes were equivalent [61]. The authors of 
this chapter ignore the existence of a prospective-randomized trial in favor of a long 
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initial parenteral treatment for chronic, non-septic, DFO in adult patients. Finally, 
topical antibiotics have no place in the treatment of unresected, deep DFO [69].

4.5 Antibiotic stewardship and clinical pathways

DFO’s are probably among the most frequent diseases leading to antibiotic 
overuse [60]. We think that the principles of antibiotic stewardship should also 
concern DFOs. We reviewed the literature on DFO [60] to assess the value of antibi-
otic stewardship in the management of DFO. According to this review, the three most 
effective measures could be: correct diagnosis of bone infection; use of antibiotic 
regimens with the narrowest spectrum; and, limiting the duration of antimicrobial 
treatment. Clinical pathways have been instituted for DFOs [70]. A multidisciplinary 
management regularly showed a significant reduction in amputation risks [71]. 
However, these multidisciplinary teams have also their limitations: 1) it is difficult 
to bring the team members together; 2) the number of patients requiring evaluation 
often exceeds the capacity of fixed regular meetings; 3) the meetings are time-
consuming and key members may be absent. Theoretically, order-sets (especially if 
they are embedded within interactive electronic websites) [12] are tools to implement 
“bundles” of approaches and, hopefully, improve outcomes. However, the academic 
experience of these order sets must be further evaluated, especially in resource-poor 
settings. There are also many administrative approaches that might improve anti-
biotic stewardship in DFO. Governments can initiate diabetic foot centers [72], or 
regular workshops and public educational lectures. The access to regional or interna-
tional guidelines must be encouraged [60].

5. Possible future research

We need many prospective, clinical trials targeting the reduction of unnecessary 
(systemic and topical) antibiotic use, assessing the value of antibiotic stewardship 
programs, and developing evidence-based guidance. We should also be interested 
in microbiomes and new therapies. We want to target unanswered questions and 
advance research in all aspects of DFO. For example, regarding neo-vascularization, 
one future hope lies in stem cells. Knowing that a subset of human monocytes 
expresses TIE-2, we could enhance neovascularization, since ischemia is a major 
concomitant problem to chronic DFO. We successfully extracted high numbers of 
proangiogenic TIE-2 monocytes from venous blood of diabetic patients without 
ischemia [73]. Likewise, current scientific achievements confirm the feasibility of 
amplifying adipose stem cells for angiogenesis from the abdominal fat of ischemic 
patients [74]. The implication of these findings in terms of autologous injections 
for therapeutic neo-angiogenesis will require further studies. DFO will remain a 
“never-ending challenge” [75].

6. Conclusions

We can treat DFO conservatively by (targeted) systemic antibiotic administra-
tion, proper wound debridement (if necessary), and adequate off-loading. With 
the conservative therapy, the progressive destruction of underlying bone can be 
arrested in probably 60–70% of episodes in well-selected, compliant patients 
without major bone destruction or advanced concomitant ischemia; at least for a 
short follow-up time. A clinical regular and close follow-up by specialized health-
care workers is paramount, since clinical failures on the long-term are frequent; 
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especially in the reason for the initial chronic DFO has not been reversed. The 
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Their Management
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Abstract

Surgical site and postoperative infections are common problems in surgical 
wards and treating them can be challenging and very complicated. It is important to 
understand different types of postoperative infections and their best management. 
In this chapter we try to emphasis on infections which are occurring in neurosurgi-
cal units and how to approach them. Foreign body infection is another challenge 
that happens in neurosurgical units, and it is vital to recognize these infections in 
time and start the treatment as soon as possible. Atypical infections occurrence is 
low therefore this problem is not addressed often in textbooks or in the literature, 
therefore atypical infections will be discussed in this chapter too. By discussing the 
most common postoperative complications and their best management profile, the 
authors here will try to widen the perspective of readers on infections in neuro-
surgical units in order to understand this problem better. Untreated infections or 
poorly treated infections can lead to sepsis and catastrophic results.

Keywords: post-operative infection, neurosurgical infection, CNS infections,  
septic cerebral embolization, subdural empyema, spondylodiscitis, epidural abscess, 
meningitis, atypical CNS infections, spinal infections

1. Introduction

1.1 General aspects

Central nervous system (CNS) infections are challenging in terms of correct and 
on time diagnosis, therefore treating them are quite complicated and require correct 
understanding of its origin, type of infection and severity of it. Here in this chapter, 
we will be discussing the most common CNS infections within the field of neuro-
surgery as well as their best treatment and patient management.

As a known fact, CNS infections can cause very mild to severe signs and 
symptoms as well as neurological deficits if left untreated or not treated properly. 
Identification of the primary source of infections are very important, as quite often 
seen, the source can be infected foreign bodies, or an infection originating some-
where else in the body. In surgical units, wound contamination and deficiencies in 
correct post-operative patient care are other common sources of infection.

In this chapter we will be discussing infectious diseases which are com-
monly seen in neurosurgical wards or infections which require neurosurgical 
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interventions, therefore a vast majority of CNS infections which do not require 
surgical management and-or not occurring in neurosurgical wards are not dis-
cussed here.

Various risk factors contribute to the occurrence of infections, general risk 
factors such as existing co-morbidities (Diabetes mellitus (DM), Anemia, AIDS 
etc.), the use of immunosuppressant drugs, chronic existing infectious diseases and 
abnormalities of the immune system are among most common risk factors. Factors 
such as specific patient skin bacterial composition and local bacterial resistance 
patterns play an important role in post-operative surgical site infections. Indeed, 
the extend of aseptic practice and use of proper prophylactic antibiotics before/
during surgery is another factor contributing to the occurrence/prevention of 
post-operative surgical site infection. However, there are studies where indicate that 
prophylactic use of antibiotics before surgery increase the rate of post-operative 
infections.

To minimize the risk for post-operative infections, it is recommended that a 
strict patient screening to be done in order to minimize risk factors which con-
tribute to infections. Patients with higher blood glucose levels are monitored and 
their glucose profile and therapy are modified if needed, to achieve an acceptable 
blood glucose level. Patients on immunosuppressant drugs need greater attention 
pre-operatively and immunosuppressant drugs should be discontinued temporarily 
(if no contraindications) to minimize the risk of post-operative infections. Anemia 
should be corrected if present at the time of admission and screening for multi 
resistant bacteria should be done for every patient which is planned to undergo an 
elective surgery. All patients, regardless of their immune system and microbiologi-
cal status should be given a proper Betadine bath the morning before the surgery, 
and proper prophylactic antibiotics should be administered intravenously, about 
20 minutes before the skin incision is made. For longer procedures it is recom-
mended to administer the prophylactic antibiotic once more while the surgery is 
going on. Proper wound closure, maintaining a good blood flow to the surgical site 
and proper fixation of existing wound drains with respect to the aseptic technique 
drastically can decrease the post-operative surgical site infection rate.

1.2 Pathogenesis

Understanding the pathomechanism of CNS infections and infection routes are 
necessary for proper diagnosis and proper treatment therefore in this section the 
basics to understand these infections are discussed. Since viral infections are not 
common in neurosurgical wards, and post-operative infections are mainly bacterial 
infections, we will be discussing the bacterial pathogenesis of the most common 
CNS infections here.

In general, bacterial infections reach the CNS by means of the hematogenous 
spread, but usually the organisms which are colonizing on the surface of the 
mucosal membranes of the nasopharyngeal cavities are responsible for most of the 
bacterial pre-operative infections of the CNS. These organisms can find their way 
to the nasal sinuses and then via the sinuses to the meninges and intracranial cavity. 
The blood brain barrier (BBB) is a very effective to repel and reduce the penetration 
of unwanted substances and organisms to the intracranial cavity, but sustained 
bacteremia and inflammatory and cytotoxic mediators of these organisms cause 
damage to the BBB and this in turn causes increase permeability of the BBB which 
is in fact the reason why these pathogenic organisms progress further and end up in 
the subdural and subarachnoid spaces. In most of cases the intracranial infections 
are originating from the adjacent ongoing inflammatory processes such as mastoid-
itis, otitis media, sinusitis and rhinitis [1].
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The mucosal membranes in the oral and nasal cavities are lined with different 
types of bacteria in high quantities which are the normal flora of these mucus mem-
branes, these organisms usually do not cause any CNS infections unless immunode-
ficiencies are present or these organisms find their way into the intracerebral space 
and start colonizing there. Skull base fractures are usually causing cerebrospinal 
fluid (CSF) leakage and this in return is facilitating the migration of bacteria from 
these adjacent places into the intracranial space causing various problems such as 
meningitis, cerebritis, intracerebral abscess, fistulas and subdural empyema forma-
tion. It is of great importance to mention that infection and inflammation of distant 
or adjacent organs can also be causing septic cerebral embolization which can be 
very challenging and hard to identify and differentiate from other lesions such as 
metastatic lesions or tuberculomas. Endocarditis and cardiac vegetations are among 
the common cause of septic cerebral embolization, but in general any distant or 
adjacent infection which spreads through the hematogenous pathway and causes 
septicemia can be causative of septic cerebral embolization.

The mechanism behind spinal infections is somewhat the same and the blood 
spine barrier which is the equivalent of BBB is having the same role in protection 
and isolation of the spinal cord. Spinal epidural abscess or empyema formations are 
mainly caused by hematogenous spread of bacteria, but besides this paravertebral 
injections, acupuncture and epidural catheters can be direct causes of bacterial 
colonization and formation of spinal epidural abscess and empyema. If the inflam-
mation reaches the bony structures of the spinal column, then the term spondylitis 
is used to describe the latter. There are different forms of spondylitis, the most 
common type being spondylodiscitis which involves the inflammation of the 
vertebral body and the adjacent disco-ligamental system. Spondylodiscitis are usu-
ally complications of spine surgery but spontaneous forms of it in diabetic patients 
or patients who are on steroid or immunosuppressant therapy drugs can be found. 
The pathogenesis of these infections is also via the hematogenous spread and even 
simple infections such as urinary tract infections if left untreated can be a cause for 
septicemia and advancement of the infection to the spinal column.

1.3 Diagnosis

Diagnosing CNS infections require multiple tests and imaging, performing 
the right type of modality at the right time plays a crucial role in early and correct 
diagnosis. At early stages, infections of CNS can lack absolute neurological signs 
and only general inflammatory signs and symptoms are present, with progression 
of the infection, milder complains such as headaches and malaise appear and as 
the infection progresses further neurological signs and symptoms begin to appear 
as well. Most of the patients complain of headaches which are partly responsive to 
NSIADs, fatigue, nausea and vomiting, photosensitivity and with progression of the 
infection epileptic seizures and paresis can occur. In patients with spinal epidural 
abscess or severe spondylodiscitis, paraparesis with back pain which radiates to 
lower extremities can be the very first signs and symptoms of patients.

Depending on the patient’s history, physical examination, signs and symptoms 
and laboratory findings, if a CNS infection is suspected then immediate action 
to confirm diagnosis should be done by performing supplementary tests such as 
imaging and lumbar puncture if necessary. CSF cell count as well as CSF biomark-
ers (such as IFN-γ, TNF-α, IL-2, IL-6, CD8, MIF, NfH-SM135, GFAP-SM126, S100B) 
analysis are necessary to confirm the presence of inflammatory process in CNS 
[2], but since these CSF findings in most of the inflammatory states are similar, a 
differential diagnosis becomes challenging based on the CSF cell analysis therefore 
further steps such as image acquisition is needed to be able to proceed further. The 



Infections and Sepsis Development

222

physical findings such as meningeal irritation signs (Brudzinski’s and Kernig’s sign) 
and photosensitivity are not enough for the establishment of any type of CNS infec-
tion; even in cases where beside the above mentioned signs and symptoms, pyrexia 
and increased inflammatory markers are present, a definite diagnosis of CNS infec-
tion cannot be made, because conditions like subarachnoid hemorrhage (SAH) can 
have the very same clinical findings, and the origin of pyrexia or elevated inflam-
matory factors can be something rather than the CNS. For establishing a diagnosis 
of CNS infection imaging techniques are necessary since without it other specific 
conditions such as SAH cannot be surely ruled out (despite positive CSF cell count 
for red blood cells (RBCs) as lumbar puncture (LP) can be traumatic) and abnor-
malities such as subdural empyema, cerebral abscess or fistulas cannot be detected.

MRI scans are the gold standard when it come to the imaging of the CNS, 
since the resolution and clarity of the MRI scans for soft tissue detection are much 
better and higher than CT scans, their use are more prominent in detection of CNS 
infections. CT scans are also capable of detecting abnormalities such as subdural 
empyema or cerebral abscess, but since the radiologic features of these conditions 
on CT scans are not very specific and very similar with other pathologies, once the 
suspicion of subdural empyema or cerebral abscess is raised, a contrast enhanced 
MRI should be done to confirm or rule out the diagnosis. In case of the spinal col-
umn infections and epidural abscess or empyema in the spine, MRI is the preferred 
choice due to its capability of detecting diffusion restriction both in bony structures 
and soft tissues as well as having a higher sensitivity and specificity for detecting 
lesions in the spinal canal.

2. Meningitis and its treatment

Meningitis is the term used to describe the inflammation of the meninges 
anywhere in the neural axis. The inflammation can be caused by viral, bacterial 
or even fungal pathogens, sterile meningitis is a form of inflammation of the 
leptomeninges where the patient is clinically having symptoms of meningitis, but 
leukocytosis is not seen in CSF analysis and no pathologic pathogen can be cul-
tured from the CSF. The most common route of infection is usually the spread of 
pathogens via the hematogenous pathway after upper respiratory tract infections 
as well as transmission of bacteria from adjacent ongoing infections via the emis-
sary veins from the nearby structures to the meninges (e.g. sinusitis, mastoiditis, 
odontogenic infections, otitis media), intra or post-operative contamination of 
the intracranial structures (e.g. after neurosurgical interventions) is another 
common way of transmission for these pathogens, skull base fractures are also a 
source for bacterial inoculation and can cause meningitis. In the following section 
we will be discussing the most common bacterial and viral pathogens causing 
meningitis.

2.1 Bacterial meningitis

Bacterial meningitis is a serious CNS infection which can be life threatening if 
left untreated or not treated properly. Various pathogens can cause meningitis in 
various age groups, in this section for the sake of simplicity we will be describing 
the most common adult pathogens and their treatments in details.

The common pathogens causing meningitis are, Streptococcus pneumoniae, 
Neisseria meningitidis, group B Streptococcus spp., Listeria monocytogenes, and 
Haemophilus influenzae. Streptococcus pneumoniae is usually causing meningitis 
in adults and children, neonates and infants are generally not infected by this 
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microorganism. Patients who suffer from skull base fractures and have CSF leaks 
often develop meningitis due to S. pneumonia inoculation [3]. This so-called 
community acquired bacterial meningitis (CABM) is considered as a rare pathol-
ogy with high mortality and morbidity rates. The prevalence of this disorder has 
decreased significantly in the past decades due to administration of conjugate 
vaccines and more efficient diagnostic methods and treatments. The most comm 
pathogens causing CABM are S. pneumoniae, N. meningitidis, L monocytogenes 
according to a study published by Tubiana et al. in 2020 [4].

The diagnosis of CABM is based on clinical findings, CSF analysis and complete 
blood count (CBC) findings, MRI scans can be useful for obtaining more informa-
tion about the extent and severity of meningitis but not necessary for establishing 
the diagnosis. Figure 1 shows alterations on brain MRI scans in a patient with severe 
meningococcal meningitis.

Once the diagnosis is confirmed, empirical broad-spectrum antibiotics based 
on local bacterial resistance should be started and afterwards modified based on 
antibiograms. For initial treatment third generation cephalosporins [4] alongside 
amoxicillin or ampicillin to cover treatment for L monocytogenes are recommended 
and once antibiotic susceptibility results are available then targeted therapy should 
be started with agents having higher CSF penetration; Steroids and C5 antibod-
ies are also recommended, in case the ongoing infection is not responding well to 
systemic antibody treatment [5].

2.2 Post-operative

Post-operative meningitis or post neurosurgical meningitis (PNM) is a com-
plication of cranial surgery, and its rate of occurrence is depending on multiple 
factors. We will be discussing the most common factors contributing to the occur-
rence of postoperative meningitis and its treatment. Surgeries are done in aseptic 
environment, careful disinfection of the surgical site and keeping the aseptic envi-
ronment while performing the surgery is the most important factor in preventing 
postoperative meningitis. Studies have shown that shaving hair within the surgical 
site has little to no effect in decreasing postoperative infections [6], but regardless 
of this fact it is highly recommended to have surgical site free of hair in order to 

Figure 1. 
Diffuse contrast enhancement of the arachnoid membrane and dura bilaterally in the fronto-temporal region is 
seen in a patient with meningococcal meningitis. The Arachnoiditis is a complication and sequel of untreated or 
very severe aggressive meningitis.
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achieve better and easier access to the site. Prophylactic antibiotic administration 
is also an important key in preventing postoperative infections, however its use 
can be controversial as there are studies indicating that prophylactic antibiotic 
administration before surgery has little to no effect on preventing post-operative 
infections. The use of administration of antibiotics are usually depending on the 
existing local bacterial resistance patterns, individual skin flora, type and location 
of the surgery.

Usage of broad-spectrum antibiotics for cranial surgeries are not recommended 
simply because their use has not shown any advantage over other antibiotics; 
Cefazolin has been used for many years now for prophylactic purposes in cranial 
surgery. If multi resistant Staphylococcus aureus (MRSA) is present in the institute 
where the procedure is carried out or if the skin floral composition of the patient 
includes MRSA, then administration of Vancomycin is recommended supplemen-
tary to Cefazolin [7]. Since implanting foreign bodies both in cranial and spinal 
surgeries are quite often, it is important to handle the instruments and implants 
with care to maintain a fully aseptic environment.

One of the important factors contributing to prevention of the postoperative 
infections is wound closure and surgical wound management; An efficient water-
tight wound closure ensures proper anatomical closure of layers, minimizing the 
risk of infections in deeper layers and by proper management of the surgical wound 
the risk of superficial wound infection can be reduced drastically. It should be noted 
that patients scheduled for elective surgery should be screened for the presence 
of multi resistant bacteria in their flora. Patients with multi resistant bacterial 
composition should be isolated before and after surgery in order to decrease the 
transmission of the multi resistant bacteria to other patients and the medical staff. 
Disposable protective clothing should be used by medical staff in order to minimize 
the risk of transmission.

If signs and symptoms of surgical site wound infection are seen, a CBC and 
superficial and deep wound sampling for microbiological culturing are necessary. 
Empirical antibiotic treatment should be started and then modified based on the 
antibiogram results of culturing. After cranial surgery if signs and symptoms of 
meningitis are present, then LP should be performed for analysis. Slight eleva-
tions of WBC in CSF (up to 50 cells mm3) usually do not require prompt antibiotic 
treatment, symptomatic treatment for headache, nausea and vomiting and hydra-
tion are recommended, leukocytosis should be controlled and if a rise in WBCs 
count is seen then antibiotic treatment should be started. For values above 50 cells 
per mm3 empirical antibiotic should be considered and then modified based on 
culture results if needed. If severe leukocytosis in CSF is seen (above 1000 WBCs 
per mm3) or if systematic treatment is not achieving desired results, intrathecal 
antibiotic administration should be considered. Empirical treatment for PNM 
should include Vancomycin for the coverage of staphylococci and P. acnes, as well as 
a cephalosporin or carbapenem to cover gram negative bacteria and in particularly 
pseudomonas [8].

Postoperative meningitis after cranial surgeries can cause local osteomyelitis at 
the level of surgery and/or subdural empyema or cerebral abscess formation. These 
complications will be discussed in the upcoming sections.

2.3 Viral

Viral meningitis is not a common finding in neurosurgical wards, and its 
route of infection and treatment is usually different from PNM and bacterial 
routes, therefore this topic is not relevant to our discussion, and it will not be 
discussed here.
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2.4 Sterile

Sterile meningitis is defined by irritation of the meninges without the presence 
of pathological organism. In sterile meningitis the cause of meningeal irritation is 
usually SAH and circulating red blood cells in the subarachnoid space which can 
damage the arachnoid granulations and cause meningeal irritation. Clinically signs 
and symptoms of sterile meningitis are similar to bacterial meningitis in terms of 
neck stiffness, photophobia, nausea, vomiting and headaches, but leukocytosis or 
pyrexia are not accompanying the above-mentioned signs. Damage of the arachnoid 
granulations by the RBCs can cause non-resorptive hydrocephalus following a SAH 
or a traumatic brain injury with intracranial hemorrhage.

If sterile meningitis is suspected clinically then a LP is performed for CSF analy-
sis. CSF analysis generally reveals elevated number of RBCs with normal or slightly 
elevated WBCs and normal protein and glucose content. It is important to mention 
that the protein and glucose content of the CSF can be affected by other factors but 
in general CSF analysis in sterile meningitis reveals elevated RBCs count. Treatment 
of sterile meningitis in mild cases is just symptomatic treatment for headaches, 
nausea and vomiting whereas in moderate to severe cases, CSF drainage is neces-
sary to wash out the RBCs in the subarachnoid space and clear out the CSF. Lumbar 
drains for continuous CSF drainage are used if there are no contraindications. 
External ventricular drains (EVD) can be used to clear out the CSF if a lumbar drain 
is contraindicated or cannot be used for any reason.

If Sterile meningitis is not treated, non-resorptive hydrocephalus occurs due 
to the fact that RBCs damage the Pacchionian granulations and CSF reabsorption 
becomes impaired. In these cases, hydrocephalus is treated by placing a ventriculo-
peritoneal (V-P) shunt to divert the extra amount of CSF; if the abdominal cavity 
cannot be canulated due to ongoing inflammatory process or previous abdominal 
surgery and severe adhesions, then ventriculo-atrial or ventriculo-pleural shunts 
can be a substitution for the V-P shunt system.

3. Subdural empyema, cerebral abscess and septic cerebral emboli

Subdural empyema is the accumulation of pus in the subdural space which is 
usually a complication of cranial surgery and untreated postoperative meningitis. 
Purulent meningitis is another cause of subdural empyema, since primary purulent 
meningitis infection’s rate has decreased drastically due to vaccinations and early 
diagnosis as well as antibiotic treatments, we will be focusing on postoperative 
meningitis and subsequently subdural empyema. Other pathologies such as chronic 
sinusitis, otitis media and mastoiditis, if left untreated contribute to formation of 
subdural empyema and mostly cerebral abscess formation. Odontogenic sources 
are also important to be mentioned, as often poor dental hygiene or invasive dental 
procedures are the origin of subdural empyema or cerebral abscess formation. 
Immunocompromised patients have a higher susceptibility for postoperative and 
primary infections, therefore they must be treated with care and normalization of 
their immune system prior to surgeries is required to prevent postoperative compli-
cations, for instance in cases where patients are on prolonged immunosuppressant 
drugs such as steroids due to chronic diseases, or other immunosuppressive drugs 
for treating autoimmune diseases, reduction of dose and even a complete halt of 
treatment for a temporary time should be considered if doing so does not interfere 
with the course of surgery or patient’s primary treatment, reducing the dose of 
immunosuppressant drugs can be very effective in decreasing the PNM and in 
general postoperative infections.
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Accumulation of pus in the subdural spaces irritates the meninges as well as 
the arachnoid membrane causing arachnoiditis, this in return can cause irritation 
of the cerebrum and cause cerebritis. If this process is not disrupted properly and 
intime, then cerebral abscess formation is occurring. With time as the abscess is 
maturing, it’s wall thickens, and it gets bigger and bigger. The symptom presenta-
tion of patients can be very different and vary in a vast range, patients can have 
mild to severe meningitis signs or severe epileptic seizures and signs of increase 
intracranial pressure. In cases where an ongoing meningitis is not healed completely 
and it becomes chronic, the patient’s signs and symptoms improve temporarily, but 
meantime the ongoing chronic cerebritis is leading to abscess formation. Depending 
on the site of abscess formation severe symptoms such as seizures, hemiparesis, 
agitation, aggressiveness and even loss of consciousness can occur (in accordance 
with lesion localization neurological deficits are present). Figure 2 demonstrates 
a right sided temporal lesion with rim enhancement, perifocal edema and central 
diffusion restriction. The patient developed a sudden left sided hemiparesis due to 
the perifocal edema, and acute drainage and abscess excision was done to minimize 
neurological damage and complications.

Treatment of subdural empyema and cerebral abscess can be surgical or con-
servative, depending on their size and symptoms of the patient. Smaller abscesses 
or subdural empyemas can be treated with systematic antibiotics if they are not 
causing severe neurological deficits which are acute emergencies, such as hemipa-
resis, loss of consciousness, decreased arousal state and uncontrollable seizures. 

Figure 2. 
Rim enhancement on T1 imaging (upper left) and perifocal edema on T2 (upper right) scans in this case are 
indicative for brain abscess. DWI sequences (lower images) show diffusion restriction in the areas as well as in 
the right lateral ventricle. It is to be noticed that the occipital horns of the lateral ventricles are also filled with 
pus and diffusion restriction can be seen there as well (lower right image).
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If the above-mentioned symptoms are present, regardless of the size, surgical 
drainage and systemic antibiotic therapy should be started as soon as possible. 
In other scenarios where the mentioned symptoms are absent and the size of the 
abscess is not causing mass effect and midline shift, then proper antibiotic treat-
ment can be the first line treatment, and if it fails or patient deterioration occurs, 
then surgical removal and drainage should be considered.

Figure 3 demonstrates a severe case of odontogenic subdural empyema which 
required immediate surgical drainage due to mass effect of the empyema and the 
neurological status of the patient. Multiple surgeries had to be carried out to achieve 
an acceptable level of drainage. In Figure 4 post-operative scans show a significant 
reduction in contrast enhancement and no diffusion restriction can be seen on the 
DWI sequence. Surgical treatment was followed by intensive intravenous antibiotic 
treatment (intravenous Vancomycin, Ceftriaxone and Metronidazole).

Figure 3. 
Contrast enhanced T1 MRI scan (left side) shows contrast enhancement on the arachnoid membrane and dura 
diffusely on the right hemisphere. Next to the falx cerebri similar alteration are seen and cavitation between 
falx and dura is noticeable. On the right sided image, we can see diffusion restriction in the hypointense areas 
seen on T1 sequences. These alterations show accumulation of pus in the subdural space.

Figure 4. 
Post-operative contrast enhanced T1 scan (left image) showing a significant decrease in contrast enhancement; 
Craniectomy site on the right fronto-temporal region and a burr hole on the left frontal region can be seen. 
DWI scans show no diffusion restriction.
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Septic cerebral emboli are not common findings, and their diagnosis is quite 
challenging as they often resemble tumor like masses. Septic emboli usually origi-
nate from a distant organ via hematogenous spread and after seeding in the CNS 
they cause abscess formation. Cardiac vegetations are the most common cause of 
septic cerebral embolization and patients who have gone under valve replacements 
are at a greater risk of developing cardiac vegetations and consequently septic 
cerebral embolization. Differential diagnosis is the key point of a proper treatment 
here and the course of disease development plays a crucial role in differentiating 
septic cerebral emboli from other pathologies such as tumor masses or granulomas. 
A sudden onset of signs and symptoms with intracranial lesions should alert the 
physician for possibility of septic cerebral embolization and if ongoing inflamma-
tory or infectious diseases or comorbidities such as DM, autoimmune disorders, 
existing mechanical heart valves are present then the probability of septic emboli-
zation significantly increases.

4. Foreign body infections

Implantation of foreign bodies in neurosurgery is quite often and so is their 
complications, but it should be taken into consideration that not all the foreign 
body implantations come with high infection rates. Aneurysm clips, coils and bone 
cement implantation have a much lower infection rate in comparison with shunt 
implantation, screws and rods, EVDs, cranioplasty flaps and deep brain stimulation 
(DBS) stimulators and electrodes. In both spinal and cranial surgery, there are a 
variety of pathologies which require implantation of foreign bodies for treatment, 
in this chapter we shall discuss the most common types of foreign body implanta-
tion which can result in a higher infection rate.

4.1 Cranioplasty flaps

Cranioplasty is defined by replacing a missing bone flap, either by means of 3D 
printed material, autologous bone graft, bone cement or titanium mesh. Regardless 
of indications for performing craniectomy followed by cranioplasty, the infection 
rates for this neurosurgical procedure compared to the other procedures is higher. In 
a broad-based study in 2019 by Ying Chen et al., it was revealed that after cranioto-
mies (6.58% Infection rate), cranioplasties had the highest infection rate (5.89%) in 
neurosurgical procedures [9]. Infections in cranioplasty procedures can occur early 
or late in the post-operative period. Early onset of infection usually appears with 
symptoms of meningitis and quite often wound oozing and surgical site infection 
is seen as well. PNM is a common complication after neurosurgical procedures, and 
this is also true for cranioplasty procedures too, if the symptoms cannot be treated 
by antibiotics, and the bone flap is the source of infection with or without wound 
oozing, then the flap should be omitted as soon as possible to prevent subdural 
empyema or abscess formation. Once the ongoing inflammatory process is treated 
after removal of the bone flap, a minimum of 2 months is recommended before a 
newer skull reconstruction surgery is performed.

4.2 EVD

External ventricular drains may be the most frequently used implant in neuro-
surgery. There are different types of ventricular drains with different impregnations 
which offer a lower risk for EVD related meningitis and ventriculitis. Antibiotic 
coated or ionized silver particles impregnated EVDs lower the risk of EVD related 
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infections similarly to the administration of intraventricular antibiotics via the 
EVD, however there are multiple factors contributing to the infection of EVDs, such 
as existing infection, lack of proper tunneling of EVD, multiple CSF sampling, leak-
age and improper isolation of the surgical site by the nursing staff [10]. EVDs quite 
often are inserted at bedside by neurosurgeons in intensive care units (ICU), where 
the environmental bacterial composition is quite different and more resistant and 
severe in terms of contagiosity compared to other sections of a hospital, therefore 
there is a higher chance of EVD infection if it is placed at the bed side and in ICU 
and this can be prevented by performing this procedure in an operation room where 
sterility is maximized. If an EVD becomes infected or colonized, then it should be 
removed, and a newer drain should be inserted in a different location if needed.

4.3 Shunts

Shunting CSF is one of the common procedures done routinely in neurosurgical 
wards, different variants of shunting are used for divergence of the CSF and they 
all include implantation of foreign bodies, therefore having similar high infection 
rates postoperatively. As V-P shunts are the most common used variant of the CSF 
divergence, we will be discussing only the complications of V-P shunts. The V-P 
shunt infection occurs at a rate of 5–10%, Staphylococcus epidermidis accounts for 
the majority of infections (60%) as well as Staphylococcus aureus (30%). The shunt 

Figure 5. 
Contrast enhancement on T1 scans (upper images) can be seen, rim enhancement and hypointense central 
compartment in the cerebellar region reveals multiplex abscess formation (upper left image). Contrast 
enhancement and dilation of aqueduct is seen, and this is indicative of intraventricular involvement of 
inflammation (upper right image). Lower pictures show regression of the inflammatory lesions after aggressive 
antibiotic treatment and removal of the V-P shunt system. Minimal contrast enhancement is seen between the 
two cerebellar hemispheres (lower left image).
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infections usually occur within the first 6 months of implantation, the first month 
having the highest probability [11]. Factors such as contamination of shunt with 
skin flora during implantation, leakage, improper wound closure and ongoing 
intracerebral or abdominal inflammation at the time of surgery are the common 
causes of V-P shunt infections within the first month of implantation, long term 
complications of shunts are usually due to secondary infections. Peritonitis can 
be a severe complication of V-P shunt infection as well as a source for V-P shunt 
infection. Odontogenic infections often cause intracerebral inflammation and with 
the presence of V-P shunts, this can cause shunt failure and serious complications. 
Figure 5 shows a case of V-P shunt infection after 3 years of implantation due to 
an ongoing untreated dental infection which had caused severe ventriculitis and 
multiple abdominal infected granulomas.

4.4 Deep brain stimulation and spinal cord stimulation

DBS surgeries are often used for treating movement disorders such as 
Parkinson’s disease, dystonia, and essential tremor as well as psychiatric disorders 
such as obsessive–compulsive disorder. In the other hand as cases of chronic lum-
boischialgia and failed back surgery syndrome are rising, spinal cord stimulation 
surgeries are getting more attention. Both procedures involve implanting electrodes 
and neuromodulators in different sites, therefore these surgeries are carrying a high 
risk of infection. Infection rates are different in different areas and hospitals, in the 
literature the infection rate for DBS surgeries can be up to25%. As mentioned before 
S. aureus is the most common cause of neurosurgical infections and DBS and SCS 
surgeries are not an exclusion of this fact [12].

Intraoperative topical use of vancomycin has shown no advantage in prevent-
ing postoperative infections and its use intraoperatively remains controversial, in 
fact Bernstein et all in 2019 concluded that intraoperative topical use of vanco-
mycin increases the risk of postoperative infection after electrode  
implantation [12].

Infection of brain electrodes can lead to abscess formation and spinal electrode 
infection can cause epidural abscess formation. Neuromodulators can also get 
infected and be a source for septic reactions.

4.5 Screws, rods and cages

The most common implants used in spine surgery are screws, rods and inter-
vertebral cages. Different materials such as polypropylene-polyester, titanium, 
and polyetheretherketone (PEEK) are used in spinal surgeries and a study in 2019 
revealed that the above-mentioned materials among all other materials used in 
neurosurgical procedures have the highest rate for infection [9]. Fusion surgeries 
require the removal of the intervertebral disk and implantation of an interverte-
bral cage, this in turn can cause spondylodiscitis which in turn can cause coloniza-
tion and infection of the implanted screws and cages. The ongoing inflammation 
causes loosening of implanted screws, and this will lead to spine instability, 
therefore in such cases patients need to be immobilized, treated with antibiotics 
and revision surgery should be done when suitable. In addition, using thoraco-
lumbar spinal orthosis (TLSO) braces can add some degrees of spine stability 
and fine patient mobilization can be allowed when wearing TLSO. Diagnosing 
is based on elevated inflammatory parameters on blood tests as well as contrast 
enhanced MRI scans to visualize the spinal canal and assess the extent of ongoing 
inflammation.
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4.6 Treatment

Foreign body infection requires immediate attention and treatment; if left 
untreated it can cause severe intracranial or epidural inflammation and severe neu-
rological deficits as well as sepsis and multi organ failure consequently. Diagnosing 
foreign body infection requires precise imaging, multiple repeated blood tests, 
culturing and patient examination. Once the diagnosis of foreign body colonization 
or infection has been made, broad spectrum empirical systemic antibiotic treatment 
should be started immediately and later on modified based on antibiograms. If the 
infection is caught in early phases and only mild symptoms are present and imaging 
modalities rule out presence of abscess or empyema and colonization of foreign 
bodies are not suspected then systematic or intrathecal antibiotic treatment might 
be enough to treat the infection, but in cases were abscess or empyema formation 
is already present on scans or CRP-PCT levels are not normalizing with antibiotic 
therapy, then removal or revision of the implanted foreign bodies are required.

Infected V-P shunts need to be removed and CSF divergence with EVD is 
preferred at a different site rather than the primary surgical site. In cases where 
deep brain electrodes need to be removed, patient management can become very 
challenging; for example, patients who suffer from Parkinson’s disease and are non-
responders to oral medication, will have severe disabilities if their neuro pacemaker 
was turned off suddenly and there was no pacing in the subthalamic nuclei. When 
infections are properly treated, then permanent electrodes, shunts or any other 
foreign body should be reimplanted if the patient’s status and treatment require so.

5. Fungal and parasitic infections

Fungal and parasitic infections are not as common as bacterial infections in 
postoperative patients, therefore there is no solid information about fungal infec-
tion in postoperative patients in the field of neurosurgery. As a known fact patients 
who are immunocompromised are having a greater risk for developing any kind of 
infection, and fungal infections can be seen in these group of patients more often. 
Indeed, a prolonged antibiotic treatment increases the susceptibility of patients for 
developing fungal infections and this should be taken into consideration. Mycosis 
in the CNS can be hard to diagnose as often they resemble tumor masses on MRI or 
CT scans and their differentiation is quite challenging if the patient does not have 
any background for infection or does not present signs and symptoms of infection 
physically or on laboratory findings. A complication of ongoing fungal infection 
can be mycotic aneurysms which can rupture and be life threatening.

As in any other infectious disease, mycosis of the CNS should be treated imme-
diately based on culture results. Surgical resection of fungal abscesses or granu-
lomas might be necessary in severe cases where antifungal therapy is not yielding 
positive results or due to the mass effect and midline shift caused by these lesions in 
the brain.

6. Atypical infections

Atypical infections are quite rare and therefore very misleading, their diagnosis 
is very challenging and if not diagnosed correctly, the course of treatment can 
be very different and ineffective. The term atypical applies when the infection is 
caused by an organism which is not known to cause CNS infection or has not been 
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reported yet, or infections which happen without any background or any obvious 
reason. Recently a case of septic cerebral embolus caused by Corynebacterium 
mucifaciens was described in a diabetic patient, C. mucifaciens is a normal flora 
of the skin and it can also be found in sterile body fluids [13]. Immunocompetent 
patients usually have a lower risk for atypical infections, but patients with defective 
immune system tend to have superinfections and even infections caused by organ-
isms which normally do not cause any pathology. Course of disease development 
plays a crucial role in diagnosing these atypical infections, for example patients on 
prolonged antibiotic treatment, steroid treatment or immunosuppressants and in 
general immunocompromised patients should be considered for atypical strains 
of bacterial infection. If atypical strains are cultured or isolated in the abovemen-
tioned patient categories, they should not be precepted as contamination or false 
positive results but rather considered as atypical pathogens and they should be 
further investigated in order to confirm diagnosis.

The other scenario would be when a healthy immunocompetent individual 
suffers an atypical bacterial infection, this too should not be considered as false 
positive results or contamination, but rather it should be alarming as most immu-
nocompromised patients are unaware of their condition are considered immuno-
competent until such infections come along. This in turn does not mean that if a 
healthy individual is infected by atypical strains, then a defective immune system 
is the cause; this simply has to be investigated further to rule out any defects of 
the immune system and find the origin and primary cause of atypical infection. 
Healthy immunocompetent individuals can also be infected by atypical bacterial 
strains without any background or comorbidities playing along.

Figure 6. 
T1 contrast enhanced images (upper images) show a cystic like lesion with perifocal edema and rim 
enhancement in the right temporal lobe, at the level of the internal capsule. T2 scans (middle images) reveal 
the extent of perifocal edema and the fluid content of the lesion. Diffusion restriction can be seen on DWI 
sequences (lower images) which is a typical finding for cerebral abscess.
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Atypical bacterial infections should be reported so that, medical society all over 
the world can recognize the possibility of infection by these strains in immunocom-
petent or immunosuppressed individuals. Treatment of atypical strains remains the 
same as typical strains, except for if standard antibiotic treatment fails to control 
the infection, a more aggressive antibiotic treatment profile should be chosen.

Figure 6 shows the first ever reported case of cerebral embolus caused by C. 
mucifaciens by Tahaei et al. The radiographic findings are very typical for cerebral 
abscess or metastatic tumor lesions, and simply because the relevance of metastatic 
tumors and brain abscesses are much higher than septic emboli, the possibility 
of a cerebral septic embolus is often ignored, and they can be misdiagnosed and 
mistaken for tumors initially. A biopsy confirmed the diagnosis of septic cerebral 
embolus and proper antibiotic treatment based on antibiogram results were started 
after empiric treatment. In Figure 7 the complete resolution of the septic embolus is 
seen after proper antibiotic treatment.

7. Spinal infections

They represent about 4% of all cases of osteomyelitis and 2–7% of all musculo-
skeletal infections. The incidence is between 1:20000 and 1:100000 and it has been 
increasing in the last decades [14–17].

Spinal infections can be extremely destructive and can cause instability and 
progressive neurological symptoms. Diagnosis of spinal infection is very  
challenging due to the fact that they mimic other noninfectious degenerative 
disorders [17].

7.1 Pathogenesis

Spinal infection can develop in three different ways:

• hematogenous spread

Figure 7. 
Complete resolution of the lesion is seen after proper antibiotic treatment. The post gadolinium MRI scan was 
done for control purposes after 1 year.
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• direct inoculation

• spread of infection from an adjacent site

The sources of hematogenous infections are usually the skin, respiratory tract, 
genitourinary tract, gastrointestinal tract or the oral cavity through bacteremia. The 
extensive prevertebral venous plexus in the vertebral column provides a sophisti-
cated anatomical background for spreading of bacterial infection. In adults, discitis 
mostly originates from one of the neighboring endplates, which are necrotized by a 
septic embolus, while the disc is infected secondarily. Spread from contiguous tissue 
is rare and mainly occurs in adjacent infections, including retropharyngeal abscess, 
esophageal ruptures, and infected implants [17, 18].

7.2 Microbial agents

The most common causative agents of spinal infections are Staphylococcus aureus 
and Staphylococcus epidermidis, gram negative organisms and in general anaerobe 
bacteria. In infants the most common agents are Staphylococcus aureus, Streptococcus 
agalactiae and Escherichia coli and in childhood Staphylococcus aureus, Staphylococcus 
pyogenes and Hemophilus influenzae. Staphylococcus aureus is the most common caus-
ative agent in hematogenous osteomyelitis in patients of all ages [19]. Mycobacterium 
tuberculosis can cause Pott’s disease and skeletal tuberculosis which nowadays are 
extremely rare. Fungal origin of spinal infection is rarely found and particularly 
include Aspergillus spp., Candida spp., and Cryptococcus neoformans [17].

7.3 Classification of spinal infections

The spinal infections can be classified into the following categories:

a. Pyogenic infections

i. Vertebral osteomyelitis

ii. Discitis

iii. Spondylodiscitis

iv. Spinal epidural abscess

v. Facet joint arthritis

b. Granulomatous infections

i. Tuberculous infections

ii. Fungal infections

iii. Parasitic infections

c. Postoperative wound infection

d.  Spinal infection in the immunocompromised patients
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7.3.1 Pyogenic infections

The source of infections is usually the genitourinary, gastrointestinal and 
respiratory tract and in one-third of cases, the source is unknown. Patients who 
are on prolonged steroid treatments or immunosuppressants have a higher risk for 
pyogenic infections.

7.3.1.1 Vertebral osteomyelitis

Vertebral osteomyelitis most commonly occurs via the hematogenous route. The 
disease can progress to abscess formation and can involve the paravertebral struc-
tures and spinal canal. Risk factors are diabetes, renal failure, rheumatoid arthritis, 
AIDS, malignancy and old age. The most common bacterial agents responsible for 
vertebral osteomyelitis are S. aureus, Streptococcus sp., P. aeruginosa, E. coli and 
Proteus sp.

7.3.1.2 Discitis

This is an infection or inflammation of the intervertebral disc space. The infec-
tion starts at the endplates and spreads to the disc secondarily. S. aureus is the most 
common causative agent.

7.3.1.3 Spondylodiscitis

An infection and inflammation of the endplates of the vertebrae, as well as 
the joining intervertebral disc. It commonly occurs in sepsis, post-tonsillectomy, 
urinary tract, gastrointestinal and respiratory tract infections. The most common 
organisms are staphylococci (40–60%) and tuberculosis (20%). Figure 8 demon-
strates a case of active and healed spondylodiscitis in one patient.

Figure 8. 
Active spondylodiscitis at the level of LIII-IV and healed spondylodiscitis at the level of L II-III can be seen on 
both T1 and T2 sagittal images. Destruction of the disc and ossification of the two adjacent vertebral bodies are 
noted at the level of LII.
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7.3.1.4 Spinal epidural abscess

Epidural abscesses are often complications of invasive spinal interventions, but 
spontaneous cases can also occur due to hematogenous spread or adjacent infected 
sites. The risk factors are diabetes mellitus, HIV, osteomyelitis, urinary tract 
infection, sepsis, soft tissue infections and spinal abnormality. S. aureus is the most 
common causative agent. The infection can come from contiguous areas, through 
hematogenous spread and from unknown distant locations as well [15, 17, 18].

Pain and muscle spasm are the most common symptoms of spine infection and 
the patient can be bedridden. In half of the cases, fever is the systemic manifestation 
of infection and early diagnosis is hindered by the fact that 30–70% of patients with 
spondylitis/spondylodiscitis do not show any signs of prior infection. Radicular 
pain and neurologic deficit are rare finding at the beginning but as a complication 
or progression of the situation serious neurological symptoms can occur [17].

Prevalence of spinal epidural abscess based on localization is 35% in thoracic 
region and 48% at lumbar region. Laboratory findings include elevated erythrocyte 
sedimentation rate and C-reactive protein, in about 40% of cases there are total or 
PMN leukocytosis [19]. X-ray shots are not very informative for diagnosing epidural 
abscesses, after 3–4 weeks the inflammation starts spreading around and degener-
ating the adjacent bony vertebra, and it is only then when destruction of bony parts 
can be visualized on X-ray shots; X-ray does not rule out the presence of a space 
occupying lesion in the spinal canal and therefore, post Gadolinium MRI scans 
are necessary to have a precise diagnosis. In cases where MRI scans are unavailable 
then CT scans or myelography can be done to gain more information. MRI scans 
remain the gold standard for confirming diagnosis when spinal epidural abscess 
formation is suspected. Epidural abscesses appear hypointense on T1 sequences and 
hyperintense on T2 and STIR sequences. Rim enhancement in post Gd scans can 
also be visualized. In Figure 9 an epidural spinal abscess can be seen at the level of L 
IV – SI; Surgical excision and drainage of the abscess was done along with intensive 
iv. antibiotic treatment.

7.3.2 Granulomatous infection

Infectious diseases of spine which is caused by bacteria, fungi and parasites 
and it is accompanied by formation of granulomas. Granulomas are mixture of 
transformed macrophages, matrix and other inflammatory cells. Most cases are due 
to hematogenic spread of microorganisms to the spinal structures but spread from 
adjacent infected tissues are also a common pathway of infection [20].

7.3.2.1 Tuberculous infections

The spine is the most common site of skeletal tuberculosis and Mycobacterium 
tuberculosis is the most common causative agent. The lower thoracic spine is the seg-
ment frequently involved in tuberculous infections. The infections is a result of past 
hematogenous foci, contiguous disease or lymphatic spread from pleural disease, it 
gradually enlarges and spreads to involve two or more adjacent vertebrae by extension 
beneath the anterior longitudinal ligament or directly across the intervertebral disc.

X-ray shots reveal anterior wedging of two adjacent vertebral bodies with 
destruction of the intervening disc. On MRI scans post Gd sequences show sub-
ligamentous, Dural or discal contrast enhancement whereas T1 sequence shows a 
hypointense and T2 sequence a hyperintense marrow. Contrast enhanced MRI is the 
preferred modality of choice and if unavailable then contrast enhanced CT scans 
are the modality of choice.
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7.3.2.2 Fungal infections

Fungal infections of the spine are rare and occur mainly as opportunistic 
infections in immunocompromised patients. They form noncaseating lesions. The 
common fungal agents causing fungal infections are Candida species, Cryptococcus 
neoformans and Aspergillus species. In fungal vertebral osteomyelitis epidemic 
fungi, such as Coccidiodes immitis and Blastomyces dermatitidis are the typical 
causative agents.

7.3.2.3 Parasitic infection

The parasites that have been reported to cause infections of the spine are 
Echinococcus granuosus (hydatid disease), Toxoplasma gondii (toxoplasmosis) and 
rarely Taenia solium (cysticercosis). The parasitic spine infection is extremely rare, 
and few cases have been reported in the literature.

Figure 9. 
A case of spontaneous epidural abscess formation, the patient was referred to the neurosurgical word due to 
progressive paraparesis; lab test results revealed leucocytosis and elevated CRP and PCT values. MRI scans 
show diffusion restriction (upper left image – STIR sequence) in the epidural region at the level of LIV-SI as 
well as LIV disc and LIV LV vertebral bodies, the post Gd T1 image (upper right) shows contrast enhancement 
of the lesion in the periphery. Control MRI scans after 6 weeks (lower images): On STIR (lower left image) 
sequence significant reduction of diffusion restriction is seen, T1 Contrast scan (lower right image) show no sign 
of contrast enhancement. The presence of hemangiomas at the level of LI and LIII vertebral bodies are noted.
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7.3.2.4 Postoperative wound infection

Postoperative wound infections after spine surgeries are common complications 
and their occurrence rate vary depending on the type and site of surgery. Simpler 
surgeries such as lumbar microdiscectomy or sequestrectomy have lower rates of 
postoperative infection (~0.6–3%) whereas more complicated surgeries such as 
instrumented fusions have a higher occurrence rate (~6–18%). If left untreated or 
not diagnosed properly and in time, long term complications such as pseudoar-
throsis, spinal deformities, chronic pain and even in severe cases sepsis and death 
can occur. Deep wound cultures accompanied by CBC and evaluation of CRP, PCT 
and ESR helps diagnosing postoperative SSIs. Picture modalities such as contrast 
enhanced MRI and CT scans are important in adding vital information for proper 
diagnosis, but they can also be very misleading [21].

Treatment of postoperative SSIs in spine surgery is no exception than other 
SSIs, early proper diagnosis, targeted antibiotic therapy and in severe cases surgical 
debridement and/or revision of surgery is needed to avoid long term complications. 
Sepsis and septic shock can be catastrophic outcomes of SSIs, therefore prompt 
response after diagnosing SSIs is a vital part of a good prognosis. Screening patients 
for multi resistant skin flora and proper bathing before surgery alongside with 
proper disinfection of the surgical site at the time of surgery and keeping an aseptic 
environment are modifiable factors which play an extensive role in SSIs. Factors 
such as prolonged steroid treatment, or use of immunosuppressant drugs, DM, 
chronic autoimmune diseases, alcoholism, malnutrition and acquired autoimmune 
defects are contributing to a higher rate of SSIs.

7.3.2.5 Spinal infection in the immunocompromised

As mentioned in Section 3, immunocompromised patients are at a greater risk for 
developing postoperative infections and spontaneous infections in general. The factors 
and strategies mentioned in Section 3 management and treating immunocompromised 
patients are all applicable for spine surgery as well. Patients with immune deficiencies 
should be considered for rare parasitic, fungal, and bacterial spine infections such as 
Cryptococcus, Mycobacterium and Echinococcus infections.

Figure 10 shows a case of spontaneous spondylodiscitis in a patient who was on 
chronic use of methylprednisolone tablets for treating rheumatoid arthritis.

7.3.2.6 Diagnosis of infection

ESR and CRP are both good indicators for determining inflammation in the 
body. ESR is more specific for tuberculosis infection, whereas CRP is an indica-
tor for any inflammatory condition, including bacterial infections. Procalcitonin 
(PCT), a promising marker to distinguish between bacterial and nonbacterial 
infection, shows lower sensitivity than CRP in patients with spinal infection. 
Identification of the causative organism is essential, and if MRI or CT scans are 
suggestive of spinal infection then direct CT-guided biopsy or blood cultures should 
be obtained to identify the causative agent and clarify the diagnosis.

7.3.2.7 Imaging

The characteristics of spinal infection foci on picture modalities are as follow:

• X-ray: endplate irregularities and erosion in the vertebral endplates. 
Disadvantages: It is only after 2 to 4 weeks that the radiographs appreciate 
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any changes. A positive radiograph may help in diagnosis, but a negative 
 radiograph does not rule out the diagnosis of spinal infection.

• CT: Is the best way to demonstrate bone destruction and fragmentation. It can 
detect early changes like end-plate erosions, much sooner than radiography. It 
is superior in detecting bony fragments, new bone formation, bony sclerosis, 
and calcification. It can detect early changes like end-plate erosions, much 
sooner than radiography.

• MRI: It is considered the gold standard and is the most useful imaging modal-
ity in the evaluation of spinal infection. It can detect the form of increased 

Figure 10. 
A 40 years old male patient was brought to the emergency department due to sudden loss of lower extremities 
tone and severe paraparesis. Lab results were in favor of inflammatory process and the MRI scans have 
confirmed the diagnosis of spondylodiscitis. The STIR sequence (upper left image) shows diffusion restriction 
in the Th VIII-IX vertebral bodies as well as in the sub ligamental region which is causing spinal cord 
compression. Post Gd T1 sequence (upper right image) shows contrast enhancement of the lesion). The patient 
was admitted for acute surgery and first intraoperative CT scan (lower left image) shows the extent of posterior 
bony decompression (laminectomy) and the on the lower right image the final postoperative control scan 
is seen after percutaneous transpedicular fixation was done to achieve stability. It is important to mention 
that multiple lesions in the vertebral bodies were seen which typically assemble hemangiomas, but due to the 
complexity of this case and the fact that the patient was on prolonged steroid use, septic emboli and Pott’s 
disease had to be ruled out. This was done by taking samples from the lesions and performing PCR, culturing, 
and sending samples for histopathological examination. All results were in favor of hemangiomas and an 
ongoing spondylodiscitis.
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vertebral marrow water content and micro destruction of trabecular bone. 
Typical findings in patients with spondylodiscitis are hypointense discs and 
vertebral bodies in T1-weighted images and hyperintense signals of the same 
structures in T2-weighted images. Although MRI is the gold standard in 
diagnosis of spinal infection, there is no pathognomonic finding on MRI that 
dependably discriminates between spinal infection and possible neoplasm [22].

Being a noninvasive and safe procedure follow-up MRI is good for assess-
ing therapeutic-response and to guide clinical decisions. New MRI methods like 
diffusion-weighted imaging are useful in spinal cord abscess analysis. Contrast 
obtained pictures are a must in order to visualize the extent of epidural and menin-
geal inflammation. Diffusion tensor and fiber-tracking imaging methods are in use 
for assessing spinal cord integrity in long standing cord compression cases [19].

7.3.2.8 Management of spinal infections

Clinical picture and presentation of spinal infections vary widely, but usually 
the onset is insidious and axial back pain and spasm are the main symptoms. Fever, 
chills, weight loss, anorexia and malaise are not always present and neurological 
deficit presents usually late but may present acutely with epidural abscess formation 
causing paralysis or cauda equina syndrome. WBC, ESR and CRP are nonspecific, 
but may be helpful in monitoring the response to treatment.

X-ray and CT scan can show us the bony destruction, it takes a few weeks, but 
MRI is more sensitive and may show changes, early in the course of the disease. 
It can include bone marrow edema, endplate irregularity, fluid in the disc space, 
destruction of bone and adjacent disc, and epidural and/or paraspinal soft-tissue 
infection and abscess formation.

Nonsurgical Treatment consists of appropriate antibiotic treatment which can 
result in termination of the infection, but precise bacteriological diagnosis and cul-
turing is required from blood culture or aspirated samples in order to have a target 
antibiotic therapy which is more efficient. It is important to start antibiotic therapy 
before significant bone destruction occurs, to avoid any long-standing unfavorable 
biomechanical consequences and spinal instabilities.

The following steps are required for diagnosing spinal infections correctly early 
in order to have the best maximized therapy:

1. Biopsy – to identify organism and to obtain its sensitivity (needle biopsy with 
cultures – percutaneously via transpedicular approach or CT guided biopsy)

2. antibiotics – once the tissue sample is obtained, empirical antibiotic therapy 
must be started using broad-spectrum antibiotics such as Clindamycin or 
Rifampicin for at least 6 weeks intravenously and then followed by 6–8 weeks 
of oral antibiotic treatment. Antibiotic treatment should be modified based 
on antibiograms if needed, to achieve the best targeted antibiotic therapy 
efficiency [23].

3. pain medication

4. Thoraco-lumbar spinal orthosis (TLSO) brace – to reduce pain.

Nonoperative treatment is more likely to yield good results if patients are 
younger than 60 years, having normal immunologic status and the treatment is 
started early in the course of the disease.



241

Infections in Neurosurgery and Their Management
DOI: http://dx.doi.org/10.5772/intechopen.99115

Monitoring response to treatment is crucial and factors like improvement in pain 
reduction, muscle spasm, general sense of wellbeing, as well as progressive drop 
in the inflammatory markers like ESR and CRP are good indicators of sufficient 
treatment. Repetition of MRI scans can be helpful, but in early phases of treatment 
(within 4 weeks), after starting antibiotic therapy, it can be misleading, due to 
the fact that the effect of the antibiotic therapy can only be detected on the tissues 
adjacent to the spine in this period of time. It is recommended to perform post Gd 
MRI scans after four weeks of continuous iv. antibiotic treatment [24].

When non invasive treatments fail to achieve proper results, surgical treatment 
needs to be considered in order to control the disease progression. The fundamental 
goals are drainage of the pus and debridement of granulation and bony stabiliza-
tion if necessary. Most cases can be managed non-surgically with antibiotics and 
immobilization, especially if the patient lacks neurological symptoms and if the 
spine retains its stability. Accordingly, we have to treat the patient surgically when

1. there is progression of disease despite antibiotic therapy

2. spinal instability

3. spinal epidural abscess

4. antibiotic refractory chronic infection [25]

Decompression of neural elements, removal of inflammatory tissue and infected 
bone (to decrease bioburden) with instrumented fusion can give the best result.

8. Conclusion

Postoperative infections are common and challenging to treat. Understanding 
the nature of these infectious diseases and their management can increase survival 
rate and prevent catastrophic results. Treating these infections can be surgical or 
conservative depending on presenting signs and symptoms and severity of infec-
tion. Proper targeted antibiotic treatment alongside surgical interventions are 
necessary in most cases to achieve the best result. Untreated or poorly treated cases 
lead to septic reactions and multi organ failure. Screening patients for immunodefi-
ciencies, comorbidities, and specific individual bacterial patterns can significantly 
reduce postoperative infection rates.
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Chapter 12

An Explainable Machine Learning
Model for Early Prediction of
Sepsis Using ICU Data
Naimahmed Nesaragi and Shivnarayan Patidar

Abstract

Early identification of individualswith sepsis is very useful in assisting clinical triage
and decision-making, resulting in early intervention and improved outcomes. This
study aims to develop an explainable machine learning model with the clinical inter-
pretability to predict sepsis onset before 6 hours and validate with improved prediction
risk power for every time interval since admission to the ICU. The retrospective obser-
vational cohort study is carried out using PhysioNet Challenge 2019 ICU data from
three distinct hospital systems, viz. A, B, andC.Data fromAandBwere shared publicly
for training and validation while sequestered data from all three cohorts were used for
scoring. However, this study is limited only to publicly available training data. Training
data contains 15,52,210 patient records of 40,336 ICU patients with up to 40 clinical
variables (sourced for each hour of their ICU stay) divided into two datasets, based on
hospital systems A and B. The clinical feature exploration and interpretation for early
prediction of sepsis is achieved using the proposed framework, viz. the explainable
Machine Learningmodel for Early Prediction of Sepsis (xMLEPS). A total of 85 features
comprising the given 40 clinical variables augmented with 10 derived physiological
features and 35 time-lag difference features are fed to xMLEPS for the said prediction
task of sepsis onset. A ten-fold cross-validation scheme is employedwherein an optimal
prediction risk threshold is searched for each of the 10 LightGBMmodels. These
optimum threshold values are later used by the correspondingmodels to refine the
predictive power in terms of utility score for the prediction of labels in each fold. The
entire framework is designed via Bayesian optimization and trained with the resultant
feature set of 85 features, yielding an average normalized utility score of 0.4214 and
area under receiver operating characteristic curve of 0.8591 on publicly available train-
ing data. This study establish a practical and explainable sepsis onset prediction model
for ICU data using appliedML approach, mainly gradient boosting. The study high-
lights the clinical significance of physiological inter-relations among the given and
proposed clinical signs via feature importance and SHapley Additive exPlanations
(SHAP) plots for visualized interpretation.

Keywords: sepsis, early prediction, machine learning, explainable AI, electronic
health records, clinical informatics, critical care, model-based diagnosis

1. Introduction

Sepsis is an enigmatic clinical condition that occurs when the patient’s body
reacts adversely to infection and as a consequence develops organ dysfunction.
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Sepsis can practically affect all organ systems however, the organs involved and the
degree of dysfunction varies distinctly among patients and can even lead to death in
most cases [1, 2]. In the early stages of the disease, the treatment of sepsis seems to
be relatively easy with the availability of broad-spectrum antibiotics [3]. While in
the later stages of the disease, diagnosis of sepsis becomes much easier but
extremely hard to treat. Therefore, early diagnosis of sepsis is the need of the hour
for better clinical management [4].

Current manual assessment of sepsis using screening tools, like the Sequential
Organ Failure Assessment (SOFA) score for ICU-patients, are complex in terms of
measured clinical signs and even lack adequate sensitivity [5, 6]. On the other hand,
AI and machine learning-based automated clinical decision support systems that use
easily accessible clinical data have reflected a significant improvement in agreement
with these treatment protocols in ICUs by guiding physicians through predefined
work-flows [7–11]. In the current era wherein we have abundant availability of
electronic medical records (EMRs) has brought more feasibility to such automated
realizations [12]. However, almost every machine learning (ML)-based AI model
and automated decision support system lack proper explainability because of their
uninterpretable black-box nature [13, 14]. This is where Explainable Artificial
Intelligence (XAI) comes in rescue to address some of these restrictions imposed by
a Black-box AI system by adding explainability. And thus assist clinicians in the
interpretation of their diagnosis, and recommend future actions to be taken thereby
improving the quality of predictions [15–17]. The development of such an explain-
able ML framework for sepsis onset prediction is an important and active area of
investigation.

This work presents a novel clinical application of developing an explainable ML
framework for sepsis onset prediction among ICU patients based on the physiolog-
ical medical knowledge of given clinical signs, obtained via extensive analysis, and
using popular gradient boosting ML techniques. The framework’s design includes an
optimal explainable gradient boosting architecture for clinical decision making that
investigates questions of generalizability and interpretability of the proposed
system.

2. Methods

An overview of the proposed methodology from raw data to explainable
decision framework is shown in Figure 1.

2.1 Dataset and study population

The publically available training set consists of data from two cohorts [18].
Cohort A has 790,215 records of 20,336 patients. Cohort B has 761,995 records of
20,000 patients. Particularly, data for every patient record contains 40 clinical
covariates i.e. 8 vital signs, 26 laboratory values, and 6 demographic values. The
labeling of the patient data was done adhering to Sepsis-3 clinical criteria. Table 1
presents the details of various clinical covariates used under study together with
their missing information in percentage [18, 19].

2.2 Feature extraction

Feature extraction takes place on the imputed version of given clinical data that
generates features sample-wise on an hourly time grid. Two types of features ware
generated namely:
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Physiological features: In literature, inter-relations among the clinical values have
been proven to enhance the capability of anomaly detection tasks [7, 20]. By
reviewing various studies that justify the clinical significance of well-established
physiological inter-relations among the given clinical signs 10 such physiological
relations are derived from the given covariates: Three Shock Indices firstly the well
defined Shock Index (SIndex) using Systolic BP and the other two are its modified
versions proposed in this study for Diastolic BP (DPBSIndex) [21] and Mean

Figure 1.
Graphical overview: From given raw clinical data to explainable decision framework. (a & b) clinical data
from two ICU cohorts is imputed. (c) Physiological inter-relations and time lag differences are computed as
features. (d) an optimal sepsis onset prediction architecture is developed using LightGBM models via bayesian
optimization. (e) the predictions are rendered to explanations and potentially their predictive power is
increased by refining the threshold that drove the prediction at every time-point. (f) Final decision.
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Sr. no. Covariates Missing values (%) Units

1 Heart rate 9.8 beats/min

2 O2Sat 13 %

3 Temperature 66 oC

4 SBP 14.5 mm Hg

5 MAP 12.45 mm Hg

6 DBP 31.34 mm Hg

7 Resp 15.35 breaths/min

8 EtCO2 96.28 mm Hg

9 Excess bicarbonate 95.57 mmol/L

10 Bicarbonate 94.81 mmol/L

11 FiO2 91.66 %

12 pH 93.06 —

13 PaCO2 94.44 mm Hg

14 SaO2 96.54 %

15 Asparatate transaminase 98.37 IU/L

16 BUN 93.13 mg/dL

17 Alkaline phosphatase 98.39 IU/L

18 Calcium 94.11 mg/dL

19 Chloride 94.46 mmol/L

20 Creatinine 93.90 mg/dL

21 Direct bilirubin 99.8 mg/dL

22 Gl 82.89 mg/dL

23 Lactic acid 97.32 mg/dL

24 Magnesium 93.68 mmol/dL

25 Phosphate 93.98 mg/dL

26 Potassium 90.68 mmol/L

27 Total bilirubin 98.50 mg/dL

28 Troponin I 99.04 ng/mL

29 Hematocrit 91.14 %

30 Hemoglobin 92.61 g/dL

31 PTT 94.05 s

32 WBC 93.59 count/L

33 Fibrinogen concentration 99.34 mg/dL

34 Platelet count 94.05 count/mL

35 Age — yr

36 Gender — Male (1) or Female (0)

37 Unit 1 39.42 true (1) or false (0)

38 Unit 2 39.42 true (1) or false (0)

39 HospAdmTime — hours

40 LOS — hours
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Arterial Pressure (MAPSIndex) [22] followed by ratios BUN/Creatinine (BUNCr)
[7], Bilirubintotal/Creatinine (BILTcr), SaO2/FiO2 [23], PaO2/FiO2 [24], Platelets/
Age (PlaAge), the difference between SBP and DBP called Pulse Pressure (PP) [25],
and lastly Cardiac Output (CO) [26]. Table 2 gives a detailed description of
Physiological features.

Time-Lag difference features: A set of 35 time-lag features are computed with
6 hours of time-lag difference among vital signs and lab values from the given 40
clinical variables excluding the last 5 demographic values.

Finally, the obtained 45 features are combined with the given 40 clinical signs,
thereby increasing the final feature count to 85 features. The resultant feature set is
then fed to train the proposed xMLEPS framework.

2.3 Implementation of xMLEPS

Together with Bayesian optimization and the refinement of prediction risk
threshold an optimal disease onset detection method before six hours for sepsis
called xMLEPS is developed. As shown in Figure 1 the given clinical sepsis data has
large amount of missing information (approximately 20%). So at the onset of the
algorithm computation, filling of these missing values is carried out as as a pre-
processing step. The data imputation to fill in the missing values is done by
employing forward fill imputation on the given EHR clinical data. In the real-time
scenario, the current missing values encountered are to be filled with previous

Sr. no. Covariates Missing values (%) Units

41 SepsisLabel — septic (1) nonseptic (0).

Table 1.
Details of the various clinical variables used under study along with missing values information in percentage.

Sl.
no

Abbreviation Description Formula

1 SIndex Shock Index (SIndex) is the proportion of heart rate (HR) being
divided by systolic blood pressure (SBP), normalized by age.

(HR/SBP)*Age

2 DBPSIndex Diastolic Shock Index is the proportion HR being divided by
systolic blood pressure (DBP), normalized by age.

(HR/DBP)
*Age

3 MAPSIndex It is defined as the proportion of HR being divided by Mean
Arterial Pressure (MAP), normalized by age.

(HR/MAP)
*Age

4 BUNCr It is the ratio of Blood Urea Nitrogen(BUN) to Creatinine BUN/
Creatinine

5 BILTCr It is the ratio of Direct Bilirubin (Bilirubin_total) to Creatinine Bilirubin_total/
Creatinine

6 SaO2 -FiO2 It is the ratio of oxygen saturation of arterial blood in percentage
(SaO2) to the fraction of inspired oxygen (FiO2).

SaO2/FiO2

7 PaO2 -FiO2 It is defined as proportion of the partial pressure of oxygen PaO2
divided by the fraction of inspired oxygen (FiO2).

PaO2/FiO2

8 Pla_Age It is the ratio of platelets to age Platelets/Age

9 PP Pulse Pressure (PP) is the difference between SBP and DBP SBP-DBP

10 CO Cardiac Output is the product of pulse pressure (PP) and HR. PP * HR

Table 2.
Detailed definitions of the physiological features.
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available measurements. Thus only the previous clinical values of given EHR data
are fetched for data imputation of current observation.

In this study, imputation is carried out into two rounds: first local imputation,
for each individual record, and then global imputation for all the combined records
together. In the case of local imputation, the trailing missing values in a row for a
particular clinical covariate (or feature vector) are forward filled with the nearest
past non-missing value in that row locally for the given record. Ipso facto, if the
record encounters ‘NaN’ values, in the beginning, i.e. for the first alone measure-
ment at t = 0, they are retained as it is initially and then later replaced with ‘global
mean’ for that covariate row obtained by combining all records [19].

During model development, a ten-fold cross-validation scheme is employed
wherein 10 LightGBM classifiers with the same complexity of model hyper-
parameters obtained during Bayesian optimization are developed for the
corresponding fold. The total feature set used to develop these models comprises of
85 features as described in sub-Section 2.2. Generally, hyper-parameter optimization
aims at looking for the best hyper-parameter values to minimize the objective loss
function. The hyper-parameter settings maximizing the custom-defined challenge
metric- utility score on the subset of training data during the Bayesian optimization
phase are later used to build models. These built models generate the predictions on
the hold out 10% of validation data in each fold. The training process of the model
in each fold stops when the utility score of the validation set does not show further
improvements over 32 consecutive iterations, i.e. early stopping to best iteration is
achieved to reset the model and thereby to avoid over-fitting.

The initial predictions generated by each optimal model on the corresponding
validation data of each fold undergo refinement of the prediction risk threshold to
enhance the utility score. The search space for the prediction risk thresholds lies in
the range of 0 to 1 and is varied in steps of 0.05. Thus the threshold search space has
20 values. So the initial predictions of validation data of each fold are compared
with each of these 20 values. After comparison, the threshold value that gives the
maximum utility score for the set of predictions of that fold is said to be optimal.
Such 10 optimum threshold values are later used by the corresponding models to
refine the predictive power in terms of utility score for generated labels in each fold.

This LightGBM based gradient boosting framework serves with a specific
processing method for sparse data which is important in our classification task with
class imbalance problem [27]. For the interpretability of the proposed framework,
the LightGBM uses its feature importance attribute to quantify each variable, and
the explainability component is addressed by employing SHAP summary and
dependency plots wherein the distribution of the variable importance is illustrated
[28, 29].

3. Results

The proposed framework performs the prediction from the given patient-
records to determine the risk of development of sepsis onset in the next 6 hours.
This is achieved using a continuous-valued utility score as defined by challenge
organizers for each prediction [18]. The utility function rewards or penalizes clas-
sifiers for their predictions within 12 hours before and 3 hours after sepsis onset
time and was normalized as described in [18]. Using a ten-fold cross-validation
scheme 10 LightGBMmodels are designed based on patient-wise stratified ten-folds
each containing unique 10% of the entire training set. The hyper-parameters of the
above models that minimize cross-validation loss are obtained by using automatic
hyper-parameter optimization utility ‘bayesopt’ in Python [30, 31]. The underlying
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objective function formulated for the optimization is intended to maximize the
AUROC. The given software utility finds optimal parameters automatically
using Bayesian optimization. At the outset, the optimized models includes: 60
‘num_leaves’, 120 ‘min _data_in_leaf ’, ‘max _depth’ of 2, ‘learning_rate’ of 0.01,
‘scale_pos_weight’ of 20, ‘min _samples_split’ of 4.

Table 3 gives a summary of the results by the proposed framework on the entire
training data in a ten-fold cross-validation scheme. Results also include performances
of inter-cohort and baseline studies. To ensure that the models trained in the pro-
posed study learn dependencies not only between the patient-records but also among
the cohorts, we considered inter-cohort training and testing scheme. i.e. model
trained with the data of cohort A was scored on cohort B data and vice versa. This
certainly avoids the doubt of the over-fitting, thus increasing the robustness of the
framework. Inter-cohort scores for A and B were 0.3191 and 0.3284 respectively.

3.1 Comparison of xMLEPS with baseline

Further, to emphasize the clinical relevance of the derived features under this
proposed method, a comparative analysis of results is done by carrying out three
baseline studies as shown in Figure 2.

As a part of comparative analysis three well-tuned baseline studies are
performed: Firstly, the proposed method with feature set of 85 features is tested
without optimal threshold refinement (default threshold value of 0.5 with no skill is
used) in a 10-fold cross-validation scheme. In the second and third methods, the
given 40 clinical variables only are directly fed to LightGBM models with and
without refinement of optimal threshold respectively in a 10-fold cross-validation
scheme. Table 3 presents the results of these three baseline studies accordingly. As
expected the proposed method xMLEPS outperforms these three studies. The third
study carried out without derived features and optimal threshold refinement shows

Fold AUROC F1 Utility Threshold

1 0.8456 0.1420 0.4234 0.35

2 0.8436 0.1501 0.4029 0.35

3 0.8605 0.2208 0.4452 0.40

4 0.8610 0.1737 0.4331 0.35

5 0.8568 0.1507 0.4069 0.35

6 0.8607 0.1290 0.4253 0.25

7 0.8628 0.1475 0.4302 0.25

8 0.8649 0.1294 0.4205 0.20

9 0.8648 0.1299 0.3973 0.20

10 0.8704 0.1285 0.4282 0.20

Average (Std) 0.8591 (0.0085) 0.1502 (0.0286) 0.4214 (0.0148) —

Baseline 1 0.8560 0.1517 0.3870 —

Baseline 2 0.8502 0.1376 0.3509 —

Baseline 3 0.8124 0.1197 0.3198 —

xMLEPS Set A (Training) and Set B (Test) 0.3191

xMLEPS Set B (Training) and Set A (Test) 0.3284

Table 3.
Results summary of the proposed framework.

253

An Explainable Machine Learning Model for Early Prediction of Sepsis Using ICU Data
DOI: http://dx.doi.org/10.5772/intechopen.98957



worst performance. Even for the first baseline study, results are significantly lower
by 3% in terms of the utility score as compared to the proposed method.

3.2 Explanation and visualization of feature importance

The cumulative feature importance of the first top 50 features is shown in
Figure 3. Here the LightGBM feature importance attribute is used for the gradient
boosting framework developed. The approach used is to count the number of times
a feature gets involved to split the dataset across all trees. The failure of such an
approach is that it accounts for different impacts due to different splits. The next
best approach is to attribute the gain achieved with the reduction in average train-
ing loss when using a feature for splitting. This “Gain” measure used for feature
importance recovers the correct mutual information between feature inputs and
label outputs [32]. The limitation of this approach is that it gets easily biased when
greedy trees are built in the finite ensembles. So other methods are designed to
compensate for the bias in feature selection using gain approach [33, 34].

SHAP summary plot with the 20 most important clinical features that cause
sepsis onset identified by the xMLEPS framework is shown in Figure 4(a). Here the
approach used for the feature importance is to sort all the relevance scores across
the entire population in decreasing order of mean relevance as computed for local,
but considering only those individuals who were positive for sepsis. The mean
relevance is displayed as blue horizontal bars in Figure 4(a). While local explana-
tions summary is shown in Figure 4(b), wherein all the individual data points are
displaced by mean relevance for sepsis and are colored by feature values. As shown
from Figure 4(b) we can draw that the increase in the length of stay (ICULOS) and
higher value of clinical ratio’s like PaO2/FiO2, Shock indices: DBPSIndex and
SIndex, etc. leads to the development of sepsis, whereas lower Platelets, DBP and
Magnesium levels cause sepsis. These findings are found to be consistent with
previous studies on it [7, 21, 35, 36].

Further, the impact of each feature and the interactions among them for sepsis
development can also be illustrated using SHAP dependency plots. As an example,
in Figure 4(c) the dependency plot showing the interaction of Heart rate with
ICULOS is depicted. As seen the xMLEPS model seems to associate high heart rate
values in the range 120–180 with increased ICULOS and hence causing sepsis.

Figure 2.
Comparison of results by xMLEPS with the three base-line studies. US: Utility score, F1: F1 score.
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Figure 3.
Cumulative feature importance of the top 50 features using the feature importance attribute of LightGBM.

Figure 4.
Results from the SHAP explanation module showing the global feature importance together with local
explanation summary. PaO2: partial pressure of oxygen. FiO2: fraction of inspired oxygen. HR: Heart Rate.
DBP: Diastolic Blood Pressure. SBP: Systolic Blood Pressure. SIndex: Shock Index. DBPIndex: Diastolic Blood
Pressure Shock Index. PaCO2: Partial pressure of carbon dioxide. PTT: Partial thromboplastin time. WBC:
Leukocyte count. BUN: Blood Urea Nitrogen.
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Further Figure 4(d) shows lower values of SBP (approx. Below 90) is associated
with increase ICULOS causing sepsis. A summary plot of a SHAP interaction value
matrix is shown in Figure 5 wherein the diagonal reflects the main effects, while
across the diagonal show interaction effects. The explainable model will produce a
high probability when it is confident about a decision, resulting in larger relevance
scores due to the availability of more relevance for distributing backward. On the
contrary, the model will output a lower probability when it is less confident about
the patient to develop sepsis and as a result, yields lower relevant scores. This
summary of scores distribution assists the clinicians with the hints to what to be
expected from the designed model for clinical practice.

4. Discussion

This study justifies the clinical significance of the derived physiological inter-
relations among the clinical signs via feature importance and SHAP plots for visu-
alized interpretation. Though SHAP values cannot be used as a generalized
approach for early prediction of sepsis, they certainly help in generating relevant
clinical hypotheses for desired events. The SHAP illustrations indeed assist in miti-
gating the concerns of the black-box issue associated with prediction models and
might assist clinicians with a better understanding of the important features of the
xMLEPS framework. The the proposed framework has the ability to establish the
significance of the individual features contributing to enhance prediction of the
utility score. Thus ensuring interpretablity of the framework to its clinical users.
Furthermore, the proposed prediction framework, deploying clinical ICU data in
the routine practice care can be potentially integrated into a computerized clinical
decision support system instead of employing advanced molecular biomarkers.

The recent research literature relevant to early diagnosis of sepsis comes from
the articles of various submission entries to PhysioNet Challenge 2019 [18]. This
challenge aimed at the design and development of algorithms for early and auto-
mated prediction of sepsis onset with the optimal window definition of six hours
before the actual clinical recognition of disease onset. The predictions of the
machine learning algorithms were rewarded if they were able to detect true posi-
tives correctly up to 12 hours before disease onset and were slightly penalized if

Figure 5.
Summary plot of a SHAP interaction value matrix.
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they were false positive. However predictions were strongly penalized if they were
incorrect near disease onset. The reason for choosing the optimal prediction win-
dow to be six hours comes from the clinical fact that the ratio of observed median
time to antimicrobial therapy is found to be 6 hours [37]. Furthermore, delay in
each hour of treatment results in average decrease of survival rate of 7.6% [37].

The comparative analysis of the results obtained by the proposed method with
our previous works [19, 38] and submission approaches [39–46] that reported the
best results in the PhysioNet 2019 Challenge [18] is listed in Table 4. Most of these
approaches utilized 5 or 10 fold cross-validation scheme and yielded utility scores in
the range of 0.36–0.45.

This study supports the usage of the Utility score as an effective metric on ICU
data for sepsis onset. However, experiments showed that even the F1 score gave
reliable results aligning with utility score. i.e. the increase and decrease of F1 score
follow accordingly with the Utility score. However, the bounds for utility score vary
from �2 to 1 whereas the F1 Score has bounds from 0 to 1. The other conventional
metrics namely AUROC, AUPRC, and Accuracy are insignificant to use with such a
highly unbalanced dataset and are misleading for sepsis onset. Further, the fact that
the interpretation of these results together with utility score is quite difficult cannot
be ignored as mentioned by Roussel et al. [47].

The limitation of this study is, it constrains only to a two-center cohort design
from the available training data, which might create doubt that the trained models
may get over-fit towards the particular cohort data and it’s patient-records. How-
ever, the analyzed ICU patient admissions originate from a diverse population
covering the entire spectrum of ICU patients, and further, the validation in terms of
inter-cohorts train-test approach along with optimum threshold refinement dem-
onstrates the deployment of our framework in other ICUs.

5. Conclusion

This study presents xMLEPS – an explainable machine learning framework for
the early prediction of sepsis using clinical data in the ICU setting. These predictive
explanations justify the clinical significance of physiological inter-relations among
the given clinical signs via visualized interpretation. And thus assist the clinicians in

Reference Methodology AUROC Utility Score

Chang et al. [42] Temporal Convolutional Networks (TCN) — 0.4170

Li et al. [45] A Time-phased model — 0.4300

Morrill et al. [39] A signature transform-based model — 0.4340

Zabihi et al. [40] XGBoost Ensemble models 0.8333 0.4280

Yang et al. [41] Fusion-based XGBoost 0.8400 0.4300

Du et al. [46] Gradient Boosting Scheme 0.8630 0.4090

Lee et al. [43] Graph Convolutional Networks (GCN) 0.8170 0.3820

Lyra et al. [44] Using Random forest classifier 0.8100 0.3760

Nesaragi and Patidar [38] Ratio and Power-based features 0.8432 0.4013

Nesaragi et al. [19] PMI-based Tensor factorization 0.8621 0.4519

Table 4.
Summary of the results obtained by our previous works and the submitted solutions to PhysioNet 2019
challenge under 5/10-fold cross-validation scheme using training data.
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decision making for diagnosis and recommend future actions to be taken to improve
the quality of predictions. This certainly ensures that the data-driven automated ML
models have the potential to make the paradigm shift from conventional detection
and treatment to an automated early prediction that prevents the failure of the
organ system due to sepsis.
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Chapter 13

Organ Damage in Sepsis: 
Molecular Mechanisms
Grażyna Sygitowicz and Dariusz Sitkiewicz

Abstract

Sepsis is one of the most common reasons for hospitalisation. This condition is 
characterised by systemic inflammatory response to infection. International defini-
tion of sepsis mainly points out a multi-organ dysfunction caused by a deregulated 
host response to infection. An uncontrolled inflammatory response, often referred 
to as “cytokine storm”, leads to an increase in oxidative stress as a result of the inhi-
bition of cellular antioxidant systems. Oxidative stress, as well as pro-inflammatory 
cytokines, initiate vascular endothelial dysfunction and, in consequence, impair 
microcirculation. Microcirculation damage leads to adaptive modifications of cell 
metabolism. Moreover, mitochondrial dysfunction takes place which results in 
increased apoptosis and impaired autophagy. Non-coding RNA, especially miRNA 
and lncRNA molecules, may play an important role in the pathomechanism of 
sepsis. Altered expression of various ncRNAs in sepsis suggest, that these molecules 
can be used not only as diagnostics and prognostic markers but also as the target 
points in the pharmacotherapy of sepsis. The understanding of detailed molecular 
mechanisms leading to organ damage can contribute to the development of specific 
therapy methods thereby improving the prognosis of patients with sepsis.

Keywords: sepsis, cytokine storm, microcirculation, oxidative stress, RAS, ncRNA

1. Introduction

Sepsis was already known to ancient Greeks since the times of Hippocrates 
(460–370 BC) as a condition causing “rotting” of the body. Later, the Persian 
philosopher and physician Ibn Sina, or Avicenna (980–1037 AD) described for the 
first time sepsis as a “decay” of blood and tissues accompanied by fever. Sepsis is 
one of the most frequent causes of hospitalisation in Intensive Care Units. It consti-
tutes a significant clinical problem, in many cases with a fatal outcome. Significant 
advances in critical care medicine have defined sepsis as an organ dysfunction 
syndrome. The incidence of this type of disorder is still constantly rising. Morbidity 
significantly correlates with the ageing of societies and presence of other comor-
bidities. The prognosis is worse when the mentioned correlations are strong and the 
patient is diagnosed too late. Although sepsis can occur in any age group, its risk is 
definitely greater in patients over 60 years of age. Moreover, sepsis is growing rap-
idly as a result of a poorly controlled, multidirectional response of the organism to 
an external factor, i.e. pathogen, and its further increase may be due to endogenous 
factors or coexisting diseases [1].

Sepsis starts with a period of hyperinflammation, in which the macrophages, 
monocytes, T-cells and neutrophils are activated and recruited to various organs. 
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The uncontrolled inflammatory response, so-called cytokine storm leads to many 
metabolic disorders associated with oxidative stress. The oxidative stress, but also 
proinflammatory cytokines, promote endothelial function disorders and, conse-
quently, microcirculatory damages. At the final stage of cytokine storm a hypoin-
flammatory reaction develops, leading to multiple organ damages. These changes 
are underlined by mitochondrial function disorders, intensified oxidative stress and 
deregulation of apoptosis and autophagy processes. A neurohormonal activation, 
in the first place of the renin-angiotensin system (RAS), is an important element 
of the mechanisms leading to organ damage. Many studies have suggested that in 
sepsis, changes occur of the expression of various RNA molecules: long non-coding 
RNA (lncRNA) and microRNA (miRNA). The non-coding RNA fragments can 
thus play the role of molecular markers, both diagnostic, and prognostic, in the 
development of sepsis. The knowledge of the molecular mechanisms responsible for 
organ damages would enable a development of adequate and effective therapeutic 
methods, improving the prognosis for patients.

2. Cytokine storm in the course of sepsis

Cytokine storm is frequently described as an extremely dangerous immune 
response, being a positive feedback loop between cytokines and immune system 
cells [2]. That immune reaction provokes releasing of circulating proinflammatory 
cytokines, causing a direct threat to life. At the same time an increased activation 
occurs of the immune system cells as a result of, among other factors, action of 
various pathogens, autoimmune disorders, monogenic diseases or malignancies.

Proinflammatory cytokines, at the time of the beginning of the fight against 
pathogens by the immune system, send a signal to the lymphocytes and macro-
phages to start their transfer to the inflammation site. Cytokines activate also the 
cells to produce effector cytokines. All that cascade of interrelations frequently falls 
outside control, leading to hyperactivation of immune cells at a given site, damag-
ing the organ involved in the inflammation. Remote organs also suffer damages 
but in the mechanism of cytokine release into the circulation, activating other 
immune system cells. Moreover, according to the literature data, it is believed that 
some inflammation mediators can be helpful for the monitoring of the inflamma-
tory condition but also can be harmful for patient’s organism [2]. That depends on 
the patient’s health condition when the inflammation mediators are secreted into 
the bloodstream - whether the patient is in a physiological good condition or in a 
dysfunction state i.e. with upset immune system.

The course of cytokine storm itself can prognosticate the events being a con-
sequence of the inflammatory condition but also suggests possible effects after 
administration of an appropriate treatment. Cytokine storm includes a number of 
immune system disorders with characteristic systemic signs of inflammation and 
multiple organ dysfunction, leading to damage in case of inadequate therapy. A 
plethora of factors are directly or indirectly involved in cytokine storm. The key 
factors include: interferon γ, interleukin-1, −6, −18, TNF-α and NFκB, but the 
transcription factor NFκB emerges to the foreground in view of its ability to induce 
expression of proinflammatory genes. NFκB and its protein inhibitor (IκB) are 
located in the cell cytoplasm. NFκB activation can occur due to the effect of many 
stimulators, such as: bacterial pathogens recognised by Toll-like receptor 4 (TLR-4) 
or proinflammatory cytokines recognised by their specific membrane receptors 
(e.g. TNF receptor) [3].

The inhibitor protein closely related to NFκB, being a heterodimer built from 
two subunits: p50 and p65, undergoes phosphorylation. The phosphorylation 
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process is preceded by TLR-4 receptor activation by a lipopolysaccharide (LPS) 
complex with binding protein (LPS/LBP), leading to activation of redox-
dependent kinases. Then, after ubiquitination, a degradation of the inhibitor 
occurs in proteasomes, as shown in Figure 1. At the same time, the p50:p65 dimer 
is released from its bond with IκB and transferred to the cell nucleus, where it 
regulates the expression of the genes of the proinflammatory molecules: TNFα, 
IL-1β, IL-6, MCP-1 (monocytic chemoattractant protein 1). The NFκB factor can 
also activate the expression of inducible nitric oxide synthase (iNOS) and cyclo-
oxygenase-2 (COX-2). Such intensity of NFκB participation in immune system 
response, as well as in inflammatory reaction gives a possibility to consider that 
factor a candidate in the strategy of therapeutic management of multiple organ 
damage in sepsis [4].

3. Microcirculation and endothelial dysfunction in sepsis

Vascular endothelial cells constitute a dynamic vascular homeostasis regulator. 
They play not only the role of a barrier limiting the transportation of water, gases, 
proteins and cells between the intravascular and interstitial compartments, but also 
actively produce and release mediators, which regulate a wide range of physiological 
and pathological processes, including: vascular wall tension, angiogenesis, inflam-
matory condition and coagulation process. The activation and dysfunction of the 
endothelium are important elements of sepsis, and seem to play the key role in the 
sepsis phenotype as presented in Figure 2. During sepsis, endothelial cells become 
activated and dysfunctional, leading to haemostasis disturbances, increased migra-
tion of leucocytes, enhanced inflammatory condition, altered vascular wall tension 
and loss of the barrier function [5, 6]. The disturbed endothelial cell function can 
play a decisive role in microcirculation dysfunction. Microcirculatory changes in 
sepsis are characterised by heterogeneous perfusion of tissues due to absent or 
intermittent perfusion of the capillary vessels. Microcirculation heterogeneity in 
sepsis can disturb tissue oxygenation and lead to insufficient oxygen supply even in 
the presence of maintained total blood flow to organs. Such microcirculation dis-
orders create favourable conditions for perfusion impairment, insufficient oxygen 
supply to tissues and then for organ failure.

Figure 1. 
NFκB activation pathway.
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Figure 3. 
Change of endothelial cell properties after thrombin receptor stimulation.

Endothelial cells, receiving metabolic and physical signals regulate the microcir-
culatory flow through local releasing of vasodilating substances, particularly nitric 
oxide (NO), which modulate the tonus of vascular smooth muscles. NO is an activa-
tor of soluble guanylyl cyclase, the enzyme responsible for production of cGMP, a 
mediator of smooth muscle cell relaxation. For that reason, NO is considered the 
key factor of maintaining and autoregulation of homeostasis and microcirculation 
patency. During sepsis, the NO system is significantly disturbed – iNOS is non-
homogeneously expressed in various vascular spaces, what results in pathological 
blood flow in the microcirculation.

Endothelial cells usually promote antithrombotic properties and prevention of 
thrombocyte activation and aggregation. Endothelium also participates in the major 
pathogenetic pathways of diseases associated with a coagulopathy in sepsis, includ-
ing, in the first place, in tissue factor (TF)-mediated generation of thrombin, and in 
dysfunctional and impaired fibrinolysis. A natural antithrombotic protein – protein 
C is activated on endothelial cell surface, while thrombin binds to thrombomodulin 
(TM) – a transmembrane glycoprotein. In sepsis, the C protein system is weakened, 
possibly due to reduced synthesis and increased protein C consumption and reduced 
protein C activation as a consequence of reduced endothelial expression of throm-
bomodulin. In sepsis, an internalisation and degradation of TM occurs, leading 
to formation of inactive soluble fragments as illustrated in Figure 3. Under these 

Figure 2. 
Pathophysiology of microcirculatory change in sepsis.
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conditions the interaction between thrombin and thrombin receptor leads to a change 
of endothelial phenotype from antithrombotic to a prothrombotic phenotype.

In sepsis, the tissue factor can be released not only by monocytes and macro-
phages but also by endothelial cells. The TF pathway inhibitor, mainly expressed by 
endothelial cells, is functionally inhibited by reduced synthesis of glycosaminogly-
cans on endothelial surfaces. Furthermore, platelets, the aggregation of which leads 
to the development of thrombocytic thrombi, are a strong amplifier of the coagula-
tion cascade. Thrombus formation can be additionally facilitated by the factors 
released from neutrophils undergoing apoptosis. The formation of microvascular 
thrombi can cause tissue ischaemia and multiple organ failure.

4. Renin-angiotensin system in sepsis

The renin-angiotensin system (RAS) is one of the most important hormonal mecha-
nisms controlling haemodynamic stability through regulation of blood pressure, fluid 
volume and sodium-potassium balance as shown in Figure 4. Changes in the concentra-
tions of molecules which form RAS contribute to arterial hypertension development. 
Renin is synthesised in the kidneys as inactive form and released into the bloodstream, 
where pro-renin is proteolytically transformed into its active form. Active renin cataly-
ses angiotensinogen breakdown, generating angiotensin I (Ang I). Ang I is decomposed 
through angiotensin-converting enzyme (ACE) to angiotensin II (Ang II), the main 
effector in RAS (Figure 4). Ang I is also transformed through neutral endopeptidase 
(NEP) into angiotensin (1–7), another active peptide, which remains in opposition 
to Ang II (Figure 4). Angiotensin (1–7) can be also produced by Ang II splitting by 
angiotensin-converting enzyme 2 (ACE2), reducing thus Ang II concentration [7].

The mechanisms of RAS effect on sepsis development is presented in Figure 5. 
RAS participates in the pathogenesis of sepsis through equilibration of the modula-
tion of the inflammation-related pathways. Through binding to AT1R, Ang II can 
increase the abundance of inflammatory mediators, increase vascular permeability 
and stimulate the expression of chemoattractants and adhesive molecules and also 
lead to recruitment of inflammatory cells. Moreover, the activation of the ERK 
1/2, JNK, p38MAPK and NF-κB pathways is also involved in the intensification of 
inflammatory reaction by Ang II.

Figure 4. 
Renin-angiotensin system.
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Ang (1–7) can inhibit the activity of these signalling pathways and thus can 
inhibit the inflammatory reaction in sepsis. Many studies have provided evidence 
that RAS interventions can alleviate sepsis and associated organ function disorders 
through inhibition of the above mentioned inflammation-related pathways. ACE2 
exerts a protective effect against acute respiratory distress syndrome (ARDS) 
caused by sepsis, through inhibition of TLR4, ERK1/2, JNK and NF-κB pathways. 
Ang (1–7) inhibited the p38MAPK pathway in order to protect mice against sepsis-
induced skeletal muscle atrophy and liver damage. AT1R blockade can exert a 
protective effect against sepsis-induced multiple organ damage (SIMD) through 
inhibition of the MAPK and NF-κB pathways. Moreover, angiotensin I-converting 
enzyme inhibitors (ACEIs) and sartans (angiotensin receptor blockers, ARBs) 
decrease the release of proinflammatory cytokines, pro-oxidants and proapoptotic 
factors and thus alleviate the damages caused by sepsis.

5. Oxidative stress and mitochondria in sepsis

5.1 Generation of reactive oxygen species (ROS)

The internal mitochondrial membrane is a vast, impermeable structure contain-
ing enzymatic complexes of the respiratory chain (I – IV) and ATP synthase system 
(complex V). The transportation of electrons through respiratory chain complexes 
is accompanied by translocation of protons (H+) to the intermembrane space and 
development of potential difference on either side of the membrane.

That process includes development of reactive oxygen species (ROS) as a 
consequence of electron “escape” and mono-electron reduction of oxygen to 02. 
radical. That reaction occurs in the I and III complexes of the respiratory chain as 
presented in Figure 6. The developing oxygen free radicals are transferred both 

Figure 5. 
The mechanisms of RAS effect on sepsis development, blue line - promote; red line - inhibit.
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to the mitochondrial matrix and intermembrane space. The outer mitochondrial 
membrane is the site of location of NADPH, which generates hydrogen peroxide 
(H2O2). The ROS produced in the mitochondria cause damages of the mitochondrial 
proteins and mitochondrial DNA (mtDNA). These damages lead to the develop-
ment of a mega-channel, enabling outflow of cytochrome C into the cytosol, with 
consequent initiation of apoptosis process. An increased permeability of the inner 
mitochondrial membrane creates also a possibility of transportation of many small 
molecules. Mitochondrial ROS affects also many processes both under normal 
and pathological conditions, what as shown in Figure 7 can modulate vital cell 
functions.

5.2 Generation of reactive nitrogen species (RNS)

In sepsis, besides ROS production in the mitochondria, increased synthesis of 
nitric oxide (NO) is also an important element of oxidative stress. NO is produced 
by various cells, such as: activated macrophages, neutrophils or lymphocytes. 
Many molecules involved in septic inflammatory process, such as: tumour necrosis 
factor-α (TNFα) interferon γ (IFNγ) or interleukin-1β (IL-1β) also participate in 
the induction of type II NO synthase (iNOS) through activation of IκB degradation 
and transcription of iNOS gene.

An adequate nitric oxide production is a prerequisite of normal vascular struc-
ture and function. Muscle cells and haematopoietic cells are an important source of 
NO. Numerous inflammatory mediators participate in the induction and activation 
of the isoform of calcium-independent nitric oxygen synthase (iNOS). In order to 
prevent NO overproduction during sepsis, an administration of NOS inhibitors was 
suggested. NOS inhibition, however, has a limited therapeutic efficacy in view of 
intensification of organ dysfunction, which results in a high mortality rate. This is 
most likely related to the double role of iNOS in sepsis [8].

In particular cases, besides NO production, iNOS catalyses also the forma-
tion of reactive nitrogen species (RNS). NO reacts with superoxide anion to form 
peroxynitrite anion (ONOO−), which oxidises and nitrosylates various biological 
targets. Peroxynitrite can be a potential mediator of the cytotoxic effect of NO.

During sepsis, iNOS can become an important source of RNS as a consequence 
of enzyme decoupling. Decoupled iNOS is a source of superoxide anion, which 
is rapidly broken down by superoxide dismutase (SOD), and hydrogen peroxide 
(H2O2) is produced. Moreover, the availability of NO is reduced in view of its rapid 
reaction with the peroxide. During sepsis, three main factors can contribute to 
iNOS decoupling: suboptimal tetrahydrobiopterin (BH4) concentration, insufficient 

Figure 6. 
ROS production in mitochondria.
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concentration of L-arginine substrate and also increased production of asymmetric 
dimethylarginine (ADMA, endogenous NOS inhibitor) [8].

5.3 Cellular antioxidant systems

Cells have developed protective mechanisms counteracting mitochondrial 
dysfunction. The most important of them include: a system of endogenous anti-
oxidants, dynamic changes of mitochondria and also processes of removal of 
damaged organelles and biogenesis of new ones. To counteract oxidative damage, 
mitochondria contain high concentrations of antioxidants, i.e. substances, which, 
when present in low concentrations, reduce the level and/or protect the substrates 
against their oxidative modification. ROS uptake is the function of the antioxidants. 
Two types of antioxidants can be distinguished: enzymatic and non-enzymatic. The 
important antioxidant enzymes include superoxide dismutase (SOD), catalase and 
glutathione peroxidise (GPx). SOD catalyses conversion of O2

. to H2O2 and oxygen. 
In mammalian cells two forms of SOD are present: CuZnSOD (SOD 1) and MnSOD 
(SOD 2). SOD 1 requires presence of copper and zinc as cofactors and is mainly 
present in cytosol, while SOD 2 is manganese-dependent and is mainly found in 
mitochondria. The hydrogen peroxide produced as a result of a reaction catalysed 
by SOD is then detoxicated by catalase or GPx. In the reaction catalysed by cata-
lase, water and oxygen are produced. GPx converts H2O2 into water in a reaction, 
in which glutathione (GSH) is oxidised to glutathione disulfide (GSSG) and then 
reduced to GSH by glutathione reductase (GR). Both GPx and GR require the pres-
ence of selenium to reach their full activity.

The important non-enzymatic antioxidants include vitamins, enzymatic cofac-
tors and many endogenous substances. The antioxidant vitamins include vitamin 
A, C and E, which mainly act as compounds scavenging free radicals. As mentioned 
above, microelements such as manganese, copper, zinc, and selenium are important 
elements of the antioxidant systems. Endogenous antioxidant substances include in 
the first place bilirubin albumin, ferritin and melatonin.

5.4 Mitochondrial dynamics

Mitochondria are dynamic organelles undergoing constant regular cycles of 
fusion and breakdown. The fusion of damaged mitochondria and then asymmetric 
breakdown are the mechanism leading to regaining of the functionality of the basic 

Figure 7. 
The role of ROS in normal and pathological conditions.
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components. The damaged elements present in the organelles can be grouped, as a 
result of fusion, in one mitochondrium. Asymmetric breakdown leads to creation 
of functionally efficient organelles and of mitochondria, in which all damages are 
accumulated. These dysfunctional mitochondria are eliminated by autophagy [9].

Mitochondrial fusion and breakdown are strictly balanced processes. Both an 
uncontrolled fusion and breakdown can constitute an extreme threat to the cell 
function and lead to cell death. At present, the data on mitochondrial fusion and 
breakdown in critical conditions are scarce. An increased level of markers present-
ing the mitochondrial dynamics was found in post mortem liver biopsies but not in 
vivo in critically ill patients. In an animal model, in rabbits, which had a significant 
dysfunction of the hepatic and renal mitochondria, the level of mitochondrial 
fusion protein of the inner membrane (optic atrophy protein-1) was only signifi-
cantly increased in the liver. A reduction was also observed of the concentration 
of mitofusin-2, involved in the fusion of the outer mitochondrial membrane. The 
breakdown markers remained unchanged in both organs. The results of those stud-
ies may suggest that the ability of the mitochondria to fuse and break down differs 
between the organs.

The elimination of dysfunctional mitochondria requires replenishing of their 
population through biogenesis. Mitochondrial biogenesis depends on nuclear and 
mitochondrial transcription systems. Peroxisome proliferator-activated recep-
tor gamma-activator 1 alpha (PGC-1α) has been identified as the key element of 
the biogenesis process. It activates the nuclear respiratory factors 1 and 2 (NRF1, 
NRF2), which induce important transcription factors, such as mitochondrial tran-
scription factor A (TFAM) and nuclear-encoded mitochondrial proteins – subunits 
of respiratory chain complexes. That complex transcription programme causes 
mtDNA replication and synthesis of new proteins indispensable for development of 
new mitochondria. That programme is extremely metabolically expensive, since it 
requires a huge energy expenditure.

In animal sepsis models increased levels were observed of hepatic markers of 
mitochondrial biogenesis: PGC-1α, NRF1 and TRAM, which was associated with 
regaining of metabolic activity and improvement of the clinical condition. No 
differences were found in the levels of hepatic and renal mitochondrial biogenesis 
markers in rabbits, which were in critical condition but survived, compared to the 
animals, which failed to survive the experiment. In patients surviving a sepsis, no 
changes in mitochondrial protein synthesis were observed in vivo, in spite of an 
increase of the mRNA level of mitochondrial transcription factors.

6. Apoptosis in sepsis

Apoptosis plays a significant role in the pathophysiology of sepsis. The role of a 
potential factor involved in immunosuppression and mortality in sepsis has been 
ascribed to lymphocyte apoptosis. An increased apoptosis of T and B cells was 
observed in patients dying of sepsis. The results of clinical studies have confirmed 
the observations, which demonstrated a significant increase of lymphocyte apop-
tosis in the model of cecal ligation and puncture (CLP)-induced sepsis in mice. 
Although death of adaptative immune system cells, limiting thus the inflammatory 
reaction, may be beneficial for the body, but the presence of intense apoptosis of 
immune cells leads to a reduced possibility of defence during invasion of pathogens. 
It seems that lymphocyte apoptosis, leading to immune response impairment, can 
predispose to septic death. That suggestion has been confirmed by the results of 
studies in transgenic mice with increased expression of antiapoptotic Bcl-2 pro-
tein. In the model of CLP-induced sepsis a protective effect of Bcl-2 on T-cells has 
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been demonstrated, which increased the survival. That suggests that apoptosis of 
immune cells plays a significant role in the development of sepsis and is of decisive 
importance for its possible unfavourable course. The role of a apoptosis of various 
cells in sepsis and its consequences for organ function is presented in Figure 8.

In experimental sepsis models, also an intense apoptosis has been observed of 
interstitial cells, such as intestinal and pulmonary epithelial cells. A defect of intes-
tinal epithelial cells can lead to a significant impairment of their barrier function 
and to facilitation of bacterial translocation into blood and/or lymphatic system. 
That results in an increased antigen presentation and massive immune response, 
which have a direct effect on the survival.

Apoptosis of pulmonary epithelial cells leads to the development of acute lung 
injury (ALI). That pathology is directly caused not only by inflammation or trauma 
but also by haemorrhagic shock and multibacterial sepsis. The silencing of Fas 
receptors on the membranes of pulmonary epithelial cells in mice with haemor-
rhagic shock, leads to ALI reduction through blocking of their apoptosis and, thus, 
inhibition of histological remodelling of the lungs.

7. mTOR and autophagy in sepsis

The mTOR pathway plays an important role in promoting sepsis progression. 
TLR4 activation through LPS binding increases mTOR activity. In a clinical study 
in 106 patients with sepsis an activation of HIF-1α and mTOR genes was observed 
in peripheral blood leucocytes. An injection of LPS to mice caused an activation 
of mTOR signalling in macrophages and led to an increase of inflammatory renal 
injury followed by fibrosis. An activation of mTOR pathway by LPS in rats resulted 
in a blood pressure reduction and heart rate acceleration and also in an increase of 
the level of inflammatory markers in the tissues of the kidneys, heart and blood 
vessels. In both mentioned animal models, an administration of rapamycin and 
mTOR inhibitor significantly reversed the harmful effects of LPS. The inhibition of 
mTOR in sepsis can be partly explained by activation of the autophagy process.

Autophagy is a degradation system, preserved in an evolutionary way in the 
cells, and it participates in maintaining of intracellular homeostasis. The process of 
autophagy includes formation of autophagosomes, fusion of autophagosome-lyso-
somes and development of degradation products. In sepsis, autophagy is a recog-
nised protective adaptative mechanism limiting cell injury and apoptosis [10, 11]. 
Autophagy not only eliminates damaged protein aggregates and organelles, but also 

Figure 8. 
Apoptosis of various cells in sepsis and its consequences for organ function.
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eliminates bacteria and pathogens present in the cytoplasm. Some special bacteria, 
such as Staphylococcus aureus, can avoid selective autophagy through activation of 
cell kinases of the host.

The main role of autophagy in sepsis illustrates in Figure 9. Autophagy promotes 
pathogen elimination directly by phagocytosis, regulation of antigen presentation, 
activation of immune cells and secretion of type I interferon. It inhibits the immune 
response through degradation of inflammasomes. It prevents immunosuppres-
sion through inhibition of apoptosis and elimination of damaged mitochondria. 
It affects the metabolism through regulation of mitochondrial functions and 
participation of AMPK and mTOR in the regulation of autophagy activity. That 
effect is, however, limited. In the case of severe sepsis, even a significant increase 
of autophagy fails to reverse the overwhelming inflammatory reaction. The body of 
evidence gathered, suggest that autophagy dynamically changes to become insuf-
ficient and non-adaptative at later stages of sepsis. Dynamic changes of autophagy 
during sepsis was shown in Figure 10. That deficit is associated with mTOR signal-
ling regulation, while ineffectiveness of elimination of dysfunctional organelles 
and toxic intracellular material causes an overwhelming accumulation of danger-
associated molecular patterns (DAMPs).

Both autophagy and mTOR pathway are promoted at the initial stages of sepsis. 
At later sepsis stages a long-lasting drop of autophagy is observed, contributing to 
organ dysfunction and reduced lymphocyte count, what is important for inflam-
matory dysregulation, apoptosis and mitochondrial disorders. Two separate animal 
models demonstrated that autophagy regulation through rapamycin administration 
reversed the heart damage observed during sepsis. These studies have shown that 
mTOR is the main inhibitor of autophagy.

Autophagy has been proposed as a potential therapeutic goal, particularly 
during evident immunosuppression and then in the phase of sepsis, as a way of 
immune homeostasis restoration. It seems that autophagy promotion can be a novel 

Figure 9. 
The main role of autophagy in sepsis.

Figure 10. 
Dynamic changes of autophagy during sepsis.
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and effective intervention in order to reduce organ dysfunction caused by insuf-
ficient and non-adaptative autophagy during severe sepsis.

8. Non-coding RNAs in sepsis

Non-coding RNAs are responsible for the regulation of many cell signalling 
pathways. The molecules include long non-coding RNA (lncRNA) and microRNA 
(miRNA), participating in many biological processes, such as apoptosis, mitochon-
drial dysfunction and innate immunity.

All cells synthesise RNA molecules of 21 to 25 nucleotide length, called miRNA. 
The molecules of miRNA bind to complementary sequences at 3′ ends of target 
mRNAs and are able to post-transcriptionally regulate the expression of many 
genes. They can, therefore, exert protective or harmful effects in various immune 
system-related disorders and affect the levels of proinflammatory cytokines: TNFα 
and IL-1β through signalling pathways including p38 mitogen-activated protein 
kinase (MAPK) and MAPK 1 phosphatase (MKP-1). Many studies have demon-
strated significant differences in the expression of some miRNAs in septic patients. 
It was suggested, therefore, that miRNAs may serve as biomarkers in the diagnostic 
process or risk stratification, and even can be a therapeutic target in the treatment 
of sepsis.

The lncRNA family includes molecules of protein-non-coding RNAs contain-
ing about 200 nucleotides and consists of over 60,000 individually catalogued 
members. lncRNAs have many functions and activities such as: regulation of gene 
expression, changing chromatin arrangement, modification of histones and alter-
native gene splicing, which suggest their possible role in the pathogenesis of various 
diseases and disorders.

8.1 MicroRNA

MicroRNA molecules play an important role in the regulation of adaptative and 
innate immune responses in the pathogenesis of sepsis as presented in Table 1. The 
molecules affect the development of regulatory T-cells and also T-helper cells, which 
are indispensable for immune response optimisation. During sepsis the immune 
system of the host seems to be both in the state of immunosuppression, but also, at 
the same time can be in a proinflammatory state [12].

In proinflammatory state, many cytokines, including TNFα, are overexpressed. 
miRNAs can control TNFα production both at translation and transcription levels. 
miR-181 has been shown to regulate TNFα synthesis through intensification of 
TNFα mRNA degradation. It has been also observed that a significantly reduced 
miR-125b expression was accompanied by a higher TNFα expression in the mono-
cytes of newborns after LPS stimulation. Besides that, miRNAs can also regulate 
the TNF pathway and mediate inflammatory reactions. It has been suggested that 
miR-511 is a regulator of TNF receptor protein synthesis and, thus, it affects the 
sensitivity of cells to TNF. An effect of miR-511 is therefore possible, protecting 
against TNF-dependent endotoxic shock syndrome. It has been also demonstrated 
that the levels of other proinflammatory cytokines, such as IL-6, are significantly 
increased in septic patients. Experimental studies have shown that miR-146a 
expression is correlated with an increased IL-6 concentration in septic patients. 
Many studies have demonstrated that miRNA molecules are able to regulate 
inflammatory reactions through their effect on the Toll-like receptor 4 (TLR4) 
signalling pathway. The TLR4-induced signalling activates in the first place NFκB, 
the key transcription factor modulating the expression of proinflammatory and 
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immunoregulatory factors. Some miRNA molecules, such as miR-155, miR-125 and 
miR-146a play the main role in the negative modulation of the TLR4/NFκB inflam-
matory cascade, but also in innate immunity. The expression of miR-155 and also 
many other miRNA molecules depends on NFκB, since it has been shown that LPS 
stimulation of THP-1 monocytes induces the expression of miR-146a and miR146b. 
The miR146a molecule directly regulates the expression of TNF receptor-associated 
factor 6 (TRAF6) and IL-1 receptor-associated kinase 1 (IRAK1), which are 
important adaptor molecules in the TLR4 signalling pathway. miR-146a plays also 
a significant role in the in vitro tolerance of monocytes to endotoxins. That effect 
can be, however, reversed by miR-146a suppression. It has been recently reported 
that the NFκB/DICER signalling pathway inhibits TNFα synthesis through produc-
tion of mature forms of miR-130 and miR-125b, which regulate TNFα mRNA. The 
presented miRNA effects seem particularly important in the aspect of the critical 
role of TLR4-induced pathway in sepsis.

8.2 lncRNAs and sepsis

The molecules of lncRNA play an important role in biological processes and 
their dysregulation is associated with various disorders [13]. The experimental 
studies presented in Table 2, were conducted in order to assess the correlation 
between sepsis and expression of lncRNA molecules. It has been demonstrated that 
lncRNA expression is changed in human monocytes, cardiomyocytes and renal 
canalicular epithelial cells during development of sepsis or after exposure to LPS.

miRNAs Expression 
in Sepsis

Observed effects of miRNAs

miR-150 down miR-150 levels in both leukocytes and plasma correlated with the severity 
of sepsis and could be used as a marker of early sepsis. Plasma ratio of 
levels of miR-150/IL-18 could be used for assessing the severity of sepsis

miR-31 down miR-31 down regulation in CD4+ T cells contributes to 
immunosuppression in sepsis patients via promoting TH2 skewing 
humans T cells

miR-27a down miR-34a, miR-15a, and miR-27a are correlated with shock development in 
severe sepsis patients; they also target cell cycle regulation, apoptosis, cell 
layer permeability, and inflammatory pathways humans plasma

miR-25 down A correlation between levels of miR-25 and the severity of sepsis 
was observed; surviving patients had higher levels of this biomarker 
compared with non-surviving subjects; decreased levels of miR-25 were 
associated with the concentrations of oxidative stress indicators in sepsis

miR-15a up Upregulated miR-15a down regulated the LPS induced inflammatory 
pathway

miR-16 up Upregulated miR-16 down regulated the LPS induced inflammatory 
pathway

miR-574-5p up Serum level was correlated with the death of sepsis patients; the 
combined analysis of miR-574-5p, SOFA humans serum scores, and the 
sepsis stage on the day of diagnosis provided a good predictor for sepsis 
prognosis

miR-297 up serum miR-297 level was higher in survivors than non-survivors among 
septic patients

miR-143 up serum miR-143 levels were significantly higher in sepsis than in SIRS and 
healthy controls

Table 1. 
Selected miRNAs involved in human sepsis.
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In spite of many studies on that topic, sepsis still remains a complex clinical 
condition, the pathophysiology of which has not been fully elucidated. Non-coding 
RNAs offer a chance for early diagnosis and monitoring of patients in Intensive 
Care Units.

9. Conclusions and perspectives

Uncontrolled inflammation, immune disorders, oxidative stress, apoptosis, 
mitochondrial damage and also endothelial function disorders play the key role in 
sepsis and organ dysfunction associated with it. Sepsis releases a series of signalling 
cascades, starting with recognition of the whole spectrum of pathogen-associated 
molecular patterns (PAMPs) and organ damage-associated molecular patterns 
(DAMPs). Each stage of the signalling pathways participating in the release of 
inflammatory mediators is extremely important for the course of the disease and 
can be a target point in the therapeutic strategy in septic patients. The general 
agreement present as yet, concerning the inflammatory response only mediated 
by the TLR4/NFκB pathway is not so obvious any longer. Administration of anti-
inflammatory drugs, including corticosteroids, or antagonists of TNFα and IL-1, 
failed to produce the expected effects in septic patients.

The target points in the treatment of sepsis can also be the molecules of non-
coding RNA (ncRNA). Recent studies have suggested, among other findings, that 
the miRNA-23b molecule prevents the development of myocardial dysfunction in 
late sepsis. It seems therefore, that research in the field of development of drugs 
targeted at ncRNA molecules can be the future of antiseptic pharmacotherapy.

The new SARS-CoV-2 coronaviral disease has aroused interest in viral sepsis. 
Although bacteria are the predominant pathogens in sepsis, a viral sepsis cannot be 
disregarded. According to the literature reports, the percentage of septic patients 
with negative results of blood cultures for bacterial pathogens reaches 42% [14, 15]. 
In COVID-19 patients a septic shock and multiple organ dysfunction may develop. 
In view of absence of specific drugs, the current therapeutic strategies include 
isolation of patients, controlling of infections and maintaining normal organ 

lncRNAs Expression 
in Sepsis

Observed effects of lncRNAs

NEAT1 up Circulating lncRNA NEAT1 was related to severity, increased risk, 
and unfavourable prognosis in sepsis patients

ANRIL/miR-
125a axis

up lnc-ANRIL/miR-125a axis could serve as a biomarker for prognosis, 
severity, and inflammation in sepsis patients

ITSN1-2 up High expression of ITSN1-2 is associated with disease severity and 
inflammation in sepsis patients.

TUG1 down Decreased TUG1 expression may induce sepsis related AKI by 
modulating the NF-kB pathway and regulating the miR-142-3p/
SIRT1 axis (humans in vitro)

MALAT1 down IL-6 induced upregulation of MALAT1 in LPS treated 
cardiomyocytes, and MALAT1 could promote the expression of 
TNF-a at least partly bySAA3 in response to LPS treatment in 
cardiomyocytes (mice in vitro)

HULC down Upregulation of lncRNA HULC is required for the pro-inflammatory 
response during LPS induced sepsis (mice in vitro)

Table 2. 
Selected lncRNAs involved in sepsis.
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Chapter 14

Inflammatory Mediators Leading 
to Edema Formation through 
Plasma Membrane Receptors
Guilherme Teixeira and Robson Faria

Abstract

Edema is a swelling from liquid accumulation in body tissues. Injuries in tissues or 
organs may cause this disorder leading to chemical mediators releasing and trigger-
ing the inflammatory process. Inflammatory mediators, when released in response to 
injuries, promote biological reactions at the affected site. Furthermore, plasma mem-
brane receptors modulate the inflammatory chemical agent synthesis and release. 
Pattern recognition receptors, such as Toll Like is an example of plasma membrane 
receptors associated with chemical agents recognizing and cascade amplification. 
Therefore, these plasma membrane proteins exhibit essential roles during injuries 
and immunologic response. Thus, this review discusses the plasma membrane recep-
tors modulation in the inflammatory area, focusing on edema formation.

Keywords: membrane receptors, edema, inflammation, cytokines,  
vascular permeability

1. Introduction

Edema is characterized as a swelling caused by an increase of fluids in the inter-
stitial space. Interstitial liquid deregulation causes liquid accumulation in the body 
with harmful consequences to tissues and organs [1, 2]. The physiologist Ernest 
Starling defined the interaction between the fluids forces in blood vessels. The fluid 
movement (FM) in the blood vessel is correlated with blood vessel wall perme-
ability (constant Kf) and the difference between hydrostatic pressure variations 
(ΔP) and colloid osmotic pressure (Δπ) forces [1, 3]. The following mathematical 
equation (Starling’s equation) describes this interaction: FM = Kf. (ΔP- Δπ).

The liquid retention becomes harmful to tissues affecting the cellular balance 
and homeostasis. Several factors induce this phenomenon: hormones, plasma pro-
teins, inflammation, infectious diseases, and disturbs in some organs [3–5]. After 
an injury, inflammatory mediators cause physiological reactions in the lesioned 
region. Some of these inflammatory molecules include interleukins (IL-1β, IL-6, 
and IL-18), tumor necrosis factor-alpha (TNF-α), vasodilators, arachidonic acid 
metabolites, nitric oxide (NO), among others [6–8]. The inflammatory agent over-
production mediates increase in vascular permeability and leukocyte recruitment, 
causing edema formation and hyperalgesia [2, 9].

Membrane receptors are a group of functional proteins located in the plasma 
and organelles membranes. These receptors are able to trigger intracellular chemical 
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cascades [10]. Approaches in the pharmacological field investigated several plasma 
membrane receptors modulating inflammation [11], such as the purinergic system, 
TRP channels, and pattern recognition receptors (PRRs), are commonly associ-
ated with inflammatory pathways [12–16]. Therefore, this chapter will address the 
plasma membrane receptors modulation on inflammatory agents and subsequent 
edema formation.

2. Inflammation and edema: influence in the vascular permeability

Inflammation is a natural defense mechanism to Pathogen-associated molecular 
pattern (PAMPs) or Damage-associated molecular pattern (DAMPs) involving 
cells and blood vessels. In this process, local and immune cells (macrophages, 
neutrophils, and lymphocytes) promote the release of pro-inflammatory mediators, 
such as those mentioned earlier. Although the inflammatory response is a natural 
mechanism, this process may become harmful to tissues and organs when persis-
tently stimulated [17, 18]. The inflammation course and edema formation are linked 
because edema is one of inflammation cardinal signs [2].

After a trauma or injury, intracellular components are released, modifying the 
inflammatory site characteristics (Figure 1). Migrant and local cells, such as mast 
cells and basophils, release vasoactive amines, serotonin, and histamine. These mol-
ecules initially cause increase in blood vessel permeability and vasodilation [19–21]. 
Thus, these vascular changes cause liquid leakage from the vascular environment. 
Plasma protein, such as albumin, in the extravascular medium may modulate the 
vascular pressures. The press alteration favors the fluid and electrolyte passage to 
interstitial space generating swelling [3, 22].

Coagulation factor activation, such as the Hangeman factor, induces bradykinin 
and proteases synthesis stimulation. Bradykinin is a kinin involved in vascular per-
meability and other vascular mechanisms [23–25]. Additionally, the complement 
system fragments exhibit a crucial role in the immunity and vascular processes. The 
anaphylatoxins, such as C3a, C4a, and C5a, act on leukocyte recruitment and also in 
bradykinin signaling [23, 26–29].

The pro-inflammatory cytokines participate in pain mechanisms and also pro-
motes increase in vascular permeability [23]. Stamacovic [30] described cytokines 
participating in the central nervous system inflammation and Blood–brain barrier 

Figure 1. 
Inflammatory mediators are acting on vascular permeability.
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permeability. The increase in IL-1β, IL-6, and TNF-α may cooperate for brain edema 
emergence. Martin et al. [31] showed vascular increase induced by IL-1 and IFN-y 
in Wistar rats. IL-1β is very approached in a mechanism involving nociception and 
sensibility to pain, as well as bradykinin [32, 33]. Furthermore, increase of IL-1β 
and TNF-α induct arachidonic acid metabolites [34]. Arachidonic acid metabolites 
like prostaglandins, leukotrienes, prostacyclin, and thromboxane also mediate 
vascular changes [35]. Prostaglandins is directly involved in the modulation of pain 
mechanisms [9, 36].

IL-18 is another IL-1 family member involved in pain mechanisms. The IL-1β and 
IL-18 synthesis possess similarities in their signaling [37]. Pilat and colleagues’ study 
involving the IL-18 inhibition [38] showed nociception reduction in a neuropathic 
pain model. Besides, IL-18 is also notorious as the IFN-y-inducing factor [37, 39].

Additionally, inflammatory mediators modulate inflammatory diseases, and 
some data confirms this actuation in organ pathophysiology such as lung, liver, 
heart, and others [40–43]. Thus, vital organ disturbs promote vascular fluids imbal-
ance. Additional data about cytokines modulation at vascular mechanisms can be 
found in the following works [23, 44, 45].

3.  Membrane receptors participation in the inflammation and edema 
pathophysiology modulation

Scientific advances provide new discoveries about plasma membrane receptors 
function and identity. Molecules impermeable to the membrane can selectivity 
cross to the intracellular environment through these receptors. Many receptors 
characteristics are investigated in the physicochemical field, including biophysical 
properties and structure. Membrane receptors generally have three classifications: 
receptors coupled to enzymes such as tyrosine kinase (RTKs), G protein-coupled 
receptors (GPCRs), and ion channels [46]. Interestingly, there is a group of mem-
brane proteins that are widely addressed in scientific research for modulating 
inflammatory mediators release and search for new anti-inflammatory drugs. Based 
on this, the following topics exhibit some of studied plasma membrane receptors 
related to the inflammatory response.

3.1 Toll-like receptors

The host defense against infections and tissue damage is a complex mechanism. 
In this process, the cells must recognize PAMPs and DAMPs to initiate a specific 
intracellular response against infectious agents, such as viruses and bacteria or 
dangerous signs, such as burn injuries [47].

The Toll-Like Receptors (TLRs) are a group of membrane proteins involved 
in inflammation and immunity. They act on PRRs expressed in macrophages, 
neutrophils, and dendritic cells [47, 48]. TLRs compose the interleukin 1 receptors 
superfamily (IL-1Rs) with slight structural differences. Ten TLRs subtypes were 
described in humans (TLR1–10), although other species may exhibit variations.

TLRs are located in different compartments in the cell. For instance, the sub-
types 1, 2, 4, 5, and 6 are located at the cell plasma membrane, whereas subtypes 
3, 7, 8, 9, and 10 are in the intracellular compartment, located in endosomes. [RF1] 
TLR2 and TLR4 are the best-studied receptors of this family [49, 50].

TLRs, when activated, are essential for the host response to harmful agents, 
since these receptors modulate the inflammatory mediators release. The factor 
nuclear kappa β (NF-kβ) and mitogen-activated protein kinase (MAPKs) are clas-
sical pathways activated by Toll-Like Receptors (Figure 2) [48]. When stimulated 
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by a ligand, such as lipopolysaccharides (LPS), TLRs transduces the signal through 
adaptor molecules in the intracellular environment. Myeloid differentiation pri-
mary response 88 (MyD88) is an adaptor molecule of the interleukin- 1 receptor-
associated kinases (IRKs) signaling with subsequent TNF receptor-associated factor 
6 (TRAF6) activation. TRAF6 activates the growth factor β-activated kinase 1 
(TAK1), which triggers an enzymatic complex associated with NF-kβ translocation 
to the cell nucleus. TAK1 signaling also activates the MAPKs pathway with activa-
tor protein 1 (AP-1) nuclear factor translocation. This pathway leads to various 
pro-inflammatory mediators transcription, such as cytokines (IL-1 family, IL-6, 
TNF-α), COX-2 stimulation (prostaglandin E2), and interferons [50, 51].

TLR activation may exhibit a crucial role in edema formation through inflam-
matory mediator production (Table 1). In a recent paper, Okada and colleagues [55] 
described brain edema reduction in a subarachnoid hemorrhage model (SAH) mouse 
after treatment with TAK-242, a TLR4 receptor inhibitor. The molecular mechanism 
by which this occur was not evaluated. However, the pathophysiology development 
of brain edema shows association with TLR4 function. In liver diseases, such as acute 
liver failure, astrocyte swelling is a notable characteristic that promotes brain edema 
formation. Interestingly, NF-kβ and MAPKs-induced cytokine release are crucial 
mechanisms for astrocyte swelling development [56, 57]. Jayakumar et al. [58] have 
demonstrated LPS and cytokines-induced astrocyte swelling increase. These data 
suggest TLR4 may be a target in the brain edema pathophysiology. Table 1 represent 
more data about TLR receptors in the inflammatory context.

3.2 Histamine receptors

Histamine constitutes an essential molecule in cell biology, edema pathophysiol-
ogy, and the inflammatory process. The histamine synthesis occurs with the amino 
acid L-histidine decarboxylation through the histidine decarboxylase enzyme (HDC). 
Other inflammatory mediators can lead to increase HDC activity, such as IL-1 cyto-
kines [60]. Histamine synthesis occurs in different body cells, although this produc-
tion primordially occurs in mast cells and basophils [61]. In these cells, histamine is 

Figure 2. 
Plasma membrane TLR signaling pathway. TLR receptor activation triggers AP-1 and NF-kβ transcription factors.
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stored in cytoplasmatic granules and released according to the stimulus presented. 
Histamine interacts with GPCRs membrane receptors classified as histamine recep-
tors (HRs) and divided into four subtypes: HR1, HR2, HR3, and HR4 (Table 2) [61].

The histamine action is remarkable in the vascular modulation mechanism, 
including vascular permeability increase. HRs actuate as a second messenger, lead-
ing to intracellular signal and cytokine synthesis [68]. A study by Delaunois and 
co-authors [69] showed a protective HR3 agonist role in pulmonary edema stimu-
lated by inflammation-promoting molecules. In addition, HR3 stimulation appears 
to play a significant role in perfusion in post-burn tissues [70]. HRs also participate 
in the mechanisms related to antinociception [61].

Among HRs, HR4 has become a new antihistamines studies target. The HR4 acti-
vation triggers MAPK, which leads to pro-inflammatory mediators synthesis [60]. 
Coruzzi and collaborates [66] showed promising results in inhibiting paw edema by 
HR4 in acute inflammation. After carrageenan-induced edema, two selective HR4 
inhibitors, JNJ7777120, and VUF6002, respectively, were evaluated. Inhibition by 
JNJ7777120 after two hours of carrageenan induction has shown notable values com-
pared to VUF6002. Another study using JNJ7777120 described the anti-nociceptive 
role in a pain inflammation model through HR4 antagonism. Additionally, HR4 inhi-
bition decreases neutrophilic influx to stimulated area pretreated with JNJ7777120 
[67]. These findings suggest HR4 with a crucial role in edema and pain mechanism.

3.3 Serotonin receptors

Diseases involving the psychiatric area have been widely addressed in scientific 
research, such as depression. [RF2] Factors involving mood and mental disorders, 

Receptor Ligand Involvement in inflammation and edema References

TLR1 Tri-acyl 
lipopeptides

TLR1 works together with TLR2 as a heterodimer. 
This subtype also mediates the intracellular 
cytokines transcription

[47, 52]

TLR2 Peptidoglycan TLR2 signaling intracellular transcription of 
inflammatory mediators
Cytokine gene expression such as IL-1β, TNF-α, and 
IL-6 decrease in TLR2 Knock out mice in vascular 
injury model
TLR2 plays a role in mast cells degranulation and 
cytokine release stimulated by peptidoglycan

[47, 53, 54]

TLR4 LPS TLR4 activation leads to inflammatory mediators 
transcription involved in pain and edema, such as 
COX-2 metabolites, IL-1 cytokines, and TNF-α
LPS induces astrocyte swelling and brain edema 
pathogenesis.
TLR4 also increases TNF-α and IL-1β in LPS-
induced mast cells

[47, 50, 54–58]

TLR5 Flagellin TLR5 can be activated by high mobility group 
box 1 (HMGB1), a protein that plays a role in 
inflammation. The HMGB1 action on TLR5 induced 
the pro-inflammatory mediators intracellular 
signaling.
TLR5 also plays a protective role in intestinal cells.

[47, 52, 59]

TLR6 Di-acyl 
lipopeptides

TLR6 functions are interacting with TLR2 and TLR4 
as a heterodimer.

[47, 52]

Table 1. 
Plasma membrane TLRs modulate inflammatory mediators.
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include serotonin, a critical functional amine in this disease. Interestingly, sero-
tonin regulates inflammatory signaling, playing a role in vascular permeability. 
Therefore, serotonin becomes a multifunctional molecule modulating many body 
processes [71–73].

5-hydroxytryptamine (5-HT), serotonin is synthesized from the amino acid 
tryptophan. The enzymes tryptophan hydroxylase and tryptophan decarboxylase 
are responsible for 5-HT production. Serotonin may be found in various body 
tissues, such as enterochromaffin, platelets, brain, and lung [71]. 5-HT interacts 
with membrane receptors (5-HT receptors), divided into seven families (5-HT1–7), 
where these receptors are GPCRs, except for 5HT3, which belongs to ion channels. 
These receptors possess fourteen subtypes: 5-HT1 (A, B, D, E, and F), 5-HT2 (A, B, 
and C), 5-HT3 (A, B), 5-HT4, 5-HT5 (A), 5-HT6, and 5-HT7 [74, 75].

The 5-HT role in other systems has been studied over the years. During inflam-
mation, 5-HT plays an essential role in vascular permeability, as well as histamine, 
in addition to participating in pro-inflammatory mediator production [72]. In this 
context, serotonergic receptor subtypes act on inflammation process biochemistry. 
5-HT7 is influential in peripheral inflammatory modulation, according to Albayrak 
and co-authors [76]. The 5-HT7 participates in the nociception mechanism with 
other 5-HT receptors, such as 5-HT1 and 5-HT2 [77, 78]. The 5-HT2 subtype (A) 
subtype also modulates the inflammatory process. Nishiyama studies [79] have 
demonstrated a role for 5-HT2A in cytokines synthesis during an inflammation 
model induced by endotoxin shock. The 5-HT2A inhibition reduced TNF-α, IL-1β, 
IL-8, and IL-6 levels. Interestingly, IL-10 levels (cytokine with anti-inflammatory 
function) increased due to 5-HT2A inhibition. Additionally, 5-HT2A shows to play 
a function in body temperature control [80]. These data demonstrate a relevant role 
for 5-HT2A receptors in inflammation pathophysiology (Table 3).

3.4 Purinergic receptors

The purinergic system is a group of transmembrane proteins activated by 
extracellular purine ligands, such as adenosine and other derivatives, adenosine 
triphosphate and diphosphate (ATP and ADP). Interestingly, when the ATP mol-
ecule is found in elevated concentration in the extracellular environment (eATP), 
this nucleotide may become a DAMP and regulates the inflammatory process. 
Purinergic receptors are formed by two groups (P1 and P2) differing in structure 
and activation ligands on mammalian cells [93, 94].

Receptor Ligand Involvement in inflammation and edema References

HR1 Histamine HR1 is involved in allergic response
HR1 influences MPAK signaling and modulates Th1 
response.

[61–63]

HR2 Histamine HR2 modulates Th2 response
HR2 regulates IL-10 and antinociceptive activity

[61, 62, 64]

HR3 Histamine HR3 exhibits an essential role in neuronal inflammation 
and neuropathic pain.
HR3 inhibition has been shown to be beneficial in 
inflammation and edema stimulated by formalin

[61, 65]

HR4 Histamine HR4 also participates in MAPK signaling.
HR4 inhibition shows to reduce neutrophil infiltration, 
edema, and hyperalgesia in acute inflammation

[60, 63, 66, 
67]

Table 2. 
Histamine receptors.
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The adenosine molecule activates the P1 group and possesses four subtypes (A1, 
A2a, A2b, and A3). The P1 group comprises GPCRs receptors, and the P2 group is 
extensive and divided into two families, P2X and P2Y. The P2X receptors form ATP-
activated ion channel receptors with seven subtypes (P2X1–7). P2Y receptors are 
GPCRs, like the P1 group. Interestingly, ATP and their derivatives activate the P2Y 
receptors, although, pyrimidine molecules, such as uridine diphosphate (UDP and 
UDP-glucose), also modulate some subtypes activation. This family consists in eight 
subtypes (P2Y1, P2Y2, P2Y4, P2Y6, P2Y11, P2Y12, P213, and P2Y14) in mammals. 
The purinergic receptors participate in inflammation and immune response and are 
expressed in several tissues [14].

In the purinergic group, the receptor of great scientific notoriety is the P2X7 
receptor (P2X7R), addressed in several mechanisms, such as cell death and inflam-
matory cytokines release [14]. P2X7R have the capacity to increase membrane 
permeability for large solutes after prolonged ATP activation. The prolonged P2X7R 
stimulation induces a pore opening that allows the molecules of up to 900 Da. 
This mechanism highlights the P2X7R as a pore-forming protein, similar to other 
membrane receptors, such as some TRP channels [95].

However, a striking P2X7R feature is the participation in the maturation of IL-1 
cytokine family (IL-1β and IL-18) release. The IL-1β and IL-18 production and 
maturation require two signaling mechanisms, one mediated by pattern recogni-
tion receptors (via TLRs family activation) and a second by a danger signal, such as 
eATP. The activation of TLRs induces nuclear transcription through NF-kβ of the 

Receptor Ligand Involvement in inflammation and edema References

5-HT1 Serotonin 5-HT1 receptors stimulation induces a role in neurogenic 
inflammation
Intrathecal 5-HT1A, 5-HT1B, and 5-HT1D receptor agonists 
administration decreased the peripheral inflammatory 
edema induced by carrageenan.

[81, 82]

5-HT2 Serotonin 5-HT2A subtype inhibition increased IL-10 in inflammation 
induced by shock with endotoxins.
5-HT2A receptor activation decrease TNF-α-induced 
inflammation
5-HT2A regulates the body temperature
5-HT2B subtype shows the immunomodulatory function in 
dendritic cells

[79, 80, 83, 
84]

5-HT3 Serotonin 5-HT3 inhibition decreased inflammatory cytokines and 
neutrophilic action in a colitis model
5-HT3 decreases pain in carrageenan-induced inflammation

[72, 85, 86]

5-HT4 Serotonin Spinal 5-HT4 receptor antagonism decreased hyperalgesia 
effects
5-HT4 induced IL-1β and IL-8 release in mature dendritic 
cells.

[72, 87, 88]

5-HT5 Serotonin Intrathecal administration appears to show an anti-
nociceptive role for spinal 5-HT5A receptors

[89, 90]

5-HT6 Serotonin Like 5-HT4, 5-HT6 receptor antagonism is also beneficial in 
hyperalgesia

[87, 91]

5-HT7 Serotonin 5-HT7 receptor stimulation has an anti-inflammatory role in 
the periphery carrageenan-induced inflammation
5-HT7 agonist decreased COX-2 levels.
Like 5-HT4, 5-HT7 activation also induces IL-1β and IL-8 
secretion in dendritic cells.

[76, 88, 92]

Table 3. 
Serotonin receptors.
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immature forms of these cytokines (ProIL-1β and ProIL-18), concluding the first 
stage.The eATP activates the P2X7R, beginning the cascade signaling that compose 
the Nod-like receptor protein-3 (NLRP3) inflammasome complex with subsequent 
IL-1β and IL-18 maturation and release [48, 96]. The following figure illustrates this 
mechanism more clearly (Figure 3).

The IL-1β inhibition in inflammation and pain has been addressed in several 
inflammation studies. Experiments in vivo using P2X7R antagonist have demon-
strated improvements in the swelling caused by inflammation in a model of paw 
edema [97, 98]. The pain sensibility mechanism is linked to vascular permeability, 
causing edema [2]. Furthermore, P2X7R inhibition reduces pro-inflammatory cyto-
kines, such as IL-1β and other mediators, since the P2X7R is responsible for these 
mechanisms [96]. Additionally, the P2X4 receptor has participated in IL-1β and 
IL-18 signaling based on Chen et al. [99]. Further, other purinergic receptors data in 
edema and inflammation have already been approached in the literature (Table 4).

3.5 TRP channels

The physiological mechanisms of pain and temperature stimuli indicate the 
transient receptor potential (TRP) as a target in this regard [110]. The TRP chan-
nels superfamily is constituted of transmembrane cationic ionotropic receptors. In 
mammals, six subfamilies classify the TRP channels into two groups. The first group: 
TRPC (canonical), TRPV (vanilloid), TRPA (ankyrin), and TRPM (melastatin). 
The second group is composed of TRPML (mucolipin) and TRPP (polycystic). This 
chapter will discuss the most addressed subfamilies in the scientific literature: TRPV, 
TRPM, and TRPA based on their involvement in inflammation and pain. These 
subfamilies are classified in TRPV1–6, TRPM1–8, and TRPA1 receptors [111, 112].

Figure 3. 
IL-1β and IL-18 synthesis after P2X7R activation. The first signaling occurs with the ProIL-1β and ProIL-18 
transcription after TLRs receptor activation (TLR4). The second signal arrives with the eATP stimulating 
the P2X7R. The receptor activation induces the NLRP3 inflammasome complex, and finally, IL-1β and IL-18 
conversion for mature form.
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TRPV1 is the most studied TRP channel because of its noxious heat and inflam-
mation perception. TRPV1 is a pore-forming protein, like P2X7R and other TRPs, 
such as TRPV2–4, TRPA1, and TRPM8 (Table 5). All these channels promote pore 
opening, and molecules flux up to 900 Da [117]. Capsaicin is one TRPV1 receptor 
agonist and plays a critical role in nociception pathogenesis [124].

The TRPV1 receptor (heat sensor) together with TRPA1 (cold sensor) can 
modulate the neuropeptide molecules release like substance P. This molecule 
encompasses many biochemical processes involved in inflammation, such as 
histamine and serotonin released by mast cells, which leads to increased vascular 
permeability and hyperalgesia [113]. Hoffmeister and co-authors [125] described 
a reversion in edema and pain caused by monosodium urate crystals after TRPV1 
inhibition. These findings may be associated with the mechanism mentioned above 
with TRPV1 participation. Additionally, TRPV1 and TRPA1 receptor inhibition 

Receptor Ligand Involvement in inflammation and edema References

A1R Adenosine A1R receptor stimulation increased leukocyte 
recruitment and edema formation in acute 
pancreatitis disease.
A1R participates in pulmonary inflammation 
and influence vascular permeability through 
inflammatory cytokines release in monocytes and 
neutrophils

[100, 101]

A2R Adenosine A2aR decreases cytokine synthesis (IFN-γ, IL-4, 
and IL-2) in lymphocytes and influence platelet 
aggregation.
A2bR mediates several pro-inflammatory 
cytokines (IL-1β, TNF-α) synthesis
In contrast, A2bR also exerts an anti-
inflammatory action, as observed for IL-10 release 
in macrophages.

[101]

A3R Adenosine A3R stimulation induces histamine and serotonin 
release and inflammation in rat paw.
A3R seems to mediate benefits in control 
hyperalgesia

[102, 103]

P2X4R ATP P2X4 induces IL-1β and IL-18 cytokines 
maturation through NRLP3 inflammasome
P2X4R is involved in prostaglandin E2 release and 
pain

[14, 99, 104]

P2X7R ATP P2X7R activation produces cytokines, such as 
IL-1β and IL-18 maturation through NRLP3 
inflammasome and TNF-α
P2X7R regulates prostaglandin E2 release
P2X7R antagonism reversed edema and 
hyperalgesia
P2X7R stimulation leads to vascular bed 
inflammation through IL-1β release

[14, 96–98, 
105, 106]

P2YR ATP/UDP/
UDP-glucose

P2Y1R, P2Y2R, and P2Y6R are associated with 
leukocyte chemotaxis.
P2Y1R, together with P2Y12R, have a function in 
platelet aggregation
Like P2X7R, P2Y6R activation in endothelial 
cells promotes vascular inflammation and fluids 
leakage.

[107–109]

Table 4. 
Purinergic receptors.
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decreased pro-inflammatory cytokines levels, such as TNF-α, IL-1β, and IL-6 in 
an endotoxin-induced lung injury model [114]. Interestingly, Li et al. [115] dem-
onstrated TRPV1 activation associated with NF-kβ phosphorylation through the 
intracellular Ca2+ influx. Based on this data, TRPV1 receptors play a critical role in 
the modulation of the pro-inflammatory cytokines.

Another notorious receptor involved in the low temperatures detection in 
conjunction with TRPA1 is the TRPM8 receptor. TRPM8 exhibits an essential role in 
neuropathic pain and anti-inflammatory effects [111]. TRPM8 is the most studied 
receptor in cold physiology. TRPM8 activation reverses the hyperalgesia caused by 
TRPV1 and TRPA1 stimuli [16]. Experiments using eucalyptol, a TRPM8 agonist, 
show promising results in reducing pro-inflammatory cytokines in paw edema 
[121]. Studies with cold therapy can have analgesic and anti-edema effects [122]. 
These findings make the TRPM8 receptor a target in this context.

Receptor Ligand Involvement in inflammation 
and edema

References

TRPV1 Capsaicin/Protons/Heat sensor TRPV1 channel is involved in 
the release of the neuropeptide 
like substance P in sensory fibers 
Capsaicin administration showed 
painful effects in mouse paws, 
which were diminished by TRPV1 
inhibitors
TRPV1 increased intracellular 
Ca+2 concentration inducing the 
cytokines transcription such as 
IL-1β and TNF-α through the 
NF-kβ pathway
In the endotoxin-induced lung 
injury model, TRPV1 reduced 
the pro-inflammatory cytokines 
levels

[113–116]

TRPV4 4α-Phorbol 12,13-didecanoate/
Osmotic sensor

TRPV4 activation in vascular 
endothelial cells caused an 
increase in vascular permeability.
TRPV4 is sensitive to hypo-
osmotic stress in chondrocytes

[117–119]

TRPA1 Allyl Isothiocyanate (AITC)/
Cold sensor

Like TRPV1 channels, TRPA1 
acts on neuropeptides molecules 
regulation and nociception.
TRPA1 induced edema in an acute 
inflammation model using AITC
TRPA1 stimulation by AITC 
has been shown to influence the 
COX-2 regulation in HEK 293 
cells

[113, 116, 120]

TRPM8 Menthol/Eucalyptol/Cold sensor TRPM8 channels inhibited edema 
and inflammation by decreasing 
pro-inflammatory cytokines 
(TNF-α and IL-1β)
Menthol produced analgesic 
effects on inflammatory pain 
through the TRPM8 channel

[16, 121–123]

Table 5. 
Transient receptors potential.
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3.6 Other receptors involved

A large quantity of plasma membrane receptors modulates the inflammation 
and immune response processes. In this work, we discuss the membrane receptor 
groups as therapeutic targets for inflammation and edema processes. The connec-
tion between the receptor systems is vast, and the response can vary according to 
the stimulus. Thus, other receptors can fit this context, such as cholinergic, dopami-
nergic, and adrenergic receptors. These are other examples of membrane receptors 
that can also be addressed in this context [126–128].

Additionally, bradykinin also promotes a role in vascular permeability. 
Bradykinin receptors divide into B1, and B2 (GPCRs) play a crucial role in edema 
pathogenesis [129, 130]. Further, cytokines receptors are also involved in inflamma-
tion mechanisms, such as IL-1 family and TNF-α receptor [131].

4.  Therapeutic perspective of membrane receptors for inflammatory 
diseases

The inflammatory process (edema, cell migration, pain, and other) treatment 
mainly uses non-steroidal anti-inflammatory drugs (NSAIDs) and corticosteroids. 

Receptor Compound Disease Clinical 
study

Results References

TLR4 NI-0101 Rheumatoid 
arthritis (RA)

Phase II Insufficient 
therapeutic effects

[133]

HR4 JNJ-39758979 Asthma Phase IIa Potential in patients 
with eosinophilic 
inflammation

[134]

Toreforant RA Phase IIa 
and IIb

No improvement in 
Phase IIb study

[135]

Eosinophilic 
asthma

Phase IIa No significant 
effects on the 
applied dose

[136]

ZPL-3893787 Atopic 
dermatites 
(DA)

Phase IIa Improvement in 
skin lesions

[137]

P2X7R AZD9056 RA Phase IIa 
and IIb

Insufficient 
therapeutic effects

[138]

Crohn’s 
disease (DC)

Phase IIa Good effects 
in improving 
symptoms in 
moderate and 
severe DC

[139]

CE-224.535 RA Phase IIa Insufficient 
therapeutic effects

[140]

TRPV1 JNJ-38893777 Not available Phase I Tolerable and 
safe for future 
investigations

[141]

PAC-14028 DA Phase IIb Effectiveness for 
the treatment of 
mild and moderate 
AD

[142]

Table 6. 
Receptor antagonist compounds highlighted in clinical trials for inflammatory diseases.
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NSAIDs inhibit eicosanoid metabolites produced for the COX pathway, whereas 
corticosteroids are based on hormones released by the endocrine glands [132]. On 
the other hand, the more serious problem with these drugs is their prolonged use 
in treatments, presenting toxicity to organs. Based on this, the membrane recep-
tors discussed in this chapter are promisor candidates for inflammation treatment. 
In addition, some classes possess agonists and antagonists commercially available 
among these receptors, such as 5-HT receptors and HRs.

Interestingly, clinical trials have already been realized and described in the 
literature concerning other membrane receptor types for reducing inflammatory 
diseases and their symptoms (Table 6). Therefore, we highlight four receptors dis-
cussed in this chapter with great potential in modulating the inflammation (TLR4, 
HR4, P2X7R, and TRPV1).

5. Conclusion

The inflammation field encompasses broad aspects, such as chemical mediators 
(cytokines, vasoactive amines, and lipid mediators), pain, and edema. The plasma 
membrane receptors influence on the inflammatory process is widely explored in 
scientific research. Concerning data discussed in this chapter, membrane receptors 
are promising and directly involved in the inflammatory mediators modulation in 
the edema and hyperalgesia pathophysiology. Thus, these new data open a horizon 
in the search for new pharmacological targets with anti-edema and analgesic effects 
in the therapeutic perspective of the inflammatory process.
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Chapter 15

Intestinal Barrier Dysfunction, 
Bacterial Translocation and 
Inflammation: Deathly Triad in 
Sepsis
Bercis Imge Ucar and Gulberk Ucar

Abstract

Sepsis, as a complex entity, comprises multiple pathophysiological mechanisms 
which bring about high morbidity and mortality. The previous studies showed that 
the gastrointestinal tract is damaged during sepsis, and its main symptoms include 
increased permeability, bacterial translocation (BT), and malabsorption. BT is 
the invasion of indigenous intestinal bacteria via the gut mucosa to other tissues. 
It occurs in pathological conditions such as disruption of the intestine’s ecological 
balance and mucosal barrier permeability, immunosuppression, and oxidative 
stress through transcellular/paracellular pathways and initiate an excessive systemic 
inflammatory response. Thereby, recent clinical and preclinical studies focus on the 
association between sepsis and intestinal barrier dysfunction. This chapter over-
views the current knowledge about the molecular basis of BT of the intestine, its 
role in the progress of sepsis, detection of BT, and actual therapeutic approaches.

Keywords: bacterial translocation, intestinal barrier, inflammation, sepsis, multiple 
organ failure

1. Introduction

Sepsis has been announced to be a global health priority by the World Health 
Organization as in 2017, 48.9 million sepsis cases and 11 million sepsis-related deaths 
were reported worldwide [1, 2]. However, although significant progress has been made 
regarding the mechanism of sepsis, treatment modalities still have not gone beyond 
fluid resuscitation, vasopressors, antibiotics, and palliative care, after all [1, 3].

Sepsis is a perilous condition caused by the dysregulated and hyperactive host 
response to the pathogen. This response leads to an inflammation out of control and 
eventually multiple organ dysfunction syndrome (MODS), which is the primary 
cause of sepsis-related deaths. The propulsive force of the severe consequences 
of sepsis, such as MODS, is the intestines due to its potential to provoke systemic 
immune response via the injured intestinal epithelia losing its barrier function, and 
cannot prevent the pathogens and toxins to confined intraluminally and secret-
ing and releasing the pro-inflammatory cytokines into the circulation [1, 3–9]. In 
this chapter, we aimed to cover the fate of the intestinal barrier (IB) and bacterial 
translocation (BT) during sepsis along with diagnostic methods and potential 
therapeutic options for IB dysfunction in the light of this information.
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2. Structure and functions of the IB

The mammalian IB is responsible for fulfilling two primary tasks: to absorb the 
ingested nutrients and to prevent the microorganisms, toxins, allergens, as well as 
luminal pro-inflammatory factors from passing through the luminal surface of the 
intestines into the circulatory system [6, 10–13].

The gastrointestinal tract, which consists of the mouth, esophagus, stomach, 
small and large intestines, calls for a single layer epithelial lining with its partners 
in crime, such as cells of innate and adaptive immune system, forming a multifunc-
tional system to fulfill its barrier function [11].

In the name of intestinal homeostasis, “some” (capital S should be replaced with 
lowercase “s”. ome of the complex functions should be performed alongside the 
absorption of the nutrients like to prevent the trespassing of the pathogens, toxins, 
or allergens limiting the pathogenic bacterial growth to maintain the balance of 
the luminal microbiota, detoxification of the endotoxins, and immune response 
on demand as it is the largest lymphoid organ of the body by a multilayer morpho-
functional barrier [9, 14] (for a recent review, see  reference [13]).

2.1 First line of defense: commensal microbiota as the biological barrier

Human beings are in a symbiotic relationship with millions of bacteria, fungi, 
and viruses colonized in our gastrointestinal tract [12, 15, 16]. This host-commensal 
relationship, which starts at birth, even in-utero [17–19], maintains the intestinal 
homeostasis as a biological barrier and responsible for the differentiation, growth, 
and integrity of the intestinal epithelium [12, 15, 16]. Most of the species of com-
mensal bacteria are obligate anaerobes, and the rest are facultative anaerobes and 
aerobic bacteria (Table 1) [16, 20]. The majority of the anaerobic bacteria are found 
in the colon as the oxygen tension is relatively low, whereas the aerobic bacteria are 
prone to reside in the small intestines [21]. The bacterial population in the proximal 
small intestines and the colon are around 104 ml−1 and ∼107 ml−1, respectively [22].

These coexisting symbiotic bacteria demonstrate immunologic and metabolic 
functions and protect the intestines from pathogenic bacteria growth via alimen-
tary competition and colonization suppression. They help ferment and digest 
carbohydrates and synthesize vitamin B and K, along with short-chain fatty acids, 
which will then become the energy source for the intestinal epithelium. They are 
also responsible for the deconjugation of bile acids which will then reenter the 
enterohepatic circulation [12, 16].

Obligate anaerobes Facultative anaerobes

Bifidobacterium Lactobacillus

Clostridium Bacillus

Eubacterium Streptococcus

Bacteroides Staphylococcus

Fusobacterium Escherichia coli

Peptococcus Klebsiella

Peptostreptococcus Pseudomonas aeruginosa

Table 1. 
The intestinal microbiota: Most common commensal anaerobic bacteria species in the human intestines (95% 
of them are obligate and 5% are facultative anaerobes) [16].
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The intestinal immune system is modulated via the collaboration between the 
gut microbiota with the adaptive and innate immune systems, which is carried out 
by interacting pathogen-associated molecular patterns (PAMPs) with the specific 
receptors in the intestinal immune cells [12, 16].

2.2 Second line of defense: intestinal alkaline phosphatase (IAP)

IAP, one of four of the human alkaline phosphatase family, is an intestinal 
epithelial cell-derived enzyme constantly staying active intraluminally and in the 
mucosal lining to ease the gut’s inflammatory response triggered by PAMPs. This 
way, it regulates the pH balance of the duodenal surface via bicarbonate secretion, 
helps the absorption of the long-chain fatty acids, defends the brush border mem-
brane against the members of the intestinal microbiota. IAP also dephosphorylates 
bacterial endotoxin lipopolysaccharide (LPS) and pro-inflammatory nucleotides. 
Hence, it prevents the inhibition of the commensal microorganisms, as they are 
affected by the excessive luminal ATP by removing the phosphate groups from 
adenosine di- and triphosphate. LPS, which causes a systemic immune response 
and septic shock, is located on the wall of gram-negative bacteria and shows these 
effects by binding to toll-like receptor 4 (TLR4) thanks to its Lipid A moiety. 
TLR4 is expressed both in myeloid-borne immune cells (dendritic cells (DCs), 
macrophages, and monocytes) and in non-immune cells (i.e., endothelial cells) 
[23]. When dephosphorylated Lipid A moiety binds to TLR4, LPS shifts to a TLR4 
antagonist, diminishes the pro-inflammatory cytokines, and activates nuclear 
factor-kappa-B (NF-κB), thereby minimizing the inflammatory response. It was 
previously shown that even being exposed to a lethal dose of E.coli, 80% of the 
mice survived with the help of IAP treatment. Thus, it was concluded that micro-
biota dysbiosis, intestinal inflammatory response, and transmigration of bacteria 
are inevitable in the absence of IAP [5, 14, 24, 25].

2.3 Third line of defense: the mucous layer

The first layer of the mechanical barrier is the mucosal layer which comprises 
water (95%), soluble glycoproteins (1–10%), nucleic acids, electrolytes, and 
antibodies. Mucin, a highly glycated protein, is secreted by goblet cells (specialized 
epithelial cells located in the villi), and with the help of other secreted proteins, 
they organize into a coherent mucus layer [11, 14].

Bacteria are responsible for the degradation of the mucus, and the balance 
between the secretion and the erosion of this layer determines the functionality of the 
IB. It was previously shown that this highly glycated structure of mucin feeds com-
mensal bacteria, such as Akkermansia muciniphila, which is a gram-negative bacteria 
and gets protection from the potential pathogenic growth in return [26]. A previous 
study, in which bacterial adherence was coherently found to be elevated in the intesti-
nal epithelia of the Mucin 2−/− mice leading to mucosal barrier  dysfunction [14].

The outer intestinal mucosal layer is much looser and thicker in comparison with 
the inner layer. Therefore, the inner layer restrains the transmigration of the bacteria as 
it is tightly attached to intestinal epithelia to block the direct contact between epithelial 
cells and the bacteria. Contrarily, the outer layer retains the commensal microbiota ele-
ments to eliminate the opportunistic activity of pathogenic bacteria. For that reason, 
consistent usage of pro- and prebiotic preparations is reported to boost the number of 
commensal microbiota in order to promote mucosal barrier function [14].

Besides, the anionic residues like sialic acid or sulfate groups at the N-terminal 
of the mucin glycoprotein promote convergence of the cationic immune molecules, 
which serve as a chemical defense mechanism [27].
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2.4  Fourth line of defense: physical barrier composed of the intestinal epithelial 
layer and submucosal capillary endothelial cells

The second mechanical barrier is the polarized single layer of gut epithelial cells 
(enterocytes-responsible for the absorption, goblet-specialized in mucus production, 
enteroendocrine cells-responsible for the secretion of the intestinal hormones, Paneth 
cells-responsible for expressing the microbicidal proteins and peptides among other 
properties, and microfold cells (M cells)) besides submucosal capillary endothelial cells 
[21, 28, 29], which act as a selectively permeable interface allowing the transmigration 
of the essential nutrients, water, electrolytes, and immune factors, and preventing the 
transfer of luminal pathogenic microorganisms, antigens, and toxins to the circulatory 
system [4, 12–14, 30]. This feature of selectivity is coordinated by the paracellular 
pathway regulated by desmosomes, adherens junctions, and tight junctions (TJs), 
located at the apicolateral membrane junction, lateral membrane, and basolateral 
membrane, respectively, and the transepithelial pathway, which is maintained mainly 
by the selective transporters allowing the uptake of the nutrients [13, 14, 28, 31] (for a 
recent review about mechanobiology of TJs, see reference [32]).

2.5 Fifth line of defense: antibacterial peptides

Hence their vast Golgi and endoplasmic reticulum system Paneth cells known 
for their cytoplasmic eosinophilic granules, [33], which are exclusively found in the 
crypts of the small intestine and they the secretory cells of the intestinal mucosa 
specialized in the secretion of the antimicrobial peptides, which are crucial modula-
tors of innate immunity, as well as with neuropeptides and hormones [14, 34].

α-defensin, a ubiquitous antimicrobial peptide found in the intestine, along with 
β-defensin, has bactericidal activity, particularly against both the gram-negative 
and gram-positive bacteria, and any disturbance in the existence of these peptides 
is shown to increase predisposition to inflammatory bowel disease [14, 34].

Apart from defensins, other antimicrobial proteins such as phospholipase A2 and 
lysozyme are also secreted from Paneth cells in case of an interaction with bacteria 
or bacterial antigen [34].

Besides these Paneth cell-driven antimicrobial activities, immunoglobulin A 
(IgA), which is secreted by plasma immune cells through lamina propria (tran-
scytosis) [5, 14, 35–37], also contribute to the fifth line of defense in the IB. IgA 
either binds directly to the potential pathogenic microorganism and toxins to 
counter the unwanted colonization or epithelial injury or binds and interacts with 
immune complexes within the lamina propria to clear out these complexes to soothe 
the systemic inflammatory responses [14]. It also pumps the already translocated 
bacteria and antigens in the lamina propria back into the lumen [38].

The previous experimental studies on the B cell-deficient mice (as the IgA 
secreting plasma cells are differentiated from B cells) and the polymeric immuno-
globulin receptor (pIgR) knockout mice (as the transcytosis of IgA to the intestinal 
lumen is conducted by pIgR) noted intestinal inflammation due to faded IgA-
operated adaptive immune response is seen in both mice groups [14, 39].

2.6 Sixth line of defense: immune barrier as “the largest lymphoid organ”

As the largest immunological organ [40], the gut’s innate and adaptive immune 
system is in continuous interaction with the biological barrier to prevent the 
conversion of intestinal microbiota into pathobiota. The immune barrier consists of 
different types of cells, which are members of the gut-associated lymphoid tissue 
(GALT) like intraepithelial lymphocytes (IELs), natural killer cells (NK cells), 
innate lymphoid cells (ILCs), mast cells, and M cells (Table 2) [9, 12, 41, 42]. 
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Cell 
type

Location Structure and functions

IELs Within the 
intestinal 
epithelium 
(between 
intestinal 
lumen and 
lamina 
propria)

T cells specialized in destroying the transformed, damaged, necrotic, or 
infected intestinal epithelial cells with their cytotoxic activities regulate 
the growth and proliferation of the enterocytes. They directly contact the 
antigens, microbiota, and potential pathogens, and during this interaction, 
interleukin-15 (IL-15) activates IELs and causes them to express cytokines 
like IL-2, IL-4, IL-1 and interferon-gamma (IFNγ) excessively. Although 
IELs are mostly T cells, they possess unconventional properties compared 
to other T cells due to their unique location and tasks. These functions are 
usually in favor of the intestine as they react immediately to the pathogenic 
microorganism or antigen, block the initial attempt of trespassing and 
invasion, and inhibit unnecessary inflammatory reactions against innocuous 
antigens. Nevertheless, they may mistaken self-antigens from the pathogenic 
antigens in a chaotic inflammatory milieu and trigger a pathological 
autoimmune response.
There are two types of IELs: “type a” (induced IELs) and “type b” (natural 
IELs). Type a (induced) IELs are either CD8αβ heterodimer (Major-
Histocompatibility-Complex (MHC) class I-restricted) or CD4+ (MHC class 
II-restricted) T cells, which express an αβ T cell receptor (αβTCR). They 
arise from the naive T cells and are activated postthymically (in secondary 
lymph nodes). After contact with the peripheral antigen as a tissue-resident 
memory, T cells accumulate in the gut. Type b (natural) IELs are CD8αα 
homodimer-T cells (do not express CD8β), expressing either a γδTCR or an 
αβTCR, which are thymically derived and activated by the self-antigens (they 
can be detected in-utero) and migrate to intestinal epithelium for further 
differentiation.
The adult human jejunum predominantly contains type a IELs expressing 
CD8αβ along with αβTCR, while the ileal and colonic IELs mainly express 
αβTCR without CD4 and CD8 expression. Also, IELs are recruited in the 
small intestines via interacting with E-cadherin through their hallmark 
marker CD103 (αE integrin).

M cells Peyer’s patches M cells contact the luminal antigens via their irregular short microvilli 
located on the apical surface and translocate the pathogens to the 
lymphocytes, or the antigen-presenting cells (APCs) are carried out by the 
intraepithelial pockets under the basolateral surface, which provides acquired 
immunity via interaction between the CD4+ T cells and the presented 
peptide epitopes of the pathogens.

ILCs Scattered 
both in the 
epithelium and 
the stroma

ILCs are the coordinators of mucosal immunity as they regulate other 
functions of the other cells that are part of innate and adaptive immunity, 
and they also secrete certain effector cytokines. These functions together 
serve to orchestrate the innate immune response during infection, 
tissue damage, and inflammation in order, so the gut homeostasis is 
maintained. Based on their cytokine production, they are classified into 
three groups:
Type 1 ILCs (ILC1s): NK cells. They exclusively express IFNγ and no other 
Th-17 cell-associated cytokines. NK cells are widely in contact with the 
microorganisms or the microbial components due to their location, and 
they also interact with immune cells such as DCs, T cells, macrophages, and 
fibroblasts, and epithelial cells. Intestinal NK cells recruit peripheral NK cells 
via IFNγ production.
Type 2 ILCs (ILC2s): Cells located in the lower respiratory system along with 
the gut and mesentery. They produce TH2-associated cytokines.
Type 3 ILCs (ILC3s): Cells that produce Th-17 cytokines (IL-17 and IL-22; 
cytokines associated with gut inflammation and immunity to extracellular 
bacteria). Besides, DCs, modulated by the resident commensal bacteria, 
stimulate secretion of the antibacterial peptides from induced intestinal 
epithelial cells by activating ILC3s.

Table 2. 
Intestinal immune cells: Different types of the cells of “the largest lymphoid organ” contribute to IB function 
[9, 12, 21, 41–46].
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These cells reside in the intestinal mucosal lymphoid structures of GALT, including 
the intestinal epithelium, isolated lymphoid follicles (responsible for the local IgA 
response), and mesenteric lymph nodes the lamina propria and Peyer’s patches 
(5–10% of the follicle-associated epithelial cells) [21, 43, 44, 47] (for a recent 
review, see reference [48]).

ILCs, innate lymphoid cells; ILEs, intraepithelial lymphocytes; M cells, micro-
fold cells; NK, natural killer; Th-17 cell, T helper-17 cell.

3. Mechanism of IB dysfunction in sepsis

All of the aforementioned layers of the IB are the sole protectors of the body, 
acting as a barrier between 40 trillion luminal microorganisms [49] and the body. 
Thus they carry a heavy burden in terms of maintaining intestinal homeostasis. 
Therefore, luminal content should be deliberately compartmentalized, and filtered 
selectively via preserving intestinal integrity, otherwise increased gut perme-
ability provokes the activation of mucosal immunity via promoting BT along with 
translocating endotoxins and other pro-inflammatory antigens from lumen to the 
circulation [3, 5, 9, 14]. This catastrophic cascade can be seen during any infection 
or any incident triggering local and systemic inflammatory response generat-
ing impairment of IB integrity such as sepsis, shock, trauma, abdominothoracic 
vascular surgery, transplantation, severe burn, and intestinal/mesenteric ischemia 
and reperfusion [50–52].

3.1 BT

The concept of BT was first described in 1966 [53] and further expanded in 1979 
[54] as the transportation of indigenous bacteria through the intestinal wall into the 
mesenteric lymph nodes and other sterile organs. Translocation of PAMPs, which 
are small molecular motifs (i.e., LPS, peptidoglycan, and bacterial DNA) located 
in the microorganism, are added to this definition later on [12]. The mechanism 
behind the BT are diverse.

3.1.1 Imbalance of the intestinal flora

Intestinal microbiota can be affected by diverse factors, including gastrointestinal 
secretions, antibiotics, secreted IgA (sIgA), bile salts, and peristalsis of the intes-
tines. Overgrowth of the microbiota upsets the protective features of the beneficial 
intestinal bacteria and disrupts the first line of defense of the IB resulting in BT.

3.1.2 Dysfunction of mucosal immune function

Under physiological conditions, IgA secreted by the plasma cells has a feature 
of encapsulation of bacteria to prevent their trespassing and encapsulation of 
viruses invading the cells. It also has features enhancing the effects of lysozyme and 
complements. However, pathological processes inhibit the functionality of IgA, 
including encapsulation ability, as well as their concentration via a declined number 
of plasma cells secreting the IgA. This will eventually cause BT.

3.1.3 Increased intestinal permeability

Pathological processes such as conditions causing immunocompromisation or 
immunosuppression, MODS, severe burn injury generate BT via overgrowth of 
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intestinal microbiota, immune dysfunction of the body together with the physi-
cal intestinal injury, particularly in the mucosal barrier. Oxygen depletion (caused 
by shock, mesenteric ischemia, cardiovascular surgery, transplant surgery) [50], 
acidosis, nitric oxide (NO), as exaggerated NO production by inducible NO syn-
thase (iNOS) disturbs mitochondrial functions and cellular respiration, resulting 
in decreased ATP synthesis and accelerated apoptosis which causes mucosal injury, 
inflammatory mediators (IFN-γ, IL-4, tumor necrosis factor-α (TNF-α), platelet-acti-
vating factor (PAF), reactive oxygen species (ROS)) and endotoxins (causes edema in 
the submucosa, decreases the intestinal blood flow, villi necrosis) are primary factors 
in charge of the injured intestinal mucosal barrier and increase the intestinal perme-
ability and BT consequently [38].

3.2 Who is the victim? Who is the criminal?

Sepsis is a hazardous organ dysfunction with high mortality and morbidity rate. 
The main characteristic of sepsis is “dysregulated host response to infection” [55], 
which will eventually bring about microvascular injury, problematic perfusion, 
cellular hypoxia, and finally, shock [2–5, 15].

Intestines are usually referred to as the “star of the show” during sepsis as they 
are accused of causing MODS [4, 7, 9, 12], yet sepsis (and septic shock) also disrupts 
the intestines by impairing the perfusion of the intestinal mucosa, epithelial edema, 
initiation of excessive apoptosis and necrosis of the gut epithelia [56], coagulation-
associated local dysregulation, and cause hyperpermeability, microbiota transfor-
mation into pathobiota, BT and loss of absorptive functions [3].

3.2.1 Systemic inflammatory response

As an exaggerated inflammatory response is implicated in the pathophysiology 
of sepsis, involvement of inflammatory cells along with pro-inflammatory cyto-
kines in this process is inevitable [2–5, 15, 55].

Upregulation of the adhesion molecules in the endothelial layer of the gut, 
induced by damage-associated molecular patterns (DAMPs) and PAMPs, leads to 
migration of the neutrophils, monocytes, and macrophages to the intestinal tissue. 
Pro-inflammatory cytokines released from these recruited cells initiate local and 
systemic inflammation [5, 14]. In addition, escalated activated macrophage infiltra-
tion into the artery walls inaugurates atherogenesis [14].

Besides, pattern recognition receptors (PRR) of PAMPs (including TLRs and 
NLRs) recognize the cell wall components of the bacteria via TLRs. TLR4 recog-
nizes gram-negative bacteria, whereas TLR2 recognizes gram-positive bacteria. 
At this point, LPS-induced TLR4 activates signaling pathways either by activation 
of mitogen-activated protein kinase (MAPK) and NF-κB via MyD88-dependent 
signaling pathways or the TIR-domain-containing adapter-inducing IFN-β (TRIF)-
dependent (MyD88-independent) by TLR4 endocytosis [23]. In the MyD88-
dependent pathway, nuclear translocation of NF-κB encourages the transcription of 
pro-inflammatory genes such as IL-1 α/β, IL-6, IL-18, and TNF-α, whereas, in the 
TRIF-dependent pathway, nuclear translocation of IFN regulatory factor 3 (IRF3) 
promotes IFN-inducible genes and the type I IFNs [14, 23, 57].

TLR4 cannot bind LPS per se, needs a cofactor, CD14, which hands the LPS 
to TLR4 [14], and controls the LPS-induced endocytosis of TLR4 apart from the 
signaling pathways mentioned above [23, 58].

Although these reactions initially manifest as local inflammation, the process 
ultimately transforms into a “cytokine storm” [5, 14]. On the contrary, both the 
MyD88-dependent and TRIF-dependent signaling pathways produce pro- and 
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anti-inflammatory mediators (IL-10) synchronously [23]. Thus, although it has 
been presumed that extinguishing the hyperinflammation is beneficial in septic 
patients, an overbalance of anti-inflammatory activity causes an inadequate 
response to primary infection and makes the patient prone to secondary infections 
[5, 59, 60].

Additionally, TLR4 manages intestinal cell turnover. During sepsis, elevated 
cytokine levels shift the balance between proliferation and apoptosis of the crypt 
and villus in favor of apoptosis and necrosis of the intestinal mucosa, which 
increases the intestinal permeability as a consequence of decreased villus height, 
increased release of DAMPs which feed the inflammatory process and brings about 
ulcer development along with hemorrhage and acceleration in intestinal impair-
ment [4, 5, 56]. The elevated levels of pro-inflammatory cytokines are also shown to 
reduce the thickness of the mucus layer, the adherence of the mucus layer, and the 
luminal coverage [4, 52].

Besides, several studies reported that M cells located in the villi provide  
antigens a channel to mucosal lymphoid tissue, which is a trap where they 
encounter antigen-presenting cells (APCs). APCs present them with the help 
of MHC class II to CD4+T-cells [61]. In addition to that, DCs interact with T 
cells and B cells and selectively generate pro- and anti-inflammatory immune 
responses mostly through LPS-induced TLR-associated pathways (for a recent 
review, see reference [23]).

Inflammatory host response during sepsis may alter the layers of the IB and 
cause intestinal hyperpermeability and BT, and these alterations modulate the 
changes in the expression of the proteins of the TJs such as transmembrane proteins 
(occludin, junctional adhesion molecules, claudins) and peripheral proteins like 
zonula occludens-1 (ZO-1), which is in a relationship with actin-myosin complex of 
the cytoskeleton [11]. Furthermore, TNF-α, IL-6, and IL-1β levels can be elevated 
via activation of myosin light chain kinase (MLCK), an enzyme phosphorylating 
the myosin regulatory light chain and leading to hyperpermeability and create 
a positive feedback mechanism of MLCK activation through ZO-1 and occludin 
alterations. Aggravated systemic inflammation because of the increased permeabil-
ity leads to a futile cycle [4].

3.2.2 Sepsis-induced self-digestion of the gut

Pancreatic enzymes are shown to cause multiple organ failure via autophagy 
[62]. Sepsis-induced ischemia of the gut exacerbates self-digestion and causes 
mucosal barrier damage leading to the release of DAMPs and pro-inflammatory 
cytokines from intestinal epithelial cells [5, 63].

Proteases, including pancreatic enzymes in the intestines, also activate the 
pro-metalloproteinases (MMPs) under ischemic conditions. Enzymatic activity 
of MMPs destructs intercellular junctions via proteolytic cleavage of junctional 
proteins’ ectodomain, therefore increasing the intestinal permeability. Additionally, 
MMPs can digest the endothelial basal membrane [64].

Besides, LPS can induce expression of MMP7, and Paneth cells’ degranulation, 
which promotes gut hyperpermeability, while MMP7 itself enhances local intestinal 
inflammation and intestinal damage via activation of α-defensin, subsequently 
stimulating the release of IL-6 from ileal epithelia and macrophages. Furthermore, it 
was previously confirmed that MMP7 and MMP13 are correlated with loss of intesti-
nal integrity, inflated BT, and the development of multiple organ dysfunction [5].

After all, it has been reported in several studies that the inhibition of pancreatic 
enzymes protects the sepsis-induced intestinal autophagy and improves the overall 
progress [64, 65].
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3.2.3 Intestinal circulatory problems during sepsis

25% of the total cardiac output (up to 35% during digestion) is normally 
diverted to splanchnic vasculature [5]. Intestinal hypoperfusion can be caused 
by various reasons like mesenteric ischemia, abdominothoracic vascular surgery, 
shock, severe burns, transplantation surgery, necrotizing enterocolitis, sepsis, 
and septic shock [50], because of the redistribution of blood to protect the vital 
organs [38]. Intestines are highly sensitive to hypoperfusion as the enterocytes have 
the highest turnover rate among other fixed-cell populations in the body, with a 
lifespan of 2–6 days [3, 66]. Thus, hypoperfusion causes damage to the intestinal 
mucosal barrier [5]; moreover, the inflammation as a response to hypoperfusion 
caused by the ischemia/reperfusion further injures the intestines [3], resulting in 
loss of IB integrity, BT accompanied by systemic inflammatory response via release 
of pro-inflammatory cytokines [5, 50, 67].

In addition to that, vasodilation emerges as the pro-inflammatory cytokines 
(IFN-γ, TNF-α, IL-4, platelet-activating factor) affect vascular smooth musculature 
and endothelium, as well as capillary leakage, venous stasis, and ultimately dimin-
ished cardiac output, and hypoperfusion is seen [38, 68, 69]. Furthermore, com-
pensatory mechanisms, such as the renin-angiotensin-aldosterone system, provokes 
the release of vasoconstriction and contribute to hypoperfusion. Also, regulatory 
features of the microvasculature (arterioles, venules, and capillaries) related to 
perfusion and oxygen distribution are lost due to sepsis-induced hyperinflamma-
tion and its inevitable outcome, ROS [38, 69–71].

3.2.4 Coagulopathy

Disseminated intravascular coagulation (DIC) is still an up-to-date challenge as 
of the significant lethal problems of sepsis. It is suggested that both intravascular 
and extravascular fibrin formation are seen in sepsis-associated DIC due to coagula-
tion activation combined with fibrinolysis inhibition [72].

In sepsis, activation of coagulation is driven mainly by the tissue factor (TF) 
pathway, in which TF is derived from endothelial cells, monocytes, neutrophils, and 
liver, whereas suppression of fibrinolysis is coordinated by plasminogen activator 
inhibitor-1 (PAI-1) [5]. “Activation of coagulation”: Neutrophil activation, caused 
either by direct contact with the pathogen or damaged cell- or bacteria-originated 
small molecules cause neutrophils initially to release a significant amount of TF [73, 
74]. Later on, elastase is released from the neutrophils as well. Elastase has the abil-
ity to inhibit plasminogen together with the TF pathway, which is a crucial coagula-
tion suppressor system [75, 76]. Neutrophil extracellular traps (NETs), which are 
released from neutrophils in order to trap and eliminate the microbes, also contrib-
ute to alterations in the coagulation via activation of Factor XII due to their nega-
tively charged surfaces, fibrin formation, and competitively blocking the binding 
sites of tissue plasminogen activator (tPA) for clot degradation by fibrin cleavage 
[77–80] This explains the persevere on-going of the post-sepsis micro- and macro-
thrombosis events [81]. “Inhibition of fibrinolysis”: Sepsis-associated DIC differs 
from malignancy-associated one, since it is characterized by intensive suppression 
of fibrinolysis via overproduction of PAI-1, instead of the consumption of coagula-
tion factors, od and differs from fibrinolytic phenotype DIC, as the consequential 
effects of this suppression in sepsis-associated DIC lead to tissue hypoperfusion 
resulted in organ dysfunction. Hence, the fibrin-related markers are not safe to use 
to assess the severity of sepsis as hypofibrinogenemia is uncommon [81, 82].

Besides, antibody-mediated action in the presence of pathogens can activate 
the complement system during sepsis. Coagulation system is also affected by the 
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activated complement factors via generating an epithelial surface to facilitate clot 
formation. Activated C3 also activates platelets through the alternative pathway for 
stimulating aggregation, while activated C5 stimulates endothelial and inflamma-
tory cells, inducing TF expression [83, 84]. In reverse, activated coagulation system 
can also impact the complement system. TCC production via activation of C5 is 
achieved by thrombin. Additionally, plasmin can also activate C3 and C5, forby 
other proteases of the coagulation cascade activate several complement factors like 
IXa, Xa, XIa, and XIIA [85]. These factors collectively disturb intestinal micro-
circulation and intestinal physiology and recruit the immune cells throughout the 
incidence of sepsis-associated DIC [5].

4. Diagnostic techniques

It is pretty challenging to diagnose or assess the IB function directly due to the 
invasiveness of intestinal tissue sampling. However, there are some methods or 
biomarkers that indirectly assess IB function. The measurement of biomarkers in 
urine, blood, or feces generally needs simple, non-invasive test methods.

4.1 Tissue culture methods

The tissue culture methods are based on the direct detection of intestinal bacteria 
in extraintestinal tissues. The mesenteric lymph nodes (MLN), extraintestinal tis-
sues, swabs of the intestinal wall serosa or abdominal cavity, blood, and lymph are 
subjected to bacterial culture. Living bacteria are isolated, counted, and detected using 
microscopy. Direct detection has tremendous importance; however, many factors may 
interfere with the measurement [38]. For the culture of MLN, lymph nodes are sug-
gested to be excised and be homogenized in saline. The homogenate can be inoculated 
onto Columbia blood agar and cysteine lactose electrolyte deficient media.

BT can also be measured by identifying intestinal bacteria from MLN, which is 
normally sterile [86]. For the culture of MLN, a lymph node from the mesentery 
of the terminal ileum is suggested to be excised at laparotomy and be homogenized 
in saline. Then, the homogenate can be inoculated onto Columbia blood agar and 
cysteine lactose electrolyte-free media.

4.2 Use of labeled bacteria

Radioactive tracers or plasmids are used to label bacteria for their in vivo 
detection. This method can detect the bacteria which is attached to intestinal 
mucosa-associated lymphoid tissue. However, this method can be used primarily in 
scientific research labs due to its cost and technical requirements.

Fluorescence and isotopes labeling methods are recently in use. PUC19 plasmid 
was constructed in the 1980s and was used extensively in molecular cloning and 
discrimination of gene recombination [87]. In this method, the plasmid vector 
carries the ampicillin resistance gene; the plasmid contains polyclonal restriction 
endonuclease sites, which discriminates against the positive bacteria. Thus, the 
PUC19 plasmid is introduced as an ideal tracer for demonstrating BT.

4.3 PCR techniques

Intestinal BT can be demonstrated by isolating bacterial DNA in patients’ blood 
or body fluids and then amplifying and sequencing them. The PCR detection 
method is more sensitive, has a higher positive rate, and can specifically detect 
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certain bacteria when compared to blood culture methods. PCR technic is also a 
valuable tool for detecting BT in patients with undetected infectious focus. The 
disadvantage of this method is that only the presence of bacterial debris can be 
detected, the viability and quantity of the bacteria cannot be determined, and drug 
sensitivity tests cannot be performed. The quantification of total bacterial 16S 
rDNA in plasma is used to assess human and animal systemic microbial transloca-
tion in vivo and thus is a great tool to study the role of systemic microbial products 
in disease pathogenesis and mucosal barrier function. The bacterial 16S rDNA assay 
can analyze 90% of bacterial strains, including Gram-positive and Gram-negative 
bacteria. However, the use of this assay is highly challenging because of its high 
technical demands and the risk of contamination [88].

4.4 Detection of endotoxin

Lipopolysaccharide (LPS), the integral component of the outer membrane of 
all gram-negative bacteria are shown to lead to BT. Since sepsis leads to intestinal 
submucosal edema and impairs the integrity of the mucosal barrier resulting in an 
imbalance of gut microflora and increased bacterial endotoxin-induced mucosal 
injury, endotoxin detection in the blood is a good marker of BT [38, 89].

Endotoxins can be detected in biological fluids by the Limulus amoebocyte 
lysate assay. Methods using fluorescence phage recombinant technology are also 
introduced [90].

4.5 Measurement of IB function

Several methods are used for the measurement and the evaluation of intestinal 
permeability and barrier function, such as the measurements of transepithelial 
resistance and assessment of macromolecular flux across isolated segments of GI 
tissue or colonic biopsies in Ussing chambers, measurement of permeability using 
fluorescein isothiocyanate (FITC)-dextran permeability in cell lines, morphologi-
cal measurements of the TJ components, measurement of dilution potentials, and 
polyethylene glycol (PEG) profiling to assess the pore pathways [91, 92].

4.6 Intestinal permeability

Methods used to measure intestinal permeability are based on detecting the 
passage of the molecules across the intestinal epithelium. Several markers can be 
used alone or in combination to assess intestinal fluxes. Large molecules, lipophilic 
compounds, and nutrients generally prefer the transcellular route by passing 
through the intestinal epithelial cells by endocytosis, passive diffusion, or mem-
brane transporters. On the other hand, ions and small hydrophilic molecules prefer 
the paracellular transport pathway. Thus, molecular size and structure are signifi-
cant determinants of intestinal permeability [93].

Cell culture-based models using Caco-2 or HT-29 cell lines assess electrical 
resistance and intestinal flux in vivo. In contrast, differential urinary excretion tests 
with the use of chromium-labeled EDTA (51Cr-EDTA), polyethylene glycols (PEG), 
or non-metabolizable sugars such as lactulose and mannitol are frequently used to 
measure in vivo intestinal permeability [94]. Lactulose can cross the membrane via 
the paracellular pathway, while mannitol can easily cross the intestinal epithelium 
through transcellular and paracellular routes. Multi-sugar tests are offered to assess 
intestinal permeability simultaneously [28, 95]. Ovalbumin, horseradish peroxi-
dase, dextrans, and fluorescently labeled microorganisms are used to measure the 
intestinal permeability in the blood [96]. Claudin protein levels can be measured in 
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urine samples for intestinal TJ loss since claudins play a critical role in regulating the 
paracellular barrier pathway [97].

4.7 Urinary biomarkers

Markers of microbial translocation, inflammation (IL-6), and intestinal dam-
age as well as fatty acid-binding proteins (FABP) and glutathione S-transferases 
(GSTs), which can be determined using ELISA technics, are suggested as significant 
biomarkers demonstrating intestinal epithelial cell damage. Fatty acid-binding 
proteins (FABPs) are small intracellularly or membrane-localized proteins released 
in the extracellular space in their soluble extracellularly from early after a cell or 
tissue damage. There are three main types of FABP. Liver-type FABP, intestinal-type 
FABP, and ileal FABP. During intestinal cell damage, intestinal-type FABP (I-FABP) 
is released from the enterocytes in the systemic circulation and excreted through 
the kidney [98]. Therefore, it has been suggested that I-FABP is an early biomarker 
to detect impairment of IB and injury in sepsis [99–101].

GSTs are cytosolic enzymes released when the cell membrane is damaged and 
play a crucial role in the detoxification of xenobiotics. Hence, α-GSTs are intro-
duced as intestinal biomarkers [95].

4.8 Fecal biomarkers

Inflammatory molecules such as calprotectin in feces are proposed as a fecal 
biomarker reflecting the impaired IB function [102]. Calprotectin is a small protein 
in the leukocytes and is released in the lumen upon neutrophilic infiltration of the 
gut mucosa during inflammation and can be detected using ELISA technics.

5.  Therapeutic options for the improvement of the IB dysfunction in 
sepsis

Although it has been known that BT is strongly associated with the progress of 
sepsis and septic morbidity, no decisive clinical therapy is proposed for the repair 
of the impaired IB and the treatment of sepsis [14]. However, some strategies such 
as modulation of the IB, inhibiting immoderate bacterial growth, regulating the 
effects of immune mediators, endotoxins, and NO, preventing oxidative stress, and 
improving intestinal ischemia and reperfusion injury were reported the severity of 
sepsis-associated BT [38].

5.1 Selective elimination of pathogenic bacteria

Removal of pathogenic bacteria, including gram-negative bacilli and symbiotic 
anaerobic bacteria, by the treatment with non-absorbed oral antibiotics such as 
polymyxin E, polymyxin B, amphotericin B, and tobramycin were suggested to 
reduce mortality [103, 104]. Although the treatment with non-absorbable antibiot-
ics was believed to reduce the incidence of infection by pathogenic gram-negative 
bacteria and improve mortality rates, antibiotic resistance appeared as a limiting 
factor [105]. Since sepsis is an acute disease with high morbidity and mortality in 
intensive care units leads to intestinal flora disturbance, induces IB impairment, 
causes BT, systemic inflammation, and MODS; broad-spectrum antibiotics are 
frequently used in severe sepsis treatment [106]. Antibiotics are reported to affect 
the inflammatory process and ameliorate intestinal microcirculation in sepsis [107]. 
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It was recently demonstrated that broad-spectrum antibiotics prevent BT to distant 
organs such as the liver and lungs in septic rats [108]. There is, however, evidence 
that broad-spectrum antibiotics can lead to an imbalance in the intestinal micro 
ecological environment, promote BT in sepsis, and cause drug resistance and patho-
genicity, especially when MODS develops [109]. High-dose antibiotic therapy is 
also suggested to promote the translocation of native symbiotic bacteria and induce 
an inflammatory response, leading to late-onset sepsis [110]. It was concluded that 
metronidazole, an antibacterial and antiprotozoal drug used to treat giardiasis, 
anaerobic infections, and inflammatory bowel disease, reduces colonic bacterial 
counts and improves intestinal inflammation by suppressing cellular immunity 
[111]. Erythromycin was shown to increase gastric motility by affecting the motilin 
receptors in smooth muscle cells of the stomach, facilitating gastric emptying and 
decreasing the acidity and residual gastric fluid volume [112]. Treatment with 
antibiotic combinations (vancomycin, neomycin, and polymyxin b) prevented 
the translocation of intestinal bacteria to the pancreas by inhibiting the pancreatic 
NLRP3 pathway and inhibiting intestinal-pancreatic inflammatory responses [113].

5.2 Modulation of immune function and oxidative stress

During the attack of pathogenic bacteria, which destroys the IB or at decreased 
IAP conditions and increased LPS levels, the TJs are disintegrated. Macrophages are 
activated to produce pro-inflammatory cytokines, which also activate macrophages 
in circulation and cause the transportation of bacteria and LPS into the blood circula-
tion [14, 114]. As previously mentioned, both the quantity and the functions of the 
secreted IgA diminish during pathological conditions [38]. Oral sIgA supplementa-
tion was shown to increase local sIgA levels in the intestine. Epithelial growth factor is 
suggested to promote the regeneration of intestinal mucosal epithelial cells, maintain 
the normal structure of intestinal mucosa, protect the intestinal mucosal immune 
barrier, and prevent BT [115]. Studies indicated that glutamine and growth hormone 
supplementations reduce intestinal BT and regulate inflammatory pathways [38].

Exogenous IAP administration was suggested to improve the IB function, while 
oral or enteral administration of IAP ameliorated the disintegrated IB [116, 117]. It was 
recently reported that high fat, Western-type diet-induced IB dysfunction, improved 
glucose intolerance, and orally administered IAP improved severe ulcerative colitis 
patients [118]. Since it was reported that anti-TNFα antibodies and inhibition of 
myosin light chain kinase (MLCK) prevented the impaired barrier function, treatment 
with these antibodies and inhibitors was suggested to reduce the severity of inflamma-
tory bowel diseases. As IL-13 induces the disruption of barrier function by upregula-
tion of claudin-2 expression, inhibition of IL-13 or claudin-2 seems to be proper 
targets for the treatment of BT [14]. The antimicrobial peptide cathelicidin-BF (C-BF) 
inhibited small IB dysfunction in the LPS-induced septic model in rodents [119].

Curcumin reduces the LPS/IL-1β-induced impairment of TJs [120], while 
berberine decreases the effects of LPS-mediated signaling through the Wnt/beta-
catenin pathway to restore intestinal permeability in a rat model of sepsis [121]. It 
was suggested that cortisol reduces the expression of TJ proteins by alleviating the 
glucocorticoid receptor (GR) binding to the occludin and increases paracellular 
permeability and lubiprostone prevents stress-induced IB dysfunction [122]. A new 
GR agonist, 16α-hydroxytrametenolic acid (from edible mushrooms), is suggested to 
ameliorate the barrier dysfunction through PI3K/Akt/NF-κB signaling pathway [123]. 
Metformin is introduced to be beneficial for the protection of IB dysfunction by the 
inhibition of JNK activation through the AMPKα1-dependent signaling pathway [124]. 
Treatment with resveratrol increased the expression of sirtuin-1 in obese septic mice 
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and decreased the inflammatory response. Sirtuins also play a significant role during 
the late onset of septic “hypo-inflammation”; SIRT-2 inhibition in obese septic mice 
preserved a decreased microvascular inflammation and protected against thrombotic 
events [125]. Tezosentan, a non-selective ETA and ETB receptor antagonist, improved 
intestinal microcirculation in intestinal ischemia–reperfusion injury by reversing the 
BT and cellular disintegrate of the intestinal mucosa [50]. Allopurinol, vitamin C, 
coenzyme A, Quercetin, Ginkgo biloba extract, and N-acetyl cysteine are suggested 
to inhibit ROS production, protect the cell membrane, and intestinal mucosa against 
ROS-related damage [38]. Rhubarb, the edible petioles of species and hybrids (culinary 
rhubarb) of Rheum in the family Polygonaceae, was shown to reduce intestinal BT 
and intestinal mucosal permeability through ROS scavenging and protection of the 
intestinal mucosa integrity [126]. Huoxue Jiedu Ling, a mixture of wormwood, salvia 
miltiorrhiza, white-headed weng, rhubarb, and licorice, is suggested to inhibit intes-
tinal BT and reduces the oversecretion of cytokines by macrophages [127]. Shen-Fu 
Decoction (SFD), a traditional Chinese herb formulation, has been widely used to 
treat sepsis in China. A recent study showed that SFD significantly prevented intestine 
and liver damage, relieved sepsis-induced intestinal permeability and inflammation, 
ameliorated sepsis-induced impaired intestinal permeability by regulating the expres-
sion of ZO-1, Occludin, Claudin-1, and p-VASP [128].

5.3 Probiotics

The World Health Organization (WHO) describes probiotics as “live microor-
ganisms which when administered in adequate amounts confer a health benefit 
on the host” [129]. The most known microorganisms used as probiotics are 
the Lactobacillus, Bifidobacterium genera, Enterococcus, Streptococcus, and 
Escherichia, which have been suggested to benefit some gastrointestinal disorders 
by ameliorating the gut microbiota ecosystem [130]. Prebiotics are non-digestible 
food component fibers selectively inducing the growth and activity of probiotic 
bacteria, and synbiotics are described as the mixtures of probiotics and prebiotics, 
which are expected to be more beneficial in many pathological conditions. These 
microecological regulators promote the intestinal flora by inhibiting the coloniza-
tion of exogenous bacteria and excessive growth of endogenous pathogenic bacteria, 
maintaining the ecological balance in the intestine, and reducing BT [131]. In addi-
tion, it is believed that probiotics produce bacteriocins to kill pathogens, synthesize 
IgA and reduce inflammation by stimulating regulatory lymphocytes through 
interleukin (IL)-10 and transforming growth factor signaling [132]. It was reported 
that Lactobacillus rhamnosus GG pretreatment in a septic mouse model effectively 
reduced mortality, possibly by improving intestinal permeability and modulating 
microbiota dysbiosis [133]. Studies showed that supplementation of Bifidobacterium 
breve strain Yakult and Lactobacillus casei strain Shirota as probiotics and galac-
tooligosaccharides as prebiotics reduced the incidence of infectious complications 
such as enteritis, pneumonia, and bacteremia in patients with severe SIRS compared 
to those who did not receive synbiotics [134]. Synbiotics are a potential treatment 
option for sepsis patients since the complications of enteritis, and ventilation-asso-
ciated pneumonia was significantly decreased in the patients treated with synbiotics 
[135]. However, the application of probiotics on sepsis has been limited due to the 
theoretical risk of aggravating bacteremia in patients with critical illnesses [136].

5.4 Fecal microbiota transplantation

Clinical studies showed that sepsis is influenced by gut microbiota disruption 
[137]. Fecal microbiota transplantation (FMT) is the administration of fecal material 
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from a healthy donor into a patient’s intestinal tract with an altered gut microbiota to 
restore its functions. Randomized controlled trials showed that FMT is successfully 
applied in treating recurrent C. difficile infections. In addition, it helped restore bac-
terial communities in cecal crypts crucial in protecting intestinal stem cells, preserv-
ing immunological pathways by enhancing the expression of toll-like receptors and 
introduce the short-chain fatty acids, bile acids, eukaryotic, and prokaryotic viruses 
to the intestinal ecosystem [138, 139]. It has been postulated that if the symbiosis 
between the commensal bacteria and the human host becomes imbalanced, the 
innate and adaptive immune systems are disturbed [140]. Protective anaerobes are 
lost in fecal specimens with severe sepsis, indicating that pathobiota may dysregulate 
the immune system during sepsis [137]. Thus, FMT provides the restoration of 
intensive care unit-associated dysbiosis and intestinal decolonization of multidrug-
resistant (MDR) organisms.

Furthermore, the introduction of symbiotic bacteria may decrease the antibiotic 
resistance genes present in the microbiome [139]. Treatment with FMT provides a 
complete reversal of dysbiosis, decreases the levels of inflammatory mediators, and 
normalizes T helper-(Th-)1/Th2 and Th1/Th17 ratios. However, since MDR is a 
leading cause of sepsis complications in intensive care unit patients, FMT has been 
evaluated in different case series. Results cannot be easily analyzed because of the 
high risk of bias in smaller studies, results of different studies cannot be conclusive 
because of different patient populations (with the most common organisms are 
carbapenem-resistant Enterobacteriaceae, vancomycin-resistant Enterococci, and 
extended-spectrum β-lactamase-producing bacteria, and Pseudomonas, methicil-
lin-resistant S. aureus, and Acinetobacter [141].

6. Conclusion

Sepsis is a severe life-threatening organ dysfunction resulting from a systemic 
inflammatory response to infection. BT occurs more frequently in patients with 
intestinal obstruction, endogenous infections, endotoxemia, and impaired immune 
system, which is the cause of subsequent sepsis and ultimately leads to multiple 
organ dysfunction. The present chapter focused on sepsis-induced dysfunction 
of the IB leading to BT and multiple organ dysfunction. In addition, the underly-
ing molecular mechanisms of BT in sepsis, diagnosis, and assessment of BT and 
therapeutic approaches were also discussed. Elucidating the factors affecting BT 
may lead to implementing interventions that contribute to improved patient out-
comes. Unfortunately, there are no proven beneficial therapeutic options to prevent 
sepsis-induced BT yet; however, attempts at selective gut decontamination, the use 
of pre-or probiotics, new regimes for antibiotic prophylaxis, and fecal microbiota 
transplantation, to patient care will provide significant improvement for the treat-
ment of sepsis.
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Chapter 16

Assessment and Management 
of Hypoperfusion in Sepsis and 
Septic Shock
Zohair Al Aseri

Abstract

Diagnosis of organ hypoperfusion in patient with sepsis is not always straightfor-
ward which makes septic shock definition, diagnosis, and early treatment are major 
challenges that emergency physicians and intensivist must deal with in their daily 
practice. Normal blood pressure does not always mean good organ perfusion, which 
means patient might develop septic shock, yet they are not hypotensive. There are 
several indices that could be used in combination to diagnose and manage hypoperfu-
sion in patients with septic shock. Fluid resuscitation and vasopressor administration 
along with infection sources control are the cornerstones in septic shock management. 
This chapter will cover indices that can be used to diagnose hypoperfusion, type and 
amount of fluid and vasopressor that can be used in resuscitating septic shock patients.

Keywords: septic shock, hypoperfusion, fluid resuscitation, vasopressor

1. Introduction

Sepsis is defined as life-threatening condition caused by a dysregulated host 
response to infection, resulting in organ dysfunction while septic shock is circulatory, 
cellular, and metabolic abnormalities in septic patients, presenting as fluid-refractory 
hypotension requiring vasopressor therapy with associated tissue hypoperfusion 
[1]. Septic shock has high mortality rate and constitutes 20% of all global deaths [2]. 
Mortality associated with septic shock range from 24–41% [3–6]. Increased morbidi-
ties and decreased functional status of septic shock patients after hospital discharge 
are major concerns and related to poor management [7]. Management of Septic shock 
include early recognition, source control with antibiotic and surgical intervention if 
needed, adequate perfusion and vital organ support including renal and respiratory 
support [8]. Patient in the early stage of septic shock required individualized fluid 
resuscitation and early administration of vasopressor to ensure tissue perfusion.

2. Indices of Hypoperfusion

Progression of sepsis to septic shock occur very quickly and leads to hypoperfu-
sion, end organ failure and death. Figure 1 summaries the pathophysiology of 
sepsis and septic shock [9–11]. Hemodynamic, clinical and laboratory indices could 
be used to determine the level of hypoperfusion and its response to resuscitation. 
Table 1 summaries the perfusion indices of and their targets during resuscitation.
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2.1 Heart rate

Tachycardia is common sign of septic shock, and it predicts poor prognosis of 
septic shock patient. It is caused by stimulation of α- and β-adrenergic receptors 
increases in response to venodilattion and could be also related high temperature. 
Tachycardia is a sign impaired arterial tone [12]. It increases oxygen consumption, 
decreases diastolic filling and coronary perfusion, and increases arrhythmia [13]. 
Patients with septic shock and persistent tachycardia despite resuscitation measures 
has high mortality and morbidity rate [14].

2.2 Blood pressure

Blood pressure is easy to measure and monitor. Blood pressure is  determined by 
cardiac output, systemic vascular resistance, and arterioles  pressure and coronary 
perfusion and heart flow depend upon diastolic arterial pressure (DAP) [15].

Figure 1. 
Pathophysiology of sepsis and septic shock.

Index Target

Heart Rate 60–90 Beats per minute

Mean arterial pressure MAP ≥65 mmHg

Diastolic arterial pressure (DAP) ≥50 mmHg

Skin examination Normal color worminess

Temperature ≥ 36oC

Capillary Refill Time (CRT) < 3 seconds

Urine Output (OUP) ≥ 0.5 ml/kg/hour

Central Venous Pressure (CVP) < 6–8 mmHg in spontaneous breathing
> 12–15 mmHg in ventilated patient

Serum Lactate < 2.2 mmol/L

Table 1. 
Indices of hypoperfusion and their targets.
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Hypotension reflects decrease cardiac output, but it could be a delayed sign 
of hypoperfusion, and its absence does not necessarily rule out hypoperfusion. 
Hypotension triggers resuscitation. Low diastolic arterial pressure, in septic shock 
indicates impaired arterial tone. Optimizing blood pressure is one of the goals of 
fluid resuscitation and associated with better outcome [16]. Prolonged hypotension, 
low mean arterial pressure (MAP) and DAP associated with high mortality in septic 
shock patient [17, 18]. Normal MAP and DAP should be targeted to improve survival 
of septic shock patients [15]. No evidence what the best target level of DBP is but 
common approach is to titrate vasopressors in septic shock to keep DAP ≥50 mmHg 
[19]. Resuscitation should target MAP of 65 mmHg per the septic shock guidelines 
[20]. Hypoperfusion may persist even when pressure is restored so personalization 
approach to target blood pressure should consider other indices of perfusion [21].

2.3 Skin changes

Skin examination including its color, blanching and worminess is one of the 
most important physical examination to determine level of skin perfusion which 
reflect vital organ perfusion. Anterior aspect of the knee is one body area that 
commonly examined for skin perfusion Mottling score is one of indices of hypoper-
fusion and associated with worse outcome regardless of vasopressor use [22, 23]. 
Normalization of skin color and disappearance of mottled skin are targets of 
resuscitation and related to higher survival rate of septic shock patient [24, 25].

2.4 Skin temperature

Skin temperature is one of the most accessible markers of skin perfusion and 
hence tissue perfusion [26]. Hypothermia in circulatory shock is associated with 
impaired outcome [27].

2.5 Capillary refill time (CRT)

CRT is the time taken to regain distal capillary bed color after blanching by 
pressure. Normally should be less than 3 seconds. It has been shown in in study 
of 783 critically ill patients that CRT is sensitive sign of decrease cardiac output 
measured by echocardiogram [28]. Capillary refill time is one of the best indices 
of adequate perfusion [29, 30]. And could be used as screening tool to predict 
sick patient that might need admission to critical care area. In one study, CRT and 
lactate are similar in predict survival [31]. In other study prolonged CRT associated 
with decrease perfusion of the liver, kidneys, gut and spleen [32]. CRT more than 
4 seconds associated with higher mortality rate of septic shock patients [33]. In a 
randomized controlled study of septic shock patients with high lactate level but 
with a normal CRT had lower day-28 mortality when compared to prolonged CRT 
and high lactate level and survival of patients is higher with when resuscitation is 
guided by capillary refill time but not lactate levels [34]. When CRT used as index 
as optimal resuscitation it led to decrease mortality rate and should be used to guide 
fluid resuscitation in septic shock patient [34–36]. Septic shock patients failing to 
normalize their CRT after the first fluid bolus in ED had high mortality [37].

2.6 Passive leg raise

Passive Leg Raise (PLR) Can assist in identifying preload dependence. 
Utilization of the passive leg raise as index of resuscitation lead to reduce net 
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fluid balance, acute kidney injury and pulmonary edema and may improve 
 outcomes [38].

PLR became more popular and easier to use in different sitting including emer-
gency department sitting [39].

By moving the patient from a semi-recumbent position, lowering the trunk and 
raising the patient’s legs to 45°, an amount of ~300 mL of blood is transferred to the 
ventricles, thereby increasing the cardiac preload. If CO increases of at least 10% 
compared to baseline, the patient is considered preload responsive, thus capable of 
displaying a CO increase following administration of fluid. The change in cardiac 
output changes in is measured by thermodilution, echocardiography, pulse contour 
analysis or pulse pressure variation. Passive leg rising is shifts venous blood from 
the legs to the intrathoracic compartment. This response can predict the response to 
a fluid challenge. Passive leg-raise test is accurate and has excellent sensitivity and 
specificity, for that it is recommended to determine fluid responsiveness [20, 40]. A 
meta-analysis of 21 studies and 991 adult patients showed that a 10% 2% increase in 
cardiac output with PLR predicted fluid responsiveness [41].

2.7 Urine output

Oliguria which is urine output less than 0.5 ml/kg/hour is one of the main 
triggers for fluid challenges in septic shock patient [16]. Oliguria is one of signs of 
acute renal failure which is an independent risk factor associated with increased 
mortality during sepsis. Low UOP may reflect low renal perfusion pressure. 
UOP 30–50 mL/h in adult patient with septic shock should prompt further fluid 
resuscitation or other measures to increase cardiac output in a non–fluid-respon-
sive patient [42]. UOP should not be taken alone as fluid resuscitation may not 
increase urinary output and cause positive fluid balance in patients with septic 
shock [20].

2.8 Central venous pressure (CVP)

Venodilation and hypovolemia cause decrease in ventricular preload which is 
signaled by decrease in central venous pressure. CVP reflect the right atrial pres-
sure [43]. CVP alone is a poor variable to predict fluid responsiveness [44, 45]. The 
target CVP is < 6–8 mmHg in spontaneous breathing patient and > 12–15 mmHg in 
mechanically ventilated patient [46].

2.9 Lactate

Lactates reflect the onset of anaerobic metabolism. In experimental condi-
tions, lactate increases when oxygen consumption increased and oxygen delivery 
decreased. Lactate also elevated in beta-adrenergic stimulation, leading to an 
accelerated glycolysis and liver failure. Lactate >2 mmol/L associated tissue hypo-
perfusion (lactate >2 mmol/L) [47]. Clinical studies show high lactate levels are 
associated with a high mortality, independently of its cause [48]. Lactate is easy 
to measure and can be used in emergency department triage and as a goal of early 
sepsis therapy [49]. Repeating lactate measurements is a trigger of resuscitation 
[20]. Lactate-guided resuscitation has emerged after the observation that the higher 
the decrease in lactate levels, the best the outcome [50].

Indices of hypoperfusion are combinations of pressure and flow measurements and 
clinical markers. They should be taken together and not to rely only on one index to 
diagnose and mange hypoperfusion [51].
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3. Fluid resuscitation of septic shock patient

Crystalloid intravenous fluid either ringer lactate or 0.9% normal saline is 
the first and the main step in restoring hemodynamic instability. Septic shock 
patient in the initial stage should be considered fluid responsive and receive 
fluid bolus [52]. Not all septic shock patient will respond to the initial fluid 
resuscitation, hence additional pharmaceutics intervention is needed to augment 
of fluid resuscitation to restore the hemodynamic and improve organ perfusion 
[53, 54]. Fast intravenous (IV) crystalloid infusion has a slower redistribution 
rate. Interstitial distribution is hypothesized to be greater in sepsis than in 
healthy volunteers due to sepsis pathophysiology [55] (Figure 1). The maximal 
effect of IV crystalloid bolus achieves at one minute and return to baseline after 
30 minutes. Only one third of septic shock patient will have risen in MAP after 
fluid challenge [56, 57]. Amount of IV fluid resuscitation in patients with septic 
shock is not known. In one retrospective study found large amount of fluid more 
than 5 liter per day associated with increase mortality rate and need of ventila-
tory support [58, 59]. 50% 0f septic shock patients will be non-fluid responsive, 
where a condition where the administration of more fluid bolus may lead to 
fluid accumulation, impaired oxygen delivery, and worsening hypoperfusion 
[60]. How fast fluid should be administered in septic shock resuscitation is 
not known. Mainly retrospective studies shows failure to complete 30 mL/kg 
of IV crystalloid over 3 hours was associated with increased mortality [61]. In 
multi-center study found IV fluid administration within six hours was associ-
ated with decreased mortality [62]. regarding type of fluid in resuscitating 
septic shock patient, the current guideline recommends both sodium chloride 
and balanced crystalloids [20]. Studies within the critically ill have shown lower 
risk of in-hospital or 30-day mortality, AKI, or major adverse kidney event in 
the first 30 days with the use of balanced crystalloids over sodium chloride 
solutions [63, 64]. SMART trial, compared the two solutions in 15,802 critically 
ill patients, reported a lower rate of death from any cause, renal-replacement 
therapy, or renal failure with using balanced crystalloids versus normal saline 
[63]. In secondary analysis of SMART study among 1,641 patients were admit-
ted to the medical ICU with a diagnosis of sepsis, balanced crystalloids was 
associated with a lower 30-day in-hospital mortality rate, renal failure, and 
a higher number of vasopressor free days compared with use of saline [64]. 
Amount of fluids resuscitation should be decided to minimize the complication 
of over resuscitation as pulmonary edema, brain edema, abdominal compart-
ment syndrome and third space edema which will lead resulting in end-organ 
hypoperfusion by decrease oxygen delivery, capillary blood flow and lymphatic 
drainage. Which explain worse outcomes in shock with a positive fluid balance 
[55, 65, 66]. Collapsible inferior vena cava can along with other hypoperfusion 
indices can be used to monitor fluid and resuscitation of septic shock patient 
[67]. Resuscitation of septic shock patient with high volume of normal saline 
is associated with hyperchloremia, AKI, multiorgan dysfunction, and high 
mortality [68, 69]. Fixed amount of fluid hardly suitable for all septic shock 
patients, Teboul and Monnet proposed to administer crystalloid about 10 mL/
kg within the first 30 to 60 min and monitor patient [52]. If patient develop any 
signs of respiratory failure stop further boluses. In case CRT is still prolonged, 
tachycardia or low blood pressure reading, skin mottling increase in the infusion 
rate [70].

Perfusion indices should be used to individualize fluid administration approach in 
balanced crystalloid is recommended over normal slain in septic shock resuscitation.
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4. Vasopressors in septic shock management

Vasopressor increases systemic vascular resistance (SVR), cardiac output CO, 
and heart rate (HR) and rapidly restore organ perfusion [71]. Vasopressors either 
catecholamine- or non-catecholamine-based agents. Dopamine, norepinephrine, 
epinephrine, and phenylephrine are catecholamine-based vasopressors while 
vasopressin is a non-catecholamine-based vasopressors [72]. Norepinephrine is 
the first-line vasopressor for patients with septic shock [20]. Early vasopressors 
administration in septic shock patients revert the severely impaired arterial tone 
and associated with lowest mortality rate occurred when vasoactive agents were 
started 1 to 6 hours of septic shock identification [20, 73–76]. CENSER trial shows 
early NE administration is associated with increased shock control over the first 
6 hours [76]. Addition of vasopressin to norepinephrine in the few hours of shock 
when doses of norepinephrine dose is ≥1 μg/Kg/min, may decrease mortality, 
arrhythmia, hypotension and need for renal replacement therapy [77, 78]. Addition 
of vasopressin to norepinephrine is more effective in early septic shock manage-
ment and reach MAP target faster and lower incidence of atrial fibrillation [79, 80]. 
Possible complication of vasopressor includes dysrhythmias tachycardia or atrial 
fibrillation. Hyperlactatemia and hyperglycemia [80, 81]. Peripheral administration 
of vasopressors includes extravasation and peripheral ischemia given their potent 
vasoconstrictive properties [82]. Extravasation was uncommon if vasopressors 
are administered peripherally for less than 22 hours. Peripheral administration of 
vasopressors in upper arm using 20 gauge or larger is safe and feasible in the initial 
hours of resuscitation [82–84]. Vasopressor treatment can be initiated on a periph-
eral venous line with non-invasive BP monitoring, and shifted, as soon as possible, 
to central venous catheter with arterial pressure monitoring [85].

Early norepinephrine administration should be started in septic shock patient 
with slow response to fluid resuscitation. Vasopressin is recommended in when 
norepinephrine dose is ≥1 μg/Kg/min.

5. Conclusion

Septic shock is life threatening condition complicated with hypoperfusion, 
Indices of hypoperfusion are combinations of pressure and flow measurements and 
clinical markers. Indices should be taken together and not to rely only on one index 
to diagnose and mange hypoperfusion. Perfusion indices should be used to individ-
ualize fluid administration approach in balanced crystalloid is recommended over 
normal slain in septic shock resuscitation. Early norepinephrine administration 
should be started in septic shock patient with slow response to fluid resuscitation. 
Vasopressin is recommended in when norepinephrine dose is ≥1 μg/Kg/min.
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Sepsis Associated Acute Kidney 
Injury
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Abstract

AKI is a syndrome consisting of several clinical conditions, due to sudden 
kidney dysfunction. Sepsis and septic shock are the causes of AKI and are known 
as Sepsis-Associated AKI (SA-AKI) and accounted for more than 50% of cases of 
AKI in the ICU, with poor prognosis. Acute Kidney Injury (AKI) is characterized 
by a sudden decline in kidney function for several hours/day, which results in the 
accumulation of creatinine, urea and other waste products. The most recent defini-
tion was formulated in the Kidney Disease consensus: Improving Global Outcome 
(KDIGO), published in 2012, where the AKI was established if the patient’s cur-
rent clinical manifestation met several criteria: an increase in serum creatinine 
levels ≥0.3 mg/dL (26.5 μmol/L) within 48 hours, an increase in serum creatinine 
for at least 1.5 times the baseline value within the previous 7 days; or urine vol-
ume ≤ 0.5 ml/kg body weight for 6 hours. The AKI pathophysiology includes 
ischemic vasodilation, endothelial leakage, necrosis in nephrons and microtrombus 
in capillaries. The management of sepsis associated with AKI consisted of fluid 
therapy, vasopressors, antibiotics and nephrotoxic substances, Renal Replacement 
Therapy (RRT) and diuretics. In the analysis of the BEST Kidney trial subgroup, the 
likelihood of hospital death was 50% higher in AKI sepsis compared to non-sepsis 
AKI. Understanding of sepsis and endotoxins that can cause SA-AKI is not yet fully 
known. Some evidence suggests that renal microcirculation hypoperfusion, lack of 
energy for cells, mitochondrial dysfunction, endothelial injury and cycle cell arrest 
can cause SA-AKI. Rapid identification of SA-AKI events, antibiotics and appropri-
ate fluid therapy are crucial in the management of SA-AKI.

Keywords: Sepsis, Acute kidney injury

1. Introduction

Acute Kidney Injury is a syndrome that consists of several clinical conditions, 
due to sudden kidney dysfunction (within a few hours to several days) that causes 
retention of residual nitrogen (urea-creatinine) and non-nitrogenous metabolism, 
with or without oligouria, and is affected by some underlying disease. The most 
common causes of AKI in patients with critical illness are sepsis and septic shock, 
accounting for more than 50% of AKI cases in the ICU. The incidence of sepsis and 
AKI in critical patients increases gradually and both shows poor prognosis. In vari-
ous epidemiological studies, it is said that AKI occurs in 11-60% of sepsis patients, 
23% of severe sepsis patients and 51 – 64% in septic shock patients [1, 2]. Sepsis is 
one of the causes of Acute Kidney Injury (AKI) in critically ill patients treated in 
the ICU known as Sepsis-Associated AKI (SA-AKI). The morbidity and mortality 
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rate of SA-AKI is still quite high even though the development of supportive care 
technology has progressed. A good understanding of SA-AKI is expected to increase 
alertness and make appropriate decisions in initiating management so as to provide 
better outcomes for patients with SA-AKI in the ICU.

By definition, Sepsis is a life-threatening condition of organ dysfunction due to 
an uncontrolled body’s response to a systemic infection. Meanwhile, septic shock 
is part of sepsis with higher mortality characterized by hypotension requiring 
vasoactive therapy to maintain an average arterial pressure of at least 65 mmHg and 
serum lactate above 2 mmol/L despite adequate fluid resuscitation with a mortality 
rate of>40% [2]. Organ dysfunction caused by inflammatory response can be used 
to distinguish infections with sepsis, using Sequential Organ Failure Assessment 
(SOFA) scoring where a minimum of 2 points is the most recent associated with 
a mortality rate of 10% [3–5]. Critically ill patients with sepsis when patients are 
undergoing treatment in the Intensive Care Unit (ICU) may experience organ fail-
ure, especially in the respiratory system (43%) and the renal system (36%) [6, 7].

2. Literature review

2.1 Definition

According to the latest definition, sepsis is characterized by suspicion or evi-
dence of infection plus clinical signs and laboratory findings that indicate organ 
dysfunction (based on the SOFA/Sequential Organ Failure Assessment score) due 
to an immune response to the infection. The heart, liver, lungs and kidneys are 
organs that are often affected during this process [2]. For a longtime sepsis has been 
known as a cause of morbidity and mortality; the consensually agreed upon defini-
tion of sepsis has only been around for the last few decades [3]. The first consensual 
definition defined sepsis as a continuous physiological and serological disorder that 
causes progressive organ failure.

The consensual definition of Sepsis-3 is the response to the limitations of the old 
definition, where SIRS and severe sepsis are removed. Sepsis is defined as life-threat-
ening organ dysfunction due to the body’s uncontrolled response to infection. Organ 
dysfunction can be identified by a condition of acute changes associated with infec-
tion with at least 2 points on a Sequential Organ Failure Assessment (SOFA score), 
increasing the mortality rate by 10% [2]. The determination of the sepsis diagnosis in 
patients with infection can use the quick SOFA score, where two of the three criteria 
can meet the criteria of sepsis. Meanwhile, septic shock is sepsis with hypotension 
that requires a vasopressor to maintain a minimum MAP of 65 mmHg and serum 
lactate above 2 mmol/L despite adequate fluid resuscitation; this condition has a 
mortality rate of 40% [4]. Based on the European Society of Intensive Care Medicine 
and the Society of Critical Care Medicine’s Third International Consensus Definition 
for Sepsis and Septic Shock in 2016, sepsis is defined as life-threatening organ dys-
function caused by dysregulation of the body’s response to infection. So, the criteria 
for sepsis must also include the three elements, namely, infection, body response and 
organ dysfunction. The criterion for the diagnosis of sepsis is established through a 
SOFA (Sequential/Sepsis-related Organ Failure Assessment) score ≥ 2 [5].

Given the significantly high mortality rates, AKI as one of the most frequent 
complications of sepsis is considered an important issue in clinical practice and 
especially for hospitalized patients treated in the ICU. This may be due to the lim-
ited understanding of the pathogenesis of SA-AKI sepsis, the lack of ability to assess 
kidney function in early diagnosis of AKI, and the absence of specific treatments 
other than supportive care [3].
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AKI is characterized by a sudden decline in kidney function for several hours to 
days, resulting in the accumulation of creatinine, urea and other waste products. 
The latest definition was formulated in the consensus of Kidney Disease: Improving 
Global Outcome (KDIGO) in 2012, where the AKI was established if it met the 
criteria: an increase in serum creatinine levels ≥0.3 mg/dL (26.5 μmol/L) within 
48 hours, an increase in serum creatinine at least 1.5 times the baseline value within 
the previous 7 days, or urine volume ≤ 0.5 ml/kg body weight for 6 hours [6].

The initial definition of AKI was the result of the international consensus of 
the Acute Dialysis Quality Initiative (ADQI) in 2004 that produced RIFLE (Risk, 
Injury, Failure, Loss, End stage Kidney disease) criteria based on an assessment 
of increased serum creatinine, decreased Glumerular Filtration Rate (GFR) urine 
production, loss if AKI lasts >4 weeks and end stage Kidney disease if AKI con-
tinues >3 months [7]. Then in 2007, the Acute Kidney Injury Network (AKIN), an 
international nephrological network or community in the USA and Europe, issued 
a more specific measure on RIFLE criteria focusing on the condition of the injury, 
i.e. Risk, Injury, and Failure were changed into stages (stage 1, stage 2, stage 3); Loss 
and end stage Kidney disease was eliminated; and an increase in serum creatinine of 
0.3 mg/dL within 48 hours was added [8].

In 2012, the KDIGO issued clinical guidelines for the management of AKI 
and made a classification of AKI by combining RIFLE and AKIN criteria. This 
KDIGO-based classification defines AKI based on an increase in serum creatinine 
of 0.3 mg/dL within 48 hours or an increase of 1.5 x serum creatinine from baseline 
or urine production <0.5 ml/kg/hour for 6-12 hours. Baseline serum creatinine 
is the examination value obtained in the last 7 days. KDIGO also introduced the 
definition of Acute Kidney Disease (AKD), where an increase in serum creatinine 
>7 days and < 3 months. This condition occurs due to injury to the kidney and it can 
also occur slowly, different from AKI with a significant decrease in kidney function 
occurring within 7 days after the cause of injury to the kidney [9].

In patients who meet both the criteria for sepsis and AKI, it is called SA-AKI [10, 
11]. Sepsis can be associated with >50% of AKI cases, and > 60% of sepsis patients 
can experience AKI. SA-AKI can also be interpreted as AKI which is caused or 
worsened by sepsis, so that it can be classified as a different condition in AKI which 
is usually caused by nephrotoxic regimens and ischemic conditions. The inflamma-
tory response is more prominent in SA-AKI compared to nephrotoxic and ischemic 
AKI [12, 13]. SA-AKI is a clinical syndrome due to acute damage to organ function 
and damage. It is related to long-term adverse outcomes depending on the severity 
of the underlying organ damage. In general, SA-AKI should be considered a syn-
drome, characterized by fulfilling the criteria for sepsis and AKI [6].

2.2 Epidemiology

Acute Kidney Injury (AKI) is a syndrome with a broad spectrum of etiology and 
various mechanisms; ischemia/hypoxia, nephrotoxics and inflammation play a role 
in the development of AKI. Among the various etiologies of AKI, sepsis is one of 
the main causes of AKI in the ICU. According to various reported data, 45-70% of 
all AKI cases are related to sepsis [8]. Among ICU patients in general, the incidence 
of AKI varies from 6–67% depending on the study population. The incidence of 
SA-AKI in patients treated in ICU varies from 13–78% depending on the severity of 
sepsis and the AKI criteria used. In patients with critical illness with AKI, as many 
as 20-67% also suffer from sepsis, severe sepsis or sepsis shock. Research conducted 
by Angus and others on 192,980 patients with severe sepsis from seven states in 
the United States found that AKI occurred in 22% of sepsis patients with a mortal-
ity rate of 38.2%. Whereas in the cohort study conducted by The Sepsis Occuring 
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in Acutely Ill Patients (SOAP) on 3,147 patients treated in 198 ICUs throughout 
Europe, 37% of patients had sepsis and AKI occurred in 51% of them with a mortal-
ity rate in ICU of 41%. The FINNAKI study of 2,901 critically ill patients treated 
in ICU in Finland found that among 918 patients with severe sepsis, 53% met the 
KDIGO criteria for AKI [6].

SA-AKI is associated with a higher risk of death and mortality in hospitals. If 
the MMR has an overall mortality rate of 45%, the mortality rate of SA-AKI is much 
higher, which is above 70%. Bagshaw and others in their study found that mortality 
rates from SA-AKI cases in hospitals and intensive care units/ICUs had increased by 
30% and 20% respectively, but it was also suggested that the severity of AKI had a 
positive correlation with morbidity and mortality rates of ICU patients, the higher 
the severity of AKI, the higher the mortality rate. Population at high risk for SA-AKI 
are elderly patients, females, and those with the presence of comorbidities such as 
diabetes mellitus, chronic kidney failure, congestive heart failure and malignancy. 
Sources of infection and side effects from treatment also contribute to risk factors 
for SA-AKI such as intra-abdominal infections, urosepsis, endocarditis and blood-
stream infections [14, 15].

2.3 Etiology

Acute Kidney Injury (AKI) is a syndrome with a broad spectrum of etiology. 
Based on the mechanism of the cause, AKI can be divided into pre-renal, renal, and 
post-renal AKI.

1. The cause of pre-renal AKI is renal hypoperfusion, due to hypovolemia or a 
decrease in effective circulation volume, such as in the case of sepsis and heart 
failure, and intrarenal haemodynamic disorders, such as the use of non-steroi-
dal anti-inflammatory drugs.

2. Renal AKI is caused by abnormalities in the vascular or tubular components of 
the kidney directly, such as vasculitis, malignant hypertension, acute glo-
merular nephritis, interstitial nephritis, nephrotoxic substances, etc., causing 
intrarenal vasoconstriction, ischemia and decreased renal filtration rate.

3. Post renal AKI is usually caused by intrarenal and extra renal obstruction 
problems that interfere with kidney blood flow [14].

2.4 Pathophysiology

The pathophysiology of the SA-AKI is not yet fully known, and so far it has only 
been known from the results of studies on animal models that may be of relevance 
only to specific conditions in humans. From studies in animals and humans, 
SA-AKI occurs due to an excessive inflammatory response that causes injury to the 
kidneys, injury to the tubular tight junction, cell cycle arrest, cellular apoptosis and 
others [4].

The immune response to sepsis will cause microcirculation dysfunction (in 
tubular and glomerular capillaries) due to the proinflammatory response resulting 
in injury to endothelial cells. Vascular permiability will increase and there will be 
a decrease in endothelial Nitric Oxide Synthase (eNOS) activity, which functions 
to inhibit platelet aggregation and leukocyte activation. Meanwhile, induction of 
Nitric Oxyde Synthase (iNOS), which works otherwise, will increase its activity. 
This condition will cause ischemia and hypoxia. Inflammatory reactions will also 
cause a cycle cell arrest and apoptosis as a form of protection so that the damage is 
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not widespread. As a result of ischemic and hypoxia, cells will lack energy so that 
the mitochondria work abnormally, causing injury to the mitochondria, so that 
injury to the kidneys continues and kidney function will be disrupted.

In sepsis the pathophysiological process of AKI can be caused by the following 
process:

1. Ischemic vasodilation, causing a decrease in Renal Blood Flow (pre renal AKI) 
due to an increase in Nitrides Oxyde induced by iNOS.

2. Endothelial leakage, causing edema and increased renal interstitial hydrostatic 
pressure (glomerulus and tubules), thereby reducing kidney filtration.

3. Nephrosis of the nephron due to the release of neutralizing agents triggered 
by the release of mediators in sepsis (the formation of ROS or the ischemic 
process itself causes necrosis of the nephron).

4. Capillary microtrombus due to coagulopathy and platelet leukocyte activation 
in the kidney endothelium.

2.4.1 Early detection of SA-AKI

Sepsis and AKI can each increase morbidity and mortality, length of stay, and 
treatment costs, so early detection of SA-AKI is very important to be able to inter-
vene earlier and provide better outcomes for patients. Especially for AKI, given the 
definition and classification generated from the consensus, it can actually be easier 
to diagnose AKI by the method of assessing the increase in serum creatinine and 
urine production. However, this method has limitations, where changes in serum 
creatinine run slowly and assessment of urine production is usually only routinely 
done in the ICU. Therefore, several bio-markers have begun to be investigated to 
be able to detect SA-AKI earlier. Biomarkers can be categorized into two groups: 1. 
Assessment of renal function, 2. Detection of injury to kidney cells. Biomarkers for 
detecting SA-AKI include: Cystatin C (Cys-C), Neutrophil Gelatinase-Associated 
Lipocalin (NGAL), Kidney Injury Molecule-1 (KIM-1), Interleukin-18 (IL-18), 
Liver Type Fatty Acid -Binding (L-FABP), soluble-triggering receptor Expressed on 
Myeloid cells-1 (sTREM-1) and Activating Transcriptional Factor-3 (ATF-3). The 
sensitivity and specificity of the biomarkers varies depending on the time of mea-
surement and the type of sample used. In general, biomarkers from blood (serum) 
are lower in sensitivity compared to biomarkers from urine samples [16, 17].

Neutrophil Gelatinase-Associated Lipocalin (NGAL) is currently the chosen 
biomarker in AKI cases, because it can be a biomarker for proximal tubular func-
tion and for kidney injury. Below (Table 1) are some biomarker studies that assess 
the time, sensitivity and specificity of several biomarkers derived from serum and 
urine to detect SA-AKI from the last few years.

2.5 Clinical description

Signs and symptoms of sepsis vary not only with regard to organ involve-
ment, but also from one individual to another because of the patient’s special 
characteristics, vulnerability, and disease. Signs of sepsis reflect the phase of the 
disease and vary from symptoms confined to the main organ (e.g pneumonia) to 
severe multi-organ dysfunction syndrome (MODS) and septic shock. Health care 
workers must be alert for signs of infection, sepsis or septic shock when evaluating 
patients for kidney failure. Conversely, it is important to frequently monitor kidney 
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function (along with other organ involvement) in patients with documented or 
suspected sepsis.

Clinical studies based on physiological data and some postmortem reports have 
recently begun to define AKI caused by sepsis and how it differs from other types 
of kidney injury. Histologically, AKI induced by sepsis is characterized by hetero-
geneous tubular cell injury with apical vacuolization, but in the absence of tubular 
necrosis or even extensive apoptosis. All of these features can develop in the context 
of normal or increased renal blood flow (Renal Blood Flow/RBF) and represent a 
clinical phenotype characterized by decreased levels of glomerular filtration (GFR), 
creatininclearance, and uremia [18].

2.6 Diagnosis

A diagnosis of AKI caused by sepsis requires a diagnosis of sepsis and subse-
quent events of AKI. This is considered a PIRO (predisposition, infection, response, 
organ dysfunction) system. The diagnosis of sepsis is more complex than the origi-
nal. In the new definition, several other important aspects of sepsis are included 
such as hemodynamics and organ dysfunction [18].

A 2016 task force organized by the national community including the Society 
of Critical Care Medicine (SCCM) and the European Society of Intensive Care 
Medicine (ESICM) proposed a new definition of sepsis, called Sepsis-3. This con-
sensus defines sepsis as life-threatening organ dysfunction caused by dysregulation 

Time AUROC Threshold 
value

Sensitivity Specificity References

Urine Biomarker

NGAL 
(ng/mL)

12 hours after 
septic shock

0.86 >68 0.71 1.0 Martensson 
et al.

Cys-C 
(mg/L)

8 hours after 
patients have 
been treated

0.86 0.106 0.85 0.80 Aydogdu et al.

NGAL 
(ng/mL)

7 hours after 
onset of 
sepsis

0.86 402 0.89 0.74 Fan et al.

NGAL 
(ng/mL)

24 hours after 
patients have 
been treated

0.78 350 0.75 0.82 Matsa et al. 

Serum Biomarker

NGAL 
(ng/mL)

12 hours after 
septic shock

0.67 >120 0.83 0.50 Martensson 
et al.

Cys-C 
(mg/L)

8 hours after 
patients have 
been treated

0.82 1.5 0.73 0.68 Aydogdu et al. 

NGAL 
(ng/mL)

24 hours after 
patients have 
been treated

0.88 400 0.79 0.75 Matsa et al. 

From the above mention, it can be shown that both NGAL and Cyst C measurements from urine have higher 
sensitivity and specificity than serum and both of them can be detected earlier than creatinine. It can be also detected 
as urine biomarkers.*NGAL: Neutrophil Gelatinase-Associated Lipocalin.
**Cys-C: Cystatine C.

Table 1. 
Research with NGAL and Cys-C biomarkers.
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of the responhost to infection. The new definition does not use the Systemic 
Inflammatory Response Syndrome’s (SIRS) criteria in the identification of sepsis 
and elimination of severe sepsis [18].

Sequential Organ Failure Assessment (SOFA) is a simple and objective score 
that allows for calculating both the number and severity of organ dysfunction in six 
organ systems (breathing, coagulation, liver, cardiovascular, kidney, and neurologi-
cal), and the score can measure individual or aggregate organ dysfunction [19].

Early detection of AKI in ICU settings is very important. AKI has become a 
major issue with the increasing number of incidents, causing more than four mil-
lion deaths per year worldwide. Also, the lack of a reliable initial biomarker for AKI 
causes a significant delay in starting an appropriate therapy. This is in contrast to 
the “biological revolution” in cardiology, which produces various markers (includ-
ing troponin) for early diagnosis of heart damage that allows for early and effective 
treatments [19].

The diagnosis of AKI is based on an increase in serum creatinine and/or a 
decrease in urine output. The definition has evolved from the criteria of Risk, 
Injury, Failure, Loss, Endstage (RIFLE) (Table 2) in 2004 to the classification of the 
Acute Kidney Injury Network (AKIN) in 2007. In 2012, the two were merged, form-
ing the Kidney Disease Improving Global Outcomes (KDIGO) classification [10].

Combined with evidence-based medicine, KDIGO published KDIGO guidelines 
in March 2012 and established diagnostic criteria for AKI (Table 3): increase in 
serum creatinine >0.3 mg/dl (26.5 μmol/L) within 48 hours; or an increase in serum 
creatinine to 1.5 times the baseline, which is known or thought to have occurred 
within 7 days; or urine output <0.5 ml/kg/hour for 6-12 hours. According to the 
severity, this condition is divided into stages 1, 2, and 3, similar to the classification 
of AKIN [10].

Categories Serum Creatinine Criteria Urine Output Criteria

RIFLE*

Risk ↑ in SCr to 1.5 – < 2 x baseline UO <0.5 mL/kg/hr. for 6 hrs

Injury ↑ in SCr to 2 – < 3 x baseline UO <0.5 mL/kg/hr. for 12 hrs

Failure ↑ in SCr to ≥3 x baseline UO <0.3 mL/kg/hr. for 24 hrs or Anuria for 
12 hrs

Loss Loss of Kidney function for >4 wks

ESRD Loss of Kidney function for >3 mos

AKIN**

Stage 1 ↑ in SCr to 0.3 mg/dL or to 1.5 – 2 x 
baseline

UO <0.5 mL/kg/hr. for >8 hrs

Stage 2 ↑ in SCr to >2 – 3 x baseline UO <0.5 mL/kg/hr. for >12 hrs

Stage 3 ↑ in SCR to >3 x baseline or UO <0.5 mL/kg/hr. for >24 hrs

Stage 4 SCr ≥ 4 mg/dL with an acute increase of 
≥0.5 mg/dL

or Anuria for 12 hrs

There are little bit differences between RIFLE and AKIN Criteria, LOSS and ESRD in RIFLE criteria are included 
in Stage 4 in AKIN criteria.*RIFLE: Risk, Injury, Failure, Loss, ESRD (End Stage Renal Disease; AKIN: Acute 
Kidney Injury Network.
**AKIN Criteria require the increase of serum creatinine to occur within 48 hrs; SCr: Serum Creatinine; UO: Urine 
Output.

Table 2. 
RIFLE and AKIN CRITERIA of AKI.
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The KDIGO guidelines highlight early diagnosis and treatment of AKI and diag-
nostic markers remain at serum creatinine levels. Because serum creatinine tests 
are convenient and inexpensive, they can be used as practical clinical indicators. 
However, there are some limitations. Renal hypoperfusion due to prerenal causes 
can cause an increase in creatinine, although there is no interference with the renal 
parenchyma. When the renal parenchyma is injured, renal compensation can cause 
lag in creatinine increase. Further, injury to 50% of the kidneys can occur without 
an increase in creatinine levels, so diagnosis and intervention are delayed. Thus, 
new markers with higher sensitivity and specificity are expected to help the initial 
diagnosis of AKI. At present, many studies report the presence of early diagnostic 
markers of AKI. Some of them are clinical trials that show good sensitivity and 
specificity, with initial diagnostic values for AKI. In addition, different biological 
markers have been shown to show various mechanisms of injury [20].

Evidently, AKI occurs through complex mechanisms often due to several factors. 
Different mechanisms cause injury in various parts of the kidney. It is difficult to 
establish a clear diagnosis and accurate localization of the injury using the same 
marker to diagnose injury to all kidney subregions caused by all diseases. Discrete 
studies of certain diseases and related kidney injuries will definitely improve 
diagnostic accuracy. About 45 – 70% of MMR is associated with sepsis, which is 
one of the most important causes of MMR. Furthermore, the proportion of septic 
patients with secondary kidney injury is 16 – 50%, whereas the mortality of sepsis 
associated with AKI is up to 50 – 60%. As such, pursuing focused studies of sepsis-
induced AKI and searching for biomarkers associated with early diagnosis will help 
in solving important clinical problems of septic patients and AKI disease [20].

2.7 Management

As with sepsis management in general, the main therapy for SA-AKI is the provi-
sion of appropriate antibiotics and good supportive care. There are several things 
that must be considered in the management of SA-AKI:

2.7.1 Fluid therapy

Giving fluids is still fundamental in the treatment of sepsis. Patients who are 
responsive after being given fluids (fluid responder) can theoretically be inter-
preted as patients who have increased the stroke volume of 10-15% after giving a 
fluid challenge of 250-500 ml; in reality, there are less than 40% of sepsis patients 
who need fluids or fluid responder. Based on the Frank-Starling principle, if 

Stage Serum Creatinine and urine output criteria

1 Serum creatinine increased 1.5 – 1.9 x baseline or increase ≥26.4 umol/L (0.3 mg/dL) or urinary 
output <0.5 ml/kg/h during a 6 hour block

2 Serum creatinine increased 2.0 – 2.9 x baseline or urinary output <0.5 ml/kg/h during two 6 
blocks

3 Serum creatinine increased >3 x baseline or increased to ≥353 Umol/L (4 mg/dL) or initiation of 
renal replacement therapy or Urinary output <0.3 ml/kg/h during more than 24 hours or anuria 
For more than 12 hours

KDIGO: the Kidney Disease Improving Global Outcomes.
KDIGO criteria is most simple than RIFLE and AKIN, there are only 3 stages of AKI, but still using creatinine 
serum and urine output criteria.

Table 3. 
KDIGO criteria of AKI.



351

Sepsis Associated Acute Kidney Injury
DOI: http://dx.doi.org/10.5772/intechopen.97609

preload increases, the stroke volume will increase until it reaches the optimal 
preload volume. And if the preload given can no longer increase stroke volume, the 
volume of liquid given can be dangerous because it can increase arterial pressure, 
venous pressure, and ultimately pulmonary hydrostatic pressure. Further, the con-
dition will stimulate the release of natriuretic peptide causing fluid transfer from 
the intravascular space to the interstitial space. Kidney function will also be affected 
by this condition where there is a decrease in GFR due to increased venous pressure, 
potentially increasing subcapsular pressure in the kidneys due to fluid transfer.

The “Fluid Expansion as Supportive Therapy” (FEAST) research can explain 
the dangers of giving fluid loading to patients with sepsis, where aggressive fluid 
therapy is associated with increased mortality.

In 2001, the concept of “early aggressive fluid resuscitation” was issued, known 
as the Early Goal Directed Therapy (EGDT). Following this, studies began using 
the EGDT protocol. It is interesting to find the reduction in mortality by reducing 
the volume of resuscitation fluid in the first 72 hours. Although the early sepsis 
phase shows an effective condition of circulating volume reduction, making it 
possible for fluid resuscitation to take place, the subsequent fluid therapy given 
can cause problems especially in the SA-AKI [21]. Besides being unable to improve 
septic shock, fluid therapy can also contribute to causing renal dysfunction 
through several mechanisms. The most rapid occurrence is an increase in venous 
pressure due to fluid therapy that directly increases the renal interstitial pressure 
and peritubular area in animal models [22]. Because the administration of large 
fluid boluses (20-30 ml/kg) is associated with the occurrence of fluid overload, it 
is currently recommended to use fluid volumes with lower volumes (200-500 ml) 
[22]. The 2014 Acute Dialysis Quality Initiative (ADQI) recommends giving fluid 
therapy to sepsis patients divided into 4 stages, namely using the rescue protocol, 
optimization, stabilization and de-escalation. A large liquid volume of 500 ml in a 
maximum of 15 minutes only at the rescue stage is given to overcome hypotension 
with close monitoring. At the optimization stage, a 100-200 ml fluid challenge for 
5-10 minutes can be done. At the stage of stabilization, the patient is stable and fluid 
administration is a maintenance therapy of 1-2 ml/kg/hour.

The three stages above are followed by de-escalation, which is the stage to reduce 
total body fluids with the help of diuretics or Renal Replacement Therapy (RRT) with 
the target of negative cumulative fluid balance. Assessment of volume status dur-
ing fluid therapy can proceed with the Passive Leg Raising method combined with 
measurement of stroke volume in real-time. This procedure is proven to be the most 
precise in assessing volume status clinically. The availability of ultrasound equipment 
in the ICU can prevent fluid overload by assessing the B-line on the Lung Ultrasound 
and the vena cava collapsibility index to assess the fluid responder. The MAP target of 
65 – 75 mmHg is an adequate target for maintaining renal perfusion [22].

Fluid selection is also a consideration in the SA-AKI. Normal 0.9% saline is 
actually a non-physiological fluid and is less well administered to SA-AKI than 
other crystalloids. Normal saline can cause hyperchloremic metabolic acidosis, 
which can cause a decrease in Renal Blood Flow (RBF) by activating the mechanism 
of tubuloglumerular feedback and afferent vasoconstriction so as to increase the 
risk of further kidney injury. In a retrospective study involving 60734 adults with 
septic shock, normal single saline can increase mortality compared with crystalloid 
balance solution. Albumin has also been investigated for its use in sepsis patients 
with the risk of SA-AKI in the SAFE study, showing that albumin was not effective 
in reducing mortality and RRT requirements when compared with crystalloid fluids 
[23]. So that until now albumin cannot be recommended as a resuscitation fluid in 
SA-AKI. Hydroxyethyl Starches (HES) is not recommended and should not be used 
on SA-AKI.
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2.7.2 Vasopressor

Norepinephrine is still the main therapy for septic shock and has been shown to 
increase MAP and improve perfusion to the kidneys. Norepinephrine itself is the 
first choice in various clinical studies and provides better outcomes and fewer side 
effects than other vasopressors. However, due to animal studies showing that nor-
epinephrine can cause medullary hypoxia renal in SA-AKI, researchers have begun 
to look for other vasopressors in the condition of sepsis and SA-AKI. Vasopressin 
is the most desirable vasopressor to study; Vasopressin and Septic Shock (VAST) 
research tries to compare norepinephrine with vasopressin with the same results on 
the outcome and no side effects are obtained. Further, VANISH research proceeds, 
the results of which showing the absence of AKI events and side effects of both. 
Based on these data, vasopressin is the second-line choice of the current vasopressor 
and has been included in the latest sepsis guidelines. Angiotensin II is a hormone 
in the renin-angiotensin-aldosterone system which has also begun to be studied in 
shock conditions. Angiotensin II for the Treatment of High Output Shock (ATHOS) 
study in 344 patients with shock due to vasodilation (259 with sepsis) found that 
Angiotensin II significantly increased MAP. Improvements were also seen in SOFA 
cardiovascular scores. Another smaller study of patients who needed RRT showed 
that patients who received angiotensin II had a greater 28-day survival rate and 
were free of RRT on the seventh day more than placebo. If these results can be vali-
dated by larger studies, there is a possibility that angiotensin II can be a meaningful 
therapy for SA-AKI [23].

Levosimendan is a calcium sensitizing drug and has an inotropic effect that 
is often used in cord decompensation. One small study showed an increase in 
creatinine clearance and urine production compared to dobutamine. However, in a 
larger scale study comparing it with placebo (MAKE-28), there was no difference in 
outcomes in the kidney. So, there is no data to support its use in the SA-AKI [24].

2.7.3 Antibiotics and nephrotoxic substances

The survival rate in sepsis patients will decrease by 7.6% per hour if no appropri-
ate antibiotic therapy is given. Regarding AKI, vancomycin antibiotics are reported 
to cause AKI even at the recommended dosage for infections caused by methicillin-
resistance Staphylococcus aureus (MRSA) and it is also reported that vancomycin 
enhances the nephrotoxic effect of the antibiotic piperazilin-tazobactam. Then 
other nephrotoxic substances must also be avoided such as Amphotericin B, iodine 
contras substances, godalinium (a contrast agent for MRI) that can cause AKI [24].

2.7.4 Renal Replacement Therapy (RRT)

There are several aspects that must be considered in kidney replacement ther-
apy, namely indication, time, modality and dosage given. Clinical indications that 
have been known so far, which are Acidosis, Electrolyte disturbances, Intoxication, 
O-fluid Overload and Uremia (A-E-I-O-U), can be applied to SA-AKI. Severe meta-
bolic acidosis, fluid overload and uremia are the three most common indications of 
RRT in SA-AKI [24].

Criteria for Renal Replacement Therapy (hemodialysis) in critically ill patients 
with AKI include:

• Oligouria: urine output <2000 ml in 12 hours

• Anuria: urine production <50 ml in 12 hours
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• Hyperkalemia: potassium levels>6.5 mmol/L

• Severe acidemia (acid poisoning): pH <7.0

• Azotemia: urea levels>30 mmol/L

• Uremic encephalopathy

• Uteric neuropathy/myopathy

• Uremic pericarditis

• Abnormalities of plasma sodium concentration > 155 mmol/L or < 120 mmol/L

• Hypertemia

• Drug poisoning

At the time of the RRT initiation, the available data give different answers. 
Although undesirable effects have been reported due to the late initiation of the 
RRT, leading to increased mortality and poor outcomes in the SA-AKI [25]. Up 
until this, the RRT initiation is still individual. Bouman et al. showed no signifi-
cant difference in renal outcomes in early and late hemofiltration in patients who 
were able to survive. There are two large studies, with conflicting conclusions, 
specifically designed to determine the time of initiation of RRT in the condition 
of critically ill patients. The ELAIN study comparing early versus late initiation 
of the RRT shows the benefits of early strategy in reducing mortality. While in 
the AKIKI study, the results show the opposite, i.e. early strategy gives negative 
results. In both of these studies there were differences in inclusion criteria; in 
the ELAIN study, patients were in KDIGO stage 2 with a SOFA score of 15.6-16.0 
while in the AKIKI study patients were in KDIGO stage 3 with a SOFA score of 
10.8-10.9. Perhaps because of these different inclusion criteria, the opposite 
results were obtained. But at the moment there is an ongoing study, the STARRT-
AKI study (standard vs. accelerated initiation of renal replacement therapy in 
acute kidney injury) that might reveal the best RRT initiation time. The most 
appropriate RRT modalities for SA-AKI are also still different. Some studies show 
the advantages of Continuous Renal Replacement Therapy (CRRT) compared 
to Intermittent Hemodialysis (IHD) on survival rates and time spent for the 
kidney function to improve. Although CRRT is superior to IHD based on its 
fluid removal ability, with a lack of hypotension in patients, it is more expensive 
than IHD.

The current CRRT dose is sourced from two large studies with sepsis patients but 
not specific to SA-AKI, which is 20-25 ml/kg/hour. In the condition of the SA-AKI, 
the dose given is 30–35 ml/kg/hour. Several studies have shown that increasing the 
CRRT dose does not provide benefits and improve patient survival.

2.7.5 Antimicrobials during CRRT

CRRT significantly influences the pharmacokinetics and pharmacodynamics 
of most antimicrobial agents. This is not sufficiently anticipated by the currently 
recommended dosage guidelines. Patients are significantly at risk of receiving 
lower doses (underdosing), potentially causing treatment failure and increasing 
resistance.
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2.7.6 Diuretics

The use of diuretics to induce or increase urine production in the absence of 
hypervolemia is associated with increased mortality. KDIGO does not recommend 
the use of diuretics in the prevention or treatment of AKI. Conversely, diuretics 
can be used to improve outcomes when fluid balance remains positive or in the case 
of excess fluid (volume overload). Research by Ho and Power reviewed the use of 
furosemide in AKI and found no beneficial effect in reducing mortality.

2.8 Prognosis

Compared with other AKI etiologies, SA-AKI may have specific prognostic 
implications. In most reports, this is associated with higher short-term mortality 
rates. In the analysis of the BEST Kidney trial subgroup, the likelihood of hospital 
death is 50% higher in SA-AKI compared to non-SA-AKI. Obviously, the different 
prognosis between SA-AKI and non-SA-AKI is largely influenced by the composi-
tion of the non-sepsis group and its proportion from conditions with a poor prog-
nosis (such as cardiogenic shock). In addition, the confusing role in the relationship 
between SA-AKI and mortality needs to be overcome because all studies consis-
tently report higher disease severity at onset, with patients requiring RRT more 
frequently [6].

In contrast, for patients who survive in the hospital, SA-AKI has been associ-
ated with improved kidney improvement compared to other etiologies of AKI. 
In the BEST Kidney study, there was a tendency for lower serum creatinine and 
RRT dependence (9 vs. 14%, P = 0.052). Clearly, many other factors may play a 
role in kidney recovery such as RRT modality, RRT time, and further nephrotoxic 
or ischemic inhibition. Kidney recovery is also strongly influenced by premorbid 
conditions as illustrated by a French multicentric observational study, which 
shows that diabetic patients with SA-AKI who have survived going to the hospital 
tend to need more long-term RRT and have higher serum creatinine levels. Apart 
from short-term recovery, however, it is now clear that even one episode of AKI 
is associated with a greater risk of subsequent CKD and even end-stage renal 
disease [4].

3. Conclusion

SA-AKI is a clinical syndrome due to acute damage to function and organ 
damage associated with long-term adverse outcomes depending on the severity 
of the underlying organ damage. Generally clinical manifestations of AKI are 
more dominated by factors of precipitation or its main disease. The main purpose 
of managing AKI is to prevent further kidney damage and keep the patient alive 
until his kidney physiology returns to normal function. SA-AKI is a condition 
that is often faced by patients with sepsis in the ICU. Understanding of sepsis and 
endotoxins that can cause SA-AKI is not yet fully known. Some evidence suggests 
that renal microcirculation hypoperfusion, lack of energy for cells, mitochondrial 
dysfunction, endothelial injury and cycle cell arrest can cause SA-AKI. Rapid 
identification of SA-AKI events, antibiotics and appropriate fluid therapy are 
crucial actions in the management of SA-AKI. The availability of modality for 
organ support such as CRRT in ICU care can help patients with sepsis, due to 
kidney failure that often occurs, survive. Further studies related to SA-AKI are 
still continuing and are expected to be the basis for making a clinical guide in the 
management of SA-AKI.
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Chapter 18

Atrial Fibrillation during Septic 
Shock
Manuel Vélez-Gimón

Abstract

Atrial Fibrillation (AF) is an early and common occurrence during septic 
shock, accounting for 25–30% of admissions. Conventional cardiovascular risk 
factors do not generally increase its incidence, especially in cases of new-onset AF. 
Inflammation during the sepsis process has been postulated as a possible trigger. 
Detrimental effects of AF result in prognosis worsening, even when the probability 
for a negative outcome has been adjusted for severity of illness. New-onset AF 
(NOAF) has been associated with greater mortality rate than preexisting chronic 
AF. Early cardioversion has not uniformly improved hospital outcomes. In this 
review, the incidence, prognosis and management of AF in septic shock patients are 
summarized.

Keywords: atrial fibrillation, septic shock, sepsis, antiarrhythmic therapy, 
cardioversion, critical care

1. Introduction

The term sepsis derives from ancient Greek “sêpsis” (“putrefaction” or “decay of 
organic matter”) and was first used in a medical context in Homer’s Iliad more than 
2700 years ago. Currently, sepsis is defined as a life-threatening organ dysfunction 
due to a dysregulated host response to infection [1]. Since 2016, the updated opera-
tive definition of sepsis no longer considers the presence of systemic inflammatory 
response syndrome, but requires an infection plus organ dysfunction indicated by 
an acute change in Sequential Organ Failure Assessment (SOFA) [2] of at least two 
points (see Table 1). Septic shock is defined as sepsis plus circulatory failure with 
increased risk of death, indicated by hypotension requiring vasopressor therapy to 
maintain a mean arterial pressure (MAP) 65 mmHg or greater and a serum lactate 
of greater than 2 mmol/L despite adequate fluid resuscitation [3]. Other indices of 
tissue hypoperfusion (e.g. altered mental status, oliguria, delayed capillary refill) 
are acceptable alternatives whenever serum lactate determination is not available.

In high-income countries, sepsis represents approximately 6% of adult hospital-
izations and 10–37% of intensive care unit (ICU) admissions. Mortality estimates 
from sepsis and septic shock vary widely, rounding 15% and 22% respectively [4]. 
In low-income regions, sepsis and septic shock predictably carry an even higher 
mortality, up to 50% [5].

Generally speaking, atrial fibrillation (AF) is the most frequently found cardiac 
arrhythmia in the ICU setting. Previously known AF is significantly prevalent 
among older patients with chronic conditions who are at risk for critical illness. 
New-onset AF (NOAF), on the other hand, is frequently triggered by accelerated 
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atrial remodeling and by concomitant stressors during critical illness, such as 
electrolyte imbalances and use of vasopressor drugs [6].

In this narrative review, the pathogenesis, risk factors, incidence, prognosis and 
management of AF in septic shock patients are summarized.

2. Pathogenesis

The negative effects of sepsis on the heart are not limited to the contractile 
function and ventricular relaxation, but also affect the electric function. Although 
the precise mechanisms remain to be elucidated, inflammation seems to play an 
important role. The electrical instability of cardiomyocytes in patients with sepsis 
has been considered to be due to the use of vasopressor drugs and the presence of 
electrolyte disturbances. However, according to recent findings, atrial fibrillation 
(AF) could be the result of the necrosis and fibrosis induced by inflammation [7, 8]. 
These alterations are supposed to be able to trigger an arrhythmia due to a fluctua-
tion in the myocardial cells’ membrane potential [9].

The development of NOAF in septic shock patients depends upon the presence 
of an arrhythmogenic substrate, the trigger factors and the modulation factors such 
as autonomic nervous system or inflammation. Triggered activity has been shown 
in the musculature of the atrium. An imbalance between sympathetic and vagal 
tone leading to a reduction of heart rate variability has been proposed as an expla-
nation for the development of NOAF in septic patients [10]. Vagal stimulation nor-
mally attenuates the inflammatory response [11]. In human atrial cardiomyocytes, 
partial blockage of the I(f) ‘funny’ pacemaker current has been observed after 
exposition to gram-negative bacteria endotoxin [12], which may contribute to a 
reduced responsiveness to both sympathetic and vagal autonomic stimuli (the name 
“funny current” arose because of its numerous unusual characteristics, including 
the mixed Na + and K+ current permeability, activation on hyperpolarization, and 

Figure 1. 
Schematized transmembrane action potential of sinus node (pacemaker) cells. The black line shows normal 
slope in sinus rhythm. During gram-negative bacteria induced-sepsis, it has been shown I(f) current blockage, 
which results in an increased phase 4 slope, triggering sinus tachycardia and facilitating AF onset (red line) [12].
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slow activation and deactivation kinetics [13]) (see Figure 1). This would result in a 
high heart rate output, which is commonly observed in septic patients. Unopposed 
sustained tachycardia during the will further increase calcium influx through 
L-type Ca2+ channels, which leads to marked shortening of the atrial refractory 
period and action potential duration (Figure 1) and elicit triggered activity, hence 
facilitating the onset of AF [14, 15] (see Figure 2). This process has been shown to 
be further enhanced due to beta-adrenergic stimulation after endotoxin application 
[16], which increases channel activity by prolonging the open time and shortening 
the close time of Ca2+ channel. These findings might explain the high sensitivity 
of cardiac pacemaker cells to positive inotropic effect of adrenergic stimulation 
and most likely development of new AF episode especially in the early stages of 
sepsis [17].

3. Risk factors

Sepsis itself is a strong risk factor for NOAF in the critical care setting. An exten-
sive retrospective population-based cohort analysis by Walkey et al. revealed that 
compared to those without severe sepsis, patients with severe sepsis (n = 49,082) 
exhibited a significantly increased risk of NOAF (odds ratio (OR), 6.82; 95% confi-
dence interval (CI), 6.54–7.11; P < 0.001) [18]. Multiple studies have been shown that 
the classic risk factors for the development of chronic atrial fibrillation in the general 
population may differ from those present in septic patients with NOAF. Risk factors 
for the occurrence of NOAF in septic patients include conditions that are not related 
to chronic cardiovascular disease, such as increased number of acute organ failures/
dysfunction, mechanical ventilation, increased comorbidities, and use of pulmonary 
artery catheterization [18–22]. NOAF has been also associated with lower EF, older 
age, higher level of troponin-HS and NT-pro-BNP and longer QRS duration.

Figure 2. 
Schematized transmembrane action potential of atrial myocytes in normal and septic animals. The orange line 
indicates how sepsis decrease phase 2 (plateau phase) duration and leads to decrease in APD (action potential 
duration). This is due to a decrease in influx of calcium through the voltage-dependent L-channels, which is 
at least in part caused by sepsis-induced tachycardia. The decrease in APD (and hence in the atrial refractory 
period) has been proposed to effectively trigger AF [15].
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Sepsis due to bacterial pneumonia has been associated with a high risk of 
developing NOAF, while sepsis due to gastrointestinal infections has been related to 
AF recurrence with worse long-term prognosis [23]. It has been hypothesized that 
the type and severity of infection could have an impact on the atrial remodeling and 
the variety of cytokine expression during sepsis. Current evidence suggests that the 
severity of the inflammatory response in critically ill patients is associated with a 
higher risk of NOAF, and septic shock patients have in general a heightened prob-
ability of developing NOAF than patients with other acute critical illnesses after 
adjustment for underlying risk factors [21].

In a systematic review that included 11 studies, Kuipers et al. [19] identified 
independent risk factors with a high level of evidence for NOAF in septic patients. 
White race, organ failure and pulmonary catheter use were moderately associ-
ated with NOAF development, while there was a weak association with age and 
respiratory tract infection. On the other hand, history of diabetes and urinary 
tract infections were found to be weak protective factors. In other studies, mark-
ers of illness severity (such as the presence of organ failure and shock) as well as 
several critical care interventions were associated with an increased risk of NOAF 
in septic patients. Known risk factors for chronic or paroxysmal AF in the general 
population, such as advanced age, white race, male gender, obesity and (ischemic) 
heart failure, were in some studies also associated with the development of AF 
during sepsis [24, 25]. Specific electrocardiographic or echocardiographic features 
of AF such as P-wave duration or left atrial area, remain to be studied in septic 
shock patients, although both factors are known to predict the occurrence of AF in 
the general population [26, 27].

Data regarding risk factors for the occurrence of NOAF in septic shock patients 
is more limited. Guenancia et al. [26] found that NOAF patients were older and 
had higher levels of cardiac biomarkers (troponin (p < 0.01) and NT-pro-BNP 
(p = 0.03)), lower left ventricular ejection fraction (LVEF), longer duration of the 
QRS complex and more nonsustained supraventricular arrhythmias (< 30 seconds) 
on day 1 than patients who maintained sinus rhythm. Age (OR: 1.06; p = 0.01) and 
LVEF <45% (OR: 13.01, p = 0.03) were associated with NOAF in their multivariate 
analysis.

4. Incidence

Atrial fibrillation is a common occurrence in patients with sepsis and septic 
shock, and its incidence varies widely among investigators. This may be due to the 
different criteria used to define sepsis and septic shock, or the method used for the 
diagnosis of AF [28]. In the aforementioned systematic review, Kuipers et al. [19] 
showed that the mean incidence of new-onset AF was 8% in patients with sepsis 
and 23% in patients with septic shock. The authors of that study also observed a 
significant increase in ICU length of stay in this group of patients. In a large study 
conducted by Walkey et al. [21], which retrospectively analyzed data from over 
60,000 patients admitted for sepsis, the investigators found an overall incidence of 
AF during sepsis of 25.5%. This number rose to 31.6% when considering only the 
ICU population.

To date, there have been relatively few published prospective investigations 
regarding the incidence of AF in septic shock patients, although there is more 
available information about the general topic of AF in septic patients. Seguin et 
al. [29] found AF developed in 24 patients (5.3%) of 460 patients admitted to the 
surgical intensive care unit and followed prospectively during a 6-month period. 
They reported that 29.2% (7 of 23 patients) of septic shock patients developed AF. 
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They concluded the presence of shock (especially septic shock) appeared to be an 
independent risk factor of AF in their cohort. It has to be recognized, however, that 
the operative definition of septic shock used at that time, the one proposed by Bone 
et al. [30], has since been substantially modified.

Steinberg et al. [28] published recently a one-year observational prospective 
study of 27 septic shock patients. Their aim was to evaluate the incidence of AF, and 
the mortality rate of patients with AF versus patients that maintained sinus rhythm. 
Nine (33%) patients developed AF during the first 72 hours. At admission and 
at 72 hours, SOFA was statistically higher in the patients with AF (p = 0.012 and 
p = 0.002, respectively).

In a single-center study, Meierhenrich et al. [31] prospectively studied all 
patients with NOAF and all patients suffering from septic shock in ICU during a 
13 month period. Patients with preexisting chronic AF were excluded from their 
analysis. They found 23 out of the 50 patients with septic shock (46%) developed 
NOAF, compared to an overall incidence (septic and non-septic patients taken into 
account) of NOAF of 7.8% (49/629). The same aforementioned limitation in septic 
shock definition applies to this data.

Guenancia et al. [26] conducted a single-center prospective, observational study 
on patients with septic shock, and they found an incidence of new-onset AF of 44% 
(29 of 66 patients). Noteworthy, a 34% of new-onset AF would not be diagnosed 
without Holter ECG monitoring (silent AF).

More recently—and using an updated definition of septic shock—Rabie et al. 
[32] prospectively studied 100 septic shock patients, one of the largest series ever 
published. All patients were continuously monitored by three/five-lead monitor 
with arrhythmia detection algorithms, alarms, and Holter recording capabilities 
throughout the ICU stay. The investigators found the development of NOAF in 29 
(29%), of which 22 (75,8%) patients had a single occurrence and 7 (24,2%) had 
recurrent AF during their ICU stay.

5. Prognosis

Whether NOAF acts as a surrogate marker for increased illness severity and 
subsequently poor prognosis in sepsis or whether it directly contributes to mortal-
ity and poor outcomes is not entirely clear. As stated before, the sepsis state can 
trigger AF mainly because of the combined mechanisms of inflammation, surge in 
catecholamines, and direct and indirect myocardial injury, and the poor prognosis 
noted whenever AF develop in critically ill patients may be the consequence of the 
presence of these factors.

In a retrospective analysis, Walkey et al. [33] found that patients with NOAF 
during a hospitalization for sepsis showed a higher five-year risk of hospitalization 
for heart failure (11.2% vs. 8.2%; HR, 1.25; 95% CI, 1.16–1.34), ischemic stroke 
(5.3% vs. 4.7%; HR, 1.22; 95% CI, 1.15–1.47), and death (74.8% vs. 72.1%; HR, 1.04; 
95% CI, 1.01–1.07) than patients who did not develop NOAF.

Specific prospective data regarding the prognosis of NOAF in septic shock 
patients is also sparse. In a small series of 27 septic shock patients followed prospec-
tively for one year, Steinberg et al. [28] reported that mortality was higher in AF 
patients (66%) than in patients in sinus ryhtm (11%) (p = 0.006). Age, rhythm and 
noradrenaline dosage were univariate predictors of total mortality. In the afore-
mentioned study of Meierhenrich et al. [31], mortality in septic shock patients with 
NOAF was 44% compared with 22% in septic shock patients with maintained sinus 
rhythm (p = 0.14). The average length of ICU stay was shown to be increased in 
patients with NOAF (30 versus 17 days, p = 0.017). Failure to achieve sinus rhythm 
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restoration was associated with greater ICU mortality (71.4% vs. 21.4%, p = 0.015). 
After two years, the investigators observed a statistically nonsignificant increase in 
mortality in septic shock patients with NOAF (p = 0.075).

In a larger prospective series, Rabie et al. [32] found that mortality in patients 
with single AF attacks were not statistically higher than non-AF patients 
(p = 0.143). However, recurrent attacks of AF had significantly higher mortality 
than non-AF or single AF attack (p < 0.05). Recurrent AF was associated with 
increased length of UCI stay (21.6 ± 7.2 vs. 12.9 ± 7.3 days, p = 0.004).

6. Management

When considering use of antiarrhythmic drugs or applying cardioversion in 
septic patients with atrial fibrillation and hemodynamic instability, causative fac-
tors must in parallel be addressed and corrected when feasible [34]. Since diastolic 
dysfunction is highly prevalent in ICU patients and is also an independent predic-
tor of mortality [35], both excessive or insufficient fluid resuscitation should be 
avoided. For example, the so-called Early Goal Directed Therapy has shown mar-
ginal benefit [36] while heightening the risk of fluid overload and the overuse of 
betaadrenergic stimulant drugs to achieve central venous saturation above 65%. The 
resulting high cardiac output constitutes an arrhythmogenic setting. Interestingly, 
ceasing beta-stimulation and administering low-dose betablockers with concomi-
tant preload correction has led to a dramatic decrease in mortality [37]. While the 
use of vasopressors in septic shock is recommended in early septic shock, preload 
assessment and timely administration of vasopressin can assist in diminishing 
the requirement of catecholaminergic drugs and consequently lower the risk of 
arrhythmia. Suboptimal volume replacement, on the other hand, carries the risk of 
higher sympathetic tone and consequent down-to regulation of adrenergic recep-
tors which in turns leads to requirement of greater doses of vasopressor drugs. 
Hence, both conditions, namely fluid overload and hypovolaemia, are triggering 
factors for developing arrhythmias.

Electrolyte disturbances, which are commonplace in ICU patients, should 
be likewise identified and promptly corrected. Hypokalemia and hyperkalemia 
triggers supraventricular and ventricular arrhythmias. If the potassium level does 
not respond to adequate supplementation, magnesium levels must be assessed and 
corrected, since severe hypomagnesemia prevents the potassium level being cor-
rected. It has been shown that septic patients tend to have lower serum magnesium 
levels when compared to nonseptic patients [38, 39]. Hypophosphatemia is associ-
ated with decreased myocardial contractility and a higher incidence of arrhythmia 
[40], and the correction of phosphorus level has been shown to prevent it [41]. 
Hypocalcemia may also be associated with arrhythmias [42, 43], although the data 
in septic patients is scarce.

Right ventricular dysfunction may cause acute cor pulmonale and supraventric-
ular arrhythmias [44]. Instituting aggressive modalities of mechanical ventilation 
in septic patients with acute distress respiratory syndrome as an attempt to recruit 
consolidated lungs may trigger an increase in right ventricular afterload, with the 
consequent development of NOAF. Gradual opening of the consolidated lungs in 
a prone position [45] guided by periodic chest ultrasound and echocardiographic 
assessment may prevent the onset of supraventricular arrhythmias.

Guidelines for management of AF [46] do not usually apply readily to critically 
ill patients, since NOAF in patients treated on an ICU differs from AF in patients 
in the community in terms of causes of rhythm disturbance [47], and appropriate 
management [48].
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6.1 Electrical therapy

Synchronized direct current cardioversion (SDCC) should be employed for 
patients with hemodynamic instability related to the arrhythmia, even though the 
probability of remaining in sinus rhythm may be low. In critically ill patients, SDCC 
has been investigated in few studies. The reported efficacy is generally low, ranging 
from 26.9% and 35.1% [49, 50]. Mayr et al. reported successful electrical cardiover-
sion at one hour after the attempt in 13/37 (35.1%) ICU patients with NOAF. After 
24 hours, six of these 37 patients (13.5%) remained in sinus rhythm. An additional 
study evaluating the efficacy of SDCC reported sinus rhythm restoration for at least 
24 hours in 7/26 (26.9%) patients. Of note, 18 of these patients had received amio-
darone prior to or during electrical cardioversion [49].

In septic shock patients with NOAF, there is lack of data on effectiveness. In a 
small series [28], SDCC was attempted in five patients due to hemodynamic insta-
bility. In three patients, the procedure was not effective, whereas, in one patient, 
sinus rhythm was restored. However, AF recurred shortly afterwards; and in one 
case, a stable sinus rhythm was obtained. The effectiveness of electrical therapy 
may be improved by concomitant antiarrhythmic medication. When electrically 
cardioverting 24% of septic shock patients on amiodarone and 36% on propafe-
none, the overall rate of sinus rhythm maintenance was significant (74% and 89%, 
respectively) [51]. After an initially successful cardioversion, failure to remain in 
sinus rhythm may signal a poor prognosis.

6.2 Antiarrhythmic pharmacological therapy

6.2.1 Amiodarone

Amiodarone is a Vaughan-Williams class III antiarrhythmic drug that is frequently 
used to treat atrial fibrillation, both in community and ICU settings. It is currently 
approved for cardioversion of atrial fibrillation (Class I, level of evidence A) [52]. It 
is a highly lipophilic compound with a long half life, and it is eliminated by hepatic 
metabolism and not by dialysis [53]. Being one of the few antiarrhythmic drugs that 
does not affect significantly the left ventricular ejection fraction (LVEF), its use is 
however limited by the occasional occurrence of systemic hypotension and because 
of its relatively highly toxic profile, including thyroid, lung and liver dysfunction 
among other detrimental effects (eg, corneal microdeposits, skin discoloration and 
neuropathies).

Amiodarone success in terms of rhythm control in sepsis patients varies widely, 
from 30% [54] to 95% [55], although rates of sustained sinus rhythm after cardio-
version are substantially lower. Comparative observational studies in ICU septic 
patients have shown that amiodarone achieved lower rates of rhythm control than 
beta-blockers, magnesium and calcium channel blockers [51, 54, 56].

Specific data on amiodarone effectiveness in septic shock patients is scant. Balik 
et al. [51] showed in a recent study on septic shock and supraventricular arrhyth-
mias (AF being the most frequent encountered) that amiodarone was the drug of 
choice in 76% of patients, likely due to the hemodynamic instability of patients 
in septic shock on vasoactive agents. Restoration to sinus rhythm was achieved in 
74% patients while 23.7% of them required additional electrical cardioversion. 
The median total dose of amiodarone was 3.0 (1.8–4.6) g, given by infusion over 4 
(2–6) days with a median of 1.4 (0.9–1.8) g during the first day. Due to its limited 
efficacy to cardiovert and to maintain sinus rhythm (74%), the patients with a 
persisting arrhythmia were often switched to propafenone. Interestingly, in this 
study, successfully cardioverted patients (with either amiodarone, propafenone or 
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metoprolol) or those having chronic AF demonstrated not significantly lower ICU 
and 28-day, and 12-month mortalities compared to patients remaining in an acute 
onset arrhythmia.

In a retrospective review of adult medical or surgical ICU patients with septic 
shock and NOAF that received amiodarone (n = 239), Betthauser et al. [57] found 
that exposure to more than or equal to 2700 mg of amiodarone was positively corre-
lated with longer ICU length of stay. The same investigators found that compared to 
non-septic shock patients, septic shock patients did not show significant difference 
in hemodynamic deterioration within 72 hours of intravenous amiodarone adminis-
tration. Of 105 patients surviving hospital discharge, 29% continued receiving oral 
amiodarone at discharge.

6.2.2 Propafenone

Propafenone is a Vaughan-Williams class IC antiarrhythmic drug with some 
(but clinically limited) beta-blocking activity as a result of a structural similarity to 
beta-adrenoceptor antagonists [58]. Propafenone is currently approved and used 
frequently for cardioversion of atrial fibrillation (Class I, level of evidence A) [52]. 
However, since CAST (the Cardiac Arrhythmia Suppression Trial) [59] revealed that 
class IC antiarrhythmic drugs flecainide and encainide could increase the mortality 
risk when administered to patients with ventricular arrhythmias and coronary artery 
disease with significant left ventricular systolic dysfunction, current guidelines have 
restricted the recommendation of this class of drugs (including propafenone) to 
patients with NOAF who do not have structural heart disease [52].

The aforementioned study by Balik et al. [51], suggests that propafenone could 
be a drug of choice in septic shock patients with normal to moderately reduced 
LVEF. Propafenone was used in septic shock patients with NOAF as a primary anti-
arrhythmic in 17.5% of patients, but this figure rises to 33% if one takes into account 
the patients who were not able to cardiovert and maintain a sinus rhythm on amio-
darone and then received propafenone. The observed cardioversion success rate 
was 86.1% at 24 h, although 35.5% needed additional SDCC to restore sinus rhythm. 
The success of cardioversion was significantly higher with propafenone than with 
amiodarone and almost the same as metoprolol (93%). The average propafenone 
dose was 670 (460–700) mg/day. Compared with amiodarone, propafenone use did 
not result in significantly lower ICU and 28-day mortalities, but was associated with 
a 12-month mortality benefit, although patients in propafenone group tended to 
have better LVFE at baseline and lower dose of vasopressor drugs (e.g., norepineph-
rine), likely reflecting more severe compromise of septic shock in the amiodarone 
group [34].

6.2.3 Beta-adrenergic blockers

Current guidelines recommend beta-blockers as first-choice drugs to control 
heart rate in AF patients with LVEF >40% (class I, level of evidence B) [52].

Autonomic dysfunction in septic shock may be accompanied by extreme 
tachycardia and high cardiac output. Tachycardia increases cardiac workload and 
myocardial oxygen consumption. In addition, shortening of diastolic relaxation 
time and impairment of diastolic function further affect coronary perfusion, 
contributing to a lower ischemic threshold. Although norepinephrine is the current 
recommended mainstay of treatment for sepsis-related hypotension, excessive 
adrenergic stress has multiple adverse effects including direct myocardial damage 
(e.g., takotsubo or stress cardiomyopathy and tachyarrhythmias), insulin resis-
tance, thrombogenicity, immunosuppression, and enhanced bacterial growth [60]. 
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Taken together, these mechanisms contribute to worsening of septic myocardial 
dysfunction and increased mortality [61].

The use of beta-adrenergic blockers has been proposed to mitigate the persis-
tent sympathetic stimulation in septic shock patients, and this mechanism may in 
part be responsible of the observed improvement in prognosis. The production of 
cytokines may also be reduced with the consequent improvement in the metabolic 
dysregulation by means of reducing protein catabolism and by inhibiting gluco-
neogenesis [62]. On the other hand, using beta-blockers in septic shock patients is 
not without risks. Many patients with septic shock are already being treated with 
vasopressor and inotropic drugs, and treating them with beta-blockers can exacer-
bate hypotension and bradycardia promoting further hemodynamic instability [63].

In order to reduce the unnecessary load of catecholamines and the stimulation 
of their receptors, an easily titratable beta-blocker (e.g. esmolol or landiolol), may 
be safe in those patients who require vasopressor drugs in parallel for low systemic 
vascular resistance and hypotension. In an open-label, randomized single-center 
study (n = 154) by Morelli et al. [64], septic shock patients were assigned to receive 
a continuous infusion of esmolol titrated to maintain heart rate between 80/min 
and 94/min versus standard treatment. It was not specified how many of those 
patients had atrial fibrillation, so its main interest in this discussion relates to its 
tolerability, since traditionally it has been feared that betablockage in septic patients 
could result in hemodynamic deterioration. Nonetheless, the mean arterial pres-
sure was maintained despite a marked reduction in norepinephrine requirements 
in the esmolol group. Also, stroke volume, systemic vascular resistance, and left 
ventricular stroke work indices were increased in the esmolol group. Noteworthy, it 
was shown that 28-day mortality was 49.4% in the esmolol group vs. 80.5% in the 
control group (adjusted hazard ratio, 0.39; 95% CI, 0.26 to 0.59; p < 0.001). These 
findings suggest that lowering of heart rate by esmolol allows better ventricular 
filling during diastole, hence improving stroke volume and thereby improving the 
efficiency of myocardial work and oxygen consumption.

Metoprolol is also well tolerated in septic shock patients with supraventricular 
arrhythmias. In septic shock patients with NOAF treated with intravenous meto-
prolol, Balik et al. [51] found that sinus rhythm was achieved in 92.3% patients with 
no additional electrical cardioversion. The median length of treatment was 5 (2–9) 
days, while the median intravenous metoprolol dose was 84 (48–120) mg/day.

A relatively new beta-blocker with high selectivity for beta1 receptors and a 
half-life of only 4 minutes, landiolol, has also been shown to be well tolerated in 
the critically ill for its limited negative inotropic effect and limited impact on blood 
pressure, as different Japanese teams of investigators have reported [65–67]. The 
use of low doses (5–10 mcg/kg/min) of landiolol is usually sufficient for the cardio-
version of AF compared to controls. In sinus tachycardia, landiolol may prevent the 
occurrence of arrhythmias using an even lower dose (3–5 mcg/kg/min). In a multi-
center, open-label, randomized controlled trial at 54 hospitals in Japan, in which 76 
patients with sepsis or septic shock received intravenous landiolol and 75 patients 
were assigned to the control group, Kakihana et al. [68] found that Landiolol 
resulted in significantly more patients with sepsis-related tachyarrhythmia (55% 
vs. 33%, p = 0.031) achieving a heart rate of 60–94 bpm at 24 h and significantly 
reduced the incidence of new-onset arrhythmia. The investigators report that 
landiolol was also well tolerated, but should be used under appropriate monitoring 
of blood pressure and heart rate owing to the risk of hypotension in patients with 
sepsis and septic shock.

Balik et al. [34], based on studies on tachycardic patients with septic shock 
requiring catecholamine administration suggest the benefit of slowing heart rate by 
approximately 20%, but also warn that lowering heart rate below 100 per minute 
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by means of betablockage may result in a cardiac output inadequate to meet the 
systemic oxygen demands in septic shock. Appropriately powered, randomized, 
controlled multicenter trials are required to further clarify the role of beta-blockers 
in septic shock patients with NOAF.

6.2.4 Digoxin

Digoxin and other cardiac glycosides have been long used to treat patients with 
heart failure and cardiac arrhythmias, atrial fibrillation among the latter. However, 
in the last couple of decades, various clinical trials have resulted in limiting the role 
of digoxin in the management of atrial fibrillation [52]. Digoxin acts at a cellular 
level by inhibiting the sodium-potassium pump, increasing the calcium availability 
to the contractile apparatus. This results in an increase in cardiac contractility and 
slowing of cardiac conduction through the atrioventricular node [69].

There is paucity of data regarding the use of digoxin in septic shock patients 
with NOAF. In a retrospective cohort study of ICU patients (n = 38,159) by Quian et 
al. [70], the investigators found an incidence of NOAF rounding 9%. After adjust-
ing for multiple variables, they found that in patients with NOAF the use of digoxin 
was associated with an increased risk of 90-day mortality (hazard ratio 1.23, 95% 
CI 1.10–1.39, p < 0.001), although the proportion of sepsis patients in this popula-
tion was not specified.

6.2.5 Anticoagulation therapy

While many clinical trials have shown that warfarin therapy reduces the risk 
of thromboembolic complications in patients with AF, it has not been unequivo-
cally proved that oral anticoagulants provide similar benefits in critically ill septic 
patients with AF without carrying a significant bleeding risk. So, a common 
dilemma arises when deciding which septic patients with AF should receive antico-
agulation therapy [71]. Walkey et al. [72] studied the practice patterns of anticoagu-
lation in 38,582 septic patients with AF. They found that more than a third (35.3%) 
of the patients were anticoagulated with intravenous heparin or subcutaneous 
enoxaparin, while the rest of the patients did not receive anticoagulants. In those 
who did, significant bleeding was more frequently observed (8.6% vs. 7,2%, RR 
1.21). Interestingly, there was no significant difference in the risk of ischemic stroke 
between anticoagulated and non-anticoagulated patients (1.4% vs. 1.3%, RR 0.94, 
CI 0.78–1.12). Furthermore, there was no difference in the risk of ischemic stroke 
between patients with preexistent AF and those with NOAF (RR, 1,12).

In a retrospective observational study to assess the incidence of stroke and 
anticoagulation-related complications (e.g., bleeding, heparin-induced thrombo-
cytopenia) in AF patients with severe sepsis (n = 115), Darwish et al. [71] found 
no statistically significant difference in survival rates during their hospitalization 
(66.2% [53/80] in the non-anticoagulated group versus 74.3% (26/35) in the anti-
coagulated group, P = 0.392). There were no reports of strokes in either arm of the 
study, but this finding is at least in part explained by the small number of patients 
and the short period of time used for assessment. Up to date, prospective, compara-
tive robust evidence for anticoagulation in septic shock patients is lacking.

6.2.6 Corticosteroid therapy

Due to its anti-inflammatory properties, low-dose hydrocortisone has been 
frequently used to achieve shock reversal and better outcomes in patients with 
septic shock [73]. However, after extensive review of the available evidence, the 
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Surviving Sepsis Campaign’s guidelines restricted the use hydrocortisone in shock 
septic patients only when fluid resuscitation and vasopressor drugs failed to restore 
hemodynamic stability [74]. In a recent multicenter, prospective nonrandomized 
observational study in 261 septic shock patients, Launey et al. [75], a atrial fibrilla-
tion developed in 33 (24%) and 24 (19%) of no-hydrocortisone patients and hydro-
cortisone patients, respectively. In the weighted sample, the proportion of patients 
who developed AF was 28.8% in the nohydrocortisone group and 16.8% in the 
hydrocortisone group (difference: 11.9%; 95% confidence interval: 23.4% to 0.5%; 
p = 0.04), noting that patients who received hydrocortisone were more severely ill 
than those who did not receive hydrocortisone. Investigators conclude that low-dose 
hydrocortisone was associated with a lower risk of developing AF during the acute 
phase, although serious risk of bias due to missing covariates in the propensity score 
matching has to be taken into account.

7. Conclusions

AF during septic shock has been insufficiently studied. This has led to relevant 
uncertainties regarding its etiology, pathophysiology and appropriate management. 
Risk factors for chronic AF and NOAF frequently differ, and the unique patho-
physiology of NOAF remains to be fully elucidated. Despite of a high probability 
of successful cardioversion achieved by pharmacological or electrical means, these 
treatment modalities have shown modest efficacy in affecting the medium and 
long-term prognosis of septic shock patients with AF. The benefits of anticoagula-
tion in shock septic patients with AF have not been firmly established, while the 
risk of bleeding is increased in septic patients. Evidence-based guidelines and even 
expert consensus documents on the subject of NOAF management are lacking. 
Properly designed multicenter, prospective randomized trials are needed to clarify 
these questions.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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