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Preface

Calorimetry is used to measure the transfer and exchange of heat. It is a technique 
that has applications in different research and industrial sectors that allows for 
computing how much heat is generated in a chemical reaction or in the change of state 
of aggregation. 

This book reports on calorimetry in three sections: “Applications in General”, 
“Calorimetry in Materials”, and “Calorimetry in Biotechnology”. 

The first section includes general information on the applications, uses, and charac-
teristics of calorimetry as an evaluation tool. The section presents a general overview 
of the technique including information on thermodynamic performance analysis 
in pulse detonation combustors, isothermal calorimetry of molecular interactions 
between small molecules in organic solvents, and assessment of heat capacity via a 
thermodynamic approach based on density functional theory calculations. 

The second section evaluates the calorimetry technique in different materials. 
Chapters in this section address such topics as setting time and heat hydration devel-
opment of Portland cement, using calorimetry to understand structural relaxation in 
chalcogenide glasses, and cone calorimetry in fire-resistant materials. 

The third section focuses on the study of materials from biomolecules  related to the 
skin. This section includes chapters on calorimetry to quantify protein-ligand binding 
and calorimetry in diagnosing skin allergies. 

This book is a useful resource for those interested in understanding the importance 
and scope of the use of the calorimetry technique.
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Chapter 1

Isothermal Calorimetry: Molecular
Interactions between Small
Molecules in Organic Solvents
Raquel Gutiérrez-Climente, Elise Prost, Aude Cordin,
Carlos Chesta and Luminita Duma

Abstract

Isothermal titration calorimetry (ITC) is widely used to study protein-ligand,
DNA-drug and/or protein-protein interactions but its application for small molecule
complexation remains limited namely when the titration is performed in organic
solvents. Compared to other dedicated spectroscopic techniques like nuclear magnetic
resonance, infrared spectrometry or fluorimetry, which require a series of experi-
ments to extract site-specific stoichiometry and affinity information, ITC provides in
a single experiment a complete thermodynamic picture of the overall interaction
mechanism. This chapter presents examples that support the high potential of ITC to
probe interactions between small molecules in methanol, acetonitrile and methanol/
water mixture on a Nano ITC Low Volume device (TA Instruments), with an empha-
sis on both simple (1:1) and more complex (1:1 and 1:2) interaction mechanisms.

Keywords: isothermal calorimetry, thermodynamics, association constant,
stoichiometry, small molecules, non-aqueous solvents

1. Introduction

Molecular recognition processes, omnipresent in nature, are of crucial importance
in all living species. The magnitude of any molecular interaction, which can be trans-
lated in terms of heat released or adsorbed, can vary depending on the chemical
nature of the interacting partners, on their concentration and the solvation environ-
ment in which the process takes place. Developed originally in the middle of the 1960s
[1] for studying chemical reactions [2], ITC can measure with high precision and
accuracy the heat energy associated with intermolecular reactions but also solvation
and dilution experiments. Over the years, ITC became gradually widespread and
popular to characterize the thermodynamics signature of molecular interactions in
drug design [3, 4], in which the knowledge of the thermodynamic parameters in
combination with the structural and kinetic information is decisive during the hit-to-
lead optimization, an early step in the drug design process. At this optimization stage,
hundreds of compounds with promising affinity against the protein target are
screened to identify the best one or two candidate molecules, usually from different
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chemical series [5]. Compared to other methods employed in the field of drug discov-
ery, ITC offers two clear advantages that facilitates the selection of the candidate
molecules: On one side, ITC is the only method that directly measures the reaction
enthalpy change [6], which can be considered as an interaction descriptor [7] and
therefore an extremely useful parameter for structure thermodynamics correlations.
It offers a valuable information notably for the compounds having similar binding
affinities but different thermodynamic parameters [7, 8]. Traditionally, drugs charac-
terized by an enthalpy-driven binding were preferred [7, 9]. Nevertheless, the nature
of the binding site deserves to be considered because, when an apolar part of the drug
interacts with an apolar region of the protein target, the entropic contribution will be
favored and the reaction becomes entropy-driven [10]. On the other side, thanks to
the detection of the heat change in water molecules and the transfer of protons of the
drug molecule during the solvation and dilution experiments, ITC illustrates the
differences between polar and apolar interactions that are invisible using techniques
such as X-ray crystallography and surface plasmon resonance (SPR) [10]. All these
advantages are also highly valuable for other ITC applications such as enzyme-
catalyzed reactions [11] and host-guest supramolecular complexation [12]. In supra-
molecular chemistry for example, ITC combined with supramolecular structure
information can provide deeper information on the energies associated with non-
covalent interactions (hydrogen bonding, electrostatic, π-π stacking, cation-π and
anion-π interactions) and the hydrophobic effect induced by the displacement of
water molecules [13].

Recently, the technique appeared also particularly useful and versatile in kinetic
assays [14] where the direct measurement of a catalytic reaction [15, 16] was possible.
Other applications include the monitoring of microbial activity and dynamics [17, 18],
the stability assessment of (bio)pharmaceuticals [19], etc. The development of Low
Volume (LV) Nano ITC calorimeters should extend the application fields of this
technique not only to biomolecules available in small amounts but also to the study of
complexation reactions in organic solvents thanks for example to the availability, on
the same calorimeter, of a standard buret handle for aqueous solutions and organic
solvents compatible buret handle.

The main advantage of ITC, when compared to other interaction-study dedicated
spectroscopies, like nuclear magnetic resonance (NMR), Fourier transform infrared
(FTIR) spectrometry or fluorimetry, is the ability to provide in a single experiment
the entire thermodynamic profile of the investigated interaction process. In practice,
an ITC experiment measures accurately the heat released or adsorbed when a mole-
cule solution is titrated into another in a given aqueous or non-aqueous solution. The
large majority of ITC measurements is conducted in aqueous solutions to study
protein-ligand, DNA-drug and/or protein-protein interactions [10] whereas most of
the ITC investigations in organic solvents or non-aqueous/aqueous mixtures focus on
the solvation or dissolution thermodynamic study of various small molecules [20–23],
drugs [24], single amino acids [25–27], small peptides [28], metal ions [29], etc. It is
worth noting also some complexation studies for copper ions with β-alanine in ethanol
[30], 15-crown-5 ether with Na+ in water-ethanol [31], 18-crown-6 with triglycine in
water-acetone and water-dimethyl sulfoxide [32], β-cyclodextrin with benzoic acid in
water-ethanol [32], fluorescein isothiocyanate with polymers in water-methanol [33],
and the association analysis of urea-based supramolecular polymers in different
solvents [34].

The scarce resources in past calorimetry or contemporary ITC literature about
intermolecular interactions in organic solvents prompted us to write this chapter.
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After a brief introduction of the main basic concepts, we will show the ITC charac-
terization of several 1:1 and 1:2 complexes in organic solvents together with the
analysis of the data and the results which provide the thermodynamic profile, stoichi-
ometry and association constant of the reaction. The correlation of ITC results with
association or structural information from other spectroscopies may help understand-
ing the formation of even more complex binding events.

2. Isothermal calorimetry: general principles and experimental details

Calorimetry measures the changes in heat released or absorbed during a
chemical reaction or a physical process. Heats are measured with instruments called
calorimeters classified as adiabatic or isothermal [35]. Heat measured on adiabatic
devices show a permanent increase or decrease in temperature. The temperature
changes thus obtained are directly related with the heat capacity of the instrument
which therefore requires the acquisition of distinct experiments for calibration. In
isothermal calorimeters the heat is allowed to flow between the reaction cell and a heat
sink surrounding the two cells (see Figure 1a) and is actively regulated to maintain a
constant level by power compensation. The development of micro- and nano-
calorimetry rendered possible the detection of very small heat changes in small vol-
umes of samples. Nano calorimeters have a detection limit in the nanowatt range [35].
Historically, Nano calorimeters have been applied to the study of the reactants avail-
able in reduced amounts like biomolecules.

The design of the NanoITC from TA Instruments relies on the differential power
compensation technology (see Figure 1a) which allows to optimize sensitivity and
responsiveness. Nanowatt sensitivity is achieved thanks to an internal reference. Two
cylinder-shaped identical chambers (also called sample and reference cells) of 170 μL
are located in a compartment which works as a thermal barrier. As described in the
user manual [36], semiconducting thermoelectric devices (or TED) control and detect
temperature differences between the sample and the reference chambers. In a titra-
tion experiment, both cells are entirely filled: the reference cell with the pure solvent,
the sample cell with one reactant (or titrand) and the syringe with the other reactant
(or titrant) of the reaction under study, both in the same solvent. The titrant is usually
prepared at 10-fold higher concentration for a 1:1 binding model [37]. ITC titration
experiments are implemented by incremental injection of a precise volume of titrant
into the solution of titrand at discrete time intervals (see Figure 1c). Typically, about
25 injections per experiment are performed using a motor-driven syringe capable to
deliver defined volume within 1–10 μL per injection. The syringe is coaxially intro-
duced in the sample cell through a long access tube. The stepping motor precisely
controls not only the injection volume but also the stirring speed of the reactants in
the sample cell. Therefore, for each injection, the interaction between the two reac-
tants releases (or adsorbs) heat that increases (or decreases) the sample cell tempera-
ture. This temperature change will activate the feedback heat controller (power
compensation) on the sample cell such as to maintain a zero temperature difference
between the two cells. For each heat variation during a stepwise titration, the feedback
regulator will compensate this difference by decreasing (or increasing) the heat of the
sample cell by the amount of heat supplied by the reaction and, at each variation
associated to each injection step, will lead to a peak in the thermogram. Figure 1c
illustrates the construction of a representative thermogram as the stepwise titration
proceeds. During the titration experiment, the reactant in the sample cell is gradually
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transformed into the molecular complex. The injection of the titrant is conducted until
the titrand in the sample cell is fully saturated and the heat signal becomes equal to the
background heat generally equal to the dilution heat of the titrant [37].

The normalized integrated area of each peak is next approached with the appropri-
ate model to estimate the affinity, enthalpy and stoichiometry of the interaction. The
first recorded experiment can be further analyzed with the Experiment Design tool of
NanoAnalyze to find out the optimal concentration conditions leading to a “S-shape”

Figure 1.
a) Drawing of the Nano ITC measuring unit (TA instruments) and its basic elements. b) Typical stepwise ITC
raw thermogram and the corresponding integrated data. The parameters obtained after adjusting the data with the
one-site binding model are also highlighted in green. c) Chemical reaction and illustration of the evolution of the
stepwise raw thermograph as the titrant is injected in the sample cell.
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thermogram (see Figure 1b). The titration experiment is then repeated with these
optimized concentrations and the data analyzed. The integration of each peak area in
the thermogram (Figure 1b top) gives the amount of heat exchanged while
injecting a known amount of the reaction partner into the sample cell. When the
concentrations in the syringe and the sample cell were appropriately chosen, a
display of the integrated heat signal as a function of mole ratio (of the injected
compound over the one contained in the sample cell) reveals a typical sigmoidal
shape (Figure 1b bottom). An inspection of the integrated titration curve gives
information on the molar enthalpy (ΔH) from the height of the curve, the number
of binding sites (or stoichiometry) of the reaction from the position of the inflection
point on the mole ratio axis, and the association constant (Ka) from the slope of the
curve. Nowadays, the companies provide an analysis software that incorporates the
specifics of the instrument. It is therefore relatively easy to make a first estimation
of the ΔH, n and Ka quantities thanks to various models that approach the experi-
mental data using a nonlinear routine to find the most probable thermodynamic
parameters describing the interaction process.

In the absence of any solubility or aggregation issues, direct and reverse titra-
tion [38, 39] can be considered when studying the interaction of small molecules
in a given solvent. For two A and B interacting molecules (Figure 1c), the
injection of aliquots of A into B is called direct titration whereas the injection of
aliquots of B into A is termed reverse titration. As previously mentioned, the
titration experiment is well performed when the concentrations are chosen such as
the molecule in the sample cell is fully saturated. Assuming that the molecular
mass of reactants does not affect the equilibrium binding equations (microscopy
reversibility), direct and reverse titrations should be equivalent. They can be
modeled by the same set of equations and should lead to the same thermodynamic
parameters for a reversible reaction.

The reaction in Figure 1c corresponds to a complex where a single molecule A
interacts with a single molecule B (i.e., the one to one model which corresponds to a
stoichiometry of 1). Since the reaction enthalpy change (ΔH) and association constant
(Ka) are directly measured from an ITC titration experiment, under constant temper-
ature and pressure, the Gibbs free energy (ΔG) and the entropy (ΔS) can obtained
using the following relationships:

△G ¼ △H� T△S

△G ¼ �RTlnKa

�
(1)

with R the ideal gas constant (R = 8.314 J/mol�K) and T the temperature in K.
Equilibrium association constants can be obtained with acceptable statistical precision
if the following condition is fulfilled:

1< c< 1000 (2)

where c (also known as c-value) is given by the relationship c ¼ nKa B½ �, [B]:
concentration of B molecule [40]. The condition in Eq. (2) is directly related to the
shape of the binding curve (also termed thermogram). For protein-ligand complexes
generally characterized by an affinity in the μM range (i.e. 106 M�1 Ka), a c-value
within 20 and 200 is recommended in order to minimize Ka errors and thermody-
namic parameters as shown by comparing ITC reports from different laboratories on
the same benchmark protein-ligand complex in buffer [41–43].
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By performing the ITC titration experiment at different temperatures, the change
in heat capacity, ΔCp, for the A�B complex formation can be estimated according to
the following equation:

ΔCp ¼ dΔH
dT

(3)

with ΔCp in J/mol�K.
The enthalpy represents the energy change of the system when the molecule A

interacts with B in a given solvent. Different type of noncovalent interactions
(hydrogen bonds, ions pairs, van der Waals forces, etc.) can take place at the binding
interface and therefore affect the enthalpy change. For example, the formation of
noncovalent interactions between atoms is an exothermic process characterized by a
negative enthalpy change whereas their breaking is an endothermic one with a posi-
tive enthalpy change. The heat released during a binding process describes the entire
system under study with individual contributions from the interacting partners but
also the solvent. In reality, the measured enthalpy change upon binding is the sum of
many positive and negative ΔH contributions resulting from the simultaneous forma-
tion and disruption of noncovalent interactions [44]. Like in protein-ligand interac-
tions in an aqueous medium, the observed ΔH of binding in an organic solvent is a
global property which reflects the partial loss of solvent contacts of the interacting
partners, the formation of complex noncovalent interactions and the solvent
rearrangement near the complex surface.

As main direct experimental observable in calorimetry, the measured heat is cor-
related with the reaction taking place at the molecular level and the aim of the
calorimetry is to provide reliable heat data capable to characterize molecular interac-
tions. In the literature, the enthalpies directly obtained by calorimetry have been
correlated with the values of binding enthalpy derived from the van’t Hoff relation-
ships. Experimental and simulation studies have shown that statistically relevant
discrepancies are notably found when the experimental setup or data analysis are not
correctly performed [45, 46].

Incremental titration described previously is the most common titration method
used. Continuous titrations, which consists of constantly injecting the titrant into the
calorimeter vessel while monitoring the thermal power, are shorter than the incre-
mental ones and therefore, they can be of great interest for unstable samples. The
development of the continuous ITC (cITC) method for micro- and nano-calorimeters
[47] rendered the technique even faster and more versatile for the study of
thermodynamic processes in a complex interaction. Interestingly, it can also
represent a quick alterative to find out the concentration conditions leading to an
exploitable thermogram. The screening of the optimum conditions (Eq. 2) may be
speeded up even more if the cITC thermograms can be exploited by the Experiment
Design tool in NanoAnalyze software, as mentioned for the classical ITC data.
Unfortunately, this is not yet the case with the currently available NanoAnalyze
software (3.12.0).

Another advantage of the cITC, is the potential expansion of the equilibrium
constants accessible by ITC. Indeed, Markova and Hallén [47] have shown by
computer simulations that cITC expands by 3 orders of magnitude the range of Ka

achievable by ITC. Therefore, for cITC the Eq. (2) becomes:

1< c< 3x106 (4)
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with 1012 M�1 being the highest equilibrium constant reachable by cITC. This is
rendered possible by the increased data points density in a continuous titration
experiment which better defines the slope region in a 1:1 binding curve.

3. Experimental details

The reagents used in this work are summarized in Table 1. All measurements were
performed on a differential power compensation Nano ITC Low Volume (Nano ITC
LV) calorimeter from TA Instruments (Waters, France), using a 50 μL injection
syringe while stirring at 400 rpm (the maximum stirring value). The Nano ITC LV has
two gold 170 μL reaction vessels and a buret assembly holding a stainless-needle
syringe with a twisted paddle at the tip and titrant exit at the bottom. Therefore, the
syringe serves not only for the delivery of the titrant but also for stirring. To avoid the
formation of bubbles in the cells and syringe, the samples were degassed in a vacuum
degassing station [48] for 15 minutes immediately before use. Injections were started
after achievement of baseline stability (using the automatic equilibration mode for
“small Heats” of ITCrun program controlling the calorimeter with the following
criteria: absolute acceptable slope: ΔH 0.1 μW/h; acceptable absolute standard devia-
tion: 0.01 μW). In addition, an equilibration time of 300 s has been considered before
the first and after the last injection to assess the quality of the baseline. The experi-
mental parameters were: 350 μL in the sample cell, 50 μL in the syringe, 350 μL solvent
in the reference cell (changed weekly), 25 injections of 2.02 μL except for the first
injection which was of 0.48 μL. The integrated heat effects of each injection were
corrected by subtraction of the corresponding integrated heat effects associated with
titrant dilution into the solvent. The experimental data obtained from the corrected
calorimetric titration were analyzed on the basis of different interaction models with
the NanoAnalyze software. The first injection was not taken into consideration for
data analysis.

The electrical calibration of the calorimeter was performed according to the man-
ufacturer’s instructions. Water in water dilution experiments are regularly performed
to check and validate the initial criteria of the manufacturer. Cells and syringe correct
cleaning is essential to avoid artifacts and produce good quality data. Additionally, it is
crucial to keep the needle of the syringe perfectly straight. Cleaning of the sample cell
can be performed automatically using the vacuum of the degassing device and is
generally done with 1 L of 2.5% DECON followed by 1 L of MilliQ water. An ITC

Name Purity % Supplier Reference CAS number

Acetonitrile 99.95 Biosolve UN1648 75–05-8

Benzoic acid ≥ 99.5 Sigma-Aldrich 242,381-25G 65–85-0

DMAPMAma 99 Aldrich 409,472-250ML 5205-93-6

Glucuronic acid ≥ 98 Sigma G5269 6556–12-3

Isophthalic acid 99 Alfa Aeser A14445 121–91-5

Methanol 100 VWR 20,847–320 67–56-1
aN-[3-(dimethylamino)propyl]methacrylamide.

Table 1.
Reagents used in this work.
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experiment takes between 1 and 2 hours depending on the injection delay and the
equilibration duration necessary to fulfill the heat stability statistical criteria. ITCRun,
the software which controls the Nano ITC calorimeter, does not record the evolution
of the heat values during the equilibration delay but only its duration.

Despite the relative simplicity of ITC experiments, the selection of the right bind-
ing model for the fitting of the experimental data in order to estimate the thermody-
namic parameters can be challenging, especially for complexes where one of the
reactants present multiple sites and there is not previous information about the stoi-
chiometry or binding mechanism [49]. Among the various softwares currently avail-
able for the titration data analysis, the softwares provided by the ITC manufacturers,
i.e. Origin from MicroCal/Malvern and NanoAnalyze in the case of TA instruments,
the interpretation of the binding isotherms can be done for each data set individually
using either classical models such as one-site independent or two-sites sequential
models, multiple sites, dimer dissociation, cooperative and competitive replacement
models. The possibility of dilution subtraction or the selection of a control model
together with the binding model remains at the user’s choice.

Over the last decade, alternative softwares have been developed for more complex
processes, e.g. AFFINImeter [50], pytc [51], HypΔH [52], CHASM [53] or SEDPHAT
[54]. The free platform SEDPHAT gives the possibility to combine several experi-
mental data (calorimetry, spectrophotometry, sedimentation and surface binding
assays) in a single global analysis. The main purpose of the platform development was
to reduce the discrepancies between the thermodynamic parameters obtained using
different devices and setups (e.g. the use of different sample volume, concentrations,
immobilization of the template, etc...). The SEDPHAT results presented in the present
chapter concern only calorimetry data in order to perform a global analysis of several
measurements, including repetitions of the performed direct and reverse titrations,
increasing therefore the confidence in the binding parameters obtained individually
with NanoAnalyze software.

4. ITC data and their evaluation

The following subsections illustrate the extraction of thermodynamic parameters
and association constant from the experimental raw data for one-site and two-sites
binding complexes in different non-aqueous solvents.

4.1 1:1 Complexes in different solvents and calorimetric heat capacity

Molecular recognition processes are the archetypal reactions in various domains
going from life science to technology and the design of a suitable target which binds
the other partner with specificity remains challenging nowadays. The study of the
binding complexes presented herein was originally motivated by the need to optimize
the design of molecularly imprinted polymers [55] by characterizing the affinity and
the complete thermodynamic profile of the monomer-target interaction in the solvent
used for the synthesis of the final polymer. A better comprehension of the interactions
and energies involved in the preorganization of the monomers around the target could
improve their synthesis protocols by selecting monomers with high affinity for the
target.

The feasibility of elucidating the thermodynamic parameters for a 1:1 binding
model using stepwise titration experiments is first demonstrated with the interaction
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between benzoic acid (1), a food antimicrobial, and N-[3-(dimethylamino)propyl]
methacrylamide (2), a monomer, in methanol (Figure 2). In water at 25°C, 1 shows a
pKa of �4.2 [49].

whereas 2 is a typical amine base characterized by a pKa of �9.2. In methanol and
other organic solvents, the pKa cannot be defined but it is expected that 1 and 2
behave as a strong Lewis acid and base, respectively. Qualitative evidence of the
interaction between benzoic acid and 2-dimethylaminoethyl methacrylate-based
copolymers has been provided by infrared (IR) and 1H NMR spectroscopies [50].

Figure 2.
ITC titration of 2 into 1 in MeOH at 15 (a) and 35°C (b) as filled black circles. The dilution of 2 into MeOH is
also shown as gray filled circles. The middle thermogram shows the integrated heat data as filled black circles and
their nonlinear fitting using the 1:1 binding model as red continuous line. c) Integrated corrected data at 10 and
35°C. d) Linear fit of the calorimetric ΔH values versus temperature which gives access to the change in heat
capacity, ΔCp � �0.5 kJ/mol�K.
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1H NMR spectra recorded for different molar compositions of benzoic acid:copolymer
containing amine groups in acetone showed that carboxyl-amine interaction causes a
shift of the aromatic proton resonances to high field (small ppm values) whereas
protons near the amine group shift to low field (big ppm values). These chemical
shifts suggest that the carboxyl-amine complexation is associated with an increase in
electron density for the carboxyl and a decrease of the electron density for the amine
group, results consistent with the formation of a contact ion pair stabilized by attrac-
tive electrostatic forces and H-bonding. The same conclusions are reached by analyz-
ing the IR spectra of the mixtures in acetone. For these complexes in chloroform and
acetone solvents, it was stated that the excess of benzoic acid tends to self-association
producing therefore benzoic acid dimers in addition to the benzoic acid-amine
complex.

Figures 2 and 3 display the calorimetry data for the interaction between benzoic
acid (1) and N-[3-(dimethylamino)propyl]methacrylamide (2) in methanol and ace-
tonitrile, respectively. In order to estimate the heat capacity changes, the heat reaction
response has been measured in methanol over a temperature range between 10 and
35°C. The top panels in Figure 2a and b indicate that the complexation is exothermic
over the full temperature range spanned. The middle and the bottom panels show the
integrated experimental heat data fitted with the 1:1 independent binding model and
the residuals which describe the differences between the interaction model and the
measured data. In all experiments, 60 mM 2 were titrated into 8 mM 1 except

Figure 3.
ITC titration of 2 into 1 in acetonitrile at 25°C as filled black circles. The dilution of 2 into acetonitrile is overlaid
as gray filled circles. The middle thermogram shows the integrated heat data as filled black circles and the
nonlinear fitting of the data using the 1:1 binding model as red continuous line.
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otherwise indicated. Table 2 summarizes the ensemble of thermodynamic parameters
together with the stoichiometry and the association constant derived using a 1:1
independent binding model at each temperature. The calculated c-value is also shown
and falls in the range 2–20. The concentration conditions have been optimized using
the tool “ITC Experiment Design” from NanoAnalyze at 25°C for a c-value �10. A
greater c-value would have required higher concentrations for benzoic acid and
therefore would have prevented us from carrying out the reverse titration owing to
benzoic acid reduced solubility in MeOH above 60 mM. In parallel, to check the
accuracy of the 1–2 affinity and thermodynamics parameters obtained by ITC, a global
fit analysis for both direct (60 mM 2 into 8 mM 1) and reverse (60 mM 1 into 8 mM 2)
titrations in MeOH at 25°C has also been performed with the open source SEDPHAT
platform. First, the ITC data have been integrated using the NITPIC software which
also allows to subtract the corresponding dilution for each direct and reverse titration
dataset and gives access to the stoichiometry parameter. Second, the direct and indi-
rect NITPIC datasets were integrated and saved in a SEDPHAT configuration file. The
data were then fitted with the one-site binding model and the statistics of the ther-
modynamic parameters calculated for a confidence level at 95%. The results obtained
with SEDPHAT (Table 2) are almost identical to the ones obtained for the direct
titration with NanoAnalyze. SEDPHAT contains explicit factors which can account for
errors in the active concentrations. Their inspection for the individual analysis of both
and direct titration data suggests an error in concentrations notably for the indirect
titration. This might explain the bigger estimations of the stoichiometry and enthalpy
change in the case of reverse titration.

The results summarized in Table 2 show that the 1–2 complexation is an exother-
mic (ΔH < 0) and enthalpy-driven (|ΔH| > |TΔS|) process at all temperatures and
experimental conditions studied. Ka decreases with increasing temperature while ΔH
becomes more exothermic as the temperature rises. The |ΔS| show also a tendency to

T °C Ka M�1 n ΔHa ΔSa ΔGa cb

10 (1.5 � 0.1) 103

(1.3 � 0.1) 103
1.36 � 0.02
1.30 � 0.02

�21.3 � 0.4
�22.4 � 0.5

�14 � 4
�19 � 5

�17.3 � 0.7
�17.0 � 0.8

16
14

15 (1.00 � 0.01) 103 1.30 � 0.02 �23.7 � 0.7 �24 � 4 �16.7 � 0.1 10

25 (6.7 � 0.9) 102

(5.8 � 0.3) 102c

(7.0 � 0.1) 102d

(7.0 � 0.1) 102d

(6.4 � 0.6) 102e

(2.5 � 0.4) 102f

1.07 � 0.02
1.07 � 0.01c

1.16 � 0.03d

1.13 � 0.04d

1.1 � 0.6e

1.14 � 0.03f

�30 � 1
�21.9 � 0.4c

�25 � 1d

�26 � 2d

�30.0 � 0.5e

�33 � 2f

�46 � 9
�20 � 4c

�28 � 7d

�32 � 9d

�46 � 8e

�64 � 15f

�16 � 1
�15.9 � 0.5c

�17 � 1d

�17 � 1d

�16.1 � 0.9e

�14 � 2f

6
6c

6d

6d

-
2f

35 (3.0 � 0.4) 102

(2.7 � 0.3) 102
1.15 � 0.03
1.15 � 0.03

�34 � 2
�35 � 2

�63 � 13
�67 � 14

�15 � 2
�14 � 1

3
2

akJ/mol, ΔS is given in J/mol K.
bcalculated c-value.
c100 mM 2 into 10 mM 1.
d60 mM 1 into 8 mM 2 (reverse titration).
eglobal analysis done on direct and reverse datasets and performed with SEDPHAT platform [54], n value is calculated
based on the values obtained in the individual analysis with NITPIC [56] as SEDPHAT employs a different parameter in
its analysis.
fin acetonitrile.

Table 2.
Best-fit thermodynamic parameters from ITC measurements for the 1–2 complex in methanol.
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increase with temperature. Within the experimental uncertainties, the calculated |ΔS|
values, which range within 20 and 50 kJ/mol�K, are in good agreement with the
expected entropy change characterizing the ion pair formation from neutral reactants
in polar solvents [57, 58]. The decrease of the association constant by about one order
of magnitude between 10 and 35°C is particularly relevant for the design of molecu-
larly imprinted polymers because their synthesis is usually performed at temperatures
higher than the ones used here (50 to 70°C). It therefore suggests the importance of
probing the interaction between the target and the functional monomer at the syn-
thesis temperature.

In order to estimate the heat capacity changes, the heat reaction response has been
measured over a temperature range between 10 and 35°C. The analysis of the variation
of ΔH as function of T (Figure 2d) allows to estimate a value for ΔCp � �0.5 kJ/
mol�K. Formally, for a simple equilibrium studied over a relatively narrow tempera-
ture range, ΔCp should be zero. Thus, these results suggest that the complexation
process may be more complicated than initially assumed. Taken together, these results
suggest that the 1–2 complex formation mechanism probably involves two or more
coupled equilibria whose relative importance depends on temperature and reactant
concentrations. For example, if at the concentrations used, a small fraction of the
benzoic acid is in the dimeric form, the 1–2 acid/base complex formation requires the
dissociation of the dimer and therefore a coupling of the two equilibria (complexation
and dimerization). This can explain the discrepancies observed in n (which is clearly
different of 1), ΔH and ΔS calculated at different temperatures (Figure 2a and b).
Coupled equilibria may also explain the differences between “direct” and “reverse”
titrations.

Figure 3 shows ITC titration of 60 mM of 2 in acetonitrile in 8 mM of 1 in the same
solvent at 25°C. The thermodynamic parameters obtained from fitting the experi-
mental data are listed in Table 2. This study was performed to investigate the role of
H-bond interactions in the thermodynamics of the reaction. Acetonitrile and metha-
nol show similar dielectric constants (36.6 and 33.0, respectively) and thus should
exhibit similar abilities to stabilize the ionic product (relative to the reactants). How-
ever, both solvents differ markedly in their ability to form H-bonds. Methanol, a
protic solvent, should further stabilize reactants and reaction product through the
formation of such bonds. However, a comparative analysis of the ΔG values (ΔH and
ΔS) obtained in acetonitrile and methanol at 25°C (see Table 2) shows that, within
experimental uncertainties, they are practically identical. These results suggest that
H-bonds do not preferentially stabilize neither the reactants nor the complex, and
therefore, they are not determinant in the thermodynamics of the complexation
process.

The second complexation process explored by stepwise ITC titration concerns the
interaction between the glucuronic acid (4), a sugar acid derived from glucose, and
(4-acrylamidophenyl)amino methaniminium acetate (5), a polymerizable
benzamidine salt, which can form with carboxylates stoichiometric non-covalent
complexes characterized by affinities higher than 103 M�1 [59]. We previously studied
the 4–5 complexation by 1H NMR spectroscopy in DMSO-d6 [60]. Job’s plot [61, 62]
and titration experiments demonstrated the formation of a 1:1 complex with an
affinity of 7.1 103 M�1. The complex formation in MeOD/D2O (4/1 v/v) gives slightly
smaller chemical shift differences and an association constant of 4.4 103 M�1.

Figure 4 displays the calorimetry data obtained at 25°C in MeOH/H2O (4/1 v/v)
for direct (i.e., monomer into the glucuronic acid) and reverse (i.e., glucuronic acid
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into the monomer) titrations. An inspection of the reaction scheme (top of Figure 4)
suggests that the process can be considered as a displacement reaction (i.e., a reaction
where glucuronic acid replaces acetate as a counter ion of the salt). The titration
thermograms in top panels of Figure 4a and b show that the macroscopic experimen-
tal heat either changes from endothermic to exothermic (direct titration) or remains

Figure 4.
Direct (a) and reverse (b) titrations of AB+Ac� (5) into GlucH (4) in MeOH/H2O (4/1 v/v) at 25°C as filled
black circles. The dilutions of 4 and 5, respectively, into MeOH/H2O (4/1 v/v) are also shown as gray filled circles.
The middle thermogram shows the integrated heat data as filled black circles and the nonlinear fitting of the data
using the 1:1 independent binding model as red continuous line.

Ka M
�1 n ΔHa ΔSa ΔGa cb

(3 � 1) 104c 0.95 � 0.05c �0.98 � 0.05c 86 � 6c �26 � 2c 86 c

(1.1 � 0.1) 104d 0.87 � 0.01d 1.65 � 0.02d 84 � 1d �23.3 � 0.4d 29d

akJ/mol, ΔS is given in J/mol K.
bcalculated c-value.
c21 mM 5 into 3 mM 4 (direct titration).
d25 mM 4 into 3 mM 5 (reverse titration).

Table 3.
Thermodynamic parameters of the 4–5 complex in MeOH/H2O (4/1 v/v) at 25°C.
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endothermic (reverse titration). The dilution of 4 and 5 is exothermic. The nonlinear
fitting of the macroscopic heat data after dilution subtraction gives the thermody-
namic parameters, the stoichiometry and the association constant reported in Table 3.
The relatively small errors can be correlated with the calculated c-value, which is an
order of magnitude higher than for the 1–2 complex described previously.

For both (direct and reverse) titrations, the enthalpy change (ΔH) is close to zero
whereas the Gibbs free energy change (ΔG) is negative, which indicates a spontane-
ous process. Since T|ΔS| > > |ΔH|, the reaction is entropy driven. As we show below,
the negative driving force of the displacement reaction is mainly due to the observed
differences in the association constant (K0) of the two acids. In water, the reported
pKa are 4.75 [63] and 2.88 [64] for acetic and glucuronic acids, respectively. This
difference in acidity is explained by the presence of one oxygen atom in the carbon α
to the glucuronic -COOH group, which significantly weakens the O-H bond. The
thermodynamics of the displacement reaction can be analyzed as a reaction occurring
in consecutive stages. This is possible because Gibbs free energy is a state function of
the system (i.e., it is independent pathway taken but only on the initial and final
states) and therefore, the global displacement reaction (top of Figure 5) can be
written as the sum of 3 hypothetical steps reaction characterized by their Gibbs free
energies: ΔG1, ΔG2 and ΔG3, so that ΔG = ΔG1 + ΔG2 + ΔG3.

The first step describes to the dissociation of the ABþAc� into the corresponding
solvated free ions characterized by ΔG1 > 0. The second step is an acid-base reaction
in which the acetate and the glucuronic acid exchange a proton for which the ΔG can
be calculated as explained latter. Finally, the third step corresponds to the association
of the glucoronate ion with the monomer counter ion to complete the displacement
process and has a ΔG3 < 0. Although ΔG1 and ΔG3 are not identical, as they charac-
terize the dissociation/association of different ion pairs, they will have similar orders
of magnitude and we can assume that: ΔG1 + ΔG3 � 0. Based on this hypothesis, the
main contribution to the global reaction should come from ΔG2. The equilibrium
constant for this process (K2) can been determined from the pKa values to be �80.
Using the relationships of Eq. (1), we obtain ΔG2 � � 10 kJ/mol. Although this value
is half of that obtained experimentally, it should be remembered that the K2 was
roughly calculated from the pKa obtained in water. The decreased dielectric constant
in the MeOH/H2O (4/1 v/v) mixture used in this study should enhance the differences
in acidity between the two acids, making the process even more spontaneous.

Figure 5.
Global displacement reaction described as a 3 steps chemical process.
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4.2 Two-sites complexes

The involvement of more than one molecular process into a reaction is not always
directly visible on the measured heat profile. The casual case where the two interac-
tion mechanisms have an enthalpy that nicely emphasizes each inflection of 1:2 (or
1:3) complexation is relatively rare. Figure 6 shows the example of a two-sites assem-
bly with the interaction between the dimethylamino-based monomer and isophthalic
acid, a target with two carboxylic groups, by putting it in mirror of the complex
formed between the same monomer with benzoic acid. Both titrations have been
carried out at 25°C in methanol.

The experimental heat response for a 2:1 complexation could be in theory approached
with three different binding models (one-site independent, two-sites independent and
two-sites sequential). Nevertheless, different arguments may help to restrict the plausible
models: close inspection of the data to see if the two individual binding processes are
clearly visible on the heat response, choice of the model with the smallest number of
adjustable parameters, analysis of the nature of the functional groups of the interacting
partners, interaction knowledge from other techniques, etc.

For all the thermograms in Figure 6, the binding isotherms were obtained as previ-
ously described by integrating the individual heat variation which results from the injec-
tion of the titrant. In both cases, initially a nonlinear least-squares regression analysis
considering a single binding site was employed for both titrations. As represented in
Figure 6a, the model fits well the data for the complex with benzoic acid, allowing to
estimate the dissociation constant and the binding enthalpy while the stoichiometry value
close to 1 confirmed the one-site interaction. In the case of the complex with the
isophthalic acid, the one-site binding model is the simplest one to test with only 3 variable
parameters and could represent a first acceptable choice if we assume the two carboxyl
groups as chemically equivalent. However, this assumption is not strictly true, since it has
been reported that the pKa values of the two carboxyl groups of 3 at 25°C in water are:
pKa1 = 3.46, pKa2 = 4.46 (ref). Therefore, this model is expected to estimate a stoichiom-
etry of 2 together with a binding enthalpy (ΔH) and an association constant (Ka) as an
average of the two complexation events. Table 4 collects the thermodynamic parameters

Figure 6.
ITC titration for 1:1 and 1:2 complexes in methanol at 25°C. a) 2 into 1 and b) 2 into (3) titrations as black
filled circles. The dilution of 2 into methanol is shown as grey filled circles on the top graphs as well. The middle
thermogram shows the integrated heat data as filled black circles and the nonlinear fitting of the data using the one-
site binding model as red continuous line or the sequential two-sites binding model for the interaction with
isophthalic acid (right side) as green continuous line.
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obtained by nonlinear fitting the data with the one-site binding model. It is important to
note that the thermodynamic parameters shown in Table 4 are per mole of binding sites
(n = 2), so the global association constant (which considers full site occupancy) is
(Ka)

2 � 105 M�2 and the global values of ΔG, ΔH and ΔS are twice those reported, i.e.:
� � (28 � 4) and -(34 � 2) kJ/mol and� �(20 � 20) kJ/mol K, respectively.

The sequential two-sites model was also employed to approach the experimental ITC
data. The evolution of the residuals and the decrease of the standard deviation suggest
that the sequential two-sites binding model better approximates the experimental titra-
tion data. This model assumes the existence of two distinct binding sites in 3 with 1:1
stoichiometry each (i.e., the population of type 1 sites and type 2 sites in the sample is
identical). The fitting of the experimental data to the model therefore provides 4
thermodynamic parameters, 2 for the initial stage (occupancy of site 1) and 3 for the
second stage (occupancy of site 2). Results are summarized in Table 4. Again, the global
equilibrium constant is the product of the Ka obtained at each step (Ka1xKa2)� 105 M�2,
which is in full agreement with the result obtained using de 1:1 model. Similarly, the
overall ΔG, ΔH and ΔS are the sum of the individual contribution to give:� � (38 � 6)
and -(42� 4) kJ/mol and � �(50 � 20) kJ/mol K, respectively. Within the experimen-
tal uncertainties, these values are similar to the ones obtained using the simplest one-site
independent model. When the results determined with the sequential model for the 3–2
reaction are compared with those obtained for the 1–2 reaction, modeled with the one-
site independent model, some interesting aspects emerge. For example, the first reaction
step between 2 and 3 is spontaneous and its ΔG � �17 kJ/mol is very similar to that
obtained for the reaction of 2 with 1, ΔG � �16 kJ/mol. However, such coincidence
occurs due to the compensation between ΔH and ΔS values (see Table 4), the entropic
change for the first step of the reaction being for the reaction 3–2 positive. The results
also suggest that the second reaction step is slightly less spontaneous, but is accompa-
nied by a very large negative enthalpy and entropy change. Additional experimental
data are required to better understand this system.

We should also mention that the two-sites independent model has also been tested
but it has been discarded in the end as it contains the highest number of adjustable
parameters (6 in total) and was giving unrealistic stoichiometries for the two sites.

5. Conclusion and perspectives

Isothermal calorimetry is a label free non-destructive technique that became over the
years the method of choice for most binding studies in solution. Compared to other

Ka M�1 n ΔHa ΔSa ΔGa cb

1:1 (6.5 � 0.9) 102 1.07 � 0.02 �30 � 1 �46 � 4 �16 � 1 6

2:1c (3.2 � 0.6) 102 2.05 � 0.02 �17.4 � 0.9 10 � 10 �14 � 2 7

2:1d (1.0 � 0.3) 103

(1.0 � 0.2) 102
1
1

�16.6 � 0.6
�26 � 4

3 � 8
�50 � 20

�17 � 2
�11 � 4

—

akJ/mol except for ΔS which is given in J/mol K.
bcalculated c-value.
cone-site independent binding model.
dsequential two-sites binding model.

Table 4.
Thermodynamic parameters obtained by nonlinear fitting of heat data corresponding to the titration of 60 mM 2
into 8 mM 1 (first row) and 150 mM 2 into 10 mM 3 (last two rows) in MeOH at 25°C.
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dedicated spectroscopic techniques like nuclear magnetic resonance, infrared spectrome-
try or fluorimetry, which require a series of experiments to extract site-specific stoichi-
ometry and affinity information, ITC gives access - in a single experiment – to a complete
thermodynamic picture of the overall interaction mechanism. The continuous develop-
ment of the technique led to highly sensitive instruments capable to detect small amounts
of samples. For example, isothermal micro- and nano-calorimetry can measure tiny heat
changes and became an important method for the thermodynamics profile analysis of
chemical and biochemical reactions, solvation and dissolution processes. The automation
of the entire experimental process with the new generation of calorimeters optimizes not
only the use of the calorimeter but also increases the number of samples that can be
studied. In parallel, considerable efforts have been made to propose various binding
models and softwares with powerful routines for the optimization of experimental condi-
tions (notably in terms of concentrations).

Despite the widespread application of ITC to probe interactions between biomole-
cules, the technique is hardly ever used for the characterization of the complexation of
small molecules, especially when the titration is performed in organic solvents. Herein,
we presented few examples that support the high potential of ITC for the study of
interactions between small molecules in methanol, acetonitrile and methanol/water
mixture on a Nano ITC Low Volume device (TA Instruments), with an emphasis on
both simple (1:1) and more complex (1:1 and 1:2) interaction mechanisms.

In addition to the binding studies at equilibrium, ITC provided promising results
for the investigation of reaction kinetics, irreversible reactions, reactions under pres-
sure, etc. The field of application of isothermal calorimetry is continuously expanding
from pharmacology to life science, clinical medicine, environmental science, biotech-
nology, ecology, etc.
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Analysis in Pulse Detonation 
Combustor
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Abstract

Pulse detonation engines (PDEs) are most exciting for future propulsion generation. 
Detonation combustion in pulse detonation combustor is an energetic combustion pro-
cess which is differs from other combustion process. The detonation wave propagation 
in detonation tube is a pulse setting combustion phenomena. Detonation combustion 
process is thousands times faster than deflagration combustion process. PDE utilizes 
several pulse of detonation wave to produce propulsive force. The potential applications 
of PDEs are drastically reduces the cost of orbit transfer vehicle system and flying mode 
applications. Of course it can be used as ground level applications also. Draw back are 
DDT in shortest possible time in the combustor. In this regards, worldwide research-
ers are focusing on scientific and technical issues related to improvement of PDC. The 
present chapter deals with review study on detonation combustion process, historical 
overview on chemical kinetics, calorimetric and entropy transport, energy and exergy 
analysis and factor effecting on deflagration to detonation transition with recommend-
able future research.

Keywords: pulse detonation combustor, CFD, detonation, deflagration, ejector

1. Introduction

The high speed engine concept was born in the early 1900s, which produced shaft 
work and designed to drive a variety of vehicles, including ships and locomotives, 
until further introduction of jet engine on 1930s. The history of pulse detonation 
engines concept can be traced back to German engineer Hoffmann, H. [1]. In 1941, 
they tested a prototype engine using acetylene-oxygen and benzene-oxygen mixtures. 
Earlier in between 1952 and 1956, Nicholls et al. [2] at the University of Michigan have 
independently come up with the idea of using intermittent detonation for propulsion 
system and built the first PDE, which utilized detonation of hydrogen-air mixture 
to produce thrust. When crude oil prices increased significantly in the mid-1980s 
Eidelman et al. reinitiated research on PDE to overcome these scarcities. Krzycki [3] 
experimentally studied the propane-air pulse detonation engine which is operating 
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at 25–50 Hz at naval ordnance test station at China Lake, California on 1962. From 
this analysis it was observed that minimum thrust is produce at minimum operat-
ing frequency. Lynch et al. [4] performed CFD studies on PDREs and air breathing 
PDEs on 1990. Their analyses forecasted that PDEs would be incorporated with space 
transport vehicles by the early 2000s. Earlier starting in 1990s, experimental study 
of single and multi-pulse detonation engine combustor were conducted by Bussing 
et al. [5] at Adroit systems Inc., a company that was bought up by Pratt and Whitney 
on 2001. They tested pulse detonation engine using different fuels including hydrogen 
and ethylene. Most of the PDE research centers are found in Canada, US, Russia, 
China. There are very less number of PDE research centre in India, so researcher 
are focusing on pulse detonation research area as it is excited for future propulsion 
technology [6].

Propulsion applications of detonation can be classified into three categories: 
standing detonation, pulse detonation and rotating detonation [7–9]. The basic pulse 
detonation engine has a very simple structure. It consists of a constant area tube. The 
deflagration to detonation transition is controlled by supplying fuel and oxidizer in 
detonation tube. The ignition system and nozzle are used for accelerating the flow, 
which is to be used for propulsion. A practical pulse detonation engine may also have 
one or more devices to bring about deflagration to detonation transition such device 
are Shchelkin spiral and blockage [10]. The PDE consists of two or more combustion 
chamber, which is joined to common plenum chamber. The conditions are applied for 
accelerating the flow before entering the detonation tube with different nozzle. The 
can-annular four chambered PDE is can illustrated for propulsion system. In multi-
chambered design, each chamber can be at different stage in the cycle, thus creating 
a smoother flow through the nozzle [11]. The ejector enhances the deflagration to 
detonation transition in detonation tube with an array setting in exit section of pulse 
detonation rocket engine. Another feature of the ejector design is that the detona-
tion waves from the combustors can be used to enhance the propulsive performance, 
which provides additional thrust enhancement [12].

Detonation is a supersonic mode of combustion process. In combustion process 
detonation waves are much more energetic process than conventional deflagration 
combustion and it produces a very strong wave coupled with a chemical reaction 
zone, propagating at supersonic speed. A detonation wave compresses combustion 
mixture, increasing the combustion product pressure, density of species mass frac-
tion. It is a subsonic combustion process and fuel air reaction propagates at relatively 
low speed and reasonably low pressure from a trailing reaction zone. The propagation 
of deflagration mode of combustion consists of diffusion of unburned gases ahead 
of flame front and burnt gases behind the combustion flame. Deflagration produces 
small decrease in pressure and can be modeled as a constant pressure process [13]. 
One of the primary attributes deflagration flame travels at a speed, which is signifi-
cantly lower than that the speed of sound (Ma < 1). So it can be identify by subsonic 
combustion process. Detonation combustion is a constant volume combustion 
process. The strength of leading shock depends on the detonation wave propagation 
velocity. A simple planar model for the supersonic detonation shock wave is used for 
Chapman-Jouguet detonation model analysis [14]. This is a rapid exothermic reaction 
and instantaneously changes the local pressure and temperature. The ignition of fuel-
air mixture can produce deflagration flame and later on transition to detonation wave. 
The different combustor geometry can accelerate the deflagration flame and transi-
tion to detonation wave. Several researchers have been studied on PDE with research 
gape and scope of future research work [15–17]. The applications of RDE chamber 
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are jet engines, such as turbojet or gas turbine, ramjet or rocket. Continuous detona-
tion wave engine is used for supersonic and hypersonic propulsion applications. The 
framework of French Research and Development and scientific research also consider 
these for space applications. However incoming reacting air-mixture is greater than 
the C-J velocity of fuel-air mixture. Such engine is scramjet engine with an oblique 
detonation wave at inlet to combustor called the oblique detonation wave engine [18]. 
Chapman [19] explained on 1889 that the minimum speed of burnt gas is equal to 
speed of sound in gas mixture. Later on Jouguet on 1905 [20] applied Hugoniot’s 
method to explain the detonation velocity. The explosive mixture can get supported 
with two modes of combustion. When the flame propagates at slow velocity relative to 
unburnt gases, it is define as deflagration mode. In detonation mode wave propagates 
at about 2000 m/s accompanied by an overpressure rise is near about 20 bars [21–23]. 
They independently developed the basic thermodynamic model behind detonation. 
Principle operation of standing detonation engine is relatively simple. Fuel is injected 
into supersonic flow and detonation wave is stabilized inside the engine by wedge or 
other means and products are expanding inside nozzle. The combustion wave veloc-
ity can be propagates at higher the C-J detonation velocity within the Mach number 
of 5. The principle of rotating detonation engine (RDE) is based on the formation of 
detonation in a disk type combustion chamber. The shape of combustion chamber is 
toroidal or ring-like shape [24, 25]. The detonation wave parameters are depending on 
critical detonation tube diameter and minimum detonation tube diameter. The mini-
mum and critical diameters are important parameters for evaluation of performance 
of PDE. The detonation will successfully propagate in a tube when the diameter must 
be larger than λ/3, where λ is the cell size. For square and rectangular ducts, the width 
and height of the duct must be larger than λ [26]. A review of the gas dynamics and 
chemistry of real detonation is discovered by Fickett and Davis [27]. They found out 
initiation of detonation wave, which follows by a series of percentage of fuel-oxidizer 
mixture in combustion chamber. The detonation wave in a confined tube causes the 
reaction of fuel-air mixtures, which creates turbulence; as a result “an explosion in 
an explosion” is takes placed. The two strong shock waves are created in the opposite 
direction, the forward shock waves are known as retonation. A self-propagating C-J 
detonation wave is formed at steady state retonation process. The pre-detonation 
wave velocity is 1000 m/s while the characteristic C-J detonation speed is over 
2000 m/s. A large explosion occurs at onset of detonation, resulting in an over-driven 
detonation wave that decays to the C-J velocity. The wall roughness controls the wave 
propagation by inducing large-amplitude unsteady and turbulent flow, complex wave 
interaction processes and high temperature behind shock reflections. These effects 
represent ways that the flow can generate large-scale turbulence for flame folding and 
large temperature fluctuations causing detonation initiation [28].

2. Review on thermodynamics cycle analysis

A pulse detonation engine uses repetitive cycle of detonation waves to combust 
fuel-oxidizer mixture for producing thrust. PDE operates by propagating detona-
tion wave through a tube filled with a combustible mixture and generates propulsive 
thrust. This process results are near about constant volume combustion process, 
which produces high pressures from the leading shock wave. Pulse detonation engine 
consists of valve less combustor with straight tube, which is closed at one end and 
open at other end. The pulse detonation engine combustion cycle consist of four basic 
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thermodynamics process. The first process is filling time (tfill) of fuel-air mixture for 
detonation combustion, which is estimated as length of the tube over filling velocity. 
The second one is detonation combustion. This process takes place within fraction 
of millisecond. As soon as the detonation wave reaches to the closed end region the 
pressure and velocity decrease from initial position to exit end region. Fully devel-
oped detonation wave travels with the magnitude of Chapman-Jouguet speed. This 
C-J speed of reacting fuel-air mixture varies between 1400 m/s and 1800 m/s. The 
detonation time of the wave (tc) is therefore similarly estimated by the length of the 
tube over the C-J wave velocity. The time required for blow down (tb) stage can be 
estimated by the length of the tube to the rarefaction velocity. At last in the purging 
process the tube is scavenged off hot detonation products by using fresh air. Purging 
process is necessary to prevent auto ignition of the fresh fuel-oxidizer mixture. The 
time taken for purging the tube with the fresh air (tpurge) is the length of the tube over 
the purging velocity [29]. So total sum of the time for all the four stages are as follows:

  (1)

The PDE can run by any fuel, liquid or gaseous, like natural gas, propane, bio-gas, 
hydrogen, kerosene, jet fuels and octane etc. From an engineering stand point fuel 
can be selected for based on heating value, detonability, ignition time, energy release, 
adiabatic flame temperature and sensivity with air [30]. Povinelli and Yungster [31] 
studied the thermodynamic cycle of hydrogen-air mixture at static conditions in pulse 
detonation combustor. The specific thrust, fuel consumptions and impulse of detona-
tion combustion are analyzed by using CFD analysis with finite rate chemistry. Alam 
et al. [32] studied on Brayton, Humphery and ideal thermodynamics cycle analysis in 
pulse detonation combustor. They found Humphery cycle efficiency can be increases 
with higher value of compression ratio. The thermodynamics cycle efficiency of air 
breathing pulse detonation engine is studied by Wu et al. [33]. They found that chocked 
convergent-divergent nozzle is required to improve the efficiency. Vutthivithayarak 
et al. [34] discussed the Humphrey and F. J. (Fickett-Jacobs) cycles in PDE. These cycles 
are illustrated with hydrogen-air combustion for generic heat release.

3. Review on chemical kinetics and entropy transport

The two-step chemical kinetics model of detonation combustion has been studied 
by Fomin [35]. This kinetics model has been used for stoichiometric, lean and rich 
mixture for combustion. This model is also followed by Le Chatelier’s principle and 
2nd law of thermodynamics. The pulse detonation combustor has lower entropy 
change and self-pressure gain compared to isobaric combustion process for same 
operating conditions [36]. Mehdi Safari et al. [37] studied on entropy generation 
with species transport equation for detonation combustion by large eddy simula-
tion. Detonation initiation in hydrogen-air depends on mixture sensivity and geo-
metrical parameters. Qi et al. [38] investigated the thermodynamics characteristics 
of methane-air detonation in pressure gain combustor. They compared the entropy 
change in detonation combustion process with gas turbine cycle. They found that 
cycle efficiency enhance rate up to 11.89%. Lu et al. [39] studied on DDT in a chan-
nels with obstacles using chemical diffusive model (CDM) integrated with reactive 
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Navier stokes equation. They found that CDM reduces the ignition time of detonation 
wave. Wu et al. [40] studied on atomization of liquid fuel detonation combustion. 
They found that nozzle can effectively atomize fuel-air mixtures under high pressure 
condition. Maciel and Marques [41] studied on hydrogen fuelled single cycle pulse 
detonation engine in Ansys Fluent. When OH* kinetics added to the reaction set, they 
found cellular structure of detonation wave front in reaction zone. Ivanov et al. [42] 
studied on hydrogen-oxygen flame acceleration and transition from DDT in a chan-
nel using reactive Navier-Stokes equations. They found that steady detonation wave 
front is form in wider detonation channels of 10 mm and closed to C-J detonation 
propagation speed. Srihari et al. [43] studied on stoichiometric ethylene-air mixture 
of detonation combustion with one-step overall reaction model. They found that 
chemical reaction models have capable to predict the detonation wave velocity with 
reasonable accuracy.

4. Review on energy and exergy analysis

Ma et al. [44] studied on temporal variation of activation energy release rate 
of iso-octane vapor-air mixture in an obstacle-filled detonation tube. Their result 
shows that the activation energy influences the flame propagation parameters and 
deflagration-to-detonation transition process. Hutchins and Metghalchi [45] studied 
on exergy analysis of pulse detonation engine. They found that during deflagration 
to detonation transition period exergy loss is more. Bellini and Lu [46] studied on 
exergy analysis of fuel-air mixture at high frequency source within the detonation 
chamber. They found that combustion product accelerates inside the combustor in 
presence of Shchelkin spiral. The exergy analysis of pulse detonation power device 
designed for power production using gaseous fuel methane (CH4) and propane 
(C3H8) is analysis by Bellini and Lu [47]. The exergetic efficiency was analyzed for 
different cycle frequency corresponding to detonation tube length. Rouboa et al. [48] 
studied on exergy loss of hydrogen-air detonation during shock. They also observed 
exergy destruction increase with augmentation of hydrogen concentration in reacting 
mixture. Petela [49] studied on exergy analysis of gaseous fuel-air detonation. They 
observed that exergy gives a quantitative theoretical useful work that is obtained 
from different energy form combustion process and it is a function of system and 
environment. Som and Datta [50] and Som and Sharma [51] studied on theoretical 
model of energy and exergy balance in a spray combustion process. They found that 
exergy destruction in this combustion process can be reduced through proper control 
of chemical reactions.

5. Results from CFD simulation and calorimetric analysis

The numerical investigations have been done in Ansys fluent platform. The 
Figure 1 shows that the ejector effects on unsteady detonation combustion wave 
phenomena in pulse detonation combustor. The time dependent detonation wave 
contour plots clearly shows that 0.033 seconds is required to reach the fully devel-
oped detonation wave [52]. They also found that ejector plays the vital role for 
vortex formation of reacting mixture in PDE combustor. They also observed that 
leading vortex rings are found in shrouded ejector taper angle of +4°. The Figure 2 



Applications of Calorimetry

32

Figure 1. 
Effect of shrouded ejectors on vortex ring formation of detonation wave [53].

Figure 2. 
The mass fraction contour analysis of NOx pollutant number of (a) hydrogen-air and (b) kerosene-air 
combustion [53].
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shows the mass fraction contour analysis of NOx pollutant number of hydrogen-air 
and kerosene-air detonation [53]. Lesser the fuel mass fraction higher the exergetic 
efficiency was found in pulse detonation combustor. The Figure 3 shows the def-
lagration and detonation control volume for exergy analysis [54]. Alam et al. [55, 
56] numerically studied on hydrogen-air detonation in pulse detonation combustor. 
Later on they also studied detonation combustion using alternative fuels, i.e. octane 
(C8H18), hexane (C6H14), pentane (C5H12)-air combustion in PDE combustor. They 
observed combustion efficiency of pentane-air mixture is higher than that of other 
fuels. Alam et al. [57] studied the combustion wave propagation in obstructed 
detonation tube. Their simulation results were carried out for stoichiometric mixture 
of kerosene-air and butane-air mixture at atmospheric conditions. They found 
that mixing of butane-air combustion process is better than kerosene-air mixture. 
Furthermore, the stoichiometric ethane-air (C2H6-air) and ethylene-air (C2H4-air) 
fuel mixture at atmospheric pressure conditions has been studied by Alam et al. 
[58]. The effect of blockage ratio of 0.4, 0.5, 0.6 and 0.7 in channel for detonation 
wave acceleration are shown in Figure 4. The contour plot analysis shows the shock 
wave initiation and propagation time period in detonation tube is reduced by smaller 
blockage ratio of 0.5 [59]. Tripathi et al. [60] computationally studied on effect of 
obstacle on flame propagation velocity. Alam et al. [61] studies on flame acceleration 
in pulse detonation engine with changing the obstacle clearance. They found that 
combustor pressure is reduced as increase the obstacle clearance. P. Debnath and 
Pandey [62] studied on deflagration to detonation transition in PDE combustor with 
Schelkin spiral effect inside the detonation tube. They found that Schelkin spiral 
accelerate the flame propagation. Alam et al. [63] numerically studied on flame 
propagation in obstructed pulse detonation combustor with hydrogen-air mixture. 
They found that performance is increase up to 4.46% and this value increase for 
𝜙𝜙 = 1.3. Debnath and Pandey [64] studied on effect of different nozzle on flame 
acceleration and they found that divergent nozzle has more effect on flame accelera-
tion. The Figure 5 shows the comparison of thrust power for PDE combustor with 
several nozzle. Chourasia et al. [65] studied on progress and motivation of research 
in pulse detonation combustor. Xudong Zhang et al. [66] studied on critical mode 

Figure 3. 
Deflagration and detonation zone define by C-J velocity for exergy analysis [54].



Applications of Calorimetry

34

of gaseous methane-air detonation propagation in an annular tube based on reactive 
Navier Stokes Equations. They found that trajectories of triple point of the shock 
wave cell structures are petal pattern. Wang et al. [67] studied on effect of oxygen 
concentration on propane-air detonation in pulse detonation engine with straight 
nozzle, convergent nozzle, and convergent-divergent (CD) nozzle. Their results 
indicate that for the PDE with straight nozzle requires the shortest possible time for 
reacting gas burnt with high-temperature in detonation tube. Jishnu Chandran and 
Salih [68] studied on development of a benchmark solution in compressible liquid 
flows for shock tube problems. The compressibility effects in liquid water have been 
studied using the high-accuracy modified NASG equation of state. Arjun Singh et al. 
[69] studied on thermodynamic parameters for the formation of activation energy 

Figure 4. 
Effect of blockage ratio on detonation wave propagation [59].

Figure 5. 
The propulsive thrust variation for PDE combustor with C-D nozzle, C-nozzle, D-nozzle and without nozzle at 
different Mach number [64].
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and self-acceleration for thermal explosion from critical temperature. They found 
that the thermal stability has been significantly reduced in presence of hydroxyl-
terminated poly butadiene. Dong et al. [70] studied on correlations among detona-
tion velocity, thermal stability, heat of combustion and decomposition kinetics of 
nitric esters. They found that oxygen coefficient plays positive role on decomposition 
of heat release efficiency of detonation combustion.

6. Concluding remarks

The above literature survey represents that there is more research is needed in 
pulse detonation combustor for shortest possible pulse time of deflagration to detona-
tion transition. The future proposed research can be analyzed by changing the design 
of PDE combustor and operating conditions. The series of numerical simulations and 
optimization can be performed desire research objectives of pulse detonation engine. 
From the CFD and calorimetric analysis the smaller blockage ratio of 0.5 is found 
better to reduce detonation wave run up distance. The ejector enhance the short-
est possible time of 0.033 s, which is required for fully developed detonation wave. 
More possible pulse time can be reduced by ejector geometry modification. Lesser 
the hydrogen fuel mass fraction of 0.25 higher the exergetic efficiency of 67.55% 
is obtained from detonation combustion process. Once the computational model 
is validated, further simulation can be carried out with accuracy. There are several 
detonation tube geometry is steal in debate for acoustics atomization and evaporative 
characteristics of liquid fuel detonation wave.

© 2022 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 
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Assessment of the Heat Capacity by
Thermodynamic Approach Based
on Density Functional Theory
Calculations
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Abstract

The theoretical aspects of the thermodynamic calculation of the Gibbs energy and
heat capacity of a crystalline system within the frame of the Density Functional
Theory (DFT) are introduced in the present chapter. Various approximations of
phonon motion (harmonic, quasiharmonic, and anharmonic) and their effects on the
thermodynamic properties are discussed. The theoretical basis of the thermodynamic
approach of the heat capacity of crystals for given thermodynamic conditions is
presented, having as example six polymorphs of the magnesium hydrides.

Keywords: density functional theory, phonons, thermodynamic calculations, Gibbs
free energy, heat capacity, magnesium hydrides

1. Introduction

Calorimetry is the experimental technique that allows the determination of the
heat transferred between two systems with different temperatures. Basically, it can be
applied to obtain the specific heats of the substances, as well as the heats of phase
transitions and formation/decomposition processes. The accuracy of the assay of the
abovementioned parameters depends on the accuracy of the mass and temperature
measurements and the purity of the investigated samples. Sometimes it is necessary to
estimate the specific heats for hypothetic materials or materials that are expensive,
difficult to synthesize or dangerous for humans and environment. For such cases the
heat capacity can be estimated by thermodynamic calculations using the enthalpies
and entropies from the thermodynamic databases for pure materials, as in the
CALPHAD method. An alternative way, especially when the databases do not contain
usable information, is to use the computing methods that can predict the total energy
and the vibrational frequencies of a given system. The density functional theory
(DFT) is an electronic structure method that considers the electron correlation at a
low computational cost and provides accurate results. The high-quality calculations of
the vibration frequencies for periodic and nonperiodic systems in various approxima-
tions (harmonic, quasiharmonic, and anharmonic) support the calculation of the
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thermodynamic properties (enthalpy, entropy, and Gibbs free energy) for different
composition, pressure P, and temperature T conditions, which can be used to calculate
the heat capacity.

In this chapter, we present the theoretical basis of the thermodynamics approach of
the heat capacity for crystals for given thermodynamic conditions P and T based on the
DFT calculations, having as example six polymorphs of the magnesium hydrides, which
are reported in Ref. [1] where the assessments of the thermodynamic properties and
pressure–temperature phase diagram of the magnesium hydride polymorphs are done.

Several polymorphs of magnesium hydride were experimentally identified and
validated by several electronic structure calculations [1–3]. The knowledge of the
various MgH2 phase stability has led to an increase in research regarding the pressure–
temperature phase diagram for the magnesium hydride. Under ambient conditions,
the magnesium hydride crystallizes as α-MgH2 phase, with a rutile-type structure
(space group P42/mnm) [4]. Bastide et al. found that under high pressure and tem-
perature conditions, the α-MgH2 structure is transformed into β-MgH2 (space group
Pa-3) and γ-MgH2 (space group Pbcn); by decreasing the pressure, the β-MgH2 is
transformed into γ-MgH2 [5].

The magnesium hydride P–T phase diagram based on the thermodynamic calcula-
tions [1] shows that in the pressure range 0–1.5 GPa, the α-MgH2 phase is the most
stable and that the γ-MgH2 is stable below 6.2 GPa. Above this value, the ε-MgH2

becomes the most stable up to 10 GPa, the maximum pressure considered in the study.
However, in the region of 5.5–7.5 GPa, with exception of the cubic phase c-MgH2, all
the investigated magnesium hydrides might coexist, since their enthalpies have simi-
lar values. The hypothetic c-MgH2 polymorph is the less stable phase, excepting the
interval of 0.0–0.4 GPa, where it has enthalpy values comparable with the ε-MgH2

phase. The cubic polymorph was identified in an experiment as metastable
nanocrystals, which transform to γ- and α-MgH2 [6]. In a subsequent study [7], we
predicted that the formation/decomposition curve over all polymorphs is starting
from 591.1 K for the low-pressure P = 0.03 GPa, growing with the applied pressure.

The theoretical framework for the thermodynamic calculations presented in the
present chapter of the book can be extended to nonperiodic systems (defects, sur-
faces, interfaces, alloys, amorphous, fluids, and isolated molecules) still using the
periodic formalism, but modeling the system in the supercell method, or finite sys-
tems (molecules and macromolecules, clusters), where the molecular orbital formal-
ism (specific to the quantum chemistry, which is proper to the isolated systems) is
used instead of the crystal orbital formalism (specific to the quantum solid state). For
the finite systems, the contributions of the rotation and translation freedom degrees
have to be added to the partition function and the free energy of the system.

2. Total energy computation methods

The computer-assisted simulations of the particle systems require: (i) a model for
the system, which specifies the chemical species, the position in space (given in
Cartesian, internal, or redundant coordinates) and, in case of dynamic treatments, the
velocity of each particle; (ii) the method that describes the interactions between the
particles and different parameters regarding the calculation method; (iii) different
parameters that describe the simulation method (threshold parameters, calculation
schemes, and eventually the parallelization technique); and (iv) the parameters and
properties that have to be reported by the simulation software.
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An ideal crystal can be represented as an indefinitely extended lattice that can be
obtained by the translation of a repeated parallelepipedic box, called unit cell. The unit
cell is populated with a set of atoms (called atomic basis) that may be arranged in
some special points characterized by a set of symmetry operations that is specific for
each polymorph of a crystalline substance. The unit cell is characterized by the lengths
and mutual orientations of three lattice vectors that delimit the unit cell shape. The
solid-state physics is the science that characterizes and classifies the crystals and tries
to establish a relation between the nature of the atoms, the structures formed by them,
and the crystal properties. The infinite crystal is reduced to the study of the properties
of the unit cell, the smallest piece of crystal that preserves the properties of the entire
system. The crystals have some local or extended defects, but without losing their
global ordering. The crystalline materials can be built based on the experimental
structural data that are collected in several online databases or trying to predict it by
molecular mechanics and ab-initio calculations. The symmetry of the periodic systems
(1D for polymers, 2D for surfaces or films, and 3D for solids) can be used to reduce
the computation effort [8].

The equations of state of a given system are obtain by successive approximations
having as starting point the time-dependent or the—independent Schrödinger equation
associated to electrons and nuclei that form the system. The relativistic contributions to
total energy are important for heavy chemical elements and must be considered at least
as a perturbation. Due to the relative light mass of the electron compared with the mass
of the nuclei, movement of the nuclei and electrons is separated in the frame of the
Born-Oppenheimer approximation. The approximation is suitable when the electrons
wave function gradient depending of nuclei positions has very small values. The Born-
Oppenheimer approximation is not valid when energy values of different electronic
states are very close in energy at some nuclear configurations.

For the finite systems (atoms, molecules, clusters) the mono-electronic wave

function φi r!
� �

¼Pϖ
μ¼1cμiχμ r!

� �
is developed in analytic or numeric basis sets χμ r!

� �
,

and thus the complex equations are transformed in some treatable ones. In the Linear

Combination of Atomic Orbitals (LCAO) approach [9], the functions χμ r!
� �

are

atomic orbitals, and the amplitude of the coefficients cμi can be used to interpret the
interaction in the system. The radial part of the AOmight have different mathematical
representations (Slater-type, Gaussian-type, or numeric atom-centered orbitals). In
the LCAO approach, the parameters can be decomposed into atomic orbital contribu-
tions that can be used to interpret the interaction in the system. The wave functions
are called Molecular Orbitals and the corresponding theory, Quantum Chemistry.

For a periodic system (crystal, slabs, surfaces, wires, and tubes), the Born-von
Karman boundary condition introduces the expansion of physical quantities to Fou-
rier series. To simplify the solving of the mono-electron Schrödinger equation, the
Bloch theorem exploits the translation symmetry of the system and implicitly of the

potential, by factorizing the mono-electron wave function as φi r!
� �

! φ
nk
! r!
� �

¼
eik

!
r!u

nk
! r!
� �

, where k
!
is a vector defined in the reciprocal space, and n is the band

index. Thus, the Bloch theorem indicates the way to reduce the computing of an
infinite number of electronic wave functions to a finite number of electron wave
functions, as well as the indexation of the electron wave functions by the band index
n. The wave functions are called Crystal Orbitals (CO) and the corresponding theory,
Quantum Solid-State.
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By solving the reduced mono-electronic equation for each k
!
, a set of energies ∈

nk
!

is obtained. By using the periodicity of the reciprocal space, a polyhedron called
Brillouin zone (BZ) may be defined in the reciprocal space. The wave vectors outside
the Brillouin zone simply correspond to states that are physically identical to those
states within the BZ. For each band n, the energy levels ∈

nk
! evolve smoothly with

the changes in k
!
, forming a continuum band of states. The electronic wave

functions for closed k
!
-points are very similar, and the integration in the

reciprocal space can be reduced to a summation over a grid of k-points [10]. The
integrals over k-space converge exponentially with the number of sampling k-points

and several recipes are available to compute the sets of spatial k
!
-points for different

symmetries in order to accelerate the convergence of BZ integrations were developed
[11]. Due to the partial filling of the energy bands in the case of the metals, the BZ is

discontinuous. In this case, the calculations of the integrals over BZ with a denserk
!
-

grid and the broadening of the electronic levels may reduce the magnitude of the
errors [12].

The development of the electronic functions using a plane wave (PW) basis set

u
nk
! r!
� �

¼P∞
G
!¼1

c
G
!
i
n, k

!� �
eiG

!
r! is a natural choice for the crystals, as the equations

obtained are very similar with those of Nearly Free Electron model [13]. Therefore,

the mono-electronic wave function may be written as φ
ik
! r!
� �

¼ eik
!
r!u

nk
! r!
� �

¼
P∞

G
!¼1

c
G
!
i
n, k

!� �
ei k

!þG
!� �

r!. The different terms of the total energy are written as Fourier

transforms, thus simplifying the numerical treatments. For the periodic systems, the
use of a plane wave basis set in the description of the COs offers a number of
advantages, including the simplicity of the basis functions, the absence of basis set
superposition error, and the ability to calculate efficiently the forces acting on the
atoms. In case of the ionic crystals, the PWmethod is not efficient because of the high
number of plane waves that are required for an accurate description of the wave
functions near the ionic core.

Only the electrons that occupy the high energy levels (called valence electrons) are
responsible for formation and breaking of the chemical bonds and for the interaction
with the low-energy radiation. The rest of the electrons (called core electrons) gener-
ally are not affected by the chemical environment and are not as significant as the
valence electrons. Thus, treating explicitly only the valence electrons, a further
decrease of the computational effort can be achived. The core electrons are emulated
by effective core potentials (ECPs) in quantum chemistry LCAO methods or by
pseudopotentials (PPs) in the solid-state PW methods [14]. Thus, only the valence
electrons are considered in the electronic equations [15]. The core potentials are
developed so as to reproduce the energies, as well as the wave function amplitude
(outside of a given cutoff radius) of the atomic core wave functions. The PPs that
satisfy the condition of the normalization outside of the cutoff radius are called norm-
conserving pseudopotentials (NCPP) [16], and those for which this condition is
relaxed are called ultrasoft pseudopotentials (USPPs) [17]. The PPs allow one to
perform the calculations at a lower energy cutoff. The USPPs are less computationally
expensive in comparison with NCPP. For the heavy elements, the relativistic effects
can be incorporated in the ECP/PP [18].
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2.1 The simulation methods for the electronic ground states

From a broad palette of electronic structure methods, the quantummethods based
on the Hartree-Fock Theory (HFT) [19, 20] and the Density Functional Theory (DFT)
[20] are the most popular and mostly used. The neglect of the electron correlation in
HFT affects the quality of the results, especially the energy-derived properties. The
influence of the electron correlation on the band structure and on the cohesion energy in
the oxide materials has been the object of a huge number of articles. The electron
correlation effects are important for the ionic crystals, as the electron density is localized
in a reduced domain around the ionic core. The existing post-Hartee-Fock correction
schemes based on the Configuration Interaction, Coupled Cluster Theory, or Møller-
Plesset Perturbation Theory are very accurate [21], but too expensive from a computa-
tional point of view to be applied to large systems. Some technical difficulties make
them very rare in the solid-state software. Fortunately, the methods based on the DFT
are good alternatives. In DFT, the total energy is expressed in terms of total electron
density, rather than the many-electron wave function specific to HFT. The choice of the
exchange-correlation potentials is a matter of trial and error in the DFT, as the method
itself does not provide an explicit dependency of the exchange-correlation potentials on
the electron density. Developed initially based on the model of the uniform electron
distribution in the Local Density Approximation (LDA), the accuracy of the DFT was
increased after including additional corrections that consider the variation of the density
in the Generalized Gradient Approximation (GGA). Despite the numerous improve-
ments of the DFT methods on the top of GGA (Self-Interaction and Hubbard U correc-
tions, meta-GGA, and hybrid functionals) [22] regarding the overestimation of the band
gap for the semiconductors, there are still efforts to find transferable correlation-
exchange potentials. The various proposed exchange-correlation potentials do not
describe well the weak van der Waals interactions between the two chemical systems.
The simplest solution is to treat the dispersion interaction adding an analytic empirical
term of London type to the total energy [23].

Due to the similarity of the Hartree-Fock and Kohn-Sham equations, several elec-
tronic structure codes work within the framework of both HFT andDFT and can treat the
exchange interaction in a hybrid scheme, incorporating the full or partial Fock exchange
in the DFT calculations. Both methods can separately treat the two spin orientations up
and down of the electrons, in so-called Unrestricted HF in HFT and spin-polarized or
spin-density calculations in DFT. This double framework approach allows the study of
the electron correlation effects in 0d-3d periodical systems in a unified way.

The several approaches can be applied in order to reduce the calculation effort by
approximation of the integrals by simpler formulas or just parameterization as in the
Extended Hückel and various Zero Differential Overlap methods [24] in the frame of
the HFT or Density Functional Tight Binding (DFTB) in DFT. These methods are
called semiempirical methods, as they contain some empirical determined parameters.
Generally, the semiempirical methods consider only the valence electrons, the effects
of the core electrons being included in the parameterization of the method. The
computational effort required by the semiempirical methods is significantly reduced
comparing with the ab-initio methods due to the drastically simplification of numeric
calculations and of the great reduction of the considered number of electrons. The
prices that must be paid are the reduced accuracy and the reduced transferability of
the parameters to other chemical systems that those used for parameterization. How-
ever, the semiempirical methods can be used as tool for the pre-selection of the
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materials that can be investigated in the high-throughput computational screening
techniques.

In order to further reduce the calculation efforts, the interaction between atoms
can be represented by analytical formula developing so-called the empirical force
fields (EFFs), where usually the electrons are not explicitly considered. Thus, the
electronic freedom degrees are eliminated, and the computing effort is drastically
reduced to square of the total number of particles. Further reduction of the number of
the freedom degrees can be done by partly or total freezing of the internal geometry of
molecules. The parameters of EFF can be obtained by fitting the total energies and
forces calculated by ab-initio electronic structure methods [25]. Also, the phonon
properties have to be included into the parameterization procedure as reference data
for accurate calculations of the thermodynamic properties [26].

2.2 The simulation methods for the electronic excited states

Neither HFT nor DFT is able to treat the electronic excitation and to characterize
the electrons in the excited states. The HFT applied to the excited states is equivalent
to the electron configuration methods for the ground state. The DFT is constructed
based on the ground electronic density and cannot be directly extended to the excited
electronic states. The use of multi-reference and the perturbative correlation interac-
tion methods over the Hartree-Fock wave functions is able to characterize the excited
states, but they cannot be applied to large systems because of the high computational
efforts. Moreover, such methods require very large basis sets, which drastically
increase the size of the CPU memory that is necessary to store very large matrices.
There are trials to correct for the excited states, the DFT-determined states with the
Configuration Interaction [27], Random-Phase Approximation [28], or Machine
Learning [29], but such methods are not implemented in the available quantum
chemistry or solid-state software.

A more natural approach is to start from the excitation process by the electromag-
netic field as an external field. Thus, the HFT and DFT must be reconsidered in the
frame of the time-dependent Schrödinger equation. In the case of DFT, an analogous
equation to the static Kohn-Sham theorem that states that any expectation value is a
functional of the density, and the initial state is established. This formalism is called
Time-Dependent Density Functional Theory (TDDFT) [30]. TDDFT has the same
problem like the static DFT as the exchange-correlation potential is not defined. The
adiabatic approximation treats the exchange-correlation kernel as static, which per-
mits its evaluation from the derivative of the ground state exchange-correlation
potential with respect to the density. The simplest choice is the Adiabatic Local
Density Approximation, in which the exchange-correlation kernel is calculated from
the ground-state LDA functional [31].

The excited electron and the local environment of the electron (hole) behave like a
collective excitation called pseudoparticle, which could be treated in the Many-Body
Perturbation Theory (MBPT) and the Green’s function formalism. The GW formalism
uses an similar equation to Kohn-Sham equation that governs the energy and the wave
functions of the quasiparticle, only that the exchange-correlation potential is replaced
by an integral over the self-energy operator that incorporates all the electron–electron
interactions [32]. The mean field is determined from DFT calculations and is used
to calculate the GW interaction terms. When in GW only the energy of the
quasiparticle is modified, but the wave function is kept unchanged, then the method is
simplified (so-called G0W0), and the energy of the quasiparticle is obtained as a first-

46

Applications of Calorimetry



order HF or KS energy. The corrected energies in the G0W0 method give
accurate band gaps for semiconductors or insulators. The introduction of the
self-consistency within GW gives better band gaps than G0W0, but with a much
higher computational effort. The use of the hybrid functionals for calculation of the
initial wave functions is desired, but the GW calculations are very expensive, and
thus, the application is limited to the small systems. There is some improvement of
the algorithms that allow application of GW method to large systems. The GW
approaches can be applied to the neutral excitations, but are not able to consider
the charged excitations. The Bethe-Salpeter equation (BSE), which is based on the
two-particle Green’s functions and the effective two-particle interaction kernel,
solves the shortcoming [33]. The kernel can be expressed as sum of the derivatives
of the Hartree potential function on the self-energy calculation in GW method.
The GW and BSE methods predict more accurately the excitation energies and
absorption spectra, compared with DFT methods [34]. Unfortunately, the
computational effort increases drastically in the order DFT < GW < BSE. For large
systems (more than few hundreds of atoms), even the DFT calculations are
prohibited. The semiempirical methods with an accurate parameterization [35] can be
applied at reduced computational efforts for large systems in the ground [36] or
excited states [37].

2.3 Static and dynamic properties

Total energy is dependent on the relative arrangement of the atoms. Changing
continuously the position of the atoms, the energy is continuously modified, and this
function energy – coordinate is called potential energy surface (PES). The configura-
tion of atoms that are characterized by minimum or maximum values of the system
energy corresponds to an equilibrium or transition states, respectively. Such atomic
configurations can be determined by using some mathematical methods that modify
the position of the atoms in order to minimize or maximize the total energy, prefer-
entially using the first and second derivatives of the total energy. The derivatives are
obtained analytically or numerically. The energy and its derivatives calculated by the
electronic structure methods can be used as reference data in the empirical force fields
parameterization, in order to reproduce the static and dynamics properties of the
atomic systems [38]. The static calculations are very useful to characterize the stabil-
ity, elastic and electronic properties, the vibration spectra and the thermodynamic
properties, and the way of transition from a structure to another.

Ehrenfest theorem establishes the theoretical basis for time evolution of a quantum
system. Due to nuclei large masses, the Ehrenfest theorem can be reduce to Newton
equation, which rules the atoms movement on the PES. The theory that describes the
system time evolution is called Molecular Dynamics (MD). The dynamic properties of
the investigated system can be accessed through the MD simulations, which consist of
the integration of the Newton equation of each atom of the system. The forces that act
on the atoms can be evaluated from electronic structure calculation or can be evalu-
ated by much cheaper empirical force fields. Besides total energy minimization, MD
simulations allows the simulation: (i) of the behavior of atoms that form the system
(ii) of any kind of chemical species using empirical and quantum force field (iii) of the
different statistical ensembles. After saving the trajectories in files and data process,
we can: (i) visualize the dynamic of the system; (ii) plot and analyze temperature,
pressure, distances, volume, tensile forces, and cell parameters; (iii) calculate velocity
correlation factor and vibration intensities; (iv) calculate radial distribution functions
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and structure factors; (v) calculate various thermodynamics parameters in different
thermodynamic ensembles [39].

PES structure and system thermodynamics can be characterized by the heuristic
methods and data averaging, which describe the system by very large number of
attempts. The most common method is Monte Carlo (MC) based on random-walk move-
ment on PES. The sequences of the events are not related with the time evolution of the
system as in case of the MD; they are rather dependent on the chosen algorithm. Because
the time evolution of the system is not considered, the MC simulation cannot describe the
nonequilibrium processes. Time independence can be an advantage for processes that are
taking place on a large timescale or in case of PES with a high “roughness.”

2.4 Equation of states and pressure

The calculation of accurate equations of state (EOS), thermodynamic properties,
and phase diagrams is a very useful tool in a number of fields, including geophysics
[40] and materials research [41]. One of the main advantages of the calculation of
pressure and temperature-dependent crystal properties is the ability to investigate the
extreme thermodynamic conditions, unattainable by experimental means. Indeed,
provided that there are no technical difficulties (e.g., pseudopotential transferability
issues [42]), pressure effects can be accounted for simply by compression/expansion
of the calculated crystal geometry to smaller/larger volumes compared with the equi-
librium volume.

In the present study, the DFT calculations are based on plane waves basis sets tech-
niques combined with ultrasoft pseudopotentials and were carried out with theQuantum
Espresso (QE) package [43]. The thermo_pw package [44] was used to obtain the thermo-
dynamic properties within harmonic and quasi-harmonic approximations. The PBE-GGA
[45] exchange-correlation potentials were used in the calculations. We have chosen
computational settings to ensure that all investigated properties are well converged. The
kinetic energy cutoff was set to 55–60 Ry while the charge density cutoff was set to 300
Ry. The integration over the Brillouin zone (BZ)was performed employing aMonkhorst–
Packmeshwith a spacing of 0.04Å�1, as a good balance between the calculation accuracy
and the computational effort. The total energy of the polymorphs of the MgH2 has been
minimized function with respect to the unit cell parameters and fractional coordinates of
the atoms, preserving the symmetry of the crystal.

The equilibrium volume V0 and the corresponding energy U0 can be determined
by a full optimization of the lattice parameters and atom fractional coordinates.
Furthermore, the volume dependency of the unit cell U Vð Þ can be obtained by scaling
the lattice constants with the same factor (isotropic procedure) and calculating the
corresponding energy U(V). The minimum of the curve corresponds to the equilib-
rium point (V0,U0). The curve can be fitted by the Murnaghan Equation of States
(EOS) [46], which relates by a simple polynomial equation the volume Vand its
equilibrium value V0, the bulk modulus B ¼ �V ∂P

∂V

� �
T and its derivative B0 ¼ ∂K

∂P

� �
T by

U Vð Þ ¼ U0 þ B0V
B0

V0=Vð ÞB0
B0 � 1

þ 1

" #
� V0B0

B0 � 1
(1)

More complex EOSs are available in the literature (see the citations in Refs.
[47,48]), but their qualities are similar. The dependence of the energy on the unit cell
volume obtained for the different magnesium hydride structures is presented in
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Figure 1. The obtained values of the parameters U0, B0 and B0 by fitting the EOS given
by Eq. (1) are presented in Table 1. The minimum of the curves gives the equilibrium
volume V0 and the equilibrium energy U0, which are identical with those calculated
by a full optimization (lattice parameters and fraction coordinates of the atoms) and
are in very good agreement with the experimental values (see Table 1 in Ref. [1]).

At low temperatures, the system energy is only dependent on the system volume,
and the pressure can be estimated by

P Vð Þ ¼ � dE
dV

¼ B0

B0
V0

V

� �B0
� 1

" #
(2)

Figure 1.
The energy vs. volume for the polymorphs α, β, γ, δ, ε and cubic of the magnesium hydride obtained by an isotropic
procedure. The dependency energy-volume determined by an anisotropic procedure is given for the polymorph α-MgH2.

Polymorph
of MgH2

Symmetry
group

MgH2

formula
unit (f.u.)
per unit

cell

Total
energy U0

(Ry/f.u.)

Electronic
smearing
term (Ry/

f.u.)

Equili-
brium
volume
V0 (Å3)

Bulk
modulus
B (GPa)

B´ Debye
tempe-
rature
(K)

α (isotropic) P42/mnm 2 �143.5961 0.0014 62.50 51.1 3.59 707.4

α
(anisotropic)

P42/mnm 2 �143.5961 0.0014 62.48 58.3 4.65 691.2

β Pa-3 4 �143.5902 0.0002 113.67 54.6 2.48 699.9

c Fm-3 m 1 �143.5734 �0.0004 27.55 63.7 1.00 511.2

δ Pbca 8 �143.5880 0.0000 222.23 57.8 1.60 739.9

ε Pnma 4 �143.5801 0.0000 101.48 61.12 4.10 627.5

γ Pbcn 4 �143.5966 0.0001 123.15 47.5 3.48 717.7

Table 1.
The properties of the investigated polymorphs of the MgH2 obtained from the Murnaghan equation of state. For the
polymorph α-MgH2, the values are presented both for the isotropic and anisotropic volume adjustments. The total
energy was corrected by cold smearing procedure, included in Quantum espresso code.
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A special care has to be paid when the dependency of energy versus volume is
determined in the case of the non-cubic systems, where the lattice parameters and
fractional coordinates of the atoms must be optimized for each value of the volume, in
order to assure that the energy has the minimum value. Such calculations are done on
a grid of lattice parameter under the constraint of a given value of the volume, and
those lattice parameters that assure minimum energies are identified. In order to
check the effects of the lattice relaxation, we determined the U(V) dependency for the
polymorph α-MgH2 by scaling the lattice constants with the same factor (isotropic
procedure) and by a lattice-grid calculation (anisotropic procedure). In the isotropic
procedure, nine equidistant scaling factors of the volume between 0.80 and 1.20 were
considered. In the anisotropic case, a grid 5 � 5 of a and c/a, centered at the equilib-
rium values, with steps of 0.05 Å and 0.02, respectively, was considered. The energy
was fitted with quartic polynomials as a function of a and c/a and the pairs (a,c/a) for
which the energies have a minimum were identified. The results of the Murnaghan fit
are given in Table 1 and Figure 1. It can be seen that in case of α-MgH2, the isotropic
and anisotropic U(V) essentially have the same behavior around the equilibrium
volume V0. The same trend also was observed for the other non-cubic polymorphs of
the MgH2.

3. Phonon calculations in lattice dynamics method: Harmonic
approximation

The crystal potential energy can be expanded as a Taylor series [49] by small
displacements uα,mI from their equilibrium positions of the atoms I located in the unit
cell m, along the Cartesian direction α ¼ x=y=z, as

U ¼ Uo þU1 þU2 þ U3 þ … (3)

where:
U0- is the static energy of the system in the equilibrium geometry,
U1 ¼

P
mIαΦ

α
mIuα,mI ¼ 0- is zero as the system is in the equilibrium geometry.

The other terms are the n-body crystal potentials (n = 2, 3, … ). The second- and
the third-order potentials are

U2 ¼ 1
2

X
mIα

X
lJβ

Φαβ
mI,lJuα,mIuβ,lJ (4)

U3 ¼ 1
6

X
mIα

X
lJβ

X
nKγ

Φαβγ
mI,lJuα,mIuβ,lJuγ,nK (5)

where Φαβ
mI,lJ and Φαβγ

mI,lJ are the harmonic and cubic anharmonic force constants,
respectively.

Limiting the expansion to second term, we have the harmonic approximation,
which is the fundament of the vibrational frequencies calculations. The reduced
HamiltonianHHA ¼ 1

2

P
mIαmI _u2α,mI þ U2, which includes the kinetic energy of the atom
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I with the mass mI, is the harmonic Hamiltonian of the system. The problem of Na

atoms per unit cell that moves in a periodic potential is separable and can be solved
exactly by diagonalization of the equation of the eigenvalues and eigenvectors

X
β, J

Dαβ
IJ q!
� �

eβ,J q!, j
� �

¼ ω2
q!,j
eα,I q!, j
� �

(6)

of the dynamical matrix

Dαβ
IJ q!
� �

¼ 1

mImJ
� �1=2

X
l

Φαβ
0I,lJe

iq! r!lJ� r!0Ið Þ (7)

The solutions ωq!,j and eα,I q!, j
� �

are the frequency and polarization vector that

correspond to the phonon normal mode of band index j and wave vector q! in the

Brillouin zone. The matrix Dαβ
IJ q!
� �

is a hermitic one and its eigenvalues have to be

positive. However, sometimes the normal modes might have negative eigenvalues,
which correspond to imaginary frequencies. In such a case, the energy decreases along

the eigenvector eα,I q!, j
� �

and the system becomes unstable.

The phonon frequencies for a unit cell in equilibrium (i.e., the energy is minimized and
there are no forces on atoms and no stress in the unit cell) can be calculated from the
derivative of the energy (phonon freezemethod) [50] or considering the forces of
each atom in the frame of the linear responsemethod (Density Functional Perturbation
Theory—DFPT) [51]. The phonon occupation number at the equilibrium is given by the

Bose-Einstein distribution nq!,j ¼ exp ℏωq!,j=kBT
� �

� 1
� ��1

. At absolute zero tempera-

ture, the phonon population is zero, at low temperatures, there is a small probability for the
phonons to exist, and at high temperatures, the number of phonons increases with tem-
perature. Themaximumnumber of phononmodes is given by themaximumnumber of
freedomdegrees 3 �Na, whereNa is the total number of atoms in the unit cell of the crystal.

The relation between ωq!,j and q! for each mode j, namely ω j ¼ ω j q!
� �

, is called

phonon dispersion. The number of the phonon modes with the frequency between ω

and ωþ Δω gives the phonon density of states g ωð Þ ¼ 1=N
P

q!,jδ ω� ωq!,j

� �
, where N

is the number of unit cells in the crystal. The normalization factor 1= 3 �Nað Þ is
introduced in order to reduce to 1 the integral of g ωð Þ over frequency Ð g ωð Þdω ¼ 1.

The DFPT method [51], implemented in the module thermo_pw code [44], was
used to calculate the phonon spectrum for the MgH2 polymorphs for each of the
volume values on a 6 � 6 � 6 grid of q!-points and Fourier interpolated in the
Brilloun Zone. The phonon density of states (DOSs) are computed by integrating the
phonon dispersion in the q!-space. We present in Figure 2 the phonon band
structure and DOS for the polymorph α-MgH2. The phonon spectra are similar
with the one obtained by inelastic neutron scattering [52] and by shell-model
EFF lattice dynamics calculations [53]. The phonon spectra for the cubic polymorph
c-MgH2 show a large number of imaginary frequencies for all nine different
volumes. Therefore, this polymorph is not considered for the heat capacity
calculations.
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4. The canonical partition function and the Helmholtz free energy

The canonical partition function of the system is the defined as

Z N,V,Tð Þ ¼Pie
�Ei N,Vð Þ

kBT , where the summation is done over all the states that are
characterized by the energies Ei of the system formed by N particles that occupy the
volume V and is kept under the temperature T. kB is the Boltzmann’s constant.

The thermodynamic parameters of the system can be defined as

U ¼ kBT2 ∂ lnZ
∂T

� �

N,V
� average potential energy (8)

S ¼ kB lnZ þ U=T � entropy (9)

H ¼ U þ P � V � enthalpy (10)

F ¼ U � T � S�Helmholtz free energy (11)

In the relation above kB is the Boltzmann constant,T is the temperature, P is the
pressure, and V is the volume of the unit cell. Enthalpy, defined as H ¼ U þ P � V, is a
measure of a system capacity to release heat as a nonmechanical work. The most
fundamental thermodynamic parameter is the Gibbs free energy, which is defined as
G P,Tð Þ ¼ F þ p � V ¼ H � T � S.

Based on the Helmholtz free energy, other important thermodynamic parameters
can be defined:

• the bulk modulus BT ¼ V ∂
2F

∂V2

� �
T
, which describes the resistance of a material to

the compression,

• the isochoric heat capacity CV ¼ �T ∂
2F

∂T2

� �
V
, which is the amount of heat per unit

mass of material that is required to raise the temperature by one unit under the
condition of the constant volume,

Figure 2.
The phonon dispersion (left) and density of states (right) computed for the polymorph α-MgH2.
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• the isobaric heat capacity CP ¼ ∂H
∂T

� �
P ¼ CV � T ∂V

∂T

� �2
P

∂P
∂V

� �
T, and the volumetric

thermal expansion as αV ¼ 1
V

∂V
∂T

� �
P. Generally, the energy of the system can be

decomposed based on the different degrees of freedom as the electronic and
nuclear (translation, rotation, and vibration) motions, domains contributions
(bulk, surface, interface, and defects), or phenomena (magnetism, irradiation).
Some hybrid contributions have to be added in case of not completely separation
of the different freedom degrees (as example, the electron–phonon coupling). In
the case of the crystalline systems, the translation and rotation motions of the
atomic basis are not present, and their contributions are not included in the
structure of the Helmholtz free energy. Furthermore, the product PV is very
small in comparison with the other terms, and usually it is neglected. Therefore,
usually the stability of the crystals is characterized by the Helmholtz free energy,
rather than the Gibbs energy.

For a nonmagnetic ideal crystal, the Helmholtz free energy can be written as:

F V,Tð Þ ¼ U0 Vð Þ þ Fel V,Tð Þ þ Fphon V,Tð Þ (12)

where the first term in Eq. (12) corresponds to the total energy, the second term is
the contribution of the electronic excitation, and the last term is given by the nuclear
vibrational motion. The first and third terms can be calculated both by the electronic
structure or empirical force fields methods and the second one just by electronic
structure methods.

The electronic structure methods typically do not take explicitly into account the
temperature effects on the atomic ground state and the computed properties corre-
spond to T = 0 K. However, for the incomplete occupied bands, like in case of the
metals, the occupation probability of the electronic levels ∈ is described by the

Fermi-Dirac distribution f ∈ ,Tð Þ ¼ exp ∈�EF
kBT

� �
þ 1

� ��1
, where the EF is the Fermi

level, the last occupied electronic level, with the value given by the normalization
condition

Ð
f ∈ ,Tð Þd∈ ¼ 1. The energy due to the electronic excitation is

Uel V,Tð Þ ¼ Ð n V, ∈ð Þf ∈ d∈ � Ð n V, ∈ð Þ∈ d∈ , where n V, ∈ð Þ is the electronic den-
sity of states computed for the volume V. The corresponding electronic entropy is
Sel Vð Þ ¼ �gkB

Ð
f V,Tð Þ ln f Vð ,TÞ þ 1� f V,Tð Þð Þ ln 1� f V,Tð Þð Þ½ �.

where g is equal to 1 for collinear spin polarized or 2 for non-spin-polarized systems.
The electronic Helmholtz free energy is Fel V,Tð Þ ¼ Uel V,Tð Þ � TSel V,Tð Þ. The elec-
tronic excitation term is calculated based on the Mermin theorem [54]. Felis important
for the metallic systems, especially at high temperatures. Usually it is neglected in the
other cases. However, the partial occupation of the electronic level can be used also for
the nonmetallic systems in the smearing scheme [55] that is useful to accelerate the self-
consistent field convergence, mixing the occupied and unoccupied states that are clearly
separated at T = 0 K. The contribution of the smearing to the electronic energy is
refereed as Mermin free energy. The smearing scheme was applied to perform the
calculations for the investigated polymorphs of the magnesium hydride. It is efficient in
the accelerating the SCF convergence, inducing a very low correction to the total
energies (seeTable 1). The electronic contribution to the electronic Helmholtz energy is
negligible except for the cubic polymorph c-MgH2, which has metallic properties.

The third term in Eq. (12) is the contribution of the phonon vibration and is
dependent on temperature. The partition function corresponding to the phonon is
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Zvib ¼
Q
q!, j

P∞
n¼0e

� nþ1
2ð Þℏω q!j

kBT

 !
and the vibrational Helmholtz energy in the harmonic

approximation is depending on temperature only by the phonon contribution
calculated for the equilibrium volume Veq

FHA Veq,T
� � ¼ U0 Vð Þ þ 1

2

X
q!, j

ℏωq!,j þ kBT
X
q!, j

log 1� e�
ℏω

q!,j
kBT

 !
(13)

For low temperatures, the amplitude of the vibrations is reduced and the harmonic
approximation is valid for almost all the cases. ForNa atoms per unit cell, the isochoric
heat capacity is

CV ¼ �T
∂
2F

∂T2

� �

V
¼ kBNa

X
g ωð Þ ℏω

kBT

� �2 exp ℏωq!,j=kBT
� �

exp ℏωq!,j=kBT
� �

� 1
(14)

5. Computational thermodynamics in quasi-harmonic approximation

The neglect of anharmonicity by the truncation of the third term in the develop-
ment of the total energy leads to well-known unphysical behavior [56]: the zero
thermal expansion, infinite thermal conductivity, and phonon lifetime. The inclusion
of temperature effects, primarily related to the vibrational degrees of freedom inside
the crystal, is more delicate. There are essentially two mainstream ways of incorpo-
rating temperature in a theoretical calculation: Molecular Dynamics [57] and Monte
Carlo [58] simulations, and the quasiharmonic approximation (QHA) [59]. The former
techniques are ideally suited for situations close to the classical limit, at temperatures
close to or including the melting temperature. The latter is assuming the harmonic
approximation at any given crystal geometry, even if it does not correspond to the
equilibrium structure. Plenty of examples of the success of QHA in the prediction
of thermodynamic properties and phase stability of solids can be found in the
literature [60].

In QHA, the phonon calculations are done for several volumes ωq!,j Vð Þ and the
Helmholtz free energy becomes

FQHA V,Tð Þ ¼ U0 Vð Þ þ 1
2

X
q!, j

ℏωq!,j Vð Þ þ kBT
X
q!, j

log 1� exp �
ℏωq!,j Vð Þ

kBT

 !" #
(15)

or by the grouping of the terms [61].

FQHA V,Tð Þ ¼ Ucold Vð Þ þ Fth Vð Þ (16)

where Ucold Vð Þ ¼ U0 Vð Þ þ 1
2

P
q!,jℏωq!,j Vð Þ is the cold potential energy (T = 0 K),

and Fth Vð Þ ¼ kBT
P

q!,j log 1� exp � ℏω
q!,j

Vð Þ
kBT

� �� �
is the thermal component of the

Helmholtz free energy given by the phonons.
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The accurate calculation of the phonon frequency requires the energy evaluation
by electronic structure methods, but also the usage of some empirical force fields
might give good results [62]. At very low temperature, the thermal part of the phonon
contribution is negligible and the entropy does not contribute to the Gibbs energy as
the product TS is also negligible. In these conditions, the Gibbs energy of the crystal
becomes G ffi Ucold þ PV. The product PV is very small comparing with the total
energy and the Gibbs energy is approximated with the cold energy. The anharmonic
effects become significant for the magnesium hydride just above 800 K [63].
Therefore, we do not consider here the anharmonic effects on the thermodynamic
properties.

Alternatively to the static calculations of the phonons in the harmonic approxima-
tion, the anharmonic phonon spectra can be calculated by Molecular Dynamics
simulations [64, 65]. The phonon dispersion of a given phonon wave vector q! can be
evaluated from MD simulations by computing the Fourier transforms of velocity–

velocity correlation functions gq! ω,Tð Þ ¼ Ð eiωtPNa
I¼1e

iq!R
!

I
v!I tð Þv!I 0ð Þh iT
v!I 0ð Þv!I 0ð Þh iT dt, where v!I tð Þ is

velocity of each atom I at time t, and R
!
I is the lattice position of the same atom. The

angular brackets represent the time average for a given temperature T considered
during the MD simulations. The phonon dispersions are explicitly temperature-
dependent and include also the anharmonic contributions. The MD calculations fully
consider the anharmonic effects, but do not consider the ZPE effects, as they follow
the classical statistical mechanics [66]. Therefore, a quantum correction has to be
considered, especially for low temperatures [67].

6. Computational thermodynamics

6.1 Thermodynamic modeling

Considering the temperature effects on the volume the pressure can be
formulated as

P V,Tð Þ ¼ � ∂F
∂V

� �

T
¼ Pstat V, 0 Kð Þ þ Pphon V,Tð Þ þ Pae V,Tð Þ (17)

where P0 V, 0 Kð Þ is the static pressure computed by Eq. (2), Pphon V,Tð Þ is phonon
contribution to the pressure, and Pae V,Tð Þ is the anharmonic and electronic thermal
pressure. The thermal pressure is calculated as the derivative of the thermal free
energy

Pphon ¼ � ∂Fphon

∂V

� �

T
¼ �

X
q!j

1
2
þ

ℏωq!j

e
ℏω

q!j
kBT � 1

0
@

1
Aℏ

dωq!j

dV
¼ �

X
q!j

γ q!j
1
2
þ

ℏωq!j

e
ℏω

q!j
kBT � 1

0
@

1
A

(18)

where γ q!,j ¼ � V
ω q!,j

∂ lnω
q!,j

∂V ¼ � V
2ω2

q!,j

eq!,j
∂D q!ð Þ
∂V

����
����eq!,j

� �
is the so-called mode Grüneisen

parameter, which characterizes the volume dependences of the frequency of the mode
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q!, j
� �

. Similarly to Eq. (2), the pressure P Vð Þ ¼ � dF
dV

� �
T can be calculated for each

considered volume of the unit cell based on the equations of state of Murnaghan type
[46]. The enthalpy can be calculated as H ¼ U0 Vð Þ þ PV.

6.2 Debye method

The Debye model [68] considers a simple form for the DOS of the vibration modes
g ωð Þ ¼ C � ω2 � Θ ω� ωDð Þ, where Θ is the Heaviside step function, and C ¼ 9Na=ω3

D is
a constant determined from the condition C

Ð
g ωð Þdω ¼ 3Na. Thus, the phonon modes

are populated just below ωD, which is called Debye frequency. The phonon Helmholtz
free energy and the isochoric heat capacity are

FDebye
phon Tð Þ ¼ NakBT

9TD

8T
þ 3 ln 1� e�

TD
T

� �
�D

TD

T

� �� �
(19)

where the function D TD
T

� � ¼ 3
TD=Tð Þ3

ÐTD=T

0

x3
ex�1 dx is the Debye integral and the

parameter TD ¼ ℏ
kB

6π2V1=2Na
� �1=3f σð Þ

ffiffiffiffi
Bs
M

q
is the Debye Temperature, which can be

interpreted as the temperature at which each mode below the highest-frequency
mode ωD is excited. The Debye model allows the calculation of the thermodynamic
parameters avoiding the phonon calculations if the Debye temperature can be
determined from experimental or theoretical elastic constants [69] or from the value
of the melting temperature [70]. The estimated Debye temperatures for T = 300 K are
given in the Table 1, for all the polymorphs.

6.3 Heat capacity: Grüneisen parameter

The weighted average heat capacity of the individual phonon modes

γ ¼
P

q!,jγ q!,jCV q!, j
� �

P
q!,jCV q!, j

� � (20)

is the total Grüneisen parameter, where

CV q!, j
� �

¼ kB
ℏωq!,j

kBT

� �2

exp
ℏωq!,j

kBT

� �
� 1

� ��2

exp
ℏωq!,j

kBT

� �
(21)

is the contribution of each vibration mode q!, j
� �

to the isochoric heat capacity

CV ¼
X
q!, j

CV q!, j
� �

(22)

The constant volume (isochoric) heat capacity was obtained from the quasi-
harmonic phonon frequencies calculated at each fixed volume. The isochoric heat
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capacity at each temperature is then obtained interpolating at the temperature-
dependent volume values obtained at each temperature from the minimization of the
free energy.

The constant pressure (isobaric) heat capacity is obtained as

CP ¼ CV þ TVβ2BT (23)

where BT V,Tð Þ ¼ 1
V

∂
2F V,Tð Þ
∂V2

� �
T
is the isothermal bulk modulus, which can be

calculated as a function of temperature [61].
In Figure 3, the predicted isochoric and isobaric heat capacities of the magnesium

hydride polymorphs are shown to have similar behavior, with deviations at 800 K
below 3.81 and 3.44 J mol�1 K�1, respectively. The isochoric and isobaric heat capac-
ities have the same values bellow 400 K. The predicted heat capacities for the poly-
morph α-MgH2 are in excellent agreement with the experimental data [52, 71, 72]
despite that the calculations are done for ideal crystalline systems, real sample are
generally polycrystalline and contain a lot of defects depending on the preparation
procedure. The iso- and anisotropic calculated isochoric heat capacities for α-MgH2

are identical while those for the isobaric heat capacity are almost identical up to 550 K,
which is the decomposition temperature of the crystal; even at the higher tempera-
tures, the iso- and aniso- differences are marginal. Similar results regarding the iso-
tropic heat capacities are obtained for the other non-cubic polymorphs. Therefore, we
conclude that the isotropic treatment by uniform contraction/expansion of the unit
cell of the considered magnesium hydride polymorphs introduces negligible effects on
the calculated isochoric heat capacities, below their decomposition temperatures. The
electronic contribution to the heat capacity was found to be negligible.

The heat capacity in the Debye model is CDebye
V ¼ 3NakB 4D TD

T

� �� 3TD=T
eTD=T�1

� �
. The

formula is valid at low temperatures, predicting correctly the temperature depen-
dence of the heat capacity as being proportional to the temperature at power 3, and
recovers at high temperatures the Dulong–Petit law, which states that the heat capac-
ity is proportional with the number of atoms per unit cell 3NakB at high temperatures.

Figure 3.
The isochoric (left) and the isobaric (right) heat capacities versus temperature, computed for the five polymorphs
of the magnesium hydride α, β, δ, ε, and γ by the isotropic procedure. In addition, the Cv versus T obtained by the
anisotropic procedure is presented for α-MgH2 (red open circle). The experimental data available for α-MgH2 are
indicated by full symbols.
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The Molecular Dynamics and Monte Carlo simulations in tandem with the ther-
modynamic integration [73] and free energy perturbation [74] methods can be used to
calculate the Helmholtz free energy and other thermodynamic properties. The elec-
tronic structure methods or well-parameterized EFF can be used in MD simulations to
the vibration DOS and to calculate the thermodynamic properties such as heat capac-
ity [75]. The heat capacity can be directly evaluated in MD or MC simulations as

CV=P ¼ E2h i� Eh i2
kBT2 , where E is total energy calculated at each simulation step, and the

brackets indicate the average over the sequence of configurations produced during the
MD or MC steps. Depending on the used thermodynamic ensemble, canonic (Na, V,T
constant) or the isothermal-isobaric (Na, P,T constant), the isochoric Cv, and isobaric
Cp heat capacity, respectively, are calculated. The MD and MC simulations involve the
evaluation of the energy and interatomic forces for a very large number of atomic
configurations and are not practical to involve electronic structure methods, especially
in the case of large systems.

7. Conclusions

The electronic structure and empirical force fields methods are discussed shortly,
emphasizing the calculation of the total energy and its derivatives, as well as the
phonon spectra. The methods for the calculation of the Helmholtz, Enthalpy, and
Gibbs energy are described. The heat capacities of several polymorphs of the magne-
sium hydride are investigated by density functional theory within the frame of the
quasi-harmonic approximation. The predicted temperature variation of the heat
capacity for the polymorph of the magnesium hydride α-MgH2 is in good agreement
with the experimental data. We assess the heat capacity for several other polymorphs
of MgH2, for which there is no available experimental or theoretical information.
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Chapter 4

Comparative Study of Setting
Time and Heat of Hydration
Development of Portland Cement
According to EN 196-3
Katalin Kopecskó and Attila Baranyi

Abstract

One of the most critical properties of cementitious materials is the initial (IST) and
final (FST) setting time, which helps to plan the transportability, workability and
demoulding of concrete over time. The standards used to determine the setting time
are based on measurement of penetration resistance; these are measured of the depth
of penetration with a well-defined body (usually a Vicat needle) into a cement paste
as a function of time. Two European standards deal with setting time: EN-196-3 and
EN 480-2. EN 196-3 is used to determine the setting time of cement paste of standard
consistency. Semi-adiabatic calorimetry (SAC) can be a suitable method for
determining the setting time of cementitious materials and concretes of non-standard
consistency. This method examines the heat evolution of the hydration reaction of
cement. The heat evolution is proportional to the change in viscosity during the
setting process and to the Vicat needle penetration depth. This study aimed to find
a simple, more accurate and cheaper alternative measurement method for
determining the setting time of cementitious materials, which can also be applied to
concretes.

Keywords: Portland cement, setting time, IST, FST, semi-adiabatic calorimetry, SAC,
EN-196-3

1. Introduction

One of the most important parameters of the cementitious materials is the initial
(IST) and final (FST) setting time. Knowing these data, it is possible to plan the
maximum workability, casting (IST), and the initial hardening time can be
estimated (FST) for formwork removal. The hydrate compounds formed during
the hydration of clinker minerals (alite, belit, celite, felite) that evolve a solid
matrix from the viscous slurry. The standards used currently measure this
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transformation process using various penetration resistance procedures
(ASTM C191–19, ASTM C266–20, ASTM C403/C403M-16, ASTM C807–20,
ASTM C953–17, AASHTO T131–20, AASHTO T154–18, ISO 9597:2008). These
technics can be for example the Vicat needle test, Gillmore needles test, and the Hilti
nail gun test [1].

The most common method for setting time measurement is the Vicat needle test.
This method is applied by EN 196–3. A needle of well-defined weight and diameter is
penetrated into cement paste of standard consistency during the process. The pene-
tration of the needle is inversely proportional to the actual viscosity of the test sample,
thus and the setting progress.

Despite the simplicity and prevalence of this method, several attempts have been
made to induce the penetration method as this technique is applicable only for cement
sludge and does not allow monitoring of the whole cement setting process. Such a
method includes measuring ultrasonic impulse velocity [2–6] and the electrical resis-
tance [7–9]. These methods are complex in structure and require high-level expertise
that makes their use difficult.

Recently, the measurement based on semi-adiabatic calorimetry (SAC) has
become popular for determining the setting time of cementitious materials [10–18].
During the procedure, the change in the hydration heat development of the cement is
monitored as the clinker minerals chemically react with the water, which results in
heat generation (exothermic reaction). The resulting temperature change usually
follows the change in mechanical properties as well. The advantage of thermal analysis
is the simple design of the measuring system which consists only of a thermally
insulated vessel (calorimeter), a thermocouple and a data logger. In addition, ASTM
C1679 and ASTM C1753 can help design and improve the successful execution of SAC
tests.

During our measurement, we observed several disadvantages of the Vicat method
prescribed by the EN 196–3 standard: discontinuous, inaccurate method, the drop
number is limited, the examination of non-standard consistency (slightly plastic)
mixtures is difficult. The standard measurement of the end of the setting time can be
challenging with an automatic device, especially in the case of cementitious pastes
with a long setting time [19–21], and automated devices are expensive equipment.

In this study, we compared the setting time of CEM I 42.5 N pure Portland cement
according to EN 196–3 with the heat evaluation profile recorded during the calori-
metric tests with three different water/cement (w/c) ratios. The measured cement
paste was prepared using only deionised water and cement; no admixtures were added
for the mixture preparation.

According to our hypothesis, the Vicat method can be substitute heat hydration
measurement of the cement paste based on the results obtained from the
synchronising of the two processes.

2. Short introduction of EN 196-3 standard

Currently, there are two European standards in force for determining the setting
time of cementitious materials. The EN 196–3 cement testing method and the EN 480–
2 deal with investigating concrete admixtures, but this standard also uses the Vicat
method.

The same method is used for ASTM standards. These methods also measure the
penetration resistance during the setting of cementitious materials using the Vicat and
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the Gillmore method. However, these standards already include mortar and concrete
testing (ASTM C403/C403M-16, ASTM C807–20, ASTM C953–17).

The EN 196–3 standard principle is “cement paste of standard consistency has a
specified resistance to penetration by a standard plunger.” The water content of the
cement paste of standard consistency must be determined from several different
mixtures. The setting time is defined by “observing the penetration of a needle into
cement paste of standard consistency until it reaches a specified value.”

The standard specifies the following parameters:

• The laboratory in which specimens are prepared and tested shall be maintained at
a temperature of (20 � 2) °C and relative humidity of not less than 50%.

• The mixer must be conforming to EN 196–1.

• The procedure of the cement paste: quantity of cement (500 � 1 g), the method
of mixing:

◦ the cement and water must be added within 10 s (zero time),

◦ start mixing at slow speed (140 � 5 rpm) for 90 s,

◦ the mixing must be stopped for 30 s – during this time the cement paste
must be scraped off the wall of the bowl and placed in the middle of it,

◦ it follows another 90 s mixing, so the whole mixing time is 30 min.

• The temperature of the cement, the water and the apparatus used for the
specimen preparation must be 20 � 2°C,

• During the underwater tests, the water bath must be thermostatically controlled
at (20.0 � 1.0) °C.

• Vicat apparatus:

◦ Plunger for determination of standard consistency: cylinder of at least
45 mm effective length and of (10.00 � 0.05) mm diameter (Figure 1).

◦ Vicat needle for initial set: steel and in the form of a right cylinder of effective
length of at least 45 mm and diameter (1.13 � 0.05) mm (Figure 1).

◦ The total mass of moving parts shall be (300 � 1) g.

◦ Needle with attachment for final set: a needle with a ring attachment of
diameter approximately 5 mm (Figure 1)

◦ Vicat mould: it shall be made of hard rubber, plastics or brass. It shall be of
cylindrical or truncated conical form (40.0 � 0.2) mm deep and shall have
an internal diameter of (75 � 10) mm. A base plate must be placed which is
larger than a ring and at least 2.5 mm thick, waterproof and resists to the
effect of cement paste.
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The cement paste must be prepared with a standard mixer according to the method
as described in the EN 196–1. Then the lightly oiled Vicat mould is placed at a lightly
oiled base plate (usually glass), then filled it with cement paste without compaction or
vibration. The standard consistency of cement paste with smoothed upper surfaced is
measured; then the plunger is changed for a needle at least 45 mm length and
1.13 � 0.05 mm in diameter, and the initial setting time for this water content is
determined.

For initial setting time (IST), the standard refers to the time that elapses between
the mixing of the cement paste (zero time) and the time until the distance between
the needle and the base plate is 6 � 3 mm (penetration 34 � 3 mm). To determine the
final setting time (FST), the mould should be inverted, and the measurement must be
continued with the needle with attachment. The time when the needle is already less
than 0.5 mm penetrated in the cement paste is considered to be the final setting time,
so only the needle and not the attachment leaves a mark on the surface of the
specimen.

3. The problems during the standard measurement

The Vicat method, according to EN 196–3 is a penetration measurement, which
can only be applied to standard consistency cement paste. It is possible to measure
mortar with a modified Vicat test recommended by ASTM C807, but this method
cannot be used for mortars with non-standard consistency. For the determination of
setting time of concretes, an approximate result can be obtained by penetration
resistance measurement using ASTM C403.

The method recommended by EN 196–3 can be challenging to determine for
mixtures with non-standard consistency (viscosity). The Vicat mould can easily tip
over, and the lower viscosity materials may leak at the bottom of the ring. Therefore,
we designed a threaded Vicat mould (Figure 2) that also includes the base plate and
fits precisely on the rotating plate of the Controls Vicamatic2 instrument used in our
studies.

Figure 1.
Plunger for determination of standard consistency (left) Vicat needle for initial set time determination (middle),
needle with attachment for final set time evaluation (right) (EN 196–3).
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After determining the IST, the threaded Vicat mould can be disassembled as
needed and then inverted with the cement paste placed in it to measure FST. How-
ever, in the case of measurements with automatic Vicat instrument, it is impossible or
very complicated to determine the end of the setting time according to the standard.
Thus, the needle for the initial set is most often used for the whole test, and the sample
is usually not reversed. In this case the shrinkage of the specimen must be considered
by the effect of which FST seemingly appears at penetration rate more than 0.5 mm in
the case of most measurements.

One of the main disadvantages of this method is from its discontinuous nature, due
to which we cannot monitor the binding process precisely. The penetration resistance
of cement paste which is proportional to changes in the viscosity of the material can be
estimated by only individual “sampling”.

The automatic device we use can perform 44 standard drops, which means that
when measuring mixtures with unknown setting times, this “sampling” has to be
managed, especially in the case of cement pastes with a long setting time [19–21]. We
can miss the IST if we start the measurement too early or set up a too-long delay time
on the automatic Vicat device. In addition, care must be taken to set the proper drop
sequence in order to achieve sufficient measurement accuracy.

4. Determination of setting time by thermal method

In order to avoid the problems mentioned above and to be able to monitor the
setting process, semi-adiabatic calorimetry (SAC) is an increasingly widespread
method for determining the setting time of cementitious mixtures [10–18].

The SAC method is suitable for determining the setting time of cement paste,
mortar, and concrete, respectively. We can monitor the setting process; it is possible
to measure more accurately. It is not disturbed by the shrinkage of the specimen. It
can be done with a simpler and cheaper measuring instrument.

The ASTM C403 standard proposes two methods for the thermal determination of
the setting time:

• The Derivatives method determines the initial setting time (IST), as the time
which results from the maximum curvature of the second derivative of the
hydration temperature–time function (Figure 3). It defines the final setting time
(FST), as the time corresponding to the peak of the first derivative curve of the

Figure 2.
Threaded Vicat mould.
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temperature–time function (Figure 4). This method may function well for clear
data sets, but it is sensitive to the peaks not belonging to the ones occurring in
data and to environmental changes [10, 11, 14, 15, 18].

• The Fractions method defines the initial and final setting times as a percentage
of the temperature rise below the main hydration peak from baseline to the
measured maximum (Figure 5). The initial and final setting times are determined
as a percentage of the total semi-adiabatic temperature rise of the sample. 21%
and 42% are the default initial and final setting time values at standard laboratory
curing conditions [10, 11, 14, 18].

This method is more stable than the Derivatives method, but it is more sensitive to
the definition of baseline temperature [10].

Figure 3.
Determination of IST from the derivatives method.

Figure 4.
Determination of FST by the derivatives method.
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5. The comparative measurement heat of hydration and the setting time
according to EN 196-3

In our work, we investigated whether there is a simple correlation between the
standard Vicat method and the heat evolution measurement results similar to the
ASTM standard methods, which could lead to a method based on in many respects
cumbersome and inaccurate penetration measurements. The tests were performed
using CEM I 42.5 N cement and deionised water at 0.25, 0.28 and 0.31 water/cement
ratios (w/c) at 26 � 0.5°C. For the measurement we used Controls Vicamatic2 type
automatic Vicat device, 300x400x300 mm polystyrene calorimeter and Comet
M1200 data logger. We made three parallel measurements from each w/c; then the
results were averaged.

In the first step, we synchronised the clock of the Vicat device and the data logger,
and then we prepared the cement paste with the given w/c ratio according to the
standard. For mixing, a standard Controls 65-L0502 mortar mixer was used to prepare
a sufficient amount of sample for both Vicat and heat evolution testing.

For the standard setting time measurement, the threaded Vicat mould (Figure 2)
was filled with cement paste and placed on the rotating plate of the automatic Vicat
device. Air bubbles were removed from the sample by gentle tapping, and then the
surface was smoothed.

For the semi-adiabatic (SAC) measurement, 1800 g (about 1 dm3) of the same
cement paste was filled into a 1 l beaker pre-smeared with a form release agent. The
sample was placed in the calorimeter. The Teflon-coated thermocouple was then
immersed so that it extended to the centre of the sample (Figure 6).

During the measurement of heat of hydration the frequency of the temperature
data collection was 5 min. By increasing the w/c, the Vicat measurement had to
be started with a delay because the binding started later due to the higher water
content.

Figure 5.
Determination of the IST and FST as defined by fractions method.
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6. Results and discussion

Data from the standard Vicat method and heat evolution measurements were
synchronised and plotted on one graph (Figures 7–9). We represented the depth of
each penetration of Vicat measurement on bar graphs in the setting time – heat
development diagrams, while the blue curve shows the hydration heat development of
the cement. The penetration at IST is marked with a blue bar; and the FST is marked
with a red column according to EN 196–3 standard.

According to the standard, when the penetration depth of the needle sinks only
34 � 3 mm (6 � 3 mm from the base plate) into the test specimen is considered to be
IST. Thus, the time corresponding to the penetration depths of 37 and 31 mm can also
be considered IST, which means that it is up to the person performing the measure-
ment to consider which time he considers the initial setting time. This method can
cause a problem, especially when measuring mixtures with long setting times, where
this interval can mean a difference of several hours [19–21]. Determining the end of
the setting time is even more of a problem, as penetration damages the surface of the
specimen during the test and lowers it due to possible shrinkage, which makes it
difficult to determine the FST accurately.

Figure 6.
Polystyrene calorimeter with data logger.

Figure 7.
Setting time—Heat evolution function (left), derivative method (right), w/c = 0.25.
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We considered the initial setting time to be the first penetration values smaller
than 37.00 mm during our measurements. However, in determining the FST, we
compared the previous test performed according to the standard (needle exchange,
inversion of the specimen) with the result of the test performed with the needle used
for the initial set, without inverting the specimen. Based on these, the time of
penetration less than 2.00 mm below the level previously calibrated to 40 mm was
considered to be the final setting time.

During the cement paste preparation previously, the temperature suddenly rises,
then after a dormancy period, the temperature starts to rise again. In the case of the
cement paste tested in the calorimeter, the maximum temperature exceeded 100°C
in all cases. It was found that by increasing the w/c factor, the setting time is also
extended in proportion to the initial temperature: w/c = 0.25 IST = 1:35–1:50,
w/c = 0.28 IST = 2:05–2:15, w/c = 0.31 IST = 2:35–2:45 (see Table 1). Slower hydration
is likely caused by an increased distance between particles [22]. Another factor may be
that more water absorbs more heat, which is not used to accelerate the binding
reaction.

At 0.25 w/c ratio, the initial setting time occurred at a temperature rise of 8.3–8.7°C,
while at 0.31 w/c ratio, an initial temperature (26 � 0.5°C) of up to 10.5°C (Table 1).
However, the temperature fluctuation of the mixtures prepared with the same w/c ratio
measured at IST remained below 0.3°C, therefore the IST and FST values can be
determined by measuring the temperature difference (ΔTIST, ΔTFST) similarly to the
Fractions method at the same conditions. During our measurements, the initial setting

Figure 9.
Setting time—Heat evolution function (left), derivative method (right), w/c = 0.31.

Figure 8.
Setting time—Heat evolution function (left), derivative method (right), w/c = 0.28.
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time occurred at w/c = 0.25 is approx. 8.5°C, at w/c = 0.28 is approx. 9.0°C, and at w/
c = 0.31 approx. 10°C temperature rise.

Notations: Vicat—setting time values obtained by the Vicat method, SAC—results
of semi-adiabatic calorimetry, Vicat-SAC—temperature values for setting times mea-
sured with Vicat needle.

We examined the applicability of the Derivative method, but as shown in
Figures 7–9, we observed significant differences in the measurement results. Using
the Derivative method, IST was 1:40–2:00 delayed compared to the Vicat method,
irrespective of w/c, while FST followed it with a 5–10 min lag. Thus, FST occurred
with a delay of 0:35 and 1:20 compared to the standard method after the measure-
ment.

Table 1 summarises the measurement results of the Vicat method and heat evolu-
tion. IST and FST denote the initial and final setting time, TIST, TFST mark the tem-
perature value measured at this time, and ΔTIST and ΔT FST are the temperature
difference measured from the initial temperature (26 � 0.5°C). The Tmax. and ΔTmax.

are the maximum temperature or the corresponding temperature difference, while
ΔtTmax. shows the spent time until the maximum temperature value is reached.

We also found similar differences in the Derivatives method with the Fractions
method. Table 2 shows the temperature values (TFract IST, TFract FST) for the given w/c
ratio, calculated by the Fractional method, and the corresponding FSTs (Fract IST,
Fract FST), and the difference between the results of the Fractions and the Vicat
method (ΔtFract-IST, ΔtFract-FST) are indicated.

It can be seen that the IST values calculated by the Fractions method give on
average 40–65 min longer and the FST 31–56 min longer set values. The proportional
factors (kIST, kFST) calculated by us in relation to the setting time measured by the
Vicat method, as a function of the w/c ratio, are summarised in Table 3 (Eq. (1)). It
was found that the constant proportionality factors of 21% and 42% given for the
Fractions method increase with the w/c ratio.

kST %½ � ¼ ΔTST

ΔTB
∙ 100 (1)

Vicat Vicat-SAC Vicat Vicat-SAC SAC

Sample
name

w/c IST
[h:min]

TIST

[°C]
ΔTIST

[°C]
FST

[h:min]
TFST

[°C]
ΔTFST

[°C]
Tmax

[°C]
ΔtTmax.
[h:min]

CW_05 0.25 1:35 34.1 8.3 2:20 38.1 14.9 106.4 5:05

CW_06 0.25 1:40 33.9 8.3 2:40 42.0 16.4 107.7 5:00

CW_07 0.25 1:50 34.7 8.7 2:30 39.1 13.1 107.2 5:15

CW_08 0.28 2:05 35.2 9.1 3:20 49.4 23.3 109.0 5:25

CW_09 0.28 2:05 34.8 8.8 2:55 41.4 15.4 108.2 5:35

CW_10 0.28 2:15 35.4 9.4 3:05 43.3 17.3 107.0 5:35

CW_11 0.31 2:35 36.7 10.5 3:20 43.7 17.5 104.2 6:10

CW_12 0.31 2:40 36.8 10.5 3:40 47.7 21.4 102.5 6:20

CW_13 0.31 2:45 35.9 9.9 4:05 51.7 25.7 103.4 6:30

Table 1.
Results of comparative measurements of Vicat and SAC method.
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where ΔTST is the temperature change belonging to IST or FST; ΔTB is the
difference between the maximum and the initial (room) temperature.

Based on these results the setting times can be calculated as follows (Eqs. (2) and (3)):

ΔTIST ISTð Þ ¼ kIST w=cð Þ ∙ΔTB, (2)

w/c kIST [%] kFST [%]

0.25 10 18

0.28 11 23

0.31 13 28

Table 3.
The calculated proportional factors compared with the Vicat values.

Sample
name

w/c TFract

IST[°C]
Fract IST
[h:min]

ΔtFract-IST
[h:min]

TFract FST

[°C]
Fract FST
[h:min]

ΔtFract-FST
[h:min]

CW_05 0.25 42.7 2:45 1:10 59.7 3:25 1:05

CW_06 0.25 42.8 2:45 1:05 60.1 3:25 0:45

CW_07 0.25 43.1 2:50 1:00 60.1 3:30 1:00

CW_08 0.28 43.5 3:00 0:55 60.9 3:45 0:25

CW_09 0.28 43.3 3:05 1:00 60.5 3:45 0:50

CW_10 0.28 42.0 3:05 0:50 60.0 3:50 0:45

CW_11 0.31 42.4 3:15 0:40 58.8 4:05 0:45

CW_12 0.31 42.1 3:15 0:35 58.1 4:10 0:30

CW_13 0.31 42.3 3:30 0:45 58.5 4:25 0:20

Table 2.
Results of comparative measurements of Vicat and fractions method.

Sample name w/c ΔtTmax-IST [h:min] ΔtTmax-FST [h:min]

CW_05 0.25 3:30 2:45

CW_06 0.25 3:20 2:20

CW_07 0.25 3:25 2:45

CW_08 0.28 3:20 2:05

CW_09 0.28 3:30 2:40

CW_10 0.28 3:20 2:30

CW_11 0.31 3:35 2:50

CW_12 0.31 3:40 2:40

CW_13 0.31 3:45 2:25

Table 4.
The differences between the time of maximum temperature and Vicat values.
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ΔTFST FSTð Þ ¼ kFST w=cð Þ ∙ΔTB (3)

In our experiments, we assumed that for a given type of cement, with a defined
w/c factor, for a given initial temperature and preparation method (see EN 196–3),
the heat of reaction (heat of hydration) is the same under semi-adiabatic conditions.
This also means that the reaction rate is constant, so the ratio of the time to maximum
temperature (ΔtTmax.) and the setting times (IST, FST) do not change. So, we
calculated these differences (Eq. (4)):

ΔtTmax�IST ¼ ΔtTmax:–IST;ΔtTmax�FST ¼ ΔtTmax:–FST (4)

, which proved to be nearly constant as expected. The fluctuations in the results
were largely due to an error in the Vicat method (Table 4).

7. Conclusions

The Vicat method prescribed by the EN-196-3 standard is a widespread measurement
that is still in use today mainly due to its simple implementation. The measurement is
used to determine the setting time of standard consistency cement paste; however, it is
not suitable for non-standard flow cement paste or for testing mortars and concretes. It
does not give a comprehensive picture of the setting process; it is inaccurate, which is a
problem, especially in the case of cement pastes with a longer setting time. The mea-
surement result depends to a large extent on the skill of the person performing the
measurement, and in the case of the use of automatic Vicat devices, the end of the setting
time cannot be determined according to the standard, or only with a great difficulty.

The semi-adiabatic calorimetric (SAC) method measures the amount of heat
(reaction heat) released during the hydration reaction of a cementitious material,
which is proportional to the reaction rate of the clinker minerals (and additives), i.e.
the hardening process. The heat of hydration depends on the fineness of the grinding
fineness of the cement, the w/c ratio, the method of preparation, the ambient tem-
perature, the quality and quantity of additional materials. This means that for a given
cement type and w/c ratio, at a constant environmental temperature, with the same
mixing mode, the hydration heat development process takes place in the same way.
Thus, for a given mixture, the time to the initial and final setting times and to the
maximum of heat evolution is almost constant.

During our measurements, the setting properties of CEM I 42.5 N cement
were investigated at 0.25, 0.28, and 0.31 w/c ratios with deionised water without admix-
tures and aggregates. We sought a parameter comparing the results of the heat evolution
curve and the Vicat penetration test to estimate the initial (IST) and final (FST) setting
time. As w/c increases, the setting time (ST) values extend and the associated tempera-
ture changes also increase, so these characteristics can only be used to determine the
setting time for the mixtures of the same composition (Eqs. (5)–(7)).

w=c ¼ 0:25 IST∝T0 þ 8:5°C (5)

w=c ¼ 0:28 IST∝T0 þ 9:0°C (6)

w=c ¼ 0:31 IST∝T0 þ 10:0°C (7)

where T0 is the initial temperature.
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The IST, FST and the time to maximum temperature (ΔtTmax.) occur proportion-
ally later for mixtures with higher w/c ratios, however, the time between them (Δt-
Tmax-IST, ΔtTmax-FST) is almost constant (Table 3).

For the mixtures used in our studies, the IST and FST were measured 3.5 and
2.5 hours before ΔtTmax. Minor fluctuations were observed only in the determination
of FST values caused by the uncertainty resulting from the Vicat method. We can
conclude that the setting time (ST) of the cement paste made of ordinary Portland
cement without admixtures and aggregates can be determined without the use of
Vicat apparatus. It can be determined accurately by SAC method with the knowledge
of the time to maximum temperature (ΔtTmax) corresponding to the maximum tem-
perature value (Tmax.) (Eqs. (8) and (9)):

IST∝ΔtTmax–3 : 30 (8)

FST∝ΔtTmax–2 : 30 (9)

Therefore, the SAC method is well applicable to simple Portland cement-water mix-
tures in the range of 0.25–0.31 w/c. Using toomuchmixing water (w/c> 0.44) will cause
cement paste bleeding (water separation from the cement). Excess water does not
participate in the chemical reaction of setting, but at the same time, it impedes the setting
process and, due to its high heat capacity, draws heat out of the system.

The applicability of the SAC method to the investigation of the setting properties
of CEM I 42.5 N Portland cement was confirmed at 0.25, 0.28, and 0.31 w/c ratios.
Other cement pastes or mortars and concretes prepared without admixtures and
supplementary materials may behave similarly, but it needs to be verified by further
testing.
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Chapter 5

Calorimetry to Understand 
Structural Relaxation in 
Chalcogenide Glasses
Balbir Singh Patial

Abstract

Thermal behavior of chalcogen additive materials synthesized via melt quench 
method can be studied by reheating the bulk samples in differential scanning calorimetry 
(DSC) or differential thermal analyzer (DTA) experiment. It involves kinetics of 
structural transformations as three basic characteristic phenomena correspond to 
glass transition, crystallization and melting are involved. Thermal stability and glass 
forming ability are important factors from technological point of view in various 
applications. Thermal stability of glasses can be ascertained based on calorimetric 
measurements. In the glass transition region (first region in reheating experiment), 
structural relaxation takes place. The temperature in glass transition region, its heating 
rate dependence and empirical approaches for estimation of apparent activation 
energy are useful to determine utility of these materials in various applications.

Keywords: chalcogenide glasses, DSC or DTA, non-isothermal, structural relaxation, 
glass transition, activation energy

1. Introduction

Long back ago, it was believed that amorphous solids could not be semiconductors 
as known from the fact that that the existence of semiconductors is connected with 
the quantum theory of the solids, which in turn is based on the presence of long range 
order. The interest in amorphous materials grew in 1950’s when it was found that the 
non-crystalline solids and liquids that do not have any periodic structure also behave 
as semiconductors. Since then, extensive research initiated to explore these materi-
als. These materials have great potential to serve as raw materials for the fabrication 
of electronic devices and the time is not far off when crystalline materials may be 
completely replaced by amorphous materials in electronic industries. It is because of 
the fact that the preparation technique is comparatively cheaper, processes involved 
are comparatively easier and the devices are of good quality in amorphous field. 
Amorphous materials can be regarded as amorphous semiconductors, if the energy 
band gap lies between 0.1 eV and 3 eV. Amorphous materials are becoming progres-
sively popular due to their wide range of applications in solid state devices.

Glasses are those amorphous solids which are prepared by rapid cooling of the 
melt. In principle, any substance can be made into a glass by cooling it from the liquid 
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state fast enough to prevent crystallization. In general, glass scientists regard the term 
‘glass’ as covering ‘all non-crystalline solids that show a glass transition’ irrespective 
of their preparation methods. In actual practice, glass formation has been achieved 
with a relatively limited number of substances. The two standard methods of prepar-
ing amorphous solids are: (i) by condensation from the vapor as in thermal evapora-
tion, sputtering, glow-discharge decomposition of gas or other methods of deposition 
and (ii) by cooling from a melt. The first method produces thin films, while the 
second method provides bulk materials. Materials that are obtained by cooling 
from the melt are called glasses and generally have a lesser tendency to crystallize as 
compared with those that can be prepared only by deposition [1]. The crystallization 
of an amorphous material proceeds by the processes of nucleation and growth. Glass 
formation is inhibition of crystallization. Glass formation becomes more probable at 
higher cooling rate, the smaller the sample volume and slower the crystallization rate. 
Whether a particular liquid can be cooled to form a glass or not, will clearly depend 
on the rates of the atomic or molecular transport processes involved in the nucleation 
and crystal growth. Liquids with small crystallization kinetic constants can thus form 
glasses directly from the melt. This is the basic reason as to why selenium (Se) is a 
good glass former in contrast to pure tellurium (Te). Silicon and germanium cannot 
be quenched into the glassy state even at very fast quench rates. When it was proposed 
that chalcogenide glasses containing large proportions of one or more chalcogen 
elements namely sulfur (S), selenium (Se) and tellurium (Te) instead of the con-
ventional sixth group element oxygen (O) can act as semiconductors and continuous 
research in this field is going on. Moreover, the possibility of doped chalcogenide 
glasses in the well controlled manner has opened up many new directions for the 
application of chalcogenide glasses in different fields.

The alloys of chalcogenide glasses have a certain range of atomic percentages of 
each constituent in which they can be glassy and beyond this range they are semi-crys-
talline or crystalline. From literature, it can be inferred that small samples say binary, 
ternary or multicomponent compositions were prepared, their nature (crystalline or 
amorphous) were determined and consequently glass formation region is mapped 
out for each composition. The range of glass forming region is to some extent reliant 
on the quench rate or the quantity of material used during the sample preparation. 
Chalcogenide glasses are prepared by quenching of the liquid below melting tempera-
ture. Upon cooling a liquid below its freezing temperature, it will either crystallize or 
to form a glass. Glasses of different compositions have different regions of glass forma-
tion directed by the type of bonds between the constituent elements. An increased 
tendency to glass formation is possessed by chalcogenide compounds and alloys with 
predominantly covalent chemical bonds. However, the specific composition upto 
which glass formation in binary, ternary or multi-component system is possible, 
cannot be predicted in priori and has to be determined experimentally. For example, in 
Se-Te system, glass formation is possible upto tellurium content 30 at % [2].

When glass forming liquid is cooled, some of its properties change sharply in 
a narrow temperature range [3, 4]. Figure shows volume versus temperature plot 
during the course of temperature lowering experiment (melt quenching). Continued 
cooling decreases the liquid volume in a continuous fashion and the slope of the 
smooth volume-temperature curve defining the liquid’s volume coefficient of thermal 
expansion. Eventually, when the temperature is brought low enough, a liquid–solid 
transition takes place. Its signature in terms of low value of the expansion coef-
ficient i.e. a smaller slope, characterizes a solid. A liquid may solidify in two ways; 
first one corresponds to route 1 (Figure 1) discontinuously to a crystalline solid and 
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secondly via route 2 continuously to an amorphous solid (glass) (where Tf is freezing 
temperature and Tb is boiling temperature in Figure 1). The liquid-crystal transition 
occurred at freezing or melting temperature and an abrupt contraction is observed 
to the volume of the crystalline solid. However, at sufficiently high cooling rates in a 
melt-quenching experiment, the most materials are found to alter their behavior and 
follow route 2 to the solid phase. An abrupt change in the slope of the curve equal to 
the coefficient of volume expansion occurs at a certain temperature. This temperature 
is called the glass transition temperature (Tg). The liquid-glass transition occurs in a 
narrow temperature interval near Tg.

There is no volume discontinuity, instead curve bends over to acquire the small 
slope characteristic of the low thermal expansion of a solid. It is significant that 
viscosity does not show an abrupt change at the glass transition temperature.

2. Experimental methods

2.1 Melt-quench technique

Melt-quenching technique is a widely used method to prepare the various samples 
of the chalcogenide glasses. The entire equipment used for preparing the alloys 
consists of a furnace to prepare the melt of solid mixture, a rocking arrangement to 
make the melt homogenous and a quenching arrangement to rapidly cooling of the 
melt. The furnace is operated maximum at 120 V ac and can raise the temperature up 
to 1200°C or more depending on type of furnace. Quartz ampoules (outer diameter 
~ 1.2 cm and inner diameter ~ 1.0 cm, length ~ 10 cm) are prepared by sealing the 
quartz tube on one side and a neck on other side to pour the solid mixture before 
evacuation. To prepare glassy alloy of type SeαInβPbγTeδ, the elemental substances 
(5 N) are weighed according to the exact proportions of high purity (99.999%) ele-
ments in accordance with their atomic percentages (α,β,γ,δ are the respective atomic 
weight percentages of Se, Te, Pb and In).

Figure 1. 
Volume versus temperature plot for cooling an assembly of atoms can condense into the solid state.
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The quartz ampoules are properly cleaned with soap solution, acetone, 
methanol and then dried by heating in the furnace at 500°C for half an hour. The 
weighed mixture is poured into the ampoules and these ampoules are sealed in a 
vacuum of ~2 × 10−5 mbar using the diffusion pump. Then ampoules are fastened 
to a ceramic rod and the rod is attached to the rocking arrangement. The sealed 
ampoules are heated in increasing order of melting points of the constituent’s 
elements of the glassy alloys for 2 hours each. For example, in case of Se-Te-In, 
the temperature of the furnace is raised to 200°C for 2 hours, so that the indium 
[melting temperature, Tm = 156.6°C] diffuse into the rest of the constituents. 
The temperature is then raised to 300°C so that the selenium (Se) [Tm = 217°C] 
thoroughly mixes with other constituents. The sealed ampoules heated upto 
temperature 600°C in the rocking furnace initially, so that tellurium [Tm = 449°C] 
in respective composition mixed properly. Later, the temperature of the furnace 
has been raised upto 900°C and maintained at this temperature for 24 hours and 
rocking is done to ensure proper mixing and homogeneity of the samples. The 
heated ampoules are then quickly quenched in ice cooled water to get glassy alloys. 

Figure 2. 
(a) Block diagram of working principle of DSC. (b) Heating arrangement in DSC.
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Then tubes are broken, crushed, separated, ground to fine powder, labeled and 
kept in vacuum desiccators for further analysis.

2.2 Differential scanning calorimetry

The thermal behavior of the glasses is investigated using DSC system. The complete 
DSC system consists of the DSC analysis module, temperature controller, data analyzer 
and recorder/plotter for the preparation of hardcopy record. Working principle of DSC 
is shown in Figure 2. The temperature range covered in this DSC unit was from room 
temperature to high enough temperature (>500 degree Celsius) as per instrument 
make. Approximately, 3–5 mg of sample in powder form is encapsulated in standard 
aluminum pan in an atmosphere of dry nitrogen at a flow of 40 mL min−1 and heated 
as per requirement under either isothermal or non-isothermal conditions. The values 
of glass transition temperature (Tg), the temperature of crystallization (Tc), and the 
melting temperature (Tm) are determined by using the microprocessor of the thermal 
analyzer.

3. Structural relaxation in chalcogenide glasses

Kauzmann [3] showed that glass transition occurs for many types of glasses. It has 
been suggested that some amorphous solids do not show a glass transition tempera-
ture (Tg), but this result has not been established. Since 2005, when I started research 
in the field of chalcogenide glasses for Ph.D. degree and synthesized binary, ternary 
and quaternary chalcogen based glasses and even after while continuing research 
almost 50 samples are prepared by melt quenching technique. But these samples 
always found to associate with Tg [5–9]. It is because of the fact that rearrangements 
in the glass structure occur during temperature lowering experiment (cooling) when 
the glass has the properties of liquid. Therefore, the changes are slow when the glass 
structure is frozen (cooling is fast enough) and it behaves like a solid. When a glass 
is cooled rapidly from a temperature, above the transition region into this region, it 
retains some properties of higher temperature. These properties ‘relax’ to the charac-
teristics of the lower temperature with time may be pronounced more commonly as 
‘structural relaxation’. The time to reach a stable or equilibrium state is longer at lower 
holding temperatures. If a glass material is cooled rapidly from a room temperature 
above the transition region, non-uniformities in its temperature during cooling lead 
to stresses in the glass. These stresses can weaken the glassy material and change its 
properties. So, it is desirable to remove them by heating the glass at an appropriate 
temperature in the transition region. At this annealing temperature, the stresses are 
removed as the glass relaxes. The rate at which annealing goes on is important in 
preparing glasses for use. The relaxation of glass structure from one set of properties 
to another after a rapid change in temperature in the glass transition region is called 
structural relaxation. When a glass is subjected to a stress (strain) in this region, the 
deformation changes with time and this process is called stress or strain relaxation. 
The rates of this relaxation are of practical importance and have been studied inten-
sively in the last few years.

Figure 3 shows a typical DSC mostly observed in reheating calorimetric  
experiment displaying glass transition (first endothermic peak), crystallization 
(exothermic peak) and melting (second endothermic peak) for a chalcogenide glass. 
But it is pertinent to mention here that heat flow in calorimetric measurements may 
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be different for other materials like polymers depends on materials’ characteristics. 
The inset of Figure 2 shows the crystallization fraction at a generic temperature T 
(shaded area of exothermic peak). DSC curves are characterized by first occurrence 
of endothermic peak which corresponds to glass transition. In this process, molar 
volume and enthalpy of chalcogenide material change resulting in variation of 
specific heat and viscosity which marks transition from solid phase to super cooled 
liquid phase. In other words, instantaneous change in temperature during quenching 
causes chalcogenide glassy material to relax from a higher enthalpy to an equilibrium 
state of lower enthalpy and this process is called thermal relaxation. Glass transition 
temperature (Tg) corresponds to point of intersection of tangents drawn to baseline 
and endothermic baseline shift. The onset values of characteristic temperatures are 
taken while defining the properties and henceforth use of glasses in technological 
applications. But, for in observations and hence particularly in calculations peak 
values of Tg, Tp and Tm are taken instead of onset values because of more accuracy 
in measurement of peak values than onset values. Least-squares fitting method is 
applied to deduce apparent activation energy and other kinetic parameters while 
using empirical approaches. Chalcogenide glasses generally show single Tg and single 
Tp indicate that the investigated system exists in single phase and homogeneous, 
however, a second glass transition temperature (Tg2) is also observed for Se-Te-Sn 
investigated samples see reference [6]. The existence of a second glass transition 
temperature directs unusual phase separation happening in thermal treatment. This 
phase separation, leading to presence of a second or more than two glass transition 
temperatures, may be thought of arising after super cooled melt transition or the 
glass may be in two phases or higher to start with itself. The phenomenon of presence 
of a second Tg has been found in other chalcogenides [10, 11] also.

It is observed that characteristic temperatures shift to higher temperature with 
increasing heating rate. At Tg, structural relaxation time becomes equal to the relax-
ation time of observation τob [12]. Since Tg∝ 1/ τob. Thus, with the increase in heating 
rate, τob decreases leads to increased Tg also observed in other glasses [5–9]. It can 
also be ascribed from heat dissipated so much easier at higher heating rate; therefore, 
decomposition begins on relatively higher temperature and has high heat of fusion. 

Figure 3. 
A typical DSC curve showing glass transition, crystallization and melting of a chalcogenide glass.
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Tc is also found to increase (similar to Tg) with increasing heating rate. This could be 
because the materials do not get enough time for nucleation and crystallization with 
higher heating rate.

4. Glass transition calorimetry

In reheating experiment of glass in calorimetry, two ways can be adopted namely 
isothermal and non-isothermal methods. In first method i.e. under isothermal 
conditions, the material under investigation is placed rapidly to a temperature 
above Tg and the heat evolved at a constant temperature is noted as a function 
of time during the crystallization process. In the other method, i.e. under non-
isothermal conditions, the material is heated at a fixed heating rate usually from 
room temperature. Again in this method also, heat evolved is noted as a function of 
time or temperature. A drawback of experiment under isothermal conditions is the 
impossibility of attainment a test temperature instantly and during the time, which 
system desires to stabilize, no observations are possible. However, the second method 
i.e. under non-isothermal conditions does not have this limitation. Due to above 
mentioned reasons; we have also applied this technique for the overall crystallization 
kinetics of investigated glassy alloys [5–9].

Characteristic temperature above which glassy material can have several structural 
arrangements and below which material is frozen in a structure which cannot change 
into other configuration easily is defined as glass transition temperature Tg. Tg is 
an indispensable parameter in studying stability of glassy materials. Furthermore, 
cohesive forces must be overcome for movement of atoms in glass network. So, Tg 
must be related to the magnitude of these forces. Therefore, theoretical models are 
also proposed to determine Tg which assume it to be proportional to cohesive forces, 
(in terms of mean bond energy < E >) and network rigidity. Tichy and Ticha [13] 
proposed that Tg depend on two factors; coordination number < r > and < E > after 
analyzing for186 glasses; Tg = 311[< E > - 0.9] (Tg so derived is in kelvin). Lankhorst 
[14] also devised a model for estimation of Tg from heat of atomization Hs of system 
and suggested empirical relation; Tg = 3.44 Hs- 480. Tanaka also gave the exponential 
relationship as [15]; Tg = exp(1.6 < r > + 2.3). Experimental values are sometimes 
closely matched with theoretically values.

Glass transition temperature depends upon the co-ordination number, bond 
energy and types of structural units formed. The glass transition region may be 
studied from glass transition temperature and its heat rate dependence, conse-
quently, apparent activation energy of glass transition. Glass transition tempera-
ture represents the strength or rigidity of the glass structure of the glassy material. 
We employed three approaches to analyze the dependence of the Tg on the heating 
rate and estimation of apparent glass transition activation energy of bulk glasses 
[5–9]. The first one corresponds to the empirical relation given by Lasocka [16] as 
Tg = A + B ln(α), where A and B are constants depending upon the glass composi-
tion. From this relation, it can be easily inferred that a plot between ln(α) and 
Tg should be a straight line. Also, A could be deduced as Tg at a heating rate of 1 
Kmin−1. It is suggested by other researchers that B (determined from slope) may be 
correlated to the cooling rate of the melt [17, 18]. Lesser is the cooling rate of the 
melt, lesser is B. Thus, the physical significance of B looks to be connected with the 
response of the fluctuations in the configuration within the glass transformation 
region.
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Reheating of a chalcogenide glass result into crystallization phenomenon and 
studies of crystallization kinetics are always connected with the concept of activa-
tion energy. Another parameter which is comprehensively used to get into structural 
relaxation kinetics is apparent activation energy. It is said to be that energy which 
is absorbed by a assembly of atoms in this region, such that a jump from one meta-
stable state to another is possible. This apparent activation energy is involved in the 
molecular motion and rearrangement of atoms around glass transition temperature. 
The more general method used in this regard is Kissinger’s equation which is basically 
meant for the determination of activation energy for crystallization process. The 
justification of applying this method for the evaluation of the glass transition activa-
tion energy comes from the shifting of glass transition peaks at different heating rates 
similar to crystallization peaks. The details of this method  
can be noted from [19, 20] and in case of glass transition it is modified to 
(α/Tg

2) = − Eg/ RTg + constant. Slope of the plot between ln(α/Tg
2) and 1/Tg is utilized 

to derive Eg. We have also used this method extensively to deduce Eg, establish a rela-
tion with other experimentally deduced parameters and thereafter to draw conclu-
sions regarding thermal stability among the investigated glasses [5–9].

The other approach, using heating rate dependence of Tg is also used defined by 
Moynihan et al [21] in terms of the thermal relaxation phenomenon. In this kinetic 
interpretation, the enthalpy at a particular temperature and time H (T, t) of the glassy 
system, after an instantaneous isobaric change in temperature, relaxes isothermally 
toward a new equilibrium value He(T). The relaxation equation can be written in the 
following form [22]:

  (1)

where τ is a temperature—dependent structural relaxation time and is given by 
the following relation:

  (2)

where τo and c are constants and Eg is the activation energy of relaxation time. 
Using the above equations, it can be shown [21–23] that ln(α) = − Eg/RTg + constant. 
Similarly, in this method i.e. using Moynihan’s relation, slope of the linear fit variation 
of ln(α) against 1/Tg gives Eg. Eg values so deduced are found in concordance with 
Kisinger’s relation [5–9]; therefore, one can use either of these two approaches.

Thermal stability and the ease of glass formation is a major issue in the study of 
glassy materials as it determines the degree of utilizing the investigated materials 
in various applications. It can be ascertained based on calorimetric observations. 
Kauzmann proposed two-third rule to determine the ease in glass formation [3] as 
Trg = Tg/Tm. The composition obeying two-third rule (Trg ≥ 0.65), indicating that the 
glass forming ability (GFA) for that composition of the material is high.

For a memory and switching material, the thermal stability and GFA are of vital 
importance. Glass transition temperature also gives the worthwhile information about 
the thermal stability related with strength and rigidity of glass structure. GFA is also 
associated with cooling of the melt bypassing crystallization. It has been stated that 
(Tc-Tg) is also an indicator of GFA. Higher the value of this difference, greater is GFA 
because higher values of this difference indicate the more kinetic resistance to crys-
tallization. One more parameter, Hruby number Kgl is important by which thermal 
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stability and glass formation is evaluated as (Tc-Tg)/(Tm-Tc) [24]. Higher (Tc-Tg) 
delays nucleation while lower (Tm-Tc) retards growth in nucleated crystals. Thus, 
Hruby’s parameter merges nucleation and growth information during amorphous-
crystallization phase transformation. Thus, Hruby’s parameter combines the nucle-
ation and growth aspects of phase transformation. Therefore, the composition of the 
glass with higher value could be taken as the most stable among studied samples.

There is no absolute measurements to define the glass formation, the empirical 
methods extensively used for its quantifiable properties. The fragility index (Fi) 
is a significant parameter to define glass forming ability and it is a measure of the 
rate at which the relaxation time decreases with the increase in temperature around 
glass transition temperature. This distict parameter is given by the relation [25, 26];  
Fi = Eg/RTgln(α). According to Vilgis [27], the glass forming liquids that show an 
approximate Arrhenian temperature dependence are defined as strong and specified 
with a lower value of Fi (Fi ≈ 16), while the other side limit i.e. fragile glass form-
ing liquids categorized by a higher value of Fi (Fi ≈ 200). Thus, it is reasonable to 
state that the glasses having values of Fi within the above mentioned limit has been 
obtained from the good glass forming liquids.

5. Conclusions

In this chapter, use of calorimetry is discussed to understand structural relaxation 
in chalcogenide glasses. Some of theoretical approaches are also mentioned here 
that are generally used to estimate glass transition temperature before calorimetric 
experiment. Further, the usage of experimental data obtained from DSC or DTA for 
derivation of different parameters and apparent activation energy of glass transition 
region and hence understanding relaxation kinetics in glass transition region is also 
discussed in detail.

© 2022 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 
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Chapter 6

Cone Calorimetry in Fire-Resistant
Materials
Rakesh Kumar Soni, Meenu Teotia and Aakansha Sharma

Abstract

Polymeric materials are specifically designed by compounding with additives to
achieve specific properties that make them suitable for a particular application. Flame
retardant materials offer fire-resistant properties to the polymers. The fire behavior of
polymeric materials can be investigated with the help of various analytical techniques
such as Underwriters Laboratories test standard UL-94, LOI test, Thermal gravimetric
analysis (TGA) and Cone Calorimetry. Among these tests, Cone Calorimetry is the
most suitable test method for predicting the real-scale fire behavior of polymeric
materials and is adopted by the International Organization for standardization (ISO
5660-1). It quantifies heat generation, smoke production, mass loss and helps in the
selection of polymeric materials for desired applications. In this chapter, an attempt
has been made to present an overview of the thermal decomposition of polymers and
the action of flame retardants. Different fire testing techniques generally used for
investigations of fire characteristics of polymers are summarized.

Keywords: cone calorimetry, fire retardants, polymers, TGA, LOI

1. Introduction

Fire is a unique destructive force that thermally oxidizes polymeric materials. Fire-
resistant materials can withstand high temperatures and resist burning. These may be
inherently flame retardant or can be made fire resistant by adding flame retardants.
Flame retardants are chemical substances that are incorporated in polymeric systems to
combat fire risks hence the use of flame retardants in polymeric systems play a crucial
role. Employment of flame retardants never signifies the absence of fire but flame
retardants retard the ignition, growth and propagation of fire, thus minimizing fire-
induced destruction [1, 2]. An increase in demands for polymers due to their wide
applications in thermal, electrical and mechanical sectors has rekindled the flammability
issues of flame retardants with polymers and created challenges for modern technology
[3–5]. An exemplary flame-retardant system should have resistance to fire ignition, high
combustion speed, smoke production and toxicity without economic penalty [2]. As
polymers are organic compounds, they produce volatile combustible products when
subjected to heat. Flame retardants interfere with the combustion process of polymers
at various stages such as decomposition, ignition, the spread of flame and also smoke
process [6]. Polymer flammability is defined by many processes and/or characteristics,
including burning rates (solid degradation rate and heat release rate), spread rates
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(flame, pyrolysis, burn-out, smolder), ignition characteristics (delay time, ignition
temperature, critical heat flux for ignition) [7], emission distribution (particularly toxic
species emissions), smoke production. Several testing techniques are employed to
analyze the fire behavior of polymers such as Underwriter’s laboratories test standards
(UL-94), limiting oxygen index (LOI) test, thermogravimetric analysis (TGA) and
Cone calorimetry. In this chapter brief overview of the thermal decomposition of
polymers and fire retardants & their mechanisms is presented under headings 2&3.
Different types of flammability/fire tests used to analyze the fire characteristics of
polymers are discussed under heading 4. It also covers the instrumental set up of the
Cone calorimeter along with fire parameters obtained with the help of the instrument.
Heading 5 concludes the advantages of Cone calorimetry over other analytical tech-
niques used to determine fire characteristics of polymers.

2. Thermal decomposition of polymers

The physical and chemical properties of solid polymeric material change when heat
is supplied to them as a result of thermal decomposition and thermal degradation.
Thermal decomposition is a process in which extensive chemical changes can occur
due to the application of heat. On the other hand, thermal degradation leads to loss of
physical, mechanical and electrical properties of material when heat or elevated tem-
perature is applied. To correlate the thermal properties of the material to the fire
parameters, the process of thermal decomposition of the materials plays a crucial role.
Thermal decomposition via chemical reactions generates gaseous flammable volatiles.
When the flame is applied to polymeric substances, it tends to release flammable
volatiles since polymer substances undergo pyrolysis. It releases some combustible
gases, along with non-combustible gases (Figure 1). If the concentration of volatiles is
at or above the combustible boundary then only it supports combustion otherwise
flame dies out. Due to the presence of air, combustible products lead to flame and
produce huge amounts of thermal energy, which in turn feed fire [8].

When thermal decomposition of deeper layers of solid polymeric material con-
tinues, the volatiles produced pass through the char layer formed to reach the surface.
During this process, the char may cause secondary reactions to occur in the volatiles.
Carbonaceous chars can be foamy layers, which slow down the decomposition of
polymers considerably. Inorganic remains, on the other hand, can form glassy cover-
ings that may then become impenetrable to volatiles and protect the beneath layers
from any further thermal breakdown [9, 10]. Main chemical decomposition mecha-
nisms are; (a) random-chain scission, in which chain scissions occur at random sites in
the polymer backbone (b) end-chain scission, in which individual monomer units are
consecutively removed at the chain end; (c) chain-stripping, in which atoms or groups
not part of the polymer chain is cleaved; and cross-linking, in which bonds are created
between polymer chains. Virgin polymer materials get decomposed by these pro-
cesses. The reported literature indicates some type of correlation between mecha-
nisms of polymer degradation and fire retardancy pathways. Table 1 represents the
polymer degradation mechanism of some synthetic polymers along with products
evolved such as water, hydrocarbons and other volatiles.

The chemical processes involved in thermal decomposition are variably complex
and the structure of polymers also influences the end consequence of decomposition.
The chemical structure of repeating units and their heat-releasing capacity effects the
fate of ignited polymer. Higher aliphatic molecules have a high potential for heat
release which directly contributes to the thermal stability of the polymer [11].
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Figure 1.
Thermal decomposition of polymers.

Mechanism of polymer
degradation

Examples of
polymers

Products evolved Flame retardant mechanism

Random chain scission Polyethylene Hydrocarbons Vapor phase halogenated/
intumescent based

Polypropylene Hydrocarbons Vapor phase halogenated/
intumescent based

Polystyrene Hydrocarbons Condensed phase char formation

End chain scission PMMA Monomers Halogenated FR (Free radical based)

PFE Monomers Halogenated FR (Free radical based)

Chain stripping PVC Char, HCl,
Hydrocarbons

Vapor phase brominated/ char
formation

PVA Water, Char Protective covering on material

Cross-linking Polyacrylonitrile Char and evolution
of volatiles

Vapor phase / char formation

Poly (oxy-
m–xylene)

Char and evolution
of volatiles

Vapor phase / char formation

Table 1.
Volatile products and flame retardant mechanism of polymers [12].
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3. Fire retardants and their actions

Fire exists as a unique destructive force and results in damage to life and property if
not handled carefully. Nowadays polymers are used in every walk of life and therefore
their properties whether chemical or mechanical are very important parameters for
their application in a particular product. In applications where fire retardance is an
important requisite, polymers used must possess fire retardant ability to combat the
unwanted risk of fire. Generally, polymers are made fire resistant by incorporating
compounds, which are known as Flame retardants imparting flame retardance to the
polymers. These can be thermoplastics, thermosets, fabrics, coating and prevent or
inhibit the spread of fire. The word “flame retardant” describes a function rather than a
chemical family. Flame retardants are made up of a range of compounds with various
characteristics and structures, and these chemicals are frequently combined for
increased efficacy [13, 14]. The action of flame retardants can be classified in three
ways:

3.1 Vapor phase inhibition

When flame retardant chemicals react with the burning polymer during the radical
gas phase, vapor phase inhibition occurs. These additives reduce or suppress the supply
of combustible gases by interfering with the creation of free radicals, cooling the
system, and lowering or suppressing the generation of free radicals. Brominated flame
retardants (BFRs) are commonly utilized because of their vapor phase blocking charac-
teristics. Before the material achieves its ignition temperature, bromine releases active
bromine atoms into the gas phase. These atoms inhibit the chemical process occurring
well within the flame, extinguishing or delaying its spread. This allows families or
employees more time to flee the building or suppress the fire in another way.

3.2 Solid phase char formation

During a fire, solid-phase char flame retardants encourage the development of
char. These additives reacted with the burning polymer, forming a carbon -
containing layer on the surface of the material. This layer acts as a protective barrier,
preventing the discharge of flammable gases and shielding the underneath material
from the heat of such flame.

3.3 Quench and cool system

To increase flame resistance, quench and cool systems depend on hydrated mate-
rials. When hydrated minerals are exposed to fire, they emit water molecules that cool
the substrate and interfere with the burning process.

4. Types of flammability/fire tests

Flammability testing is an important component of assuring safe and dependable
consumer products. Textiles and consumer products, aircraft and transportation,
mattresses, and furniture materials are among industries that use flammability test
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procedures. Flammability testing methods determine how readily materials ignite,
burn, and respond when they are ignited. These include the following fire tests [15]:

4.1 UL-94 test (underwriters laboratories test standard UL-94)

One of the most commonly used flammability tests for estimating comparative
flammability for plastic materials is UL 94 (Underwriters Laboratories test standard
UL 94). Under specified laboratory circumstances, it analyzes a sample capacity to
extinguish a flame after ignition as well as its dripping behavior in respect to a small
naked flame or radiant source of heat [15]. Depending on the specifications, the
materials are arranged vertically or horizontally over a Bunsen burner. During a
vertical flammability test, the length of time a material burns after the initiating flame
is withdrawn, the amount of the specimen that burns and whether or not it drops
flaming particles are all measured. Horizontal flammability tests, on the other hand,
look to see if the material burns after the test flame has been withdrawn, and then
determine the rate at which the specimen burns. This fire test is intended to provide as
a preliminary indicator of a plastic’s acceptability to be used as part of an equipment or
appliance in terms of flammability. The UL 94 standard is used to determine the
intensity and characteristics of combustion based on the standard samples. UL-94 test
is broadly classified into UL-94 VB and UL-94 HB [16].

The UL94 vertical burning test is a popular fire testing method for industrial
polymeric products and materials. A 1/2” � 5” specimen is used for this test, which is
held vertically at one end. The open end of the specimen is exposed to a burner flame
at two 10-second periods, separated by the time required for the flaring combustion to
stop after the first application [17]. The specimens are divided into two groups of five
each. For each specimen, the following data is kept: (1) After the initial burner flame
is applied, the duration of igniting combustion is calculated, (2) After the second
burner flame is applied, the duration of blazing combustion is measured, (3). After
the second burner flame is applied, the duration of glowing combustion is measured,
(4) If burning droplets ignite cotton is put beneath the specimen and (5). If the
specimen burns up while being held in the clamp.

Horizontal UL-94 Test is typically regarded as the easiest test to pass. The sample is
clamped horizontally on the U-shaped frame and ignited in the combustion chamber
for 15 seconds with a specified tiny flame. The flame is lit at one end of the specimen
to determine the time it takes for the flame to spread to a certain extent and the
distance at which it burns. A 1/2″� 5″ specimen is used in the test, which is held
horizontally at one end with markings at 1″ and 5″ from the open end. For 30 seconds
or until the flaming front reaches the 1-inch mark, a flame is applied to an open-end "a
mark if the combustion persists, the timer is set between the 1” and 5″ marks. If the
combustion process comes to a halt before the 5th minute, "The damaged length
between the two markers, as well as the duration of combustion, is all recorded [16].

4.2 LOI (limiting oxygen index) test

Charles P. Fennimore and Fred J. Martin proposed the Limiting Oxygen Index
(LOI) for the first time in 1966 [18]. It’s a term that has been used to describe the
relative flammability of various materials. The LOI test is subject to an international
standard that is standardized in France (NF T 51-071) and the United States (ASTM D
2863) (ISO 4589). The limiting oxygen index (LOI) is the lowest oxygen concentra-
tion that will allow a polymer to burn. It is given as a percentage. It’s determined by
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flowing a combination of nitrogen and oxygen over a burning material and gradually
decreasing the oxygen level until the critical level is achieved. Standard tests, such as
the ISO 4589 and ASTM D2863, are used to establish LOI values for various polymers.
The limiting oxygen index is still the most important sorting criteria for polymer
ignitability (LOI). The minimal oxygen content in the air for polymeric ignition and
burning is determined by this method. As air contains 21% oxygen, polymers with LOI
less than 21% are considered flammable, whereas those with LOI greater than 21% will
not ignite in normal air. In reality, materials having an LOI of at least 25% should be
less ignitable. Although, LOI is useful for proving polymer ignitability, it only pro-
vides limited evidence of material characteristics when exposed to heat, flames, or
both [19, 20].

The test sample is vertically placed in a glass chimney, and then an oxygen/nitro-
gen atmosphere is created by a flow from the chimney’s base. The flame is sparked at
the top portion of the test sample, and thus the oxygen content in the flow is reduced
until the flame can no longer be produced. The specimens are exposed to one or more
specified sets of laboratory test conditions in this test technique. This is not always
possible to detect changes in the fire-test-response characteristics assessed by or from
this test if alternative test circumstances are substituted or the end-use conditions are
modified. As an outcome, the results are only valid for the conditions indicated in the
test procedure for exposure to fire [21].

4.3 TGA (thermal gravimetric analysis)

Thermo gravimetric analysis, often known as thermal gravimetric analysis (TGA),
is a type of thermal analysis that measures the mass of a sample over time as the
temperature varies. Physical events like as phase transitions, absorption, adsorption,
and desorption, along with chemical phenomena such as chemical adsorption, thermal
breakdown, and solid–gas interactions, are all revealed by this measurement (e.g.,
oxidation or reduction) [22]. The fundamental premise of thermo gravimetric analysis
(TGA) has been that a sample’s mass change may be evaluated under predetermined
conditions. Absorption, adsorption, desorption, vaporization, sublimation, break-
down, oxidation, and reduction are all examples of thermal phenomena that TGA is
used to explain [23]. Applications of TGA include, determination of thermal stability
of materials (describes the breakdown mechanism, as well as the fingerprint mate-
rials, are used for identification and quality assurance), oxidative stability of mate-
rials, the composition of multi-component systems, estimated lifetime of a product,
decomposition kinetics of materials, the effect of reactive or corrosive atmospheres on
materials and moisture & volatiles content of Materials. This technique assists in
investigations of fire characteristics of flame retardant polymers. Ureyen and Kayank
investigated the effect of zinc borate with phosphorous-based FR finishing agents
using cone calorimetry and TGA analysis [24]. TGA and DTA plots of zinc borate
provided mass loss data of the samples which were further supported by heat release
rate curves obtained from Cone Calorimetry. TGA measures thermal degradation and
it can be related to flame resistive data of the samples.

4.4 Cone Calorimetery

The study of the thermal decomposition of polymers is important in terms of their
fire performance behavior. This issue has been highlighted earlier by Van Krevelen
[25], for many polymers, the limiting oxygen index [26] (primary test of
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flammability) could be linearly related to char yield as measured by Thermogra-
vimetric analysis under specified conditions. The authors computed the char yield of
various polymers with the help of structural parameters and found general low flam-
mability linearly dependent on minimum thermal decomposition. Later on, some
cases were noted in which low thermal stability and low flammability were found
simultaneously in the polymeric substances. This raises a big question mark on the
reliability of thermal decomposition of polymers and its correlation with the LOI test
for predicting fire performance of polymeric materials [27, 28]. Later on, Lyon and
Walters [29] gave a pathway to the preliminary prediction of fire performance of the
polymers from heat release data derived from thermoanalytical data. Heat releasing
capacity and the rate of heat release can be considered as important parameters to
predict the fire performance of the material. Cone calorimetric analysis is considered
one of the reliable techniques to comment on fire performance [30–35].

The fire community pushed for dependable bench-scale instruments to assess
material flammability depending on heat release rate in the late 1970s and early 1980s.
Heat release rates were believed to be the most dependable and accurate indicator of a
material’s flammability. The Cone Calorimeter, developed by NIST’s Fire Research
Division (formerly known as the Center of Fire Research at the National Bureau of
Standards), was launched in 1982 as the next-generation device for determining
material flammability [36].

A cone calorimeter is a device that is used to examine the condensed phase fire
behavior of tiny samples of diverse materials. In the area of fire safety engineering, it
is frequently utilized [37]. It collects information on the sample’s burning characteris-
tics, such as heat release rate, ignition time, combustion products, mass loss and other
factors [38]. Huggett’s principle states that the gross heat of combustion of any
organic substance is proportional to the quantity of oxygen required for burning. This
concept is used to calculate the heat release rate [39]. The Cone is a fire-testing device
that works on the concept that the amount of heat generated by a burning sample is
proportional to the amount of oxygen used during combustion. The intensity of a fire,
such as fire development rate, is directly proportional to the amount of heat a sub-
stance generates.

4.4.1 Instrumentation setup

As it offers a lot of information with tiny samples, the cone calorimeter is the most
commonly used device for studying the fire behavior of materials. ASTM E1354 and
ISO 5660 have been used to standardize the procedure. The fundamental idea is to
detect the decreasing oxygen content in flammable gasses of a sample (100 � 100 �
4 mm3) exposed to a certain heat flux (10–100 kW/m2) [40]. A cone calorimeter is
made up of several components and gadgets. Several parameters such as temperature,
gas flow, mass and concentration are measured, logged, set, and adjusted by these
parts when used together. The sample is mounted on a metal sample holder that is
mounted on the load cell. During the experiment, the load cell records the sample’s
weight. Sample holders can be divided into two groups. The sample holder’s edges
may be open or closed, depending on the sample. If the sample is intumescent (that is,
it swells and develops a protective char layer), a wired grid can be used to maintain it
in place as it swells. When testing horizontally and with an edged framed sample
holder, the wired grid is used. Below the cone heater is a spark igniter, which is placed
directly above the sample surface. When the sample is heated, this ignites the flam-
mable vapors that are escaping. The igniter is switched off and shifted to the side after
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the entire sample area has burned. A water-cooled heat flux measurement instrument
is positioned on the sample surface level before the experiment during calibration.
The temperature of the cone heater is then adjusted until the desired heat flux is
achieved at the specimen’s surface. The cone is usually positioned horizontally,
although it can also be put vertically.

The form of the heater inspired the name of this testing device. Over 3 m long
resistive heating wire packed with magnesium oxide refractory is coiled into a conical
form to make the heater. The flue gases out from the flaming sample are gathered in
an extraction chamber above the heater. The flow rate of combustion products is
controlled by a flue gas fan installed in the flue gas line. In the flue gas line, the gas
sampling ring is located before the fan. The gas sampling in the circle is first passed by
two filters to remove pollutants, then via a cold trap and a drying agent to eliminate
any potential water before contacting the gas analyzers. A smoke measuring system is
located between both the gas sampling ring as well as the fan. A laser photometric
beam detects the quantity of smoke generated [41, 42].

4.4.2 Important fire parameters determined by cone calorimeter

4.4.2.1 Heat release rate and Total heat release

Cone Calorimeter measures heat release rate at different incident heat fluxes. This
measurement is based upon the principle that a nearly constant amount of heat is
released per unit mass of oxygen consumed [43]. The concept of heat release rate
calorimetry is simply the measurement of the rate at which a known weight (volume
or area) of a carefully prepared specimen releases heat when exposed to a prescribed
and controlled heating environment. Oxygen concentration in the flue gases is used to
calculate the heat release rate. Oxygen consumed during combustion has been shown
proportional to the heat released from a fuel [44]. Heat release rates and total heat
released for a given time period are obtained from the strip chart record of changes in
the fuel consumption required to maintain a constant temperature in the exhaust
gases from the particular instrument. The traces record the decrease in fuel flow that
is equivalent to the fuel contribution of the sample. An instantaneous heat release rate,
expressed in watts/cm2 area of the sample, is obtained by multiplying the net scale
deflection at a given time by the calibration constant. The total heat release for a
particular time interval was derived by graphic integration of the area under the curve
between the desired time limits. The convention was established that zero time was
the moment the sample “saw” the radiant flux in the exposure chamber (i.e., time was
measured from the moment the door was closed). The average heat release rate for a
given time period was obtained by determining the area under the curve (i.e., total
heat released) and dividing by the time period of interest. In practice, this averaging is
done for each successive 1-minute interval under the curve.

The heat release rate is an important parameter in determining the fire character-
istics of materials. Holdsworth et al., in the year 2014 investigated different metal
oxalates blended with Polyamide 6, 6 using cone Calorimetry at a heat flux of 50 kw/
m2 for peak heat release rates and found lowest PHRR (peak heat release rate) for
halogenated composites showing better flammability resistance [45]. The authors
further added metal complexes in Polyamide 6, 6 and obtained data for various fire
parameters such as ignition time, THR, HRR and PHRR [46]. These formulations were
also investigated for LOI values which were not found in agreement with Cone
calorimetric data. This disagreement in LOI values with cone calorimetric data was
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indicated towards cross-linking and increment in char formation. Hence LOI values
cannot be considered as sufficient data to comment upon fire characteristics of the
material. Ramgobin et al., used the Cone Calorimetry technique to observe metal salen
complexes as a fire retardant for thermoplastic polyurethane (TPU) [47]. Salen com-
plexes of nickel, manganese and copper were fabricated in TPU and the comparative
curves of heat release rates gave an idea of the best formulation based on PHRR and
THR values. The lowest is PHRR and HR, better is the flame resistance performance of
the sample. The width of the peak implies the release of combustibles at a broad range
of temperature. Therefore, from THR data, it was found that formulations of TPU
incorporated with metal complexes have at least 15% lower HR values than neat TPU.
Recently, copper salen complexes were incorporated in PVC samples to study their
flame resistive effect. It was found that from the cone calorimetric data that the
complexes were improving fire retardance of PVC sheets only at 1 phr concentration.
A decrease of 15.41 MJ/m2 in total heat released was observed in PBr0 and of
10.42 MJ/m2 in PBr1 sheets for the control sample sheet [48] as represented pictorially
in Figure 2.

4.4.2.2 Char

The properties of the char and the underlying sample determine the time at which
the stresses in the char layer are relieved by cracking and spalling, with subsequent
reduction in the protective effects of the char layer. The finer and more uniform the
texture of the sample, the longer the char layer is expected to remain intact. Schaffer
showed that the charring rates of samples generally decrease as the density increases
[49]. McLean attributed this effect to the variation of thermal diffusivity with density

Figure 2.
Effect of fire retardants on the heat release rate.
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[50]. Thermal diffusivity, a measure of how quickly a material absorbs heat from its
surroundings, is defined as the ratio of thermal conductivity to the product of density
and specific heat: a = (k/pC).

4.4.2.3 Mass loss rate

The rate of weight loss of a burning material has also been used as a measure of the
rate of energy released during burning. The weight loss rate is directly related to the
rate of heat release only in those cases where fuel composition and combustion
efficiency remain constant as burning progresses [51].

4.4.2.4 Smoke release

Cone calorimeter also provides smoke production data which is often unused for
predicting fire characteristics of polymers. Sonnier et al., in the year 2019 proposed
new insights into the investigation of smoke production using a cone calorimeter [52].
The authors correlated smoke release to heat release using pure and flame retarded
polymers, the carbon fractions and the presence of aromatic groups.

4.4.3 Interpretation of results by cone calorimeter

The cone calorimeter is an appropriate technique for evaluating the smoke sup-
pression and fire retardance behavior of polymer samples. The cone calorimetric test
is one of the most accurate methods for determining the fire resistance of polymeric
materials. The overall heat release rate (HRR), peak heat release rate (PHRR), ignition
duration, char yield, and smoke concentration of the sample are all determined by this
test. The fire parameters can be determined by bench-scale test methods illustrated as
arbitrary scale evaluation and FO- category models. The least correlation was found
between these two test methods when applied on PVC panels and other polymeric
materials.

Fire behavior analysis can be done through Petrella arbitrary scales, Östman and
Tsantaridis model and Hansen & Hovde model [53, 54]. Two parameters, the flash-
over propensity ‘x’ (in kW/m2s) and THR ‘y’ (in MJ/m2) were proposed by Petrella
for studying the contribution of the materials to flashover and thermal contribution
[55]. The x and y values are helpful in determining the risk factor of the materials to
thermal and flashover contribution under fire hazards.

x ¼ peak HGRð Þ
tig

(1)

y ¼ THR ¼
ð∞
0
HGR tð Þdt (2)

The total heat released (gross heating value, in MJ/m2) is calculated by Eq. (3) and
average heat generation rates; T60 (over 60 s After ignition), T180 (over 180 s After
ignition) and T300 ((over 300 s After ignition (kW/m2)) are calculated using
Eqs. (4)–(6) respectively.

THR ¼
ð∞
0
HGR tð Þdt (3)
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T60 ¼ 1
60

ðtigþ60

tig
HGR tð Þdt (4)

T180 ¼ 1
180

ðtigþ180

tig
HGR tð Þdt (5)

T300 ¼ 1
300

ðtigþ300

tig
HGR tð Þdt (6)

Östman and Tsantaridis presented a relatively simple empirical linear regression
model for the prediction of time to flashover in the room corner test. The model is
based on empirical data, and was found to predict time to flashover with good accu-
racy for several products. Cone calorimeter results from tests at incident radiation
heat flux of 50 kW/m2 are used as input data to this model, which also requires
information about the mean density of the tested product.

Cone calorimeter data can be used to derive useful information on studying the fire
behavior of polymers. Based on the data and rational developed models, prediction of
flashover time leading to fire behavior classification is feasible. Pyrolysis dynamics
will help the understanding of the fundamental thermal behavior of materials leading
to macroscopic fire behavior [56].

5. Advantages of cone calorimeter

Cone calorimetric test is one of the reliable tests to comment on the fire perfor-
mance of polymeric substances. This test gives precise results about total heat release
rate, peak heat release rate, ignition time, char yield, the smoke concentration of the
sample. The best parameter for predicting fire hazard of a polymer is HRR (Heat
Release Rate) in flaming combustion, although determination of HRR is a complex
task for solid samples as it depends upon the heat flux, sample thickness, sample
position, ventilation, etc. The justification for the widespread use of LOI test in its
present form in flammability research is questionable. Aside from convenience and
precision, it has many unfavorable features. Since it is a downward-burning test, this
is a fire configuration of minor importance in real fires. Moreover, in the LOI test,
characteristics of the heat transfer and rate of burning are fundamentally different
from those in the much more important upward burning configuration. The LO1 has
the unreal feature of being run at oxygen concentrations usually above the normal
oxygen content of air, conditions which are probably important only in some space
vehicles and oxygen contents in hospitals. It has poor thermal coupling between flame
and substrate, and it is prone to severe disturbance by melt-flow phenomena. These
are the ignition conditions well defined in the ASTM D2863 version of the oxygen
index test. Probably the most severe deficiency of the LOI, is the lack of correlation
with heat release results, is that it does not, except in unusual cases, predict the real
fire performance of materials. It is still not clear whether any of the fire tests would
provide enough energy feedback to stronger fire, to be able to predict full-scale fire
performance, but they might provide better guidance for research and development
than the LOI [57].

The development of a fire in the flame spread and sustained burning stages is
dependent upon the rate of heat release and is not inherently related to the total heat
that would be released if the specimen burned to completion. An important aspect of
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the flame spread and sustained burning stages is the production of smoke and toxic
gases. These stages, culminating in flashover when the fire is in an enclosure, are
dominant as far as life safety is concerned. The important aspect of the third stage is
fire endurance, in which efforts to contain the fire and save the structure depend in
part upon the rate of combustion or rate of heat release of building contents and
materials of construction. Test methods to evaluate the performance of building
materials for flame spread, smoke production, and fire endurance have assumed
major importance in efforts to control fires. The rate of heat release is a relatively new
criterion for evaluating fire behavior and is expected to assume similar importance in
research, material assessment, and building regulations.

Cone Calorimetry is a reliable technique that involves the determination of one
specific physical, chemical, or behavioral characteristic of a material, product, or
system. A system test would characterize the overall behavioral reaction of a material,
product, or system with the environmental as well as internal variables which
influence its performance. A system test involves interactions between the material,
product, or system with its surroundings. Heat release rate test methods are among
those classified as system tests. Cone Calorimeter predicts real-scale fire behavior of
materials. The obtained results are used in the ranking of products for fire perfor-
mance and assist in the development of new fire-resistant materials and products [58].
The physical observations that can be visualized during the tests are surface rising,
deformation owing to intumescences, residual stresses, the collapse of structures, char
cracking, char development and cracking through bubbling and sparking, creation of
solid crusts, tiny explosions, surface layers or bubbles, afterglow, and so on. Cone
Calorimeter has been used widely for a variety of samples including ornamental
plants [59], wood [40], textiles [28] and polyvinyl chloride products [48, 60].
Moisture content, physical properties and chemical composition are all variables that
impact the flammability of live plants and can be analyzed with the help of Cone
Calorimeter.

6. Conclusions

Polymeric materials are normally compounded with various compounds to
enhance their properties such as tensile strength, flexibility, stability and fire
resistance to be used in specified applications. These properties are analyzed using
efficient analytical techniques to rank the polymeric materials. Fire resistance
property is analyzed with the help of Underwriters Laboratories Test standard
UL-94, LOI test, Thermal Gravimetric analysis and Cone calorimetry. Underwriters
Laboratories Test is specially designed for the evaluation of those plastic materials
that used in appliances, in response to a small, open flame or radiant heat source
under controlled laboratory conditions and it cannot be used for polymeric materials
used in construction, wall and floor coverings or other decorative objects. LOI test
results are only valid for specified conditions indicated in the test procedure and
cannot be applied to real scale conditions. Thermogravimetric analysis predicts the
volatile components evolved during the decomposition of the polymeric sample
along with decomposition temperature; however, the fire characteristics of the
polymer can be studied with the help of Cone calorimetric analysis. Cone calorimetry
is a key tool for the real scale analysis of fire-resistant polymers. The flame profile
data suggests the fire hazards and is important for development of new fire-resistant
materials.
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Abstract

Isothermal titration calorimetry (ITC) is the preferred method used to study 
biochemical reactions like protein-ligand binding due to its sensitivity, accuracy, 
and precision. ITC measures directly the heat absorbed or released (∆H) associated 
with a given binding process. A typical ITC experiment allows the dissection of the 
binding energy of a reaction into ligand-enzyme association constant (Ka), change in 
enthalpy (∆H), change in entropy (∆S), change in Gibbs-free energy (∆G), and the 
stoichiometry of association (N). The change in heat capacity (∆Cp) is obtained from 
the measurements of binding enthalpy over a range of temperatures. The magnitude 
and signs of the thermodynamic parameters that were obtained provide insight into 
the nature of interactions involved in the binding process. The strength of interac-
tion is thermodynamically favorable is determined by the Gibbs free energy. ∆G is 
an important thermodynamic descriptor of a binding reaction since it dictates the 
binding affinity and is in turn defined by the enthalpy and entropy changes expressed 
in the following equation: ∆G = ∆H–T∆S. Up-close, this reflects the contradistinc-
tions of two thermodynamic effects at a molecular level—the propensity to drop to 
lower energy (bond formation, negative ∆H), counterbalanced by the innate thermal 
Brownian motion’s destructive characteristic (bond breakage, positive ∆S).

Keywords: isothermal titration calorimetry, binding energy, association constant, 
entropy change, enthalpy change, heat capacity

1. Introduction

The completion of the human genome project over 18 years ago has catapulted the 
number of novel targets for drug development to great heights. Many of these targets 
belong to protein families with homologous structures and similar binding pockets, 
which are crucial in regulating pathways and interaction networks describing cell 
function and inter-relation. It is also apparent that the basis of molecular recogni-
tion in drug discovery, signal-transduction, and protein-ligand complexes requires 
complete structural and thermodynamic dissection of macromolecular interactions 
involved. Several techniques (fluorescence, absorbance, nuclear magnetic resonance, 
surface plasmon resonance, biolayer interferometry, and ultracentrifugation) have 
been used as premier tools for characterizing interactions of biomolecules. These 
techniques can only determine the binding affinity constant (Ka) and indirectly 
derive other thermodynamic parameters. However, due to its sensitivity, accuracy, 
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and precision, isothermal titration calorimetry (ITC) is the most rigorous and 
preferred method applied in a wide range of chemical and biochemical reactions. 
ITC has the advantage of directly quantifying the binding energetics of biological 
processes that include but not limited to protein–protein binding, protein-ligand 
binding, protein-DNA binding, protein-carbohydrate binding, protein-lipid binding, 
and antigen–antibody binding. ITC does this by measuring, directly and in real-
time, the heat absorbed or released (∆H) associated with a given binding process. 
A typical ITC experiment allows the dissection of binding energy of a reaction into 
ligand-enzyme association constant or binding affinity (Ka), change in enthalpy 
(∆H), change in entropy (∆S), change in Gibbs free energy (∆G), the stoichiometry 
of association or number of binding sites (N), and the change in heat capacity (∆Cp) 
obtained from measurements of binding enthalpy over a range of temperature. More 
importantly, ITC can be used to determine very low (103 M−1) to very high association 
constants (1012 M−1) without the need to use labels or immobilization of the binding 
components.

2. Fundamental principles of the ITC technique

A detailed description of the instrument and technique can be found elsewhere 
in the literature [1–5]. Briefly, the titration calorimeter consists of the injector 
system, adiabatic shield, and matched reference and sample cells (see Figure 1a). 
There is a self-stirring padded injection syringe and the thermostatic and feedback 
power systems that are computer-controlled. This instrument measures in real-time 
the thermal power that occurs when a solution in a syringe is titrated into a sample 
cell. In a typical ITC instrument, a pair of cylindrical cells (referred to as sample 
cell and reference cell) with volumes ranging from 200 to 1400 μl are present and 
contain analyte solution and reference buffer or water, respectively [6, 7]. The 

Figure 1. 
(A) A schematic representation of the ITC instrument setup, showing the sample and reference cells enclosed by a 
thermostated jacket. (B) an example of an ITC assay.
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thermostated adiabatic shield ensures that no heat exchange occurs between the 
cells and the surroundings [2]. The two cells are maintained at a constant and 
identical temperature by a feedback system that supplies thermal power continu-
ously. In the event of a reaction in the sample cell usually accompanied by heat 
(exothermic reaction), the system ensures that the feedback power is withdrawn in 
order to retain thermal equilibrium between the cells. The feedback power sup-
plied or withdrawn by electric resistive heaters located on the outer surfaces of 
the sample and reference cells to minimize temperature imbalances upon ligand 
injection is measured and converted into the heat of interaction. A sequence of 
injections is programmed and the ligand solution is injected at regular intervals 
into the sample cell through an automated injection syringe, which is stirred by 
rotation of the paddle-shaped syringe. After each injection (typically between 1 and 
20 μl), the composition inside the sample cell changes causing the rearrangement 
of populations and complex formation [5]. Accordingly, as the series of injections 
continues, the system will experience various states of equilibrium each differing 
in composition. The heat released or absorbed with each injection corresponds to 
the increase in interacting species’ concentration (as the reaction advances), and 
it is determined by the integration of the region under the deflection signal mea-
sured (amount of heat per unit of time provided to maintain thermal equilibrium 
in the sample and reference cells) [5]. If the binding between the injectant and the 
analyte is exothermic, this will result in the reduction in the power supplied by 
the feedback heater to maintain a constant temperature. On the other hand, if the 
binding is endothermic, there will be an increase in feedback power. At the end of 
the experiment, when no further heat is released or absorbed in the sample cell 
and saturation of the macromolecule is reached and it is possible to estimate Ka, 
∆H, and N (independent variables). A typical result output of an ITC instrument 
is the feedback power measured as a function of time as shown in Figure 1b. The 
top panel represents the sequence of peaks as the solution in the syringe is injected 
into the analyte in the sample cell. The observed signal is the additional power that 
needs to be supplied or removed during the course of the experiment to keep a 
constant temperature in the sample cell and equal to the reference cell temperature. 
The reaction shown is that of an endothermic reaction, with an integrated heat plot 
in the bottom panel. Consequently, the areas under each peak, derived from per 
mole of ligand injected in each injection, are then plotted against the molar ratio of 
the total concentration of ligand to protein molecule concentration in the sample 
cell to obtain the following independent thermodynamic parameters: binding affin-
ity, binding enthalpy, and the stoichiometry of binding. Notably, if two binding 
processes are characterized by different enthalpic and entropic terms and have the 
same Gibbs free energy of binding, they correspond to different binding modes, 
and therefore, the main underlying intermolecular interactions are different.

3. Protein-ligand binding energetics

As mentioned before, a typical ITC experiment allows the thermodynamic 
dissection of binding energy of a reaction into (Ka), (∆H), (∆S), (∆G), (N), and 
(∆Cp). Importantly, the magnitude and signs of the thermodynamic parameters 
obtained give us clues into the nature of interactions involved in the binding process, 
for example, the strength of the interaction and whether or not it is thermodynami-
cally favorable is determined by the Gibbs free energy. If one ponders on the binding 
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reaction under equilibrium conditions, where a macromolecule (P, protein) binds 
another molecule (L, ligand):

  (1)

And if you assume that only one binding site is available, the association constant, 
Ka, which is inversely proportional to the dissociation constant, Kd, one is then able to 
determine the partition of the reactant molecules into free and bound species accord-
ing to Eq. (2) below:

  (2)

The Gibbs free energy change of binding is an important thermodynamic descrip-
tor of a binding reaction since it dictates the binding affinity or association constant:

  (3)

where R is the universal gas constant (8.314 J/mol/K), T is the temperature in kel-
vin, and Ka is the equilibrium binding constant. ∆G is in turn defined by the enthalpy 
and entropy changes and is expressed in the following equation:

  (4)

At the molecular level, this reflects the contradistinctions of two thermodynamic 
effects at a molecular level—the propensity to drop to lower energy (bond formation, 
negative ∆H), counterbalanced by the innate thermal (Brownian) motion’s destruc-
tive characteristic (bond breakage, positive ∆S) [8].

Since the native state of a protein exists as an ensemble of conformational 
states, the energy of stabilization of protein structure will not be evenly distributed 
throughout its three-dimensional structure [9]. There are regions of the protein with 
high stability constants (e.g., the hydrophobic core) and regions with low stabil-
ity constants (e.g., loops and turns) with the majority of proteins exhibiting a dual 
character as originally observed for the HIV-1 protease [10, 11]. Since ligands with low 
molecular weight are in general not found attached to the exterior of proteins but are 
engulfed in crevices or binding pockets created by loops or other proteins’ structural 
elements, the number of interactions between ligand and protein is increased and 
concomitantly enshrouds a substantial surface area from the solvent [9]. This con-
formational rearrangement often permits the entry of the ligand into the binding site 
and its subsequent shielding from the solvent; hence, makes favorable contributions 
to the Gibbs free energy of binding. If the rearrangements are only transient and the 
free and the bound states of the protein are similar, only binding kinetics are affected. 
If, however, the free and bound conformations of the protein are different, the bind-
ing affinity will be affected [9]. The Gibbs free energy associated with the change in 
protein conformation from its free to its bound state is included in the computation of 
the effective Gibbs energy of binding and corresponding binding affinity:
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  (5)

where ∆G°bind is the Gibbs energy of binding obtained under the assumption that 
the free and bound states of the protein are the same, and ∆Gconf is the Gibbs energy 
associated with the change in protein conformation from its free to its bound form. 
In general, the Gibbs energy associated with a change from a less stable region to the 
bound conformation will be smaller than that associated with a change from a stable 
conformation to the bound conformation [9]. The presence of flexible regions in the 
protein molecule appears to facilitate the ligand-induced conformational changes 
if the putative binding site is not binding-competent in the ligand-free protein. The 
presence of regions with low stability also appears to provide a mechanism for achiev-
ing high binding affinity for low molecular weight ligands and serves as a starting 
point for the propagation of binding signals to distal sites [9].

Enthalpic and entropic contributions of the Gibbs energy originate from different 
types of interactions in the binding process. The binding enthalpy primarily reflects the 
energetic contribution of many individual interactions (hydrogen bonds, van der Waals 
interactions, polar, and dipolar interactions) between the ligand and the protein during 
the binding process, the conformational changes associated with binding, including 
interactions associated with the solvent. A negative (favorable) ∆H occurs when the 
interactions between the interacting molecules (e.g., hydrogen bond formation and van 
der Waals interactions) over-compensate the interactions of the individual molecules 
with the bulk solvent; otherwise, it will be positive (unfavorable, as for nonspecific 
hydrophobic interactions) [12]. The observed binding ∆H measured from a single ITC 
experiment often includes contributions not only from the actual binding event but also 
from the heat that is due to buffer ionization [13–15]. This is particularly true when the 
primary binding event is accompanied by the transfer of protons between the solvent 
and the protein-ligand complex. Thus, the determination of the intrinsic energetics of 
ligand binding requires experiments or measurements to be performed separately as a 
function of pH in buffers with different ionization enthalpies [13, 14, 16]. From this, 
pKa values of ionizable groups responsible for proton linkage in the free and bound 
states and the number of protons that are coupled to the binding reaction can be easily 
calculated [14].

The binding entropy refers to the degree of disorder accompanying complex 
formation. Two major terms that contribute to the change in entropy are the solvation 
and conformational entropies. Solvation entropy arises from the gain in degrees of 
freedom of water molecules that, prior to the binding, are localized on the surface 
of the binding molecules and are released to the bulk solvent upon binding due to 
partial or complete desolvation of the two binding molecules. The change in solva-
tion entropy is favorable (positive) if the surfaces that are buried upon binding are 
predominantly hydrophobic. It, therefore, originates from the burial of hydrophobic 
surfaces upon binding. Entropically driven ligand binding reactions are character-
ized by a large positive entropic contribution driven by the tendency of the molecule 
to escape water rather than by favorable interactions with the target molecule. In 
addition, the burial of solvent-exposed molecular surface area upon binding also 
contributes substantially to the heat capacity change upon complex formation due to 
the release of electro-restricted water or “hydrophobic water” from the binding site 
[17]. The conformational entropy, on the other hand, arises from changes in confor-
mational degrees of freedom experienced by both the protein and the ligand upon 
binding. It is usually negative (unfavorable) due to the loss of degrees of freedom 
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resulting from the reduction in the number of accessible conformations and configu-
rations of both molecules (protein and ligand) upon binding.

4. Protein-ligand quantification and lead drug design

Currently, the development of lead compounds or drug design is centered on 
the optimization of their binding affinity toward the intended target. The binding 
affinity of a compound can be improved by generating a favorable binding enthalpy, 
favorable solvation entropy, and by minimizing the unfavorable conformational 
entropy. It is evident that simultaneous optimization of the three factors can achieve 
extremely high affinity. However, it is entirely feasible to design lead compounds 
that bind to the intended target with similar affinity but with different binding 
mechanisms, i.e., entropically or enthalpically driven ligands [18]. Entropically driven 
ligand derives most of its binding energy from a nonspecific hydrophobic effect, i.e., 
by making interactions of the drug with the solvent unfavorable, whilst enthalpically 
driven ligand derives its binding energy by establishing strong and specific 
hydrogen bonds with the target. Drug designers have long aimed at developing 
conformationally constrained ligands preshaped to the geometry of the selected 
binding site, which completes entropy optimization. Accordingly, a conformationally 
constrained molecule that is preshaped to the target achieves affinity, specificity, and 
selectivity through hydrophobicity and shape complementarity [19]. Perhaps, the 
most significant example is given by the development of the first-generation HIV-1 
protease (HIV-1 PR) inhibitors (saquinavir, ritonavir, indinavir, and nelfinavir). 
The binding of these HIV-1 protease inhibitors is entropically driven and their 
binding enthalpy is either unfavorable (saquinavir, indinavir, and nelfinavir) or only 
slightly favorable (ritonavir) [20, 21]. In all cases, the dominant force for binding is 
a large positive entropy change that originates primarily from the burial of a large 
hydrophobic surface upon binding [20]. Moreover, since shape and hydrophobicity 
are nonspecific interactions, a change in the target binding site would lead to a 
reduction in the binding affinity. A low binding affinity reflects the inability of these 
conformationally rigid ligands to adapt to changes in the target binding pocket due 
to mutations or naturally occurring polymorphisms arising from genetic diversity. 
Hydrophobicity has historically been the preferred variable in the pharmaceutical 
industry due to its ease of implementation [22].

An enthalpically driven binding indicates specific interactions between two bind-
ing partners and corresponds well with ligand specificity, selectivity, and adaptability. 
Alternatively, an unfavorable enthalpic binding energy is indicative of nonspecific 
interactions between the binding partners, which in turn affects the ligand’s specific-
ity, selectivity, and adaptability. Despite apparent advantages of enthalpic interactions 
in achieving high affinity and improved selectivity, the optimization of the binding 
enthalpy has been more cumbersome to implement due to a large and unfavorable 
desolvation enthalpy of polar groups [23]. Generally, a polar group needs to make a 
strong interaction with the target in order to compensate for the desolvation enthalpy. 
Energetic contributions to binding affinity are not simply localized to the direct inter-
actions between the molecules but contain interactions from structural and dynamic 
changes propagated throughout the protein, and from counter ions and hydrating 
water molecules located at the binding site. To be effective, an inhibitor needs to 
exhibit an extremely high affinity for the intended target and be mildly affected by 
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mutations. Ideally, an inhibitor should have a binding affinity in the 1–50 pM range 
against the wild-type and be affected by mutations by a factor of 100 or less [24–26]. 
Compounds that achieve high binding affinity or that maximize binding affinity have 
been shown to combine or balance the favorable entropic and enthalpic contributions 
to the overall Gibbs energy of binding [27–30].

Notably, drug design paradigms have, to a large extent, illustrated how the enthalpic 
or entropic character of inhibitors is not dependent on the intended target, and that it 
is possible to develop entropically as well as enthalpically optimized inhibitors against 
the same binding site (e.g., HIV-1 protease). It has, for example, taken over 10 years to 
optimize HIV-1 protease inhibitors from the entropically driven inhibitors to the new 
and more potent enthalpically driven inhibitors [21, 24, 31]. The second-generation 
HIV-1 protease inhibitor, KNI-764 (AG-1776) for example, achieves the highest affinity 
(Kd = 32 pM) to the HIV-1 protease with a binding enthalpy (∆H) of—7.6 kcal/mol and 
an entropic contribution (−T∆S) of −6.7 kcal/mol and can still afford the presence of 
certain flexible elements [21, 32]. The introduction of flexible asymmetrical functional 
groups in regions facing or in close proximity to mutation-prone areas of the protein 
provides adaptability to the inhibitor and low susceptibility to mutations [25, 26]. The 
increased conformational flexibility found in the second-generation HIV-1 protease 
inhibitors can also allow the inhibitor to compensate for the loss of interactions as a 
result of mutations in the target by burying a comparable or even larger surface area 
from the solvent [25].

New drug design strategies by calorimetric characterization have permitted the 
designers to recognize the nature of forces by which the HIV-1 proteins inhibitors 
bind the target primarily because these forces originate from different interactions. 
ITC was particularly crucial at the later stages since it gave a detailed description of 
the thermodynamic factors governing protein-inhibitor interactions essential for 
molecular recognition in HIV-1 protease binding and led to improvement in drug 
design. This task was also facilitated by structure-based algorithms able to predict 
the enthalpic and entropic consequences of introducing different functional groups 
in the lead compounds under investigation [9, 32]. Extensive studies using numerous 
techniques of molecular biology and the deepened understanding of drug-target at 
the molecular level have helped greatly in achieving rapid success in the area of drug 
development, especially in the treatment of AIDS [33–42].

5.  Experimental approaches to determining the protein-ligand binding 
energetics using ITC

ITC experiments can be performed to determine the binding affinity, binding 
enthalpy, Gibbs free energy of binding, and stoichiometry of different inhibitors to 
the wild-type HIV-1 (South African subtype C (C-SA) protease. Indinavir, used in this 
study as an example, is an inhibitor that binds the wild-type HIV-1 protease with high 
affinity (with Ki ≤ 1 nM). Therefore, the typical titration experiments are not able to 
accurately determine the association constant, even though the enthalpic contributions 
can be measured with high precision. A solution to this challenge is to perform calori-
metric displacement titrations that will allow for the calculation of the binding affinity 
and enthalpy, as reported previously [25, 26, 43]. This technique allows complete 
determination of binding thermodynamics of high-affinity ligands (Ka ≥ 109 M−1) that 
are beyond the range of determination by direct titration. In calorimetric displacement 
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titrations, the high-affinity inhibitor is titrated into a protease sample prebound to a 
weaker binding inhibitor (acetyl-pepstatin), a well-characterized inhibitor of lower 
binding affinity and unfavorable binding enthalpy [11]. The selection of a weak bind-
ing inhibitor with a binding isotherm of opposite sign (positive ∆H) produces a larger 
signal during the displacement reaction due to the displacement of the weaker binding 
inhibitor by an inhibitor yielding an exothermic isotherm (negative ∆H). As depicted 
in Figure 2, in the presence of the weak binding inhibitor, the apparent binding 
constant for the inhibitor which binds tightly, Kapp, falls within the range required for 
ITC determination. Kapp is given by Eq. (6) below:

  (6)

where B is the concentration of the weaker binding inhibitor. In addition, Kapp 
can be lowered to the desired level by increasing the concentration of the weak 

Figure 2. 
Overview of a displacement titration assay for HIV-1 protease. The binding affinity of ritonavir, Ka, is beyond 
the limit of direct calorimetric determination. The displacement titration experiment is performed in the presence 
of the weak binding inhibitor acetyl-pepstatin (KB = 2.0 × 106 M−1).
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inhibitor. In addition, the binding isotherm, in this case, has sufficient curvature 
to allow for the calorimetric measurement of the apparent binding affinity of the 
stronger binding ligand [43]. Two calorimetric titrations need to be performed to 
work out the binding competition equations and calculate the association constant 
and enthalpic contributions of the tight-binding inhibitor: (1) titration of the weak 
binding inhibitor into the protease and (2) titration of the inhibitor of interest into 
the protease-(weak binding inhibitor) complex. The competition experiments were 
also performed at pH 5.0 using an acetate buffer with negligible binding enthalpy to 
minimize any proton coupling effect on the observed binding enthalpy [25].

Figure 3 shows typical displacement titrations for active site inhibitors of the 
wild-type C-SA HIV-1 protease in the presence of acetyl-pepstatin, pH 5.0. Each 
peak in the top panel represents the displacement of a weaker binding inhibitor 
(acetyl-pepstatin) from the active site of the protein by the tight-binding inhibi-
tor (e.g., indinavir, with high binding affinity). As the titration progresses, the 
area under each peak becomes smaller due to increased occupancy of the available 
binding sites on the enzyme by the inhibitor of interest. The bottom panel in the 
figure shows the calorimetric binding isotherm obtained by plotting integrated 
heats obtained after each injection as a function of inhibitor concentration of 
interest per protein dimer. Figure 3a shows the integrated heats for the above peaks 
plotted against the molar ratio of acetyl-pepstatin to HIV-1 protease molecule. 
The solid line through the data represents the best fit using a one-site binding 
model. For the wild-type HIV-1 C-SA protease, the experimental data fit best to a 

Figure 3. 
(A) A representative calorimetric profile of the titration of the wild-type HIV-1 C-SA protease with acetyl-
pepstatin. Titrations of acetyl-pepstatin (300 μM) into protease solution (20 μM). (B) ITC displacement 
calorimetric titration of indinavir (250 μM) into a solution of the wild-type HIV-1 C-SA protease (20 μM) 
prebound to acetyl-pepstatin (200 μM).
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single-site displacement binding model; i.e., with the stoichiometry of 1:1 as shown 
in Figure 3b. The binding isotherms are monophasic with a sigmoidal fit to the data 
representing the decrease in available binding sites on the protein as the reaction 
progresses to completion. Used as a reference here, the clinical inhibitor, indinavir, 
binds to the wild-type C-SA HIV-1 protease with high binding affinity, Ka, of 0.2 × 
109 M−1 in a process strongly favored by entropic contributions, contributing about 
12 kcal/mol to the overall Gibbs energy of binding at 25°C. At 25°C, the stoichi-
ometry of binding for indinavir is 1.0 interpreted as one molecule of the inhibitor 
bound per dimer of HIV-1 protease and is consistent with crystallographic data 
[44–48]. Accordingly, the binding of indinavir is favored by entropic contributions 
of −15.0 kcal/mol, whereas its binding to the wild-type HIV-1 C-SA protease is 
characterized by a positive (unfavorable) enthalpy change of 2.70 kcal/mol. This 
is in agreement with the thermodynamic data obtained previously, which showed 
entropically controlled binding affinities and unfavorable or slightly favorable binding 
enthalpies [20, 49, 50]. Interestingly, for indinavir and other HIV-1 protease inhibi-
tors like saquinavir, ritonavir, and nelfinavir, entropy (−T∆S) contributions as large 
as −16 kcal/mol, have also been shown by others to be required to compensate for 
the unfavorable binding enthalpies [20, 49].

6. Determination of the heat capacity change of a binding reaction

Although with a single ITC experiment, one is able to gain insights regarding the 
binding constant, binding enthalpy, binding entropy, stoichiometry of the reaction, 
and the Gibbs free energy of binding, another important parameter—the change in 
heat capacity (ΔCp) upon binding can be obtained by performing the experiment 
at different temperatures and constant pressure. By applying Eq. (7) below, one can 
determine its value:

  (7)

where 𝜕𝜕𝜕H is the enthalpic change of binding at different temperatures (𝜕𝜕T) and 
ΔCp is the change in heat capacity or slope obtained from plotting ΔH versus tem-
perature. The heat capacity of a binding reaction is indicative of the burial of polar 
and nonpolar surfaces upon binding [51–53]. ΔCp on an ITC instrument is typically 
obtained by measuring the enthalpic contributions of binding from 10–35°C at 5°C 
intervals without changing buffer and pH conditions. Although reports of the bind-
ing processes between a protein and a ligand have shown a negative and < 1 kcal/Kmol 
ΔCp, the binding of two macromolecules (e.g., antigen–antibody) can induce higher 
heat capacity change, which is reflective of the burial of a larger solvent-accessible 
surface area as a result of the binding [26].

7. Conclusions

This chapter demonstrated the important role of calorimetry, in particular, 
isothermal titration calorimetry in dissecting the binding profile of two interacting 
species (e.g., a macromolecule and a ligand). It has obvious applications in drug 
development as it can be used for the characterization and optimization of lead 
compounds due to a wealth of thermodynamic information that is obtained from a 
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single experiment. Some of the notable successes are in the lead optimization of HIV 
drugs exemplified by the HIV-1 protease discussed above. To this day, ITC remains 
a favored technique that can accurately characterize the interaction between the 
macromolecules and their biologically relevant binding partners. It is also uniquely 
positioned to assist us in getting a deepened thermodynamic understanding of the 
important biological processes in living systems like metabolism, active transport, 
biosensing, regulation, signal transduction, and integration to name a few.
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Chapter 8

Calorimetry in Allergy Diagnostic
Evgeni Stanev and Maria Dencheva

Abstract

Calorimetry is an indisputable diagnostic method. Over the years, there has been
an improvement in the equipment and methods for measuring the calor that accom-
panies various processes. Using a thermal camera, we can measure the surface tem-
perature of the skin at the beginning and the end of each skin allergy test. They are
epicutaneous, cutaneous, and percutaneous. In case of a positive reaction, allergic
inflammation is observed with the obligatory symptoms, one of which is warming
(calor). Measuring and visualizing this warming is essential in the diagnosis of allergic
reaction. The methodology of imaging the skin areas and processing the results is the
key point in the objectivity of the study. Diagnostic skin allergy tests report mainly
immunopathological reactions of the first and fourth types (Coombs and Gel classifi-
cation). Their course is different and this necessitated the development of various
thermovisiographic imaging methods. Through the results of our thermal imaging
studies, we derived a scale, that determines the intensity of the allergic reaction, for
each of the skin allergy tests. The use of thermovisiography in addition to the standard
reporting of allergic skin reactions provides precision and more information about the
subtle temperature changes that accompany allergic reactions.

Keywords: allergic inflammation, thermocamera, local anesthetics, allergens,
haptens, prick test, patch test, intradermal test

1. Introduction

Diagnosis in allergology is based on anamnestic data, clinical and laboratory tests.
Despite the development of in vitro tests, skin allergy tests are used as the gold standard
in clinical practice. They aim to provoke a local allergic reaction in the study area.
Allergic inflammation is characterized by the same five signs of inflammation—tumor,
rubor, calor, dolor, and functiolesa. In standard clinical practice, the strength of the
reaction is determined by the size of the erythema (rubor) and the size of the papule
(tumor). With the help of modern thermal imaging cameras, it is possible to take into
account another parameter of the inflammatory reaction—calor. The warming covers
the area of skin that has been in contact with the allergen or the hapten.

Skin allergy tests are easy to perform, inexpensive, quick to read, and ideal for
diagnosis even in patients with limited mobility, but standard reporting carries with it
a degree of subjectivity.

Methodology and implementation of the test:
The test is usually performed on the volar side of the forearm skin according to the

skin prick test—European standards. The skin is cleansed with an alcohol swab. The
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places of application of the allergen—most often inhaled household, pollen allergens,
insect and food allergens, some drugs, local and general anesthetics, iodine contrast
agents, and vaccines—are marked with a skin marker. Against each marking is placed
one drop of the substance. With a separate plastic lancet, the skin is pricked. Positive
and negative controls are obligatory in this test. Conventional reading is after
20 minutes [1].

Method of performing an intradermal test:
In the intradermal test, a certain amount of the allergen is injected into the deeper

skin layers. The reading is also 20 minutes [1].
The results of controlled skin sensitization in Prick and the intradermal test are

reported by measuring in millimeters the diameters of the papule and erythema that
form.

Methods of epicutaneous testing:
Testing with hypoallergenic patches, which are most often placed on the back. This

is a test method for proving contact allergy/contact dermatitis, metal allergy, drug
allergy, dental materials. The set of allergens for epicutaneous testing is applied
separately in special chambers on the test patches, then glued to the back for a period
of 48 hours.

It is reported to be a cell-mediated mechanism (Coombs and Gell type 4) of
reaction on the 3rd and sometimes on the 7th day [2, 3].

The clinician needs to have accumulated practical knowledge and experience to be
able to correctly report skin reactions. With the inclusion of thermal imaging analysis,
this process is supported, and the image from the thermal imager can be objectively
analyzed. The method is rapid, non-invasive, and may accompany standard reporting
of allergic skin reactions [4].

The thermal imaging image provides information about the size of the inflamed
area and its temperature. There are different types of thermal cameras, but FLIR T620
can be used for clinical practice. The analysis is performed using specialized software,
as well as comparisons between the reaction to the allergen and reactions to the
positive control, negative control, or intact skin area.

After performing the test and standard reading, a thermal camera is taken of the
skin areas of interest. The thermal imaging methodology developed by us is different
for each of the three skin allergy tests. The image is analyzed by extracting certain
(basic) temperature parameters for each zone. Based on them, the additional param-
eters are calculated, which determine whether the reaction is positive and what is its
intensity, which in turn supports the standard reading and minimizes the possibility
of misinterpretation of the result.

In this chapter, we will present each of the three allergy tests in turn. Approaches
to temperature analysis will be proposed for each test, which will allow quantitative
measurement of the calor due to allergic inflammation. The conclusion will summa-
rize the limit values of the indicators and their clinical significance in the reporting
of tests.

2. Thermal imaging analysis of allergic skin reactions in prick test

In the Prick test, two thermal imaging images are taken—one before it is
performed and one after it. It is necessary to observe the conditions for thermovi-
siographic imaging [5]. In standard reading, clinicians touch the skin to sense the
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presence and size of the papule. It is necessary to do this after the second scan, so as
not to affect the temperature of the examined skin area. Temperature analysis
requires measuring the change in each area of the skin. To achieve this, the hand needs
to be positioned in the same way in both shots. The stand created by us (Figure 1)
allows the patient’s arm to be placed comfortably, and the curved shape of the two
beds for the forearm to stabilize it in a certain position, regardless of its anatomical
features. In addition to support elements, the stand includes a plastic template with
five holes. The pattern fixation system above the volar surface of the forearm allows
the arm to be removed and then repositioned, leaving the pattern position unchanged.
The examined five skin areas can be marked with a skin marker after applying the
template. The distance between the edges of each hole is 10 mm, enough to prevent
the mixing of skin reactions between two adjacent tests (Figure 2).

The strongest skin reaction observed after the Prick test is to the positive control.
Its size varies between 10 and 30 mm [6]. The diameter of the holes in the template is
20 mm, which may not, in some cases, cover the full size of the reaction to a histamine
solution. However, this size is large enough for the temperature reactions of the
negative control and the tested allergens.

Figure 1.
Stand for fixing the patient’s forearm during the prick test.

Figure 2.
Placing the patient’s hand and outlining three skin areas (depending on the number of tested allergens) in which
the prick test will be performed.
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2.1 Analysis of the temperature of the skin areas BEFORE performing a prick test

Before conducting the test, the places where it will be performed are determined.
The initial temperature of the skin areas on which the reactions will be observed
should be uniform, without large amplitudes. These are observed in cases of superfi-
cially located large blood vessels (v. Cephalica; v. Basilica; v. Mediana anterbrachii).
For this reason, it is necessary to initially capture the skin areas and reposition the arm
(Figure 3). Most studies do not analyze the initial skin temperature, although it is the
starting point for the temperature change [6–8]. There were no statistically significant
differences in skin temperatures prior to the test when subcutaneous main blood
vessels were avoided [9]. If the blood vessel passes through the examined area, it will
not allow significant changes in temperature to be reported, regardless of the severity
of the allergic inflammation. On the other hand, there is a risk of injury to the blood
vessel and compromise of the allergy test [10].

The Prick test is most commonly used to test for sensitization to local anesthetics,
foods, and medications. Before the test, two or three anesthetics are selected to be
checked for sensitization.

The initial survey gives us information about the following main temperature
parameters (Figure 4). With the help of specialized software, the skin areas of inter-
est are outlined, and then a table with the temperatures of each of them is displayed.

X1 – the average temperature of the skin area in which the test allergen will be
located before the test.

Neg1 – the average temperature of the skin area in which the negative control
before the test will be located

Pos1 – the average temperature of the skin area in which the positive control will be
located before the test

2.2 Analysis of the temperature of the skin areas AFTER performing a prick test

After shooting, the test is performed in the standard way [10]. Before proceeding
to the standard reading, the hand is carefully placed on the stand and the template is
positioned so that the openings coincide with the marked skin areas. The second
thermal imaging is done.

Figure 3.
Location of subcutaneous main blood vessels.
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X2 – the average temperature of the skin area where the test allergen will be located
after the test.

Neg2 – the average temperature of the skin area in which the negative control will
be located after the test

Pos2 – the average temperature of the skin area in which the positive control will be
located after the test (Figure 5).

There are different methods for analyzing the data obtained. Some authors believe
that the information obtained from the second image is sufficient to determine
whether a reaction is positive or negative [11]. The parameter to be analyzed is only
the value of X2. The disadvantage of this type of analysis is that they do not include

Figure 5.
Second temperature imaging and determination of the temperature in the skin areas in which the prick test was
performed.

Figure 4.
First temperature imaging and determination of the temperature in the skin areas where the prick test will be
performed.
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the initial skin temperature, which is individual for each patient and may affect the
final assessment. The results also show large variations in different patients, so con-
clusions based on this indicator alone may be wrong.

Another variant found in the literature is to study the change in temperature that
has occurred in the skin area of the respective allergen (Eq. (1)) [6, 11, 12].

ΔX ¼ X2 � X1 (1)

When performing the test on the patient’s back, an increase in the temperature of
the positive reactions is reported, which reaches 2.9 degrees in the strongest reactions
and is 1 degree in the other positive reactions. In our study on the volar surface of the
hand, a slight rise in temperature was observed during the positive control, and in
women, in some cases, even a slight cooling of the site was found. The reason for this
difference is the place where the test was performed. The forearm during the test is
located at a distance from the body and the temperature of her skin drops. The cooling
in the negative reactions is significantly greater than the cooling that occurred in the
positive control because they do not show inflammation to compensate for it. When
the test is performed on the back, where the possibilities of temperature homeostasis
of the body do not allow such a strong cooling within 15 minutes, a rise in temperature
is observed even in negative controls [11].

The cooling of the negative reactions is more pronounced in women than inmen.
While in the field of positive reactions, the differences between the sexes areminimal [13].

The temperature change of the skin in the area of positive control increases in 94%
of patients [14]. In such studies, this percentage reached 98% [13].

The temperature rise is significant from 1.5 to 4.00 degrees in some of the studies [6].
While in others the temperature rise in positive reactions is significantly lower: 0.9�
0.48 degrees [13]. The difference in results is due to the type of allergens used (local
anesthetic—Mepivastesin and pollen allergens) and the intensity of the positive reactions.

Allergic inflammation in the negative reactions is absent, so the researchers did not
report a change in temperature in them [8, 11, 12].

The change in temperature in most cases is indicative of the presence and strength
of a positive reaction to the tested allergen. The analysis should be done according to
the patient’s gender, that is, variations between men and women are found.

To determine the change in temperature, which is due solely to allergic inflamma-
tion, it is necessary to take into account the drop in skin temperature during the test. It
varies from patient to patient and depends on individual characteristics, such as
subcutaneous tissue, blood supply, and thermal homeostasis. By changing the tem-
perature in the area of the negative control, the cooling of the skin during the test can
be monitored Eq. (2):

ΔNeg ¼ Neg2 �Neg1 (2)

The difference between the value of ΔX and ΔNeg is the warming due to allergic
inflammation, excluding all other factors influencing the skin temperature. Eq. (3)

ΔXa ¼ ΔX � ΔNeg (3)

The indicator ΔX has values below 0.5C for negative allergic reactions and over 0.5
for positive ones. The stronger the allergic inflammation, the higher its value. When
the value is below 0.5 allergic inflammation has no clinical value. It can be considered
null and void and explained by the difference in the location of the skin areas in
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which the test was performed. This indicator does not depend on the sex of the patient
and allows a comparison of the intensity of allergic reactions between men and
women [13].

Of interest are patients with sensitive skin who have dermographism. This is a
condition in which the skin reacts by inflammation to nonspecific irritants. Mechani-
cal trauma during the test elicits a response that may be incorrectly reported as allergic
[15]. This condition is the reason to include positive and negative controls in the Prick
test. In patients with dermographism, measurements of papules and erythema are
reported and compared with those of the negative control. Figure 6 shows three
reactions—to anesthetic, to negative control, and to positive control (closest to the
patient’s tattoo).

All three reactions have papule sizes over 3 mm, which makes it difficult to read
the standard. Thermovisiographic analysis also allows to check the temperature
changes in the skin areas during the test. Four skin areas are examined
(Figures 7 and 8):

Figure 6.
Reactions after prick test of a patient with dermographism.

Figure 7.
First shot before prick test of a patient with dermographism.
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Ar1 – intact skin area in the area of which there is no legal test.

Ar2 – examination of a local anesthetic (mepivacaine).

Ar3 – negative control.

Ar4 – positive control.

After analyzing the main indicators, the additional ones can be calculated by
Eqs. (1)–(3):

ΔX ¼ X2 � X1 = 33.7–34.5 = �0.8.

ΔNeg ¼ Neg2 �Neg1 ¼ 34.2–35.1 = �0.9.

ΔXa ¼ ΔX � ΔNeg = �0.8 – (�0.9) = 0.1.

The results show that there is no evidence of allergy to the studied local anesthetic. If
we make similar calculations for the positive control, we will get a value of ΔXa ¼ 1:4.

ΔXa ¼ (Pos2 – Pos1) - ΔNeg = (35.8–35.3) – (�0.9) = 1.4.
The calculations show that the reactions of dermographism are subject to thermal

imaging analysis. This is a major advantage over standard reporting in the presence of
dermographism. More studies of this type of patient are needed.

The analysis of the results obtained from the thermal imaging provides informa-
tion about the temperature changes in the skin at the places where the test was
performed. By considering various parameters, a better understanding of the inflam-
mation at the sites of allergens and controls is achieved. The calculation of additional
parameters based on the results of both controls helps to unify the process and to
create limit values that do not depend on the sex of the patient and the individual
characteristics of his/her skin.

3. Thermal imaging analysis of skin-allergic reactions in intradermal tests

The test has many similarities with the Prick test—it is performed on the patient’s
forearm, areas with superficial blood vessels are avoided. The hand is placed on a

Figure 8.
Second imaging after prick test of a patient with dermographism.

140

Applications of Calorimetry



stable base. The allergen is administered intradermally using a syringe and needle. The
amount is about 0.02 ml. A papule of about 2–3 mm forms on the skin above the tip of
the needle. In addition to the tested allergens, the test is performed with negative and
positive control. In this test, it is necessary to avoid areas with superficial main blood
vessels. Unlike the Prick test, here the number of allergens is usually significantly
higher. Thermal imaging is done after the test. Due to the large number of tests
located close to each other, the use of the Prick test stand is not appropriate. On this
trichina, fine metal indicators are placed on the hand, which are clearly visible on the
thermal image and indicate the place where the test was performed (Figure 9).

The thermal imaging image is similar to that of the Prick test, but due to the lack of
an armrest with outlined areas, their size and location are determined subjectively
depending on the course of the isotherms (Figure 10).

Analysis of the temperature of the skin areas AFTER performing an intradermal test.
The survey provides information on the main temperature parameters:
Z – the average temperature of the skin area in which the test allergen is located.
Neg – the average temperature of the skin area in which the negative control is located
Pos – the average temperature of the skin area in which the positive control is

located (Figure 11)
As in the Prick test, the analysis here can be based on the absolute temperature

value of the reactions [16]. Another approach is to find the difference between the

Figure 9.
Intradermal allergy test.

Figure 10.
Thermal imaging image after the intradermal test. Green arrows indicate positive reactions and blue arrows
indicate negative reactions.
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reaction temperature and that of the negative control. The value of allergic inflam-
mation is measured as in the Prick test, but the control area is replaced with the area of
negative control (Eq. (4)).

ΔZ ¼ Z �Neg (4)

At values of ΔZ above 0.6 degrees, the reactions can be considered positive and
below 0.6 degrees - negative [13]. A similar comparison can be made with respect to
the positive control (Eq. (5))

ΔZ ¼ Z � Pos (5)

With the values of ΔZ above �1.0 degrees, the reactions can be considered positive
and below �1 degree - negative [13].

In intradermal tests, needle pricking results in severe mechanical trauma that
causes nonallergic inflammation at the puncture site. For this reason, comparing the
changes in temperature in each of the skin areas is not as informative as in the Prick
test. Also, the comparison of the temperature of the reactions with those of the
negative and positive control gives sufficient information not only about whether the
reaction is positive but also what is its intensity. With the help of both controls, the
reactivity of the skin can be determined in the absence of allergic inflammation and in
case of a strong skin-allergic reaction. The stronger positive reactions show closer
temperature values to those of the positive control, while the weaker ones approach
more to the negative control.

4. Thermal imaging analysis of skin-allergic reactions after patch test

In this type of test, the allergens are placed on a hypoallergenic sticker with
chambers, which is glued to the patient’s back and remains there for 48 hours. The

Figure 11.
Outline the zones of reactions on the thermal image.
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long period of time presupposes a different approach in the thermal imaging
analysis—a photograph is taken of the patient’s skin after the patch has been removed
and the irritating reaction has passed since its removal. The problem is that the test is
done on a large area of skin with underlying muscle groups, tendons, and vertebrae.
Like the volar surface of the forearm, the temperature is different in different areas.
This makes the use of negative control (empty chamber without hapten in it)
unsuitable for temperature analysis, due to the large distance at which it is located
relative to allergens. For example, if the empty chamber is located near the spine, the
skin temperature in that area will always be lower than the temperature in an area
above a muscle, regardless of the presence of an allergic reaction. On the other hand,
unlike the Prick test, here the reactions are limited only to the size of the area with
which the allergen has been in contact and do not affect the surrounding skin areas
[17, 18]. Therefore, the correct approach is to compare the temperature of each
reaction with the temperature of a nearby skin area that has not been in contact with
the allergen.

A template is placed to identify the skin areas that have been in contact with the
bitten. With its help, the location of each reaction can be clearly determined, both in
standard and thermal imaging (Figure 12).

The size of the templates may vary depending on the number of haptens tested
(Figure 13).

Figure 12.
Thermal imaging of a patient’s back after a patch test with a template for thermovisiographic reading. The skin
areas of the four allergens and the lateral area used for the control area are marked with arrows.

Figure 13.
Investigated reactions and their respective control areas.
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The standard reading divides the established reactions into several groups—negative,
doubtful, weakly positive, strongly positive, and extremely positive (Figure 14).

In both the Prick test and the Patch test, different approaches can be used to
analyze reactions. Some studies have involved measuring the absolute skin tempera-
ture of reactions without comparing control sites. When comparing the average values
of the reactions, the negative ones have an average temperature of 34.7°C; weakly
positive - 35.1°C, and strongly positive - 35.7°C. At the maximum temperatures, the
values are—for the negative reactions - 35.0°С; in the weakly positive - 35.5°С, in the
strongly positive - 36.0°C [18]. Despite the seemingly large differences in the values
of the different reactions in practice, it is established that the same allergic inflamma-
tions can be manifested with different skin temperatures [19]. The main reason for
this is the temperature differences on the surface of the skin on the patient’s back.
Often there are many nonallergic inflammations on the skin, which can be mistaken
for positive and even very positive reactions (Figure 15).

Figure 14.
Different positive reactions (standard and thermal imaging). 1 - slightly (weak) positive; 2 - strongly positive;
3 - extremely positive.

Figure 15.
Thermal imaging of the back without skin inflammations and thermovision imaging of the back with nonallergic
skin inflammations on which a patch test was performed.
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Another approach is to analyze the difference between the skin temperature at the
reaction and that of the corresponding control area. To determine the temperature,
which is due solely to allergic inflammation ΔY, we subtract the temperature of the
control area Ycontrol from the temperature in the skin area that was in contact with the
hapten Yreaction (Eq. (6)).

ΔY ¼ Yreaction � Ycontrol (6)

The indicator ΔY with values above 1.6 is considered extremely positive. Values
between 0.9 and 1.6 are characteristic of strongly positive reactions. It is difficult to
distinguish the weakly positive reactions from the suspicious and negative reactions
because in all three ΔY, it is below 0.9 degrees. The role of calorimetry in the Patch
test is to strongly distinguish between highly positive and extremely positive reactions
and to confirm the results of the standard reading.

Of particular interest are the extremely positive reactions in which vesicles form in
the center of the skin reaction. They can be easily recognized by the thermal image—
there is an area with a temperature higher than the surrounding above 1.6 degrees and
in its center a few points with a significantly lower temperature corresponding to the
vesicles. The bubbles that form are filled with serous fluid, which cools much more
easily than the skin and therefore its temperature is much lower (Figure 16).

There is no difference in the thermal imaging test in the Patch test for early and
late reading. The analysis may include both mean and maximal skin temperature. Of
great importance is the choice of control site for each of the reactions. This should be
an area close to the reaction area, but not exposed to a hapten. In patients with
irritated skin on the back, an area where there is less inflammation should be chosen.
This supports both standard and thermal imaging of the results.

5. Conclusion

The measurement of the temperature of the skin areas in allergic tests gives
objective data on the inflammation and its intensity. Each test examines different

Figure 16.
Extremely strong positive reaction with vesicles in three of the studied haptens.
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indicators, the value of which complements the results of standard reporting and
assists clinicians in their practice (Figure 17).

In the Prick test, reactions with a value of показа ΔXa below 0.5 are negative, while
in higher values, they should be considered positive.

In intradermal tests, reactions with показа ΔZ (negative control) below 0.6 were
negative, while at higher values, they were positive.

In intradermal tests, reactions with показа ΔZ (positive control) below �1.0 were
negative, while at higher values, they were positive.

In Patch test, reactions with показа ΔY below 0.9 are negative or weakly positive;
over 0.9 - strongly positive; over 1.6 - extremely positive.

The studies presented in this article have a high clinical value and provide a more
complete understanding of the results of allergy tests. The high correlation between
the clinical results and the thermal imaging examination (over 95% correlation) are
the grounds for applying the method in parallel with the other diagnostic methods in
allergology.
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Figure 17.
Temperature indicators used in the various allergy tests and their limit values.
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