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Preface

In 2018, the global energy demand grew by 2.3%, representing a nearly two-fold

growth since 2010. This greater energy demand was propelled by a global economy that
expanded by 3.7% in 2018. The United States, China, and India together accounted for
nearly 75% of the increase in global energy demand. Gas consumption increased 10%
from the previous year in the United States alone. The exceptional change in winter and
summer seasons was also responsible for a tremendous increase in global energy. Cold
snaps drove demand for heating and, more significantly, hotter summer temperatures
increased demand for cooling. As a result of greater energy consumption, CO, emissions
also increased to 33.1 Gt, most of which are caused by coal-fired power generation.

Renewables contribute only 25%-30% of the growth in total primary energy demand.
This was largely due to an expansion in electricity generation, where renewables
accounted for 45% of the growth in 2018. The International Environmental Agency (IEA)
set out the Net Zero by 2050 roadmap, according to which the electricity production sector
needs to reduce global emissions by nearly three-quarters by 2025. To achieve this, the

IEA recommends a more than 6% decrease in electricity generation from coal-fired power
plants. Even though renewables installations are expanding quickly, there is not enough to
satisfy a strong rebound in global electricity demand. This will result in a sharp rise in the
use of fossil fuel electricity generation that risks pushing carbon dioxide emissions.

This book addresses key challenges related to energy production, efficiency evalua-
tion, and CO, emissions. Section 1 discusses assorted renewable energy generation
processes such as wave energy, hydrogen, and low-temperature sources. Section 2 covers
efficiency evaluation frameworks, including a standard primary energy framework for
efficiency evaluation and process optimization. It also discusses some aspects of indus-
trial energy evaluation and optimization. Section 3 highlights greenhouse gas emissions,
energy, and economic and environmental analysis. It also provides detail on energy
efficiency technologies to reduce emissions and adverse environmental impacts.
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Chapter 1

Waveform Design for Energy
Efficient OFDM Transmission

Homayoun Nikookar

Abstract

In this chapter, a green radio transmission using the binary phase-shift keying
(BPSK) modulated orthogonal frequency-division multiplexing (OFDM) signal is
addressed. First, the OFDM transmission signal is clearly stated. For a specified
performance of the system, the least transmit power occurs by the optimal OFDM
shape, which is designed to minimize the average inter-carrier interference power
taking into account the characteristic of the transmit antenna and the detection
process at the receiver. The optimal waveform is obtained by applying the calculus
of variations, which leads to a set of differential equations (known as Euler equa-
tions) with constraint and boundary conditions. Results show the transmission
effectiveness of the proposed technique in the shaping of the signal, as well as
its potential to be further applied to smart context-aware green wireless
communications.

Keywords: green radio transmission, multicarrier, OFDM, signal design,
optimization

1. Introduction

The advancements in the field of wireless communication have led to many
exciting applications such as mobile internet access, health care and medical moni-
toring services, smart homes, combat radios, disaster management, automated
highways, and factories. With each passing day, novel and advanced services are
being launched even while existing ones continue to flourish. Wireless services have
now found applicability in other sectors too including health care, transportation,
security, logistics, education, and finance. Demand for wireless services is thus
expected to grow in the foreseeable future. However, with the increasing popularity
of wireless services (such as the 5G and the future 6G), the requirements on prime
resources such as green transmission and radio spectrum are put to a great test.
Recent studies have shown that the energy costs account for as much as half of a
mobile service provider’s annual operating expenses. Therefore, making the com-
munication equipment more efficient in relation to its power consumption not only
has implications with regard to environmental pollution and the level of CO2
emission, but also makes economic sense and can eventually reduce the cost of
wireless services (for providers and users).

In this regard and given the 10% of the world’s energy consumption due to the
information and communication technology (ICT) industry [1], energy efficiency
has become one of the key performance indicators (KPI) in the design and
implementation of radio systems.

3 IntechOpen
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The theme of green radio communications is to design energy-efficient wireless
communication techniques and protocols, which optimally utilizes available
resources and minimize power consumption. Various strategies are employed for
the design of energy-efficient wireless systems; among them are energy-efficient
new radios [2, 3], minimization of interference [4], and optimal resource allocation
[5]. In this chapter, we would like to design a signal for energy-efficient OFDM
transmission. As can be seen from Section 4, we will reduce the power dissipation of
the transmitter and consequently the level of CO2 emission of the radio system by
optimal design of a waveform for transmission that minimizes inter-carrier inter-
ference of the OFDM system. In this way for reaching the same performance level
of the provided communication services, a lower power level will be required for
transmission, which leads to a green wireless radio system. As the reduction of the
inter-carrier interference level is the basis for the optimization of OFDM signal, the
approach explained in this chapter falls in the category of green radio by minimiza-
tion of interference mentioned above.

The rest of the chapter is organized as follows. In Section 2, the basics of the
OFDM transmission being provided. In Section 3, the data detection procedure in
the receiver is mathematically explained. This procedure is further needed for the
maximization of the detection performance of the system. Waveform design and
the optimization procedure using calculus of variations and the Lagrange multiplier
are detailed in Section 4, and the results are discussed. Conclusion remarks appear
in Section 5.

2. OFDM transmission

Multicarrier technique, also called orthogonal frequency-division multiplexing
(OFDM), used among others in the DAB (Digital Audio Broadcasting), DVB
(Digital Video Broadcasting), and 5G wireless communication systems, is a modu-
lation method that is used for the high-speed data communications. In this tech-
nique, transmission is carried out in parallel on different orthogonal frequencies
(known as subcarriers). By orthogonality, we mean different frequencies—that are
used for transmission—do not influence each other. Because of the orthogonality of
subcarriers, data on different frequencies do not interfere with each other and
subsequently, a higher performance can be achieved with this transmission tech-
nique. This technique is desirable for the transmission of digital data through
multipath fading radio channels. Since by parallel transmission, the deleterious
effect of fading is spread over many bits; therefore, instead of a few adjacent bits
completely destroyed by the fading, it is more likely that several bits only be slightly
affected by the channel. The other advantage of this technique is its spectral effi-
ciency. In OFDM, the spectra of subchannels (subcarriers) overlap each other while
satisfying orthogonality, giving rise to the spectral efficiency. Because of the parallel
transmission, in the OFDM technique, the transmit symbol duration is increased.
This has the added advantage of this method to work in the radio channels having
impulsive noise characteristics. The other advantage of the OFDM method is its
implementation with the fast Fourier transform (FFT) algorithm, which provides
efficient full digital implementation of the modulator and demodulator. A detailed
study of OFDM for wireless personal communications and its comparison with
other modulation methods can be found in [6].

In the serial data transmission sequences of data are transmitted as a train of
serial pulses. However, in the OFDM parallel transmission, each bit of a sequence of
M bits modulates a subcarrier. A simple block diagram of the OFDM transmitter is
shown in Figure 1. The input data with the rate R are divided into the M parallel
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Figure 1.
Block diagram of the OFDM system.

information sequences with the rate R/M. Each sequence modulates a subcarrier. In
the OFDM method, the frequency of the mth subcarrier is

fu=Fot+7z m=0,1,2, .., M—1 1)

where fj is the lowest frequency, which can be considered zero without loss of
generality, M is the number of subcarriers, and T is the OFDM symbol duration.
The OFDM transmitted signal is written as

o M-1

s(t) \/_ZZI; Je 27 fntg(r — iT) )

1=—00 M=

where b,,(i) is the symbol of the mth subchannel at time interval iT, and for the
BPSK modulation is +1 and g(¢) is the shape of the transmitter filter that is nonzero
in (0,T), which in this chapter we will try to optimize its shape. The factor 1/y/M in
(2) is used in order to keep the power of the OFDM signal constant disregarding the
number of subcarriers. For the interval (0,T), the OFDM signal can be expressed as
follows:

1 M-1 .
s@t) =—= bp(0)e#lnigr),  0<t<T (3)
(£) \/I\_/I,,;) ) &l

In the transmitter, the abovementioned OFDM signal is sent to the antenna for
transmission through the radio channel. Since the OFDM transmission is a very
wideband transmission technique, the transmit antenna will influence this signal.
The impact of the antenna in the transmission band can be modeled as a
differentiator [7]. Accordingly, the transmitted signal is written as follows:

x(t):%s Zb )| 2= f,, efz”fmg() efz”fmg( f)], 0<t<T (4)

where ¢(t) = 4g(t). The above Eq. (4) can be simplified as

1 M-1

x(0) = 2> b0 P [2xf,g(0) 460, 0st<T ()
m=0
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3. Data detection procedure in the OFDM receiver

Now noting the block diagram of the OFDM system, Figure 1 and assuming an
ideal channel and no noise, in the receiver for the detection of the kth bit, the
following operation is done:

M-

T
2 :J x(t)e T dr = J Z 0)e 2t [ j2nf, g(t) +g(t)|e 7> /'dt  (6)
0

m

The decision variable z; can be written as follows:

T
2= \/L'MJ bi(0)[ j2nf g (t) +8(0)]de
M-1

b, (0 72” fufi)t []27rf g ()]dt @
m=0,m+#k

The first part of (7) is the useful signal for detection of bit b, and the second
term is the inter-carrier interference (ICI), that is,

1 (T M1 4
01 =—=| > b onf g0 i@l ®)
m=0, m#k

As our data bit modulation is BPSK, we are only interested in the real part of the
first term of (7). Furthermore, by ignoring the ICI term the decision variable
becomes

Zp =

1 T
\/—A_/IL bi(0)2(t)dt 9)

So, for the best detection performance, we would like to have

T
J stydt =1 (10)

0

This is a normalized constraint that will be used later on in finding a solution to
the optimization problem.

4. Waveform design and optimization procedure

In this chapter, we would like to design the waveform g(¢) to have the least
transmit power while having the best data detection performance. This can be
achieved by minimizing the power of interference. In this way, when the power of
ICI is minimized the least transmit power will be needed to provide a specified data
detection performance. In the following, the power of ICI is obtained. Since the
mean of BPSK data is zero, E(b,,) = 0, using Eq. (8) the variance of the ICI
interference is written as follows:

L Mz_l Mz_l— (fut=Ft) 2 f 1)
) * 27 t—f u i2nf, (t—u
o'1c] = 7‘[ J bm(O)bn (O)EJ mt = Jal) g IRk
M 0J0 m=0,m#k n=0,n+#k (11)

[2nf,,8(@) +£@)| [—2xf,g(u) + g (u)|didu
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Since the BPSK-modulated data bits on different carriers are assumed to be
independent, that is, E[b,,0,,*] = 6, and by using the properties of Dirac delta
function, Eq. (11) reduces to

1 T M-1
=] X RfR020) d 1)
m=0,m

=0, m#k

By changing the order of integral and summation we have:

1 M-1 T
o= S J (47 £, 2%(t) + 82(0) )t (13)
m=0, m#k

Using Eq. (1) and by denoting

The power of ICI interference becomes
| M1

Fa=iy > J (t) +8(0))dt (15)
O mth

m=

Therefore, our index function to minimize can be written as follows:

T
Toin = jo (An2g2(0) +82(0))de (16)

We would like to find the optimal waveform by minimizing (16) and with
respect to the constraint of Eq. (10).

By consideration of this restriction and using the Lagrange multiplier, the aug-
mented functional for minimization is written as follows:

T

Ja(g(2),8(t), p(2),2) = J [An’g* () + &) +p(0)(g(0) — v(0)]de  (17)

0

fu(g®):8(0),p(2), 0(t),1) = An’g* () +£7(1) +p(£)(5(®) — £(1)) (18)
where p(z) is the Lagrange multiplier and according to (10)
ue) =£() (19)

The optimal waveform g (¢), (subscripts with * indicate the optimal wave-
forms), which is the extremal for the augmented functional J, in (17), is the solution
of the Euler differential Equation [8]:

%(g*<t>’g*<f>’h<f>»ﬂ*<t>’t> dr (af (- (),g*(t)’lﬂ*(t)>ﬂ*(t),t)>:0

%(&(t),g*(t),p*(t),u (£),1) — a (‘2: (2. (t),g*(t),p*(t),i/*(t),t)>:0 (20)
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Figure 2.
The optimal energy efficient OFDM waveform for different values of M.

By calculation of the Euler equation, we obtain the following differential
equations:

§.0)—Ax’g, (t)=0 (21)

% <a£a (€.@)8,),p,@),0. (t),t)) =p,t)=0 (22)

The solution for Eq. (21) is as follows:
g, (t) = Cren' + Coe™* (23)

By using the boundary conditions g(0) = 0, and g(T) = 1 we have

1

=G =5 (AnT)

(24)

Accordingly, the optimum waveform g«(¢) for minimal interference, which leads
to a minimal transmit power becomes the following:

sinh A, t
g.(0) = sinh (4,,T) (25)
where A,, is a constant which is a function of the subcarrier number of the
OFDM and the OFDM symbol duration T, see Eq. (14). Therefore, for a specified
performance the hyperbolic sine (sinh) is the best shape for energy-efficient OFDM
transmission. In Figure 2, the optimal waveform for different values of M is plotted.

5. Conclusion

In this chapter, we designed an optimal shape for energy-efficient OFDM trans-
mission. We started with the formulating of the OFDM transmit signal and its
shaping taking into account the behavior of the transmit antenna in the broad
bandwidth of the OFDM signal and its detection at the receiver. The energy-
efficient optimal waveform was obtained by minimizing the inter-carrier interfer-
ence power level in the data detection process, which subsequently gives the best
performance of the system. Results show that the sink shape needs the least transmit
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energy to provide the specified performance. It has to be mentioned that the design
framework presented in this chapter (i.e., minimization of ICI power that requires
the least transmit power) can directly be applied to other design criteria such as
security, spectral efficiency, performance, of OFDM wireless communication net-
works by merely changing the objective function. However, in this process, the
desirable properties of the OFDM signal must be translated into realizable objective
functions with constraints, a task that might be quite challenging.
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Chapter2

Hydrogen as a Clean Energy
Source

Vikram Rama Uttam Pandit

Abstract

Sustainable development of the world is mainly dependent on the use of present
energy resources, which primarily includes water, wind, solar, geothermal, and
nuclear power. Hydrogen as a clean and green energy source can be the resolution of
the energy challenge and may satisfy the demands of several upcoming generations.
Hydrogen when used it does not produce any type of pollutant and this makes it a
best candidate as a clean energy. Hydrogen energy can be generated from natural
gas, oil, biomass, and fossil fuels using thermochemical, photocatalytic, microbio-
logical and electrolysis processes. Large scale hydrogen production is also testified
up to some extent with proper engineering for multi applications. Alas, storage and
transportation of hydrogen are the main challenge amongst scientific community.
Photocatalytic hydrogen production with good efficiencies and amount is well
discussed. Till date, using a variety of metal oxide-sulfide, carbon-based materi-
als, metal organic frameworks are utilized by doping or with their composites for
enhance the hydrogen production. Main intents of this chapter are to introduce
all the possible areas of hydrogen applications and main difficulties of hydrogen
transportation, storage and achievements in the hydrogen generation with its
applications.

Keywords: energy, hydrogen, photocatalysis, storage

1. Introduction

The fast and uncontrolled growing population is a result of urbanization and
industrialization. States economic growth is dependent on the number of working
industries in it. Also, to fulfill the demands of growing population textile, food, pet-
rochemical, plastic, leather, and metal factories are emerging day by day [1-3]. Each
of these industries helps to the mankind for their betterment and responsible for
creating several pollutants, destroying agricultural lands and natural habitats. On
the other hand, all these industries are working on non-renewable energy sources
like wood, coal, natural gas, and petroleum products [4, 5]. Non-renewable energy
sources are of one-time use, once used one cannot utilize them again. Two main
problems are associated with non-renewable energy sources firstly when they burnt
the produces harmful pollutants which is not acceptable [6, 7]. From past couple of
decades scientific community, is engaged to solve the pollutants removal/degrada-
tion problems which are not economical. When fossil fuel gets extensively used,
they produce global warming. Global warming is mainly caused by carbon dioxide
emission. Carbon dioxide is when produce it remains in the atmosphere and absorbs
the harmful infrared radiations which are reflected from earth surface. Secondly,
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after consumption these energy sources are going to be extinct as their availability
is limited [8]. Geographically, non-renewable energy stock is located only to certain
territories hence, it might be the reason for clashes between energy enriched and
energy deficient countries which may leads to the world war again. Because of all
these problems like pollution, environmental and health hazards the use of non-
renewable energy sources for long period are not viable [9, 10].

Use of renewable energy sources like solar energy, hydro energy, wind energy,
geothermal energy and nuclear energy are the only alternatives for all above said
problems. Major advantages of renewable energy sources are that they when used
does not create any type of pollution as well as one can use them in cyclic manner.
Only one thing that we must keep in mind that these can not be used directly as an
energy, but one must convert in the form of energy [11]. Also, sometimes for the
energy conversion process complex, huge and expensive machinery may require.
The ultimate solution for all above discussed problems is the use of hydrogen
energy. The sustainable and better future is the motivation for the production and
use of hydrogen energy.

Hydrogen gas is also known as a green fuel, as it when used does not produced
any harmful and toxic pollutants. Hydrogen is a very first element from the periodic
table with symbol H and atomic number 1. It is present in a S block, first A (IA)
group with electronic configuration 1S". Because of only one electron present in its
outermost shell, it can form only a single sigma bond with many other atoms. It is
a nontoxic, colorless, odorless, and combustible element. Hydrogen is a nonmetal,
present in a gaseous form under normal conditions. Hydrogen is at the top list in
terms of abundance in the universe. Many studies shows that hydrogen is not only
present on the planet earth but also it is present on and other planets too. Stars are
producing helium from hydrogen under high temperature and pressure at their
core. Being a smallest and lightest element hydrogen atom consist of one proton and
one electron without any neutron.

Hydrogen has three isotopes adds proton (H), deuterium (D) and tritium (T)
along with these chemists succeeded in the synthesis of 4H and 7H in a laboratory,
which are not occurring naturally. Arrhenius theory of acids and bases is very useful
in chemical science is depends on the hydrogen. Most of the chemical compounds
which are synthesized in lab or naturally occurring are bonded to hydrogen because
of its high reactivity. Water is a most important source for living organisms which is
also known as a universal solvent is composed of two hydrogens and one oxygen. In
the present chapter, different sources of hydrogen as an energy with photocatalytic
hydrogen production methods mechanism from water and toxic hydrogen sulfide is
depicted along with respective photocatalytic reaction setup for the generation of
hydrogen. Both water and H,S splitting set ups are being reported in our latest work
with the help of organic and inorganic semiconductor and composite photocatalyst
materials.

2. Hydrogen production methods

After realizing the importance of hydrogen in clean energy and future fuel till
date, many methods are well known for the generation of hydrogen.

Hydrogen can be produced mainly from biological, electrolytic, photocata-
lytic, steam reforming and thermochemical methods as shown in Figure 1.
Microorganisms (algae and bacteria) can also be responsible for the generation of
hydrogen using biological processes. Water can be spilt by using both electrolytic
and sunlight (photo) into hydrogen and oxygen. Also, hydrogen sulfide can used as
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Figure 1.
Hydrogen production methods.

arich source for hydrogen, which photocatalytically splits into hydrogen as a clean
energy and sulfur for agriculture [12].

2.1Biological method

Microorganisms such as algae and bacteria in absence of sunlight with organic
matter can produce hydrogen using many biological reactions. In this method bac-
teria (microorganisms) break down the organic matter such as biomass, sugar, corn
or waste and releases hydrogen gas. This method is also known as dark fermentation
as no light is involved [13]. Biological method is under research and development
stage as the efficiency of this process is not up to the mark.

2.2 Thermochemical method

Natural gas, coal, hydrocarbons and biomass is also rich with the hydrogen
content. Thermal process like steam reforming is responsible for releasing hydro-
gen from these sources. Hydrogen when combines with carbon produces a hydro-
carbon which are available naturally and are one of the main sources of hydrogen.
Hydrocarbons like methane, ethane and propane (alkene and alkyne) are key
compounds of hydrogen. More than 90% of hydrogen which we get nowadays
is coming from hydrocarbons which has a fossil origin. These hydrocarbons are
quite stable than the other sources of hydrogen and does not leave hydrogen
easily unless catalysis process is used. Breaking of sigma bond present in carbon
and hydrogen is most difficult but can be achieved by steam reforming in case of
methane.

CH, +H,0—>CO+3H, (1)

Generally, in steam reforming process water (steam) and methane are mixed in
presence of catalyst (noble metals) inside a tube in appropriate proportion. Main
advantage of using this process to produce hydrogen is that many companies/indus-
tries are already with all the equipment’s setups are present. Perfect engineering
and research and development in hydrogen generation from hydrocarbons field will
fulfill the need of many upcoming generations [14].
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2.3 Electrolytic method

This method uses electricity to get hydrogen and oxygen from decomposition
of water. Now a days electrolytic water splitting is well developed and available
in market commercially. This method is more efficient as compared to previous
methods for production of hydrogen. Ultra-pure hydrogen can be produced by
using electrolysis method. Also, bulk amount of hydrogen can be produced using
this method but, the assembly required for this purpose is expensive [15]. Excess
amount of energy is required in the form of overpotential to overcome activation
barriers. If excess energy is not supplied the rate of hydrogen production is merely
slow. Lately, hydrogen production using this method is not in demand as hydrogen
can be generated in affordably amount from fossil fuels.

2.4 Photocatalytical method

In any chemical conversion reactants are converted into useful products either
by photocatalytic or thermal reaction. The photocatalysis reaction method in
which light/ photon is used to stimulate a photocatalyst substance (catalyst) which
alters the rate of chemical reactions/process favorably without taking actual part
in chemical process. Photocatalysis can also explained as a process in which light
energy is used to activate the substance, which enhances the rate of a reaction
without used in the chemical reaction [16]. Generally, electron-hole pairs are gener-
ated after absorption of light when the energy of the incident light/photons exact
matches or exceeds the bandgap of that semiconductor photocatalyst material.

3. Mechanism of photocatalysis

In presence of light photocatalyst material shift the electron from valance band
(VB) to the conduction band (CB). VB which has oxidative potential of +1.0 to
+3.5 V versus the normal hydrogen electrode (NHE), and CB have a chemical poten-
tial of +0.5 to —1.5 V versus the NHE, hence they can act as reductants. Figure 2
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Figure 2.
Mechanism of photocatalytic H, production.
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describes, photocatalysis method in three steps (1) migration of electrons (negative
charge) from VB to CB, by leaving exact vacant holes (positive charge), (2) move-
ment of excited holes and electrons to the surface and (3) excited electrons-holes
they react with absorbed electron donors and electron acceptors for reduction and
oxidation reactions. Along with proper band gap of semiconductor photocatalyst
material its charge recombination rate, mobility and lifetime of electron and holes
also plays a crucial role in overall hydrogen production [17].

3.1 Semiconductor photocatalyst material

Recently, charge recombination is delayed using either use of co-catalyst
(platinum) on the surface of semiconductor photocatalyst which boosts the overall
efficiency of hydrogen. Sacrificial agents such as methanol, EDTA, sulfides, sulfates
and benzyl alcohol are also act as an oxygen scavenger in the process by enhancing
the total yield of hydrogen production. After first report on TiO, for hydrogen pro-
duction by Gratzel et al. the hydrogen generation field is considered as of immense
importance [18]. Many researchers have published in the photocatalytic hydrogen
generation field by changing catalysts, co-catalysts, combination of two catalysts
(composites, coupled system). Till date, nano metal oxides, sulfides, niobates,
tantalates and vanadates which contained the metal of d° or d'° electronic configu-
rations such as In, Ga, Sb, Bi and Ag. Further, binary and ternary nano sulfides
(CdS, ZnS, SnS,, Znl,S,, CdLLS, and Sb,S;) nitrides oxynitrides, carbon based, and
organic semiconductor materials has been reported as alternative photocatalysts
for H, generation. Nanomaterial based semiconductor photocatalyst systems (TiO,,
Sn0,, W03, ZnO, Si,0;, Zr0,, SrTiO;, LaCrO;, BaTiO;) have many advantages as
compared to their bulk counterparts and hence preferred in photocatalytic hydro-
gen generation [18-20]. These advantages are, high surface area, higher optical
absorption, shorter charge migration length, higher solubility, tunable electronic
structure, plasmonic resonance assisted charge injection and separation. All these
plus points can be utilized to scale up photocatalytic hydrogen production using
nanostructured semiconductor photocatalyst system. Following are the two photo-
catalytic hydrogen production setups are discussed with schematic representation
using water and hydrogen sulfide as a source of hydrogen.

4. Photocatalytic hydrogen generation setups
4.1 Water splitting

Many attempts were taken place for the construction and engineering of setup
for photocatalytic hydrogen generation [16]. Depending on the light source used (in
sunlight or in a lab) reaction setup is modified, and the simplest form is described
here with schematic representation Figure 3.

Generally, photocatalytic hydrogen production experiments were carried out in
a wooden cupboard box which is known as a photocatalytic water splitting setup.
This box is having the dimensions around 30 x 30 x 30 inch with closed wooden/
stainless steel chamber with observing window as shown in schematic. Figure 3
represents the schematic of setup and can be divided into three main parts as shown
in figure. Firstly, the light source fitted vertically in quartz tube having water
circulation (a) arrangement for cooling purpose. 400-600 W lamp with emission
wavelength 200-800 nm can be used depending upon the photocatalyst. Secondly,
inside this box a two neck 250 mL borosilicate round bottom flask (b) actasa
photoreactor. In photoreactor water, co-catalyst, magnetic needle and scavenger
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Figure 3.
Schematic representation of photocatalytic water splitting, (a) Light source fitted vertically in quartz tube
having water circulation, (b) photoreactor, (c) a eudiometric tube.

are added. Lastly, produced H, in a reactor is collected in a eudiometric tube (c)
for characterization on gas chromatography (GC). The eudiometer tube is with a
saturated solution of sodium chloride (NaCl) to avoid the dissolution of evolved
gases [16].

4.2 H,S splitting
Irritating smell of H,S gas is the reason for less research and development in this

area as compared to water splitting. Earlier, Claus process is used for H,S splitting
which is mainly focused on sulfur and not on hydrogen. Photocatalytic H,S splitting

A- HCI cylinder B- Ferrous sulphate

C- H,S collector D- Photoreactor

E- Magnetic stirrer F- Light source :
A G, H-NaOH solution I- H, collector |

Figure 4.
Photocatalytic H,S splitting reaction setup.
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experiments for the generation of H, can be performed under light source or in
sunlight depending upon the band gap of semiconductor photocatalyst [21, 22]. For
light source (under lamp) an assembly is kept in a fuming hood to avoid bad smell
and a schematic representation of a setup is shown in Figure 4. This setup can be
divided in A to I parts as shown below.

For avoiding over heating of the photoreactor (D) throughout the photo-
reaction water circulation is added, Photoreactors are of various capacity (100 to
1000 mL) can be used, the quantity of photocatalyst (0.05 to 1 gram) was decided
in every photoreaction. A source of light (F) of intensity 450-600 W can be used as
discussed in above water splitting set up. Hydrogen sulfide generated in (A-B) and
collected extra amount in (C) is bubbled through the solution in the photoreactor
under continuous stirring (E). Bubble rate differs as the capacity of photoreactor
changes. The excess H,S was trapped in NaOH solution (G-H). The amount of
evolved H, was measured using graduated gas burette (I).

Large scale production of hydrogen using toxic H,S is also possible like water
splitting as discussed above in water splitting setup section.

5. Large scale hydrogen production and usage

Large scale production of hydrogen energy from water splitting is also possible
by using this reaction setup. Appropriate photocatalyst with suitable band gap
and light frequency source can leads to enhance hydrogen production. Quantity of
photocatalyst and capacity of photoreactor promises the large-scale production of
hydrogen energy. It can be achieved with proper engineering inside the lab as well
as on roof of the lab under natural sunlight. Large scale production of hydrogen
using toxic H,S is also possible like water splitting as discussed above. Hydrogen
is a clean energy which have applications in soil refining, methanol generation,
steel production and ammonia production. Nowadays, it is also used for all type of
transportation (alternative for Compressed Natural Gas, CNG), power generation,
homes and fuel in jets and ships. Recently, the worlds first hydrogen-powered train
rolled in Germany. After this many countries tested hydrogen fuel-cell passenger
trains. Also, a UK-based car manufacturer company produced a two-seater hydro-
gen vehicle. The US, Europe and China are the top consumers of hydrogen mainly in
refineries sector. Alas, all these emerging hydrogen applications are not economical
than the other energy resources as hydrogen costs around USD 12-16/Kg.

6. Transportation and storage of hydrogen gas

Nowadays, the production of H, gas is not a new to a scientific community
but the ways of transportation and storage of it is under continuous research.
Transportation is mainly taking place either by road or by water routs in a cryogenic
or compressed cylinders. As hydrogen is having low density the transportation
is difficult and expensive so, for transporting H, from industry to working sites
is achieved using pipelines [23]. In many cases gas is compressed and then filled
in appropriate cylinders as per the quantity and requirement. Laboratories and
research centers require hydrogen in small quantities and transportation of such
cylinders can be takes place using small trolleys. On the other hand, the amount
of hydrogen required for industrial purpose is in large quantities which are once
received by transported kept in a gas bank.

Storage of hydrogen gas as a future fuel is important because one cannot
produce it efficiently and in large amount at the domestic or small industry level.
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For storage purpose research centers, industries and automobiles have well engi-
neered tanks. The concept of adsorption is utilized for storage of gas, here a porous
material with large surface areas like activated carbon are needed. In absorption
metals are combined with hydrogen atoms to form a metal hydride. Palladium,
zirconium and other transition metals are also reported for the large amount of

gas absorption [24, 25].

Recently, photocatalytic solar hydrogen production from water splitting on a
100 m? scale panel, carbon films, closed systems, plates and sheets is demonstrated
by K. Domen research group. A 100 m” array of panel reactors and other setup types
effective for more than 90 days. Lately, chemical combination between hydrogen
and boron or nitrogen is under investigation. During this combination hydrogen
molecules are dissociated and forms hydrogen atoms which then goes in the empty
spaces between the metals lattice structure [26].

7. Conclusions

Hydrogen produced from electrolytic, biological, steam reforming and photo-
catalytic methods can be utilized as a clean energy source. Still, plenty of research
and development is needed to enhance the efficiency and to reduce the overall
economy of the process. Though the various hydrogen production methods which
are discussed here are better and less expensive, an effective method need to be
developed for future energy crises. Photocatalytic hydrogen generation from water
and hydrogen sulfide splitting using available setup is with opportunities to devel-
opment for young researchers. Besides the transportation and storage of hydrogen
gas it must be considered in a frame of the energy system globally.
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Chapter 3

Quantitative of Mass Transfer in
Liquid-Liquid Operations of
Oil-Alcohol-Glycerin Systems

Benjamim H.L. Silva and Cesar A.M. Abreu

Abstract

The effects of mass transfer were quantified for the effective performance of
mixtures between partially miscible phases, or for the promotion of their
separations. To consolidate the analysis of heterogeneous liquid-liquid processes,
variations in the composition of the liquid phases over the evolution of contact
operations were considered, detailing the physical mechanisms involved in the
mixtures of oil (soy, sunflower) and alcohol (methanol, ethanol), and in the sepa-
ration between biodiesel and glycerin. Based on experimental evaluations, the
average distribution coefficients for triglycerides (oil-alcohol) and glycerol
(biodiesel-glycerin) were estimated at 1.31 and 1.46, and 3.42 x 1072 and
4.06 x 10~ for soybean and sunflower, respectively, while their mass transfer
coefficients, depending on their concentration ranges in the phase, varied in orders
of magnitude from 10 > s ' to 10~* s . Including the values of the physical param-
eters, a heterogeneous model for the alkaline transesterification of soybean oil
(methanol, ethanol, NaOH, 25°C, 40°C, 60°C, 600 rpm) was validated.

Keywords: Mass transfer, liquid-liquid, vegetable oil, biodiesel, glycerin

1. Introduction

The effects of mass transfer are highlighted in heterogeneous processes involv-
ing mixing, reaction and separation, affecting operations that seek to evaluate
intimate contacts between two or more phases [1, 2].

In operations involving slightly miscible liquids, interactions occur between the
phases through their contact interfaces, where the migration of components
subjected to mass transfers with a predominance of diffusive effects occurs. The
knowledge of these effects is associated with the dynamics of fluids in operations,
highlighting actions for the purposes of mixing and separation.

In the last few decades, the search for independence from fossil fuels has led
to significant developments in the field of renewable energies. Among them,
biodiesel or green diesel has positioned itself prominently and its production is
growing. In order to have this fuel more available, several processes converge
to obtain it, among which the most widespread is the transesterification of
vegetables oils.

From an operational point of view, this process has been improved and devel-
oped according to the needs of production and quality characteristics for energy
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purposes. Thus, in-depth knowledge of the phenomena involved in its operations
involves detailing the interactions between the different partially miscible or
immiscible liquid phases present, including oil, alcohol, biodiesel and glycerin. The
different approaches to assess liquid-liquid interactions in the production of bio-
diesel identified as a heterogeneous process have highlighted the contributions of
mass transfer, although associated with reaction effects [3-6]. However, this type
an approach in which the mass transfer is not considered independently as a rele-
vant step, prevents accurate descriptions of the effects that directly influence the
performance of the process. By highlighting in detail the effects of mass transfer, a
description of the supply of reagents (triglycerides) and release of the main co-
product (glycerol) in the separation of biodiesel is provided [7].

The heterogeneous system formed in the transesterification operation occurs
with the contact between the partially miscible polar and nonpolar phases: alcohol
and triglycerides, and in its evolution includes the formation of the glycerin phase.

In batch operations, the effects of the mixture involve the dispersion of alcohol
in the oil in the form of droplets, whose interfaces allow the dissolution of the
triglycerides that are transferred internally [8-10]. On the other hand, the separa-
tion of glycerol involving the transfer of oil to glycerin is a determining step for
obtaining high-purity biodiesel [11-13].

A more accurate knowledge of all the effects on the global kinetics of biodiesel
production involving reaction and mass transfer can provide a reduction in operat-
ing time, decreasing them by intensifying the initial interactions between the phases
and with the reactions, and in the separation of the final stages, where less interac-
tion should take place.

Different investigations on the effects related to mass transfers between liquid
phases in alkaline transesterification processes have indicated orders of magnitude
of parameters representing these phenomena, although always combined with
reaction effects, and for a fixed composition of each phase [14-16]. During biodiesel
production, variations in composition result from the reactive process in which
concentrations continue to evolve [5, 17].

Reflecting these effects, orders of magnitude of mass transfer parameters can be
quantified according to the compositions of the interacting oil and alcohol phases
and relative to the separation of glycerol from the mixture of esters [18-20].

The present work aims to consolidate the analysis of heterogeneous liquid-liquid
processes using a detailed approach to quantify the interactions involved in the
contacts between partially miscible phases. In this context, changes in the compo-
sition of the liquid phases throughout the evolution of operations were considered.
Detailed knowledge of the physical mechanisms of the oil-alcohol and biodiesel-
glycerol interaction processes was applied to describe the evolution of experimental
concentrations. The mass transfer coefficients and the distribution coefficients of
triglycerides (oil-alcohol) and glycerol (biodiesel-glycerin) were estimated based on
experimental evaluations. These quantifications associated with the transesteri-
fication rates, allowed the orientation towards the best operating conditions and
product quality in the production of biodiesel.

2. Evaluation of mass transfer and equilibrium between phases

Experiments carried out under non-reactive conditions provided measurements
of triglyceride content in alcohol and residual glycerol in biodiesel. The values
obtained in time evolution provided results described by a heterogeneous model.
The adjustment of the model equations led to the quantification of the mass transfer
and distribution equilibrium parameters.
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2.1 Experimental

In assessing the effects of mass transfer and dissolution between the partially
miscible phases of vegetable oil (O) and alcohol (A), and biodiesel (B) and glycerol
(G), the mixtures and phase separations were carried out in an isothermal manner
(60° C, 600 rpm). The oil-alcohol mixture (molar ratio A:0/6:1) was maintained for
50 min, when samples were collected every 2 min. Mixtures of glycerol and biodie-
sel (volumetric ratios G:B/ 0.50:0.50 - /0.40: 0.30) were maintained for 30 minutes,
after which they were transferred to graduated hoppers where the phase separa-
tions occurred, while the corresponding times were counted. The levels of triglyc-
erides accumulated in alcohol and residual glycerol in biodiesel were quantified by
the corresponding chromatographic analytical methodologies (analytical method
Hartman and Lago [21]; HPLC). The interfacial areas of contact between the phases
were estimated based on the scattered droplet sizes measured by photographic
technique (Canon EOSD60 camera, 28-300 mm lens, ImageJ® software). The spe-
cific interfacial area a (apr/a = 6¢/d3;) was calculated with 40-50 drops, diameter
di, where ds, is the average Sauter diameter (ds; = 2d?(2d?) % i =1, N) and ¢ is the
volume of the dispersed phase.

2.1.1 Analyzes

Samples of 5.0 x 10~° m > were taken from the reactor at times 2, 4, 6, 8, 10, 15,
20, 25, 30, 35, 40 and 50 minutes, neutralized with 2.0 x 10~° m> aqueous
hydrochloric acid (HCI, 15.0 mol m %), washed with 10.0 x 10~° m? of distilled
water saturated with sodium chloride and left in decanting funnels until complete
phase separation (biodiesel, glycerin). The samples from the biodiesel phase were
diluted in hexane and analyzed by gas chromatography (CG Master-Peak Simple II,
SRI Instruments; Carbowax 20 M megabore column, 30 m, 0.54 x 103 m, FID
detector), using methyl heptadecanoate (Sigma-Aldrich, purity >99.0%) as an
internal standard. In the glycerin phase, glycerol analyzes were performed by high
performance liquid chromatography (HPLC, Gilson chromatography, RI detector,
Prevail Carbohydrate ES column, 0.25 pm, 0.25 mx 0.42 x 102 m) using an
external standardization and the mobile phase acetonitrile / water (75:25 with flow
of 1.0 x 10° m3 / min) at 25° C.

3. Results and discussion
3.1 Experimental results

The interactions between the liquid phases oil and alcohol, and biodiesel and
glycerol were evaluated through measurements carried out in the respective phases
(TG/alcohol, G/biodiesel) as a function of the time of operation. In relation to the
two oils (soy, sunflower) used in the experiments, Table 1 shows the composition
(% by weight) in terms of its main triglycerides (TG).

For both oils, the unsaturated components (C18: 1, 18: 2) represented more than
80% of the composition, according to data already established [22].

Figure 1 shows the evolution of triglyceride concentrations (TG) in the alcohol
phase (A) in each system (oil-alcohol) investigated, indicating the contents
transferred over time.

It was observed that the transfer of triglycerides (TG) was faster in the soy /
ethanol system, throughout the time domain, and that this also occurred in the
sunflower/ethanol system, but only after 25 minutes of operation. The higher levels
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Component Soybean (% wt.) Sunflower (% wt.)
C16:0 12.96 6.54
C18:0 4.23 323
C18:1 26.39 41.76
C18:2 50.41 48.09
C18:3 6.01 0.38
Table 1.

Composition of vegetable oils (% wt.).
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Figure 1.
Evolution of triglyceride concentrations (% wt.). Conditions: A:0/6:1, 60°C, 600 rpm.

obtained with ethanol at the end of the operation indicated that the distribution of
TG between the oil and the alcoholic phase was more favorable for this alcohol. In
fact, the TG of the two vegetable oils is more soluble in ethanol, of less polarity
(Dielectric ct. 24.5) than in methanol (Dielectric ct.32.7).

3.2 Mass transfer and miscibility

Considering the phenomena involved in the mixing and miscibility of the oil in
the alcohol, alcohol droplets are formed and dispersed in the oil, establishing inter-
faces through which the triglycerides are transferred, so that the solubilization and
its accumulation in the phase occurs. When the biodiesel and glycerol phases are
separated, the glycerol is transferred and released, decreasing its content in biodie-
sel and providing its decantation. To quantify the effects of the observed, the mass
balance equations Egs. (1) and (2) were formulated and applied to the related
processes.

dcC
;f/A = K16(Crg/ar — Crg/a) (1)
dcC
d—tG = Ko(Cop — Cg) )

where Crg/a, Crg/a0 Ca> Cao are the concenrations of triglycerides and glyc-
erol, respectively. In both cases, at the beginning of the contact between the phases,
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t =0, Crg = Crgrae Cg = Cgo- Krg and K¢ are the respective mass transfer
coefficients.

The solutions in Egs. (1) and (2) (Runge Kutta 4th order; software gPROMS
ModelBuilder®) describe the evolutionary behavior of the concentrations of triglyc-
erides and glycerol in the alcohol and biodiesel phases, respectively. To do so, they
must include the values of the volumetric mass transfer coefficients Krg and K.

3.3 Predictions versus experimental

The evolution of the concentrations of triglycerides (TG) measured in each oil
phase served to adjust the solution of Eq. (1) allowing to quantify Krg,4 and arg.
The values of specific interfacial area (arg,4) measured are included in the mass
transfer coefficient. Figure 2 shows for TG concentrations the parity between the
predicted and experimental values, with indication of weak linear concordances
(correlation coefficients, R* ~ [0.82-0.91]).

Although the parameter values were obtained from weak numerical adjust-
ments, they were considered as initial orders of magnitude for the elaboration of
more precise adjustments. The initial values of the mass transfer coefficients (krg.a)
and the distribution parameters between the phases ( 1) and the specific interfacial
areas measured are listed in Table 2.

Changes in the characteristics of the alcoholic phase (composition, density,
viscosity) are considered during the supply of triglycerides via mixing. Thus, a
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Figure 2.

Predicted versus experimental values of triglycerides mass fractions. Conditions: A:OL/6:1, Cnaon = 0.50% wt.,
600 rpm. a) Soybean/methanol, b) sunflower/methanol, c) soybean/ethanol, d) sunflower/ethanol.
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Parameter Soy/MeOH Sunflower/MeOH Soy/EthOH Sunflower/EthOH
krg (ms™1) 3.60 x 1077 339 x 1077 522 x 1077 6.87 x 1077
arc 2.64 2.88 1.37 2.18
a (mm™1) 1.87 1.79 0.57 0.81

Table 2.

Mass transfer and equilibrium parameters of triglycerides. Oil/alcohol systems. Conditions: A:O = 6:1, 60°C,
600 rpm.

more realistic approach was applied to improve the predictions, admitting the effect
of the concentration of triglycerides, focusing on the mass transfer coefficient
expressed through the Darken equation (Eq. (3); [23, 24]).

Krgia = ﬂOL/A/lDTG/AyTG/A €)

where, A = (1 —|—yTG/Ad In VTG/d}’TG/A) is a non-ideality factor, and Drg/ron is

estimated by the Wilke-Chang correlation ([24], Dyg/a = 7.4 x 10 8T [yM A]l/ 2

(uz'V78)). The parameters and properties introduced in the formulations are listed
in Tables 3 and 4.

The values of the volumetric coefficients of mass transfer of triglycerides in the
alcohol phases, as a function of the different concentrations are in Table 5.

3.3.1 Mass transfer of glycerol

For glycerol, the effects of mass transfer were evaluated by mixing it with the
biodiesel phase. Then, the evolution of the residual content in biodiesel was moni-
tored (Figure 3). Figure 4 shows the evolution of the experimental and calculated
concentrations by the solution of Eq. (2). From the biodiesel-glycerol mixtures,
decreasing evolutions of the glycerol concentration were observed as the phase
separation occurred. At the end of the experiments, no residual glycerol was
detected in the biodiesel phase (measured by HPLC, droplet images), indicating
that the phase separation was effective. Observing the behavior of the biodiesel

Parameter Sobeany/MeOH  Sunflower/MeOH Soybean/EthOH  Sunflower/EthOH
V aleot (cm® mol ™) 40.45 40.45 58.43 57.16
Mg (gmol 1) 871.1 877.6 871.1 877.6
1 (cP) 16.7 16.4 16.7 16.4
arg 2.64 2.88 1.37 2.18
a (mm™) 1.87 1.79 0.57 0.81
Table 3.

Parameters and properties [24, 25].

Parameter Sobeany/MeOH  Sunflower/MeOH Soybean/EthOH  Sunflower/EthOH

D° ayrg (m*s™Y) 6.52 x 1071 6.67 x 107 4.65x 107 535x 107"

A (m)™ 2.09 x 10* 256 x 10* 6.13 x 10* 5.62 x 10*
Table 4.

Estimated model parameters.
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Sobeany/MeOH Sunflower/MeOH Soybean/EthOH Sunflower/EthOH

Cr6/a Kr6/a K16/ Kr6/a K16/
(% wt.) (x10*s71) (x10*s71) (x10*s71) (x10%s71)
0.01 2.55 3.06 1.62 2.44
0.025 6.39 7.64 4.06 6.09
0.05 12.8 15.0 8.12 12.2
0.1 25.5 30.6 16.2 24.4
0.2 51.1 61.1 325 48.7
0.3 76.6 91.7 48.7 731
0.4 102 122 65.0 97.4
0.5 128 153 81.2 122

0.6 153 183 97.4 146
0.7 179 214 114 170

Table 5.

Volumetric coefficients of mass transfer triglycerides-alcohol. Concentration effect. Conditions: A:O = 6:1,

60°C, 600 rpm.
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Evolution of triglyceride mass fractions in the alcohol phase. Conditions: A:OL/6:1, Cnaon = 0.50% wt.,
600 rpm. a) Soybean/methanol, b) sunflower/methanol, c) soybean/ethanol, d) sunflower/ethanol.
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Figure 4.
Evolution of glycerol concentrations in the biodiesel phase. Conditions: R a:0L/6:1, Cnaon = 0.50% wt.,
600 rpm. a) Soy/methanol; b) sunflower/methanol; c) soy/ethanol; e d) sunflower/ethanol.

(ethyl)-glycerol mixture, it was found that the phase separation occurred more
slowly than in the case of biodiesel (methyl)-glycerol.

The mass transfer coefficients of glycerol from biodiesel to glycerine (Kg)
denote the transfer and also the speed with which the separation of the two phases
(glycerine-biodiesel) occurred, where mean Kg values were 1.49 x 1035t (soy-
bean/methanol), 1.20 x 10> s (sunflower/methanol), and 6.75 x 10> s™* (soy-
bean/methanol), 7.42 x 1073 s~ (sunflower/methanol), respectively. The
evolutions represented for triglycerides and glycerol according to the model showed
good levels of compatibility (R* = 0.9345-0.9806 linear parity, experimental vs.
calculated; analysis of variance ANOVA F (95%) = 5.14; Snedecorv F: 5%).

In the context of kinetic effects for triglycerides and glycerol, orders of magni-
tude of mass transfer parameters (107*-10"3s71, [16, 18, 19]) were in the range of
results obtained.

4. Application to the reactive process

From the point of view of using the quantified parameters via assessments of the
effects of mass transfer in the mixture and in the separation of the phases involved
in the biodiesel production processes, it is taken into account that its orders of
magnitude are comparable to those obtained in previous studies [17, 26]. For pur-
poses of application to the reactive process, the values of the mass transfer
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parameters, obtained in the physical evaluations, were used to simulate the alkaline
transesterification kinetics of soybean oil (methanol, ethanol, NaOH). Thus, a
heterogeneous model was formulated in terms of the mass balance equation as
follows:

dC
d:G = K16(Crco — Crg) — 78 (4)
dcC,
d_tG = _I<G(CG0 - CG) +7rp (5)

where the biodiesel production rate (rg) was introduced according the formula-
tion by Silva et al. [5]:

dCp

rp= = k[(Crco + Cao) — (Cg + Cp)] (6)

As initial condition, at the start of the reaction operation, t = 0, Crg =
Crco, Ca = Ca0,Cpo = Cg, = 0. Using the values of the reaction rate constants
estimated from methanolysis and ethanolysis operations (Table 6), conducted
under kinetic-chemical regime [5], simulations of kinetic behaviors were performed
at temperatures of 25°C, 40°C and 60°C.

Figure 5 shows the evolution of the concentrations of soybean alkyl esters,
constituting the production of methyl and ethyl biodiesels. Their behaviors, already
reported in different evaluations [14], show increases from the beginning of each
operation to the levels reached in about 35 to 40 minutes of operation.

Temperature Methanolise k.o x 103 Ethanolise ky.on x 10°
(°C) (m°mol ! min™?Y) (m®’mol ! min?)
25 2.08 231
40 2.28 3.79
60 3.33 474
Table 6.

Reaction rate for alkaline transesterification of soybean (k). Conditions: A:OL/6:1, Cnuon = 0.50% wt.,
600 rpm [5].
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Evolution of concentrations of biodiesel (alkyl esters) derived from soybean oil. Temperature effect. Conditions:
A:OL/6:1, Cnaom = 0.50% wt., 600 rpm. (a) Biodiesel (methyl esters) (b) biodiesel (ethyl esters).
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5. Conclusions

An approach focused on the triglyceride mass transfer coefficients, based on
their concentration in alcohol during the oil-alcohol mixing process, led to
quantitative assessments, which are associated with those obtained for the glycerol
mass transfer in biodiesel separation constituted the phenomenological base used
in the predictions of behavior of the reactive processes of transesterification of
vegetable oil.

A heterogeneous model was validated for the alkaline transesterification of
soybean oil (methanol, ethanol, NaOH), including values of the physical parameters
(distribution and mass transfer coefficients) determined experimentally, varying in
the intervals [1.01-1.62] and [2.05-4.78] x 102, respectively, while the mass
transfer coefficients were in the order of magnitude in the range 10 *to 10 *s™*
for triglycerides and [1.20-7.42] x 10> s~ " for glycerol. The kinetic behavior of
biodiesel production was simulated using the specific reaction rates for each
biodiesel produced by methanolysis and ethanolysis in the range of 25° C to 60° C.
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Chapter 4

Exploitation of Excess
Low-Temperature Heat Sources
from Cogeneration Gas Engines

Darko Goricanec and Danijela Urbancl

Abstract

The chapter presents an innovative technical solution for the use of low-temperature
excess heat from the combined heat and power (CHP) of gas engines using gas or lig-
uid fuel for district heating, building heating or industry. The primary fuel efficiency
of CHP gas engines for heat production can be significantly increased by using the
low-temperature excess heat of the exhaust gasses and the cooling system of the CHP
gas engine, which are released into the environment thereby also reducing CO, emis-
sions. District heating hot water systems generally work with higher temperatures of
the heating water, which is transported to the heat consumer via the supply line, and
the cooled heating water is returned to the CHP gas engine via the return line. In order
to make use of the excess low-temperature heat of the exhaust gasses and the cooling
system of the CHP gas engine, a condenser must be installed in the exhaust pipe in
which the water vapor contained in the exhaust gasses condenses and a mixture of
water and glycol is heated, which later leads to the evaporator of the high-temperature
heat pump (HTHP). The cooled heating water is returned from the heat consumer
via the district heating return pipe to a condenser of one or more HTHPs connected
in series, where it is reheated and then sent to a CHP gas engine, where it is reheated
to the final temperature. The Aspen plus software package is used to run a computer
simulation of one or more HTHPs connected in series and parallel to the district
heating system and to demonstrate the economics of using the excess heat from the
exhaust gasses and the cooling system of the CHP gas engine.

Keywords: Rational use of energy, Low-temperature energy sources,
CHP gas engine, High-temperature heat pump, District heating, Economic analysis

1. Introduction

More efficient energy consumption, and thus reduced consumption of non-
renewable energy sources, can significantly reduce energy costs, mitigate climate
change, improve the quality of life and reduce the EU’s dependence on imported oil
and gas. To achieve these goals, energy efficiency must be improved throughout the
energy chain, from production to final consumption. EU action therefore focuses
on sectors where savings can be greatest, such as energy consumption for heating
and cooling buildings. In 2007, the EU set three main targets: a 20% reduction in
greenhouse gas emissions (compared to 1990 levels), 20% of energy consumption
from renewable sources in the EU and a 20% improvement in energy efficiency.
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The 20% energy efficiency target was adopted with the adoption of Energy
Efficiency Directive 2012/27/EU in 2012 [1].

The development of energy consumption since 2014 shows that the EU’s energy
consumption targets for 2020 have not been met. The crisis of COVID has severely
affected the economy, reducing energy consumption in 2020. However, unless the
European economy becomes more energy efficient, the subsequent economic recov-
ery will lead to a resurgence of energy consumption. EU Member States have set up
a working group to discuss with stakeholders the reasons for the increase in energy
consumption in 2014 and 2017 and possible measures to address the problem.

The new edition of the Energy Efficiency Directive (EU) 2018/2002 entered
into force in December 2018. The directive contains several new elements and
some updates to previous directives. The EU’s main goal is to achieve 32.5% energy
efficiency by 2030 (compared to forecasts of expected energy consumption in
2030), with a clause on a possible upgrade by 2023. In accordance with the Energy
Union and Climate Action Regulation (EU) 2018/1999, each Member State must
draw up an integrated national energy and climate change plan (NECP) for the
period 2021-2030, covering a 10-year period from 2021 to 2030 and describing how
it intends to contribute to the objectives for 2030 in terms of energy efficiency, use
of renewable energy sources and greenhouse gas emissions [1].

Moreover, increasing the efficiency of new or existing heat generation plants is
one of the priorities in line with the EU’s commitments to reduce GHG (greenhouse
gases) emissions and achieve several environmental goals [1].

With the development of techniques and the growing demand for energy, more
emphasis is now being placed on the use of renewable energy sources, in line with
EU directives and the adoption of new legislation. The focus is on the rational use
of energy and energy self-sufficiency of commercial and public buildings with all
types of energy (electricity, heating and cooling).

There are only a few studies dealing with the coupling of heat pumps and CHP
(combined heat and power) engines. An experimental study was conducted to increase
the heating capacity of an electric heat pump using heat recovered from the generator
of a gas engine [2]. Mancarella presented an approach for energy and CO2 emission
modeling of CHP systems coupled with electric heat pumps [3], Blarke and Dotzauer
[4] developed a novel CHP concept with a compression heat pump and cold storage
using exhaust heat. Similar concepts were presented in [5], where Blarke compared an
electric boiler and heat pumps with respect to decentralized CHP in West Denmark.
Capunder et al. [6] presented an optimization model to evaluate the techno-economic
and environmental characteristics of different multi-generation options.

The objectives for the use of surplus low temperature energy sources in CHP gas
engines are:

* to implement a new | solution for the use of surplus low-temperature heat
sources generated by the operation of CHP gas engines,

* to enable the smooth operation of new or existing CHP gas engines in heat
generation for district and high temperature heating systems,

* to generate a greater amount of usable heat with the same consumption of
primary fuel for the needs of high temperature heating,

* to maximize the overall fuel efficiency of CHP gas engines,

* selecting the technologically and economically optimal number of high-
temperature heat pumps.
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The purpose of using redundant low- temperature sources of CHP gas engines is:

* the need for a more efficient use of energy in heat production for district or
high temperature heating systems, as today’s energy efficiency is mainly lim-
ited to the insulation of pipes in district heating and the efficient use of energy
by the end user,

* the need to use the excess low-temperature heat from CHP plants to increase
the efficiency of the primary fuel,

* surplus low-temperature energy sources from CHP gas engines are used by
high-temperature heat pumps to heat the return pipe water,

* the need to reduce CO, emissions to the environment while making major
economic savings,

¢ the requirement to comply with EU recommendations and requirements
concerning energy efficiency and environmental protection.

2. Operating the conventional CHP device

The CHP plant enables the simultaneous production of heat and electricity
within one unit. The unit converts the chemical energy of the fuel by means
of a steam turbine, gas turbine or internal combustion engine into mechanical
energy, which is driven by a generator via a shaft, which converts the invested
mechanical energy into electrical energy. A byproduct of this process is also the
useful heat for high-temperature heating and the low-temperature waste heat,
which is released into the environment via the cooling system and the exhaust
system [6, 7].

The need for operation of the CHP plant is influenced by the season, the outdoor
temperature and the specific needs of the end users. The mode of operation changes
accordingly and adapts to the current demand for useful heat and electricity. In
relation to the amount of usable heat and electricity, a proportional share of excess
low-temperature heat is also produced.

3. Exploitation of excess low-temperature heat sources from CHP
gas engines

When operating CHP gas engines, many low-temperature heat sources are
generated, which are released into the environment via the cooling and exhaust
system of the gas engine. These low- temperature heat sources are too low to be used
directly to heat the return water of the district heating system. To be able to use
this low-temperature heat source of the CHP gas engine, it is necessary to raise the
temperature to the required temperature level using a high-temperature heat pump
or several high-temperature heat pumps connected in series.

The principle of using surplus low-temperature heat sources of the CHP gas
engine with built-in high-temperature heat pump is shown in Figure 1, where
they are shown and marked: drive unit for combined heat and power (CHP), gas
engine (ICE) with internal combustion, generator (G) for electricity generation,
heat exchangers (HE1 - HE3), high-temperature heat pump (HP), piping system
(P1 - P19) for heat distribution, heat consumer (HC), valves (V1 - V3), dampers
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HC

Figure 1.
The principle of exploiting the low-temperature sources of the CHP plant using the high-temperature heat
pump [7].

(H1 - H4), fan (F1), pumps (PU1 - PU4), backup cooling system (CT1), external
environment (O) and temperature sensors (T1 - T13) [7].

The drive unit of the combined heat and power plant (CHP) is directly
connected to the high temperature district heating system of the end user (HC)
with integrated cooling system or heat exchanger with piping (P1 and P3). The
primary medium or heat transfer medium in a high-temperature district heating
system is water, which transfers the thermal energy of the combustion engine
cooling system to the end consumer (HC) of the high-temperature district
heating system.

The operation of a combustion gas engine (ICE) produces hot exhaust gasses
which are discharged through the pipe (P16) into two heat exchangers (HE1 and
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HE2) connected in series. The first of the heat exchangers (HE1) on the exhaust
system is designed to use the high-temperature heat of the exhaust gasses, which it
transfers directly to the primary medium of the high-temperature heating system.
After the high-temperature heat is dissipated in the heat exchanger (HE1), the
exhaust gasses continue their path through the pipe (P18) to the heat exchanger
(HE2). Due to the low temperature of the exhaust gasses in the pipe (P18) and the
heating of the primary medium in the pipe (P8) (HE2), the heat of the primary
medium is not suitable for further direct use in a high temperature heating system.
To use this low-temperature source, a high-temperature heat pump (HP) is there-
fore used, into which the condenser directs the return flow of the district heating
system. The heat exchanger (HE2) heats the secondary medium (water or a mixture
of water and glycol) by further cooling the exhaust gasses and condensing the water
contained in the exhaust gasses. This medium circulates in a closed circuit between
the heat exchanger (HE2) and the evaporator of the high-temperature heat pump
(HP). In the evaporator of the high-temperature heat pump (HP) the secondary
medium evaporates the refrigerant of the heat pump (HP).

In a similar way, the low-temperature heat source intercooler 2nd stage and gas
engine lubricating oil (ICE) is used via a pipe connection (P10 and P11) to the heat
exchanger (HE3).

Due to the use of this low-temperature heat source, the evaporator of the high-
temperature heat pump (HP) is connected to a secondary heat exchanger (HE3),
which contributes part of the low-temperature heat to the evaporation of the work-
ing medium in the evaporator of the high-temperature heat pump (HP). One or
more heat exchangers can be integrated in the series or parallel connection of CHP
gas engines and high temperature heat pumps to use the excess low temperature
heat sources which are now released into the environment.

To illustrate the process of using low-temperature heat sources from CHP gas
engines, data on the operation of the commercially available CHP plant were obtained
[8]. In Table 3 nominal power of the 3.3 MW CHP plant given. The estimated operat-
ing time of the CHP plant depends on the heat consumer’s demand. In the presented
example are about 4000 h/year. The operation mode of the district heating pipe
network or HC heat consumers is 90/60°C in winter and 90/55°C in summer.

3.1 Excess low-temperature heat from the CHP gas engine

The excess low temperature heat of the CHP gas engine is released unused to the
environment in several ways. The most common are:

* heat from exhaust gases with a temperature of 120°C, which is released to
the environment through the exhaust system of the CHP gas engine. During
the operation of the CHP gas engine, hot exhaust gas with a temperature of
approximately 365°C is fed into the heat exchanger HE1 (Figure 1), where
it is cooled to a temperature of 120°C and then released to the environment.
Exhaust gas at a temperature of 120°C that is discharged to the environment
represents a significant low-temperature energy potential.

* heat of the external cooling system (CT) of the CHP gas engine. The cooling
system is used to cool the compressed air during the 2nd stage intercooler.
In this process, the 2nd stage intercooler transfers the compressed air heat to
a water-glycol mixture, which is heated to 45°C and fed into an air cooling
system (CT), where it is cooled to 40°C. The heat flow of the cooling system
(CT), which is dissipated to the environment as low-temperature waste heat,
is 197 kW.
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Figure 2.
The obtained low-temperature heat flow with an additional cooling of the flue gasses from the CHP gas engine [9].

In order to use the low temperature heat of the exhaust gas with a temperature of
120°C, it is necessary to install the condenser heat exchanger HE2 (Figure 1) in the
exhaust system of the gas engine, where the exhaust gases should be cooled down to
a temperature of 25°C. For this purpose, a computer simulation of the cooling of the
exhaust gases was carried out using the Aspen plus software, the results of which
are shown in Figure 2 [9].

The heat flux obtained with additional cooling of the flue gasses from the CHP
unit is presented on Figure 2. the specifications of which are shown in Table 3,
where the flue gasses are first cooled from a temperature of 120°C to a temperature
of 46°C, at which the water from the flue gasses starts to condense in the condenser
heat exchanger HE2 (Figure 1). Figure 2 shows the mass flow of condensed water
from the flue gas as a function of the temperatures of the flue gasses.

The diagrams in Figure 2 show that the CHP exhaust gas are first cooled from a
temperature of 120°C to a temperature of 46°C, yielding approximately 400 kW of
heat. However, further cooling of the exhaust gases causes condensation of water
vapor, which is present in the exhaust gases. Most of the heat, about 700 kW, is
obtained by cooling the exhaust gases from 46-25°C, producing about 0.250 kg/s of
condensate.

By further cooling the exhaust gases of the CHP gas engine to about 5°C, an
additional 600 kW of heat could be obtained. By exploiting the heat released from
the surface of the CHP gas engine and heating the air in the room where the CHP
device is installed, an additional 202 kW of heat could be obtained. This means that
by further cooling the exhaust gases from 25-5°C and utilizing the heat released
from the external surfaces of the CHP unit, approximately 800 kW of low-temper-
ature heat could be extracted, which could be utilized by a high-temperature heat
pump and thus further increase the primary fuel efficiency of the CHP gas engine
to about 117% relative to the LHV of natural gas. The temperature to which the flue
gases would be cooled depends on the economics of operation of high-temperature
heat pumps, because as the temperature of the low-temperature source decreases,
the average COP of the heat pumps decreases rapidly. By lowering the evapora-
tion temperature of the refrigerant in the evaporator of the high-temperature heat
pump, the pressure ratio of the compressor increases, so more power is required for
the electric motor drive of the compressor, which results in a lower COP.
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3.2 High-temperature heat pump

High-temperature heat pumps have a high added value and contribute a lot to
energy dependence reduction. They can be used in all industries where waste heat
flows of different fluids are generated. They allow an economically and ecologi-
cally efficient use of low-temperature resources to improve specific energy use in
processes, increase efficiency and consequently reduce CO, emissions through the
reduced consumption of fossil fuels for heat generation. The high-temperature heat
pump has created the possibility of using heat from renewable or non-renewable
low-temperature energy sources to meet the needs of technological processes or
high-temperature heating systems.

Heat pumps have been around for many years, about as long as refrigeration
units. The rapid development of heat pumps was triggered by the first oil crisis.
People then began an intensive search for a replacement for fossil fuels and
corresponding technological solutions. Laws related to pollution became stricter,
people became aware of pollution and its effects, and energy prices increased.
Heat pumps became popular due to their energy efficiency and environmental
friendliness. In most of the cases, heat pumps were used for cooling purposes,
while they were used for heating buildings only in case of low temperature
heating up to 60°C. With the high temperature heat pump, low temperature heat
sources up to 55°C can be used so that the heat potential is used to produce hot
water up to 85°C [10]. This heat can be used for heating buildings or in industrial
processes, and simultaneously cold water can be produced (down to 10°C), for
air conditioning needs [11, 12].

The single-stage high temperature heat pump operation is based on the depriva-
tion of heat from a low-temperature fluid (water) to get it to a higher tempera-
ture level.

For high-temperature heat pumps different low-temperature heat sources can
be used:

* geothermal water with temperature around 55°C,
* the flue gasses heat,
* low-temperature energy sources from industry,

* waste heat of cooling systems, such as cold-storage chambers, meat processing
industry,

* sea water heat, heat of lakes, groundwater, rivers, etc.

High-temperature heat pump efficiency is determined by a heating number,
which is the ratio between the heat flow generated in the condenser for heating
requirements and the electricity consumed to drive the compressor. The evaporator
heat flow indicates how much heat was generated from the low temperature energy
source and the condenser heat flow indicates how much heat was generated for
heating purposes. The determination of the power required to drive the compres-
sor allows the determination of the power consumption for the compression of the
refrigerant, which is a substance with special physical properties [13]. The use of
the high temperature heat pump allows:

* Use of low temperature heat sources in an area where the infrastructure for
high temperature heating already exists,
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* improve energy efficiency,

* replacement of the obsolete technology with the new one, which offers much
higher efficiency and more environmentally friendly energy production,

Reducing the emission factor (CO2/kWh), thereby reducing greenhouse gas
emissions, and

* rease in heat production rates and a quick return on investment.
The operating characteristics of the 500-kW high-temperature heat pump
as a function of the speed of a compressor, the required temperature of the
output water, and the water temperature of a low-temperature source are given
in Figures 3 and 4 [10]. The results are given for different operating conditions
using the working fluid R717 (NH3) and the commercial 50-bar piston compres-
sor for the hot water temperatures from 65 to 85°C. Other refrigerants were found
to be less suitable due to lower enthalpy difference between vapor and liquid
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Figure 3.
The heat output in dependence of source inflow temperature for different temperatures of hot water.
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The COP in dependence of source inflow temperature for different temperatures of hot water.
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phases, lower heat flux, and lower COP. The capacity of the compressor in the
HTHP can be controlled in steps (970; 1,450; and 1,600 rpm) or by a stepless
control of the electric motor driving the compressor.

4. Process simulation with AspenPlus software package

In order to be able to use the energy of the exhaust gasses at a temperature of
120°C, a retrofit in the form of an additional heat exchanger (HE2) in the exhaust
gas system is required, which would cool the exhaust gasses to 25°C. In this way,
1,100 kW of heat could be recovered. The second low temperature heat source is
the cooling system 2nd stage intercooler (HE3) where 197 kW of heat could be
recovered. The temperature of both low-temperature heat sources is too low to
be used directly for high-temperature heating, but can still be used by using the
HTHP, which raises the temperature level to a level suitable for high-temperature
heating. A high temperature heat pump (or several of them) is integrated into the
CHP system, as shown in Figure 1, to use the low temperature heat exchangers HE2
in HE3. The heat flow recovered from the high temperature heat pump is used to
reheat the water return to a temperature of 70°C. In case the return water tempera-
ture is too high, the heated water is sent directly to the supply line through valve
V1 - Figure 1. The total low-temperature heat flow obtained by the CHP unit with
a nominal capacity of 3.3 MW with heat exchangers HE2 and HE3 is approximately
1,297 kW. To utilize the 1,297 kW from the low-temperature heat source by heating
the return water from the high-temperature heating system from 60-70°C, which is
the maximum water temperature allowed to enter the CHP unit, would require four
high-temperature heat pumps with a rated capacity of 500 kW. The low-tempera-
ture energy source of HE2 and HE3 is utilized with the circulation of a glycol-water
mixture, to which four high-temperature heat pumps are connected in sequence.

To utilize the excess low-temperature heat from the CHP gas engine, whose
operating data are given in Table 3, a computer simulation of four series-connected
high-temperature heat pumps with a rated capacity of 500 kW was performed
using the Aspen Plus software package. The operating data of a 500 kW high
temperature heat pump at a compressor speed of 1450 rpm are given in Table 3.
Heat generation with a 500 kW high temperature heat pump can be modified with
a frequency controlled electric motor drive of a reciprocating compressor with a
maximum permissible speed of 1600 rpm.

Figure 5 schematically shows the serial connection of four high-temperature
heat pumps with some results of computer simulation. Four series-connected high-
temperature heat pumps consist of four compressors (COMP1, COMP2, COMP3,
COMP4), four refrigerant evaporators (EVAP1, EVAP2, EVAP3, EVAP4), four
condensers (COND1, COND2, COND3, EXP3) and four expansion valves (VALVE1,
VALVE2, VALVE3, VALVE4). The low-temperature heat source of four series-
connected high-temperature heat pumps is water or a mixture of water and glycol
heated in a heat exchanger (HE2 and HE3), shown in Figure 1.

Water or a mixture of water and glycol, first heated slightly to 50°C in a heat
exchanger HE2 and HE3 and fed through line P9 and P14 shown in Figure 1
and Figure 5 successively through all four evaporators (EVAP1, EVAP2, EVAP3,
EVAP4). Chilled water or a mixture of water and glycol at about 23°C leaving the
EVAP 4 evaporator is returned to the heat exchanger HE2 and HE3 via line P8
and P15. In each of the four evaporators of high-temperature heat pumps, the
evaporation pressure of the refrigerant (ammonia) is different because it depends
on the temperature and the available heat flow obtained in each individual evapora-
tor. Refrigerant vapors leaving the evaporators are compressed by compressors
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Figures.
The scene of four series-connected high-temperature heat pumps with the results of computer simulation using
the Aspen plus software package.

(COMP1, COMP2, COMP3, COMP4) to the pressure required to condense the
refrigerant in series-connected condensers (COND1, COND2, COND3, COND4)
when heating the district heating return water.

The return water of the district heating system is fed to the first condenser via
pipe P4, as shown in Figures 1 and 5, and leads sequentially to each individual
condenser of the high-temperature heat pump. In each condenser, the heating
water heats up a little until the desired temperature is reached in the last condenser.
The water of the district heating system heated in this way is then fed to the CHP
gas engine via pipe P5, in which it is heated to the final temperature of the district
heating system.

To compare the operating characteristics of the system of four series-connected
high-temperature heat pumps for the exploitation of low-temperature CHP gas
engine heat sources, a computer simulation of one high-temperature heat pump
with the same operating characteristics as four parallel-connected 500 kW high-
temperature heat pumps is made.

Figure 6 shows a diagram of one high-temperature heat pump consisting of a
single compressor (COMP), a refrigerant evaporator (EVAP), a condenser (COND)
and an expansion valve (VALVE). The low temperature heat source of a high
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Figure 6.
Schematic diagram of a high-temperature heat pump with the vesults of a computer simulation using the
Aspen plus software package.

temperature heat pump is water, or a mixture of water and glycol heated in the heat
exchanger HE2 and HE3 shown in Figure 1. The water or mixture of water and
glycol is heated to about 50°C and through line P9 and P14 shown in Figures 1 and 6,
is fed to a high temperature heat pump evaporator (EVAP), where it is cooled to
about 23°C and returned to the heat exchanger HE2 and HE3.

Refrigerant vapors leaving the evaporator (EVAP) are compressed in the com-
pressor (COMP) to the pressure required to condense the refrigerant in the con-
denser (COND) when heating the return water of the district heating system. In the
condenser, the return water of the district heating system is heated to the desired
temperature and then returned to the CHP gas engine via pipe P5, where it is heated
to the final temperature.

A summary of the results of the computer simulation of the four high-tempera-
ture heat pumps connected in series in Figure 5 is shown in Table 1. The computer
simulation results presented in Table 1 show that the average COP of all four high
temperature heat pumps is 5.81. To drive the frequency-controlled electric motor
drives of the compressors in all four high-temperature heat pumps, 269 kW of
electricity would be required. By lowering the temperature of a low-temperature
heat source, the COP and the output of the series-connected high-temperature heat
pumps also decrease. The COP of high-temperature heat pumps also decreases as
the district heating return heating water increases. The calculation was made by
heating the heating return water from a temperature of 60°C to a temperature of
70°C in series-connected condensers of four high-temperature heat pumps.

A summary of the results of the computer simulation of a high temperature heat
pump in Figure 6 is shown in Table 2. The results of the computer simulation in

HTHP Required power Compressor Evaporator Condenser cop

sequence compressor pressure ratio heat flux heat flux

number (kW) (Pa) (kW) (kW)

1 67 3.00 276 342 5.10

2 67 290 303 369 5.51

3 67 2.58 332 398 5.94

4 68 227 388 455 6.69

In total 269 1,299 1,564 5.81
Table 1.

Summary of the results of the computer simulation of the four series connection of high-temperature heat
pumps from Figure 5.
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HTHP Required power Compressor Evaporator Condenser CopP

sequence compressor pressure ratio heat flux heat flux

number (kW) (Pa) (kW) (kW)

1 403 3.67 1,300 1,695 4.21
Table 2.

Summary of the results of the computer simulation of the single high-temperature heat pump from Figure 6.

Table 2 show that the average COP value of a high temperature heat pump is 4.21,
which is much less than four serial connected high temperature heat pumps. The
reason for this is that it is necessary to overcome the greater temperature differ-
ence between the outlet temperature of the low temperature heat source and the
desired temperature of the heating water return of the heating system with a high
temperature heat pump. To drive the frequency-controlled electric motor drive of a

CHP CHP + HTHP

Natural gas LHV 9.5 9.5 kWh/Nm®
Energy input (LHV) 7,351 7,351 kW
Mechanical output 3,428 3,428 kW
Electrical output 3,349 3,349 kW,
Recoverable thermal output:

* Intercooler 1st stage 883 883 kWy,

¢ Lubeoil 290 290 kWy,

¢ Jacket water 463 463 kWy,
Exhaust gas cooled to 120°C 1,399 1,399 kWy,
Total directly recoverable thermal output (90°C) 3,035 3,035 kWy,
Heat to be dissipated:

* Intercooler 2nd stage 197 kWy,

¢ Surface heat 202 202 kWy,
Exploited low temperature available heat:

¢ Additional flue gas cooling to 25°C 1,100 kWi,

* Intercooler 2nd stage 197 kWy,
Total exploited low temperature thermal output 1,297 kWi,
Heat generated with HTHP (70°C) 1,564 kWy,
Absorbed power HTHP 269 kW,
Total exploited thermal output 4,332 kWi,
Total thermal output CHP + HTHP 4,599 kWih total
Total energy output generated 6,384 7,679 kWiotal
Net electrical output 3,349 3,080 kW,
Electrical efficiency 456 419 %
Thermal efficiency 413 62.5 %
Total efficiency CHP + HTHP 86.8 1044 %

Table 3.
Technical data for CHP device [6] rated power 3.3 MW and technical data for CHP device rated power
3.3 MW with series-installed high-temperature heat pumps [7].
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compressor of a high-temperature heat pump, a higher electrical power (403 kW) is
therefore required, since a higher-pressure ratio between the evaporator pressure in
the evaporator and the condensing pressure in the condenser must be created.

The energy consumption efficiency of natural gas and the utilization of excess
low-temperature heat of a CHP gas engine with four series-connected high-temper-
ature heat pumps are given in Table 3.

Electricity is needed to drive the frequency-controlled electric motors of the
high-pressure compressors of high-temperature heat pumps. The electricity can be
drawn from the grid or electricity from a gas engine with combined heat and power
generation can be used. In Table 3, we have used 269 kW of electricity generated
by a CHP unit to drive four high-temperature heat pumps connected in series, so
that the electrical efficiency of the CHP fell from 45.6% to 41.9%. The total heat
produced by the CHP and the four CHP units to use the excess low temperature
heat from the CHP gas engine increased from 41.3% to 62.5%. The overall energy
efficiency of the primary fuel of the CHP was increased by 17.6%, from 86.8%
to 104.4%.

5. Economics of excess heat recovery of CHP gas engines

The economics of the exploitation of low-temperature heat sources from a
selected CHP gas engine with the four HTHP, was calculated in MS Excel. For the
HTHP drive, instead of the electricity produced by the CHP device, we can use
electricity from the electricity grid.

The price of electricity, when we take it from the grid, is made up of produc-
tion costs, transport costs, distribution costs, nominal power, various taxes, etc.
and averages 95.2 €/ MWh. The price of electricity produced in combined heat and
power generation and sold on the electricity market averages 43.5 € /MWh. For the

Data on heat production

Average COP four HTHP 5.81

Average operation power four HTHP 78.2%

Rated power of HTHP 4x500 kW,
Average heat flow four HTHP 1,564 kW,
Working hours per year 4,000 h/a

Yearly production of heat with four HTHP 6,256 MWh/a
Electricity consumption of four HTHP 269 kW,
Specific electricity consumption of HTHP 0.172 kWh./kWhy,
Energy price

Price of heat 0.0480 EUR/kWh
Price of electricity 0.0435/0.0952 EUR/kWh
Price of produced heat with HTHP 0.0075/0.0164 EUR/kWh
Economic data

Investment into HTHP system 720,000 EUR
Discount rate 2.0 %

Table 4.
Basic operating data of the high-temperature heat pump (HTHP), energy prices and other economic data.
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economic calculation of the surplus heat recovery of CHP gas engines with HTHP,
electricity prices vary from country to country.
Two calculations have been made:

* with electricity to power the compressor in the high-temperature heat pump
taken from the grid (95.2 €/MWh) and

* with electricity produced by the CHP unit (43.5 €/ MWh).

Basic technical and economic data are given in Table 4. The average price of heat
was defined as the production price of heat produced from natural gas with CHP
device and gas boilers district heating system.

The economic calculation of the exploitation of low-temperature heat sources
from a CHP plant with the HTHP using electricity from a CHP plant (43.5€/MWh)
is shown as a diagram in Figure 7.
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Figure 7.
Cumulated discounted cash flow at the price of the electricity at 43.5 €/MWh.
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Figure 8.
Cumulated discounted cash flow at the price of the electricity at 95.2 €/MWh.
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The diagram in Figure 7 shows the internal rate of return IRR = 39.4% and
payback of the investment exploiting excess heat from CHP device with four series-
connected high-temperature heat pumps is approximately 2.5 years.

The economic calculation of the exploitation of low temperature heat sources
from the CHP device with four series-connected high-temperature heat pumps
with the electricity taken from the grid (95.2 €/MWh) is shown as a diagram in
Figure 8.

The diagram in Figure 8 shows the internal rate of return IRR = 30.5% and
payback of the investment exploiting excess heat from CHP device with four series-
connected high-temperature heat pumps is approximately 3.3 years.

6. Conclusions

An innovative technical solution for increasing the efficiency of the primary fuel
and thus reducing CO, emissions by retrofitting existing or new CHP gas engines
with high-temperature heat pumps is presented. High-temperature heat pumps use
the excess heat of the exhaust gasses and the heat of the cooling system of the CHP
gas engine and heat the return water of the district heating system.

The described principle of using the excess heat of CHP gas engines can also be
used for the use of low-temperature heat sources, including hot water boilers and
other types of CHP equipment.

In order to use the excess heat of the exhaust gasses and the cooling system of
the CHP gas engine, it is necessary to install a heat exchanger in the exhaust system,
where they are further cooled by cooling and condensation of the water contained
in the exhaust gasses. The heat generated in this way is too low to be used directly
for high-temperature heating, but it can also be used to heat the return water of the
district heating system by using high-temperature heat pumps.

To illustrate how the innovative technology of using low-temperature sources of
CHP gas engines works, a computer simulation of four series-connected high-tem-
perature heat pumps was carried out using the Aspen plus software package. With
a system of series-connected high-temperature heat pumps, the overall efficiency
of natural gas can be increased by 17.6% (from 86.8% to 104.4% in terms of LHV of
natural gas) by using low-temperature heat sources of CHP gas engine. An increase
of 17.6% in the primary energy efficiency of the natural gas CHP gas engine is
achieved when the exhaust gasses from the gas engine are cooled to a temperature
of 25°C.

The energetic efficiency of the primary fuel of the CHP gas engine can be
significantly increased to approx. 117% in relation to the LHV of natural gas by
additional cooling of the exhaust gasses (up to approx. 5°C) and utilization of
the heat emitted from the surface of the CHP gas engine to the environment. The
temperature to which the exhaust gasses would be cooled depends on the economic
efficiency of the operation of high-temperature heat pumps, because when the
temperature of a low-temperature source drops, the average COP of heat pumps
drops rapidly.

The presented technical solution for increasing the primary fuel efficiency of
the CHP gas engine by using the excess heat of the exhaust gasses and the cool-
ing system of the gas engine is also very economical with a very short return on
investment.

During the computer simulation of the presented technical solutions for increas-
ing the efficiency of the primary fuel of the CHP gas engine using high temperature
heat pumps, the operating parameters of the manufacturer of the CHP gas engine
and the high temperature heat pump were taken into account.
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Chapter 5

Perspective Chapter: Device,
Electronic, Technology for a M.E.
M.S. Which Allow the Extraction
of Vacuum Energy Conform to
Emmy Noether Theorem

Patrick Sangouard

Abstract

This theoretical work corresponds to the hope of extracting, without
contradicting EMMY NOETHER’s theorem, an energy present throughout the uni-
verse: that of the spatial quantum vacuum! This article shows that it should be
theoretically possible to maintain a continuous periodic vibration of a piezoelectric
structure, which generates current peaks during a fraction of the vibration period.
Electronics without any power supply then transform these alternating current
signals into a usable direct voltage. To manufacture these different structures, we
also present an original microtechnology for producing the regulation and transfor-
mation electronics, as well as that necessary for controlling the very weak interfaces
between the Casimir electrodes and that of the return electrodes! These vibrations
are obtained by controlling automatically and at appropriate instants the action of
the attractive Casimir force by a repulsive Coulomb force applied to return elec-
trodes. The Casimir force appearing between the two electrodes of a reflector
deforms a piezoelectric bridge, inducing a displacement of the barycenter of the
ionic electric charges of the bridge. This internal piezoelectric field attracts oppos-
ing moving charges, from the mass, on either side of the piezoelectric bridge used
by the Coulomb force used to generate an opposing Coulomb force.

Keywords: Casimir, coulomb, vacuum quantum energy extraction, piezoelectric,
MEMS, NEMS

1. Introduction
1.1 Obtaining an electric current from vacuum?

We know that the quantum vacuum, the energy vacuum, the absolutely noth-
ing, does not exist!

This statement has been proven multiple times and noted in particular by:

e Lamb’s shift (1947) of atomic emission frequencies.
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* By the force of Van der Waals which plays a very important physicochemical
role and had an interpretation quantum 1930 [London] when two atoms are
coupled to the same fluctuations in vacuum.

* By Hawking’s radiation theory, predicted in 1974 and observed on September
7,2016.

* By the experimental verification (1958) of the existence of a force equated by
Casimir in 1948. This so-called Casimir force was measured for the first time in
1997.

1.2 Brief presentation of Casimir’s force

The vacuum energy is the zero-point energy of all fields (tensorial and scalar) in
space, which for the standard model includes the electromagnetic field, gauge
fields, fermionic fields, as well than the Higgs field. In quantum field theory, this
vacuum energy defined as zero, is the ground state of fields! In cosmology, vacuum
energy is a possible explanation for Einstein’s cosmological constant. It has been
observed and shown theoretically that this so-called zero-point energy, is non-zero
for a simple quantum harmonic oscillator, since its minimum energy is equal to
E = h v/2 with v the natural frequency of the oscillator, and h the Planck’s constant.

Originally [1], the Casimir effect is derived from statistical fluctuations in total
vacuum energy and is the attraction (in general) between two plates separated by a
vacuum. In this approach, this Casimir energy is the part Eca of the vacuum energy
which is a function of the zg separation of the Casimir plates, with:

m*he
Ecs =S| ——
A <740z§)

This Casimir energy is proportional to the reduced Planck constant h, to the
speed of light c and to the surface S of the reflectors (in the limit where the edge
effects of the plates are negligible, which then imposes large dimensions of the
reflectors compared to that of the separation of the plates).

The force of Casimir Fcp between the two reflectors is then the derivative
compared to z, of this energy thus: This Casimir force,

- d(ECA) - ﬂ'zh [
Fea==g, = S<240 24 W

proportional to the surface, defines a pressure Fca/S which depends only on
the distance z* between the reflecting plates. This local approach greatly facili-
tates the formulations of Casimir’s forces [1, 2]. The force of Casimir is then
attractive and can be understood like a local pressure namely, the so-called
virtual radiation pressure and exerted by vacuum fluctuations on the mirrors.
These homogeneous, isotropic, and constant fluctuations of the vacuum,
manifested by radiation and virtual particles, are modified by the presence of
reflecting mirrors. These particles, however real, are called virtual because their
lifetimes are noticeably short (for an electron of the order of 6.107% seconds)
before recombining to return to a vacuum!

The presence of the reflective plates excludes wavelengths longer than the dis-
tance z; between the plates. They thus induce a pressure difference of the virtual
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particles generated by the vacuum between the internal and external space of the 2
plates. This difference results in a force that pushes the plates together.

The Casimir force between two perfectly conductive and smooth plates, without
conductive charge, at zero temperature is written as the difference of the radiation
pressures calculated outside and inside the cavity and is then written (Figure 1):

The famous physicist Evgueni Mikhailovitch Lifchits gave a general formula,
which supplements that of Casimir because it considers the effect of temperature
[3]. Indeed, when the temperature is no longer zero, the radiation of the black body
must then be considered and the Casimir force at temperature T then becomes that

of Lifchits [4].

2he 22 (kT)* kTx (w)
F., = s - s 2
S<240 2B (e = P @

With k the Boltzmann constant and T the temperature. This modification is
important for large distances, typically L >3 mm at ambient temperature.

We will use Eq. (1) to calculate and simulate the structure defined in the fol-
lowing diagram (Figure 2) because the intervals between electrodes are much
smaller than pm and the effect of temperature is negligible.

R

N

Casimir/ 4,,_ o
e
Plates M”" N\

Figure 1.
Casimir effect.

Fixed area

Connecting Finger
Piezoelectric Bridge

Figure 2.
General representation of the structure.
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1.3 Extract energy from the vacuum?

The term vacuum energy is sometimes used by some scientists claiming that it is
possible to extract energy—that is, mechanical work, heat ... ., from the vacuum and
dispose thus, ideally, a gigantic and virtually inexhaustible source of energy. Of
course, these different hypotheses arouse great skepticism among many scientific
researchers because they call into question a principle demonstrated mathematically
by the theorem of the mathematician Emmy Noether in 1915, which involves the
conservation of energy (like all invariances). This theorem is accepted in physics
and has never been faulted until now!

In fact, the problem is less to extract energy from the vacuum than to extract it
without spending more energy that we cannot hope to recover! This principle of
Noether’s theorem, still observed at the macroscopic scale, suggests that extracting
energy from a vacuum would require at least as much energy, even probably more,
than the process of its recovery would provide.

Thus, a cyclic system, on the model of a piston engine going from a position n°1
to n°2, then from n°2 to n°1, the existence of the Casimir force in 1/zs*, therefore
greater in position (2) than in (1), would then imply spending more energy to
return to (1), which would necessarily require an added energy!! This problem, like
that of perpetual motion, then implies that this hope of extracting energy from a
vacuum seems impossible and cannot be done with at least zero energy balance! But
this is forgetting that an energy is not limited to a force but is, for example, the
product of a force (intensity variable) by a displacement (position variable) (see
Figure 3).

Indeed, imagine that the piston is a piezoelectric bridge, and that the defor-
mation of this bridge is caused by the Casimir force. The deformation of this
piezoelectric bridge induces fixed electric charges of opposite sign on each of its
faces 1 and 2. Imagine that opposite mobile charge moves from the mass on each
side of piezoelectric area. So, if it is possible to propagate, at the right moment, a
part of the mobile charges of face 1 for example, on an electrically insulated
surface opposite to face 2, then a Coulomb force opposite to the attractive
Casimir force would practice. If this Coulomb force is greater than the Casimir
force, for example by a factor of at least 2, then the total force F; = Fca—Fco,
applied to the center of this piezoelectric bridge deforms it in the other direction,
decreases then cancels out its deformation thus the electric charges on the two
faces of the piezoelectric bridge. The disappearance of electric charges sup-
presses the Coulomb force (see Figures 4 and 5). The system would then return

Z,, 20 Initial Interface
¢lectrodes "

= Undeformable, bond
\ between electrodes

2z = Displacement of

the piezoelectric bridge

w A T~ 0 Time-dependent positions
and the Casimir electrode 7 : % / P P

of the electrodes
! u

I\

77 £ 7/

Figure 3.
Nomenclature of the different positions for the moving Casimir electrode.
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Figure 4.
Different view of the device without electronics.
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Figure 5.
Axes, forces, Casimir’s electrodes.

to its original position and physical characteristics. Everything would start again,
causing vibrations of the piezoelectric bridge of the Casimir reflector device
without any external energy input!

Then, on the assumption that all the transient states of the system do not require
any input of external energy and are only consequences of a primary cause which is
the energy of the vacuum, the principle of Emmy Noether should not be contradicts!

The fixed electric charges on the two metallized faces of the piezoelectric bridge
are of opposite signs and attracts from the mass of the mobile charges of opposite
signs (Figure 3).

Let us imagine that the whole of the return electrode is in two parts of
equal areas but separated by a switch circuit consisting of MOSN and
MOSP enriched, in parallel and of threshold voltage Vitng = -Vtpg (Figure 3).
The first part of this metallic return electrode and surface S consists of one of
the faces of the piezoelectric bridge and carries mobile electric charges
an = 'QF‘

The second part of this metal electrode is earthed via another switch circuit made
up of depleted MOSN and MOSP, in series and of the same threshold voltage as the
enriched MOSN and MOSP: Vtyp = Vtpg > 0 and Vtpp = Ving < 0 (see Figure 3).

These switch circuits (circuit 1 = MOSN and MOSP enriched in parallel, circuit
2 = MOSND and MOSPD in depletion and in series), are designed so that they open
and close in opposition.
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When circuit 1 opens or closes, at the same time switch circuit 2 closes or opens,
thus isolating this return electrode from the ground (see Figure 3). This opposite
behavior of the switch circuits can be seen in Figure 3.

So, when circuit 1 is open, the two parts of the return electrodes are grounded
through circuits 2, on the other hand when circuit 1 closes the two parts of the
return electrodes are isolated!

The electric field inside a perfect conductor being zero, the mobile charges
attracted to the first part of the return electrode are redistributed on the two
parts of this electrode in the ratio of the homogenization surfaces, that is to say
Y and are opposite the other electric charge face n°2 of the bridge! One then
develops, between these isolated electrodes an attractive Coulomb force which is
in the opposite direction to the Casimir force and can be greater than it (see
Figures 3-5).

Now, we know that in the case of a deformation perpendicular to the polariza-
tion of a piezoelectric layer and caused by an Fca force, the fixed charges Qg
induced by the deformation of this piezoelectric layer are proportional to the
Casimir force Fca and are therefore in 1/z:*, with [5, 6].

Qp = (ds1.Fcalp)/ap, (3)

With d3; = piezoelectric coefficient (CN’l),lp,aP respectively length and
thickness (m) of the piezoelectric bridge (Figure 5). These fixed electric charges
on the two metallized faces of the piezoelectric bridge have opposite signs and
attract mobile charges of opposite signs from the mass (Figure 5). Thus, when it
is effective, the Coulomb return force Fo is in 1/z:!° because on the one hand in

(Qg/2)* (therefore in 1/zs®) but also in 1/(z, + zo — z)* because depending of the
distances z, + zg — zs between return electrode n°1 and face n°2 of the piezoelec-
tric bridge. With z, the initial distance between the opposite face of the piezo-
electric bridge and the return electrode, zs = distance between Casimir
electrodes, time dependent, and z¢ = initial distance between Casimir electrodes
(see Figures 3-6) and Figure 2 bis. We will choose in the following MATLAB
simulations (unless otherwise specified), the same interface between return
electrode z, as that attributed to the initial interface zo between Casimir reflec-
tors. The distances over which the free Casimir electrode moves, correlated with
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Figure 6.
General configuration of the device: MOS grid connections (face 2 of the piezoelectric bridge: Red), source
connections (face 1 of the piezoelectric bridge: Green.
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the deformation of the piezoelectric bridge are very small and less than 100 A°.
The variations z¢,Z.,zs are therefore <100 A° and are very small compared to the
dimensions of the piezoelectric bridge and that of the Casimir electrodes.
Although the rigorous calculation is possible, for the sake of simplification we
will first consider that the Coulomb return electrodes remain strictly parallel
(Figures 3-5).

Considering that the Coulomb force is zero when the piezoelectric bridge has no
deformation, we thus obtain an attractive Coulomb force of direction opposite to
that of Casimir with:

: Loy
Fco = =
co Arege, (zy +z0 — zs)
< whedalp (1 1Y)’ 1 1 2
524027 ap gt 2§ 4reoe, ) \2r +20 — 25

We note that Fco = 0 when the bridge has no deflection (zs = z0), so no
electrical charges! With z, = interface between the face 2 and the return electrode.

This Coulomb Force in 1/z!° can therefore become greater than that of Casimir
which is in 1/z¢*.

Applied to the piezoelectric bridge, it reduces its deformation, and therefore the
induced charges. So, Coulomb’s force diminishes and then vanishes when the bridge
goes to the starting position n°1 since zs = zo.

For these Coulomb return electrodes generate only a Casimir force that is
negligible compared to that of the reflector, it will be necessary to choose inter-
faces z, greater than 2z,. For example, if z, = 2.z¢ and the surface of Casimir
reflector S; = 5* S, then the Casimir force between the return electrodes will be
about 100 times weaker than that linked to the reflector, which is negligible
(Figure 3).

On the other hand, as Foo depends on the charge accumulated on the piezoelec-
tric bridge in (1/zs)®, the electric voltage that the MOS switches will have to
withstand, before being triggered increases with the interface z,, since the position
where Fco = Fca decreases with z, (see Figure 7).

This leads to an increase in the threshold voltages of the different MOS with the
increase interface z,.

This electrostatic attraction of the piezoelectric bridge is possible because the
fixed electric charges generated by the deformation of the piezoelectric bridge
attract mobile electric charges Q ,, of opposite signs from the mass.

Note that if switch circuit n°1 is open, we have seen that circuit n°2 is closed and
connected to ground, so the second part of the return electrode is to ground.

(4)

MOSPI (V%)  ======—e—ee—————ee (] —————— Cd *.=MOS Threshod voltage!
MOSND (W =) +4+++4 == | SR sm L
Circuit 2 MOSPD , MOSND + 4+ + --—-— 0 - t+++
MOSPE (Vi) =ttt 0+ 4
MOSNE { Ve ) R L o Transistors or Passing Circuit
T S=ms YHERUT R e ++++ Transistors or circuit Blocked
En Paral
Figure 7.

Distribution of the threshold voltages of enriched and depleted N and P MOS switches.
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Conversely, when circuit n°1 is closed then circuit n°2 is open, isolating the second
part of the return electrode.

On the other hand, the mobile loads of face 2 by triggering, at the
appropriate moment and depending on the threshold voltages, the automatic clos-
ing of circuit 1 and the opening of circuit 2, the charges of face 1 are distributed
uniformly over the surfaces of the face n°1 of the piezoelectric bridge and the return
electrode.

They create an attractive force Fco of Coulomb opposed to that of Casimir
which can be superior to him in modulus. The total Fgy — Fco force then
becomes repulsive and, applied to the piezoelectric bridge decreases and
cancels out its deformation, which consequently automatically removes the
electric charges on it and initiates the reopening of circuit 1 and the closing of
circuit 2.

Thus, the repulsive force of Coulomb disappears, and the force of Casimir
becomes preponderant again which allows this cycle to start again!

It seems the spatial and temporal omnipresence of the attractive Casimir force,
with the spontaneous appearance and at the appropriate moment of the Coulomb
force described above, then generate vibrations of the mobile Casimir reflector
plate!

We will calculate the frequency of these vibrations with MATLAB.

Note that during the movement of the piezoelectric bridge from (1) to (2), only
the force of Casimir FCA is exerted, because the circuit 2 is conducting and con-
nects the return electrode to the mass suppressing the action of the force Coulomb.
Note also that the fixed electrode of the Casimir reflector is constantly earthed (see
Figure 3).

During the short homogenization time of the mobile charges on the fixed return
electrode, an alternating current peak I, is recovered which generates an alternating
voltage peak Ua through its crossing of an integrated inductor (therefore without
any additional energy).

This weak and ephemeral but always present electric power U, I, is at the
frequency of vibration of the structure. It then activates suitable electronics that
must transform—without any external power source—this alternating voltage U,
into a direct voltage U. which can be used (see Chapter 5).

This electronics was designed when I was working at ESIEE and on abandoned
sensors. It works very well in SPICE simulation (see Part V).

If all the components of this project are successful (principle of extracting
energy from the vacuum + device generating current peaks at the vibration fre-
quency of the system and converted in peak of voltage by a coil + transformation
electronics + technology for realization the device selected), all without any addi-
tional energy, the principle of Noether should be validated and the vacuum could
then be considered as a simple medium, with which it is possible to exchange
energy!

2. Description of the principle used to “extract” energy from the
vacuum

As a preamble, we hope and suppose that the events which induce the attractive
force of Casimir are exerted in a universal, isotropic, perpetual, and immediate way,
if the conditions of separation between reflecting Casimir plates are suitable.

Let therefore be a Casimir reflector device consisting of:
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1.a metallized and mobile parallelepiped electrode, of surface Sg; = Sg; on its 2
lateral faces.

2.a fixed metallized surface S separated by a distance zo (Figures 4-6).

In order for the movement of the movable plate of this Casimir reflector to
create electric charges that can be used to induce an attractive Coulomb force, it is
necessary that the movement of this movable plate naturally induces a deformation
of a structure creating electric charges. A piezoelectric device is therefore required,
rigidly connected to the mobile Casimir electrode, so that its induced naturally
deformation leads to the appearance of electric charges! And this without any other
energy being involved (Figures 3-5).

Of course, it is also necessary that the movement of this Casimir reflector mobile
plate Si; can be stopped at a chosen and predefined value before the bonding of
the surface Sy, on the fixed surface Sg; takes place! Otherwise, we just definitively
collapse the two reflector plates, and no energy extraction is possible! In addition,
it is necessary that the mobile system returns to its initial position (or slightly
exceeds it).

As said previously, we can then imagine that the attractive Casimir force exerted
between the facing surfaces S, and Sg3 and which moves the mobile reflector plate
Ss2, induces a deformation of a parallelepiped piezoelectric bridge of surface Sp; and
Spy, rigidly linked, by a metal finger, to this reflecting mirror (Figures 3-5).

We observe, in Figure 5, that the surfaces Sp; = Sy, = b, * 1,, green or red
metallic of the insulating piezoelectric bridge, are connected for:

1.for Sp; on the face n°1, through the metal finger (green) to the mobile plate of
the Casimir surface reflector Sy, = b * I = Sg; which forms one of the
electrodes of the Casimir reflector. Thus, the metallic surfaces S;; and the
metallic parallelepiped Ss; = Sy, are equipotential

2.for S, on the face n°2, at the grids of the switch circuits n°1 and n°2.

The deformations caused by the attractive force of Casimir, then produce fixed
electric charges for example Qg,; = -Qg;,, on the faces Sp1 and Sy, of the insulating
piezoelectric bridge. These fixed charges in turn attract, from the immediate envi-
ronment (mass or earth) to which they are connected by circuits 2, mobile electric
charges Q 1 and Qp, Tespectively. These charges are distributed over the metal-
lized surfaces deposited on the insulating piezoelectric bridge, therefore on S; and
the gates of the transistors of circuits 1 and 2 as well as on S;1, the metal block,
the sources of the transistors of circuit 1 and the two coupling capacitors of the
electronic transformation circuit (see Figures 3 and 8).

Let Smos be the surface of the gates of the MOS of switch circuits 1 and 2. The
mobile charges, for example positive Q,,, located on the surface S, of face 2 going
to the gate of a MOSNE enriched transistor in the ratio Q mpomos = Qump2~ Smos/Sp2s
then produce a positive voltage Vg = Qnp; mos/Cox on the gate of the MOS tran-
sistors, with C,y the gate capacitance of the MOS transistors.

Depending on the sign of these mobile charges on the gates of the MOSNE or
MOSPE transistors, they can turn one of them ON, if they are sufficient to induce a
voltage V¢ greater than their threshold voltage Vg, positive for the MOSNE tran-
sistor and negative on the MOSPE transistor in parallel.
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Figure 8.
Polarization and applied force and load on a piezoelectric block.

The nature of these charges depends on the initial polarization of the
deposited piezoelectric parallelepiped and on the direction of the deformation
imposed by the Casimir force. The sign of these mobile charges on the surfaces
Sp1 and Sp2 depending on the real polarization obtained during the realization
of the piezoelectric material of this bridge, it is the reverse which occurs if the
mobile charges are negative on Sp2, hence the parallel setting of switches!

(see Figure 3).

As long as this voltage on face 2 of the bridge, for example positive, is less than
the threshold voltage Vrng of this MOSNE transistor, the latter remains blocked!
Consequently, the mobile charges Qmnl = —Qmp?2 located on the other face Sp1 of
the deformed piezoelectric device (connected by a metal block to Ss2) and
connected to the sources of the MOSNE and MOSPE remain on these surfaces and
do not propagate on the surface of the return electrode. The MOS switches N and P
depleted in series from the switch circuit 2 are then on and connect this return
electrode to ground (Figure 3).

On the other hand, if this voltage Vg becomes greater than the threshold voltage
Vrng of the enriched MOSNE, it becomes conducting, and circuit 2 is then blocked,
so the mobile charges Q 1, located on S; and the metal block can cross the
MOSNE to homogenize the charge density on all the return electrodes. These
electric charges pass through the inductance Ly in series (Figure 3).

When one of the two MOSNE or MOSPE enriched transistors of circuit 1 turns
on, then the depleted MOS N and P switches of circuit 2 are blocked. The return
electrode, no longer connected to ground, therefore does not discharge these mobile
electrical charges and is isolated (Figure 3).

LetSy1 =Sy =1, * b, be the surface area of the faces of the piezoelectric bridge,
Shioc = the surface of the metal block of the Casimir reflector (Figure 5). Let S; =
Sp2 = Sp1 be the surface of the return electrode facing the metallized face S, of the
piezoelectric bridge.

The mobiles charges for example negative Q,n; = -Qp, Which was initially
distributed on the metallic surfaces Sp; are distributed, after the closing of the
MOSNE switch, on the surfaces S;1 + S;. They induce between the faces S;; and S;,
electric charges of opposite sign, an attractive force of Coulomb, parallel and oppo-
site to the attractive force of Casimir.

These same electrical charges opposite on the surfaces Sp2 and Sr. become after
distribution as Sp1 = Sr. This charge Q ,1r remains on the return electrode because
circuit 2 is blocked (Figures 3 and 5). If the threshold voltages of the transistors are
positioned according to Vnp = Vopg < 0 < Vg 22 Vrpp, then we have the follow-
ing configurations depending on the value of the voltage V.
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As a result, when circuit 1 is blocked, there is no Coulomb electrostatic attraction
between Sp2 and Sr. because the metal return electrode Sr. is grounded and there-
fore free of charges! However, when circuit 1 is on, circuit 2 is then blocked, so as
the metallic return electrode Sr. is isolated, the charges of opposite sign and present
on the electrodes Sy, and S, induce an attractive Coulomb electrostatic force!

This attractive Coulomb force as a first approximation is written:

ﬂzh() d31lp 1 1 2 1 1 2
Foo=(Ss =—= ———
o ( S 240 2%ap (zf zé)) <4ﬂsosr) <zy + 20 —zg> )

This attractive force triggered by an input of mobile electric charges of opposite
sign on the surfaces Sy; and S; is exerted only when the Casimir force between the
two reflectors reaches a defined value, dependent on the threshold voltage of the
MOSNE transistor.

It will therefore be necessary to adjust the threshold voltage of all these MOSs
adequately. Initially, when the piezoelectric beam is not deformed, the electric charges
on the faces S;1,5,2,Ss2 and Sg; of the Casimir reflector are zero! The face S; of the
Casimir sole plate, distant from zq from the face Sg; is then attracted against the fixed
face Sg3, only by the force of Casimir. This force is communicated via the connecting
finger at the center of the face Sp; of the piezoelectric bridge and then deforms it.

We will admit in the remainder of this presentation that we are in the case of
mode 31 and that, when the piezoelectric bridge undergoes a deformation then the
fixed electric charges of the piezoelectric bridge attract negative mobile charges on
the electrode Sp1 from the mass and positive mobiles on the other S, electrode.

If, the threshold voltage of the MOSNE is adjusted so that the Coulomb force is
triggered only when Fco = p Fca with p proportionality factor 2, then the total
repulsion force Ft variable in time and applied to the piezoelectric bridge becomes
(Figures 9 and 10).

Figure 9.

Figure 10.
Final structure with the metal oxides surrounding the metal electrodes.
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_— = = — —
Fr =Fca —Fco = (1—p)Fca = Fr <0

Becoming repulsive, this force Ft (dependent on time) induces a deformation of
the piezoelectric bridge in the other opposite direction, and the piezoelectric bridge
returns or slightly exceeds (because of inertia) its neutral position, without initial
deformation, therefore towards its position without any electrical charge.

The variation in time of these mobile charges follows, as a first approximation, a
law of distribution of the charges on a short-circuited capacitor. Indeed, the fixed
electrode S, initially at zero potential since at ground, is now isolated by switch
circuit 2 which is open and isolates it from ground! This temporal variation of the
charges is given by the well-known exponential form of discharge of a capacitor
according to the formula:

an = anZ ExP < Rths) (6)

This variation in mobile charges stops when these electrical charges Q ,, are
uniformly distributed over the two electrodes Sy, and Sr. and are equal to Q,,,,/2 =
-Qmn1/2 on the two electrodes. Therefore, at time te¢ = Ry, Cs In(2) (Eq. (5)), te
being the time to reach equilibrium, with Ry, the ohmic resistance of the metal track
Li, of the inductance, C, the capacitance formed by the electrodes S, and S, and the
input capacitances of the electronics (Figure 11).

This homogenization of electric charges within a metallic conductor:

1.occurs when the gate voltage of the MOSs constituting circuits 1 and 2 exceeds
their threshold voltage.

2.induces an attraction of the piezoelectric structure in the direction opposite to
that of Casimir.

3.decreases the deformation of the piezoelectric bridge and brings the gate
voltage back below the threshold voltage.

4.The transistor MOS only turns off after the charges are homogenized during
the short time t.

MATERIAUX = PZT
iIntervalle entre slectrode en fonction du temps lorsque intervalle départ =0 (m) =

-o8
Pour coefficient proportionalité p= Foo/ Foa) =
2

1.99 \ \
période =6.2 107 s \
/

temps ()

Figure 11.
Interval between casimir electrodes as a function of time for a proportionality coefficient FCO / FCA = 2.
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We therefore obtain a current peak during this homogenization with a duration t. of
the order of a nanosecond! This current peak Iy circulating for the duration of time t. is:

_ an " _ anZ o r
IIN = did t Iy = RimCS Exp R,C. @

We therefore obtain a current peak during this homogenization with a duration
t. of the order of a nanosecond! A current peak is obtained at time t = 0. With Q ,,,»/
2 the charge which is distributed uniformly over the two electrodes S, and Sr. The
time t is counted from the closing of one of the transistors of circuit 1 and the
opening of the switches of circuit 2. This current peak I;y crossing an inductance Liy
during the time t., induces a voltage Uy at the terminals of this inductance Ly as a
function of time according to the usual formula:

d(l - t
Unv =L (dItN) - LINI? C2 (Exp (_R C)
m~s ms (8)
anzln(z) 2
N R,.Cit, (Exp R,,C; INTIN T te

There is therefore a voltage peak across the inductance and the electronics
appearing without power supply at time t = 0! As the deformations of the piezo-
electric bridge cancel each other out during its “rise”, the mobile charges on the
surfaces Sy1 as well as Sy also cancel each other out! As a result, the gate voltage on
circuit 1 and 2 MOSs drops below the threshold voltages and circuit 1 blocks.
Circuit n°2 turns on again and connects face 2 of return electrode to ground, so the
electrical charges on the bridge and the Sr. electrode cancel each other out! (see
Figure 5).

The force of Casimir Fca, still present, again attracts the metallic surface Sg, against
Ss3 and the events described above are repeated. Casimir’s force deforms this bridge
again and it seems that all starts all over again! The consequence is that the structure
made up of the piezoelectric bridge, the connecting finger, the metal block forming the
mobile Casimir electrode starts to vibrate, with a frequency dependent:

1. Of the Casimir restoring force, and of the Coulomb return electrode Force
therefore:

a. of the starting zo and z, separation interface
b. geometric dimensions of the different electrodes,

2. Properties of the piezoelectric bridge,

3.The choice of threshold voltages of the different MOS transistors

4.The choice of conductive metal!

As we will see, this frequency is lower than that of the first resonant frequency of
the mobile structure if the initial interface z, is not weak enough (< 150 A°) to induce
a sufficient Casimir force (see Chapters V and X)! An AC voltage peak Uyy is therefore
automatically recovered at the terminals of the solenoid Liy. This AC voltage peak can

then be rectified to a DC voltage of a few volts, by suitable electronics operating
without power supply (see amplification electronics without VI power supply).

63



Alternative Energies and Efficiency Evaluation

Before moving on to theoretical calculations and mathematical simulations of
the structure we wish to emphasize that the alternating signal Uyy is obtained
without the input of any external energy!

In conclusions it seems (except errors) that all the electro-physical phenomena
leading to a vibration of the structure and to the production of a voltage modulation
are only the consequence of a first phenomenon which is at the origin of the Force
of Casimir induced by fluctuations in vacuum energy.

They occur naturally and automatically without the input of any external energy
except that of a vacuum ... without contradicting Noether’s theorem!

3. Calculation of the current generated by the Casimir structure

If the initial separation interface z, is greater than 150 A°, the forces present are
too weak to induce a vibration frequency of the device corresponding to its first
resonant frequency (see Chapter V). We sought the numerical solutions of the
differential equations obtained and unfortunately insoluble analytically when the
device does not vibrate at its first resonant frequency!

3.1 Calculation of the frequency of vibration of the Casimir structure

Let us calculate the evolution in time of the force of Casimir which is applied
between the two electrodes separated by an initial distance zo. Apply the theorem of
angular momentum to this vibrating structure. The angular momentum of the device is

_
S _ 7S S
oy,,, (Structure) =1 — Q 9)
With the angular momentum vector of the structure, the inertia matrix of the
structure with respect to the reference (A, x, y, z) and the rotation vector of the
piezoelectric bridge with respect to the axis Ay with a the low angle of rotation
along the y axis of the piezoelectric bridge.

, . 2z 5
We have because z < <1, sin (a) = sin (2z) ~ s Q
P

0
2 dz

= | dajy, | withdej,~ I d
0

Let (Gp, x, ¥, z), (Gi, %, ¥, 2), (Gs, X, y, z) be the barycentric points respectively

of the piezoelectric bridge, of the metal connecting finger and of the metal block
constituting the sole mobile of the Casimir reflector. We have (Figure 5):

1 Ip 1 Ip +1 1 Ilp +1 +1I

_— _— _—

AGP,x,y)z = E bP AGI,x,y,Z == E bP + bi AGS,x,y)z = E bP + bi + bs
ap ap +a; ap +a;+a,

The inertia matrix of the bridge, in the frame of reference (Gp, x, y, z) is

ap+b, 0 0
P __Mmp 2 2
Ity = Enl 0 Ip+b, O (10)
2
0 0 lpta,
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The inertia matrix of the finger is, in the frame of reference (Gi, %, y, z) is:

_ a+bl 0 0
lg=3| 0 L+a 0 (11)
2 2
0 0 I+

The inertia matrix of the reflector is, in the frame of reference (Gg, %, v, z) is:

_ a+by 0 0
S
IS = ol 0 lL+as 0 (12)
2 2
0 0 [5+b;

The total inertia of the structure becomes in the reference (A, x,y, z), Faxy . =
P axy, + I'axyz + °axy,, with A at the edge of the embedded piezoelectric bridge
and I” o x y.2,I'A x,7.25I A x,y,,, I8 the inertia matrix obtained taking Huygens’ theorem

applied to this structure. The angular momentum theorem applied to the whole
structure gives

( s ) 0
(o, d(Q})
Y% S ‘A S 2 2
_ pn — IAQ%Z —— = IA’xleP d°z/dt
0

2/lp

— — P ——
= ZMoments on the structure = My + Mpg + Fcan 0
A

0
0
—
with Fcy = 0
Fca
(13)

We know (see X), according to the axis of Az that the moments: May = Mgy =
-Fca 1p/8, Therefore: © Moments on the structure relative to the axe
Ay = 1/4*1p* FCA-

Any calculation done

=2d% 1 Ip, #*he 1
S P P
VI g2 4 A ISSZIO 7 (14)

with I, the inertia of the structure relatively to the axe Ay. See Eq. (14) below.

= B+a2 2+a2 F+a? (p+1) + (ap+a)
L= PpﬂphP1P<P O Ey 2 1 2+ prainy, 5 : y l

Btak (p+1Li+15) + (ap +a; + as)’
+psasm(512 B, e )

(15)
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with pp,p;,ps, respectively the densities of the piezoelectric bridge, the interme-
diate finger and the mobile electrode of the Casimir reflector.

We then obtain the differential equation which makes it possible to calculate the
interval between the two electrodes of the Casimir reflector as a function of time
during the “descent” phase when the Coulomb forces are not present.

dz I wh¢ 1 B 2 7*he
— = so — = — WithB=—2-Ss=— (16)
d* 8 Iy 240 z*  z* 8IS 240

Coulomb forces do not intervene yet because the MOS switches in parallel
of circuit 1—before the inductance Lin—are open and the MOS switches in
series of circuit 2—after the inductance Lij,—being closed, the return
Coulomb electrode is to earth. The fixed Casimir electrode is always to earth
(see Figures 3 and 5). Coulomb forces will intervene when the gate voltage
VG = Qump2 mos/Cox on the MOSs of circuit n°1 exceeds the threshold voltage of
one of them and when circuit n°2 of the depleted N and P MOSs in series will be
open (Figures 3 and 5)! Then the switches of the circuit of the parallel MOS
transistors will close.

The switches of the series MOS circuit will open and the charge Q ., initially
present exclusively on the electrode of the bridge and of the metallic block will be
distributed uniformly over the second part of coulomb electrodes according to:

Sp1 anl

~

Qo = Qmmm Ny

Because S; = Sp1, Just at the moment of closing circuit n°1 and opening circuit
n°2 (Figure 5) we have Fco = -p Fca with p a coefficient of proportionality >2
defined by the threshold voltages of the MOS interrupters. The total force Fr
exerted in the middle of the piezoelectric bridge just at the start of the charge
transfer becomes Fr = Fca — Foo = Fca — p* Fca = Fea (1-p).

The “descent” time of the free Casimir electrode will therefore stop when
Fco = -p Fca.

However, we know that: F,, = S ({fg‘ﬂ)
25

1. The Casimir force is variable in time and its equation is Eq. (1):

2.The mobile charge on the Casimir electrodes variable also in time (Eq. (3)) is:

ds1Fcal
an2zQ’;m: nFcalp

2ap

3.The Coulomb force (4), variable over time, acting in opposition to the Casimir
force (Eq. (4)):

whe dulp (1 1)) 1 1 2 ?he 1
Feo = pFoy = [ Ss 2% i —pSs T 2
o= Prea ( 5240 2%ap (24 zé)) (4nsoe,> <zr+zo fzs> P>5540 z4

s

The differential Eq. (15) unfortunately does not have a literal solution and we
programmed on MATLAB the solution of this differential equation “descent”
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and calculated the duration of this “descent” of free Casimir electrode. The
duration of the “descent” depending on the desired value of the coefficient of
proportionality p, which is regulated by the values of the threshold voltages of
the MOS transistors and defined during the manufacture of the device. The
“descent” of the free Casimir electrode stops when the inter electrode interface
Zs is such that:

1 11 3840ne0e, [ ap \°
4 - i — r 1
% ((ZV +20 — Zs) (Zg Zg)) p ﬂ'zh()Ss (d3llp> ( 7)

This programmable equation gives the time t4 of the “descent” of the structure
submitted to the Casimir force and:

a. depend on the coefficient of proportionality p,

he 1 )
Fr=(1-p)Fca= (1 p)35240 <0 ifp>1

b. is calculable and will stop when the inter-electrode interface z; has a value z,
satisfying Eq. (16). At the instant of the appearance of the Coulomb force,
with zgy, the value solving 16, the total force is therefore:

1.The total force, variable over time and exerted at the center of the piezoelectric
bridge, becomes (Eq. (17)):

Fr=Fca —Fco

s 2h ¢ l_sﬂzhcd31lp2 1 1 1)’ 1
— 25\ 240 z4 $7240 ap 16 7 & &) \&+ =* (zr + 20 — 25)°

(18)

The piezoelectric bridge subjected to this force then rises towards its
neutral position. The Casimir inter electrode interval increases causing the
Casimir force to decrease! As the deformations of the piezoelectric bridge
decrease, the electric charge present on the piezoelectric face’s decreases, which
consequently leads to a drop in the Coulomb Force. The Fr force therefore
rapidly approaches the starting Fca force, during the “ascent” of the Casimir
electrodes.

Let us calculate the duration of this “rise” of the mobile electrode of the Casimir
reflector triggered when Feo = p* Fea.

To know the time taken by the structure to “go back” to its neutral position, we
must solve the following differential equation (Eq. (18)):

dz Iy
i 8IS(FCA Fco)

_ b (el mhedyle 1 (11 2 1 2
815\ °0240zF 70240 2% apdeoe, \2t 28) \z +20 — 25

By posing A1 = Isbg (’5 4"5) the differential Eq. (17) concerning the “ascent” of the

bridge is written:
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dz I
—5 =5 (Fca —Fco)
> 8. I5
AW G RPN IR 1 1 1)’ 1
- S o4 A A PERY)
8. IY Z ap 16 7« &0 & Zy Z (ZV+ZO _ZS)

(19)

This differential Eq. (18) has no analytical solution and can only be solved
numerically. We programmed it on MATLAB with the inter-electrode distance z,
belonging to the interval [zsm,zo]. The properties and dimensions of the different
materials used in this simulation are as follows (Table 1).

The metal used for the Casimir reflector block is Aluminum with a density of
27gem 3.

In these MATLAB calculations we considered that the metal of the electrodes
and metal block was oxidized over a thickness allowing to have an interface
between Casimir electrodes of 200 A° (see Chapter 5) which modifies the mass and
the inertia of the vibrating structure. It turns out that the choice of aluminum as the
metal deposited on these electrodes is preferable given:

1. The ratios between the thickness of the metal oxide obtained and that of the metal
attacked by the growth of this oxide during its thermal oxidation (see Chapter V).

PZT AIN LiNbO3 PMN-PT: (1-x)
Pb(Mgl/3—
Nb1/3)03-
xPbTiO3
Young Modulus Ep = 8.9*10" Ep =32*10°  Ep=245'10° Ep = 150*10°
(k" m*s2) /)
Volumic mass (kg m~3) dp = 7600 dp = 3255 dp = 4700 dp = 7920

Piezoelectric coefficient d31of d31 = 200*10~2 d31 = 2.400*10~2 d31=6*10"2 d31 = 1450*10~ 2
the beam (C/ (kg™ m* s72))

Length piezoelectric beam Ip 50107 50107 5010°° 5010°¢
(m)
Width piezoelectric beam bp 150 10~° 150107 150 10 150 10°
(m)
Thickness piezoelectric ap 10 107° 10107° 10 107° 10107°
(m)
Connecting finger length li 1010°° 10107 1010°¢ 10107°
(m)
Width finger connection bi 150 10~ 15010~ 150 10 150 10°°
(m)
Thickness finger connection ai 1010°° 1010°° 10107 10107
(m)
Mobile Casimir electrode 50010~ 50010~ 500 10¢ 50010°°

block length Is (m)

Mobile Casimir electrode 150 10~° 150 10~ 150 10~° 150 107°
block width bs (m)

Casimir mobile electrode 1010°° 1010°° 1010°° 1010°°
block thickness as (m)

Table 1.
Table of characteristics used for MATLAB and ANSYS simulations.
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Figure 12.
Vibrations of the structuve for a coefficient of proportionality p = FCO / FCA = 200: PZT.

2.As its density is weak, we chose aluminum for the purpose to increasing and
optimizing the vibration frequency of the structure by minimizing the inertia
of the Casimir’ reflector and parallelepiped block transferring the Casimir
force to the piezoelectric bridge. The mass M of the vibrating structure is then:

M= dpm*(as*bs*ls +ai*bi*li) +dom*2*zof* (aso*bso +bso*lso +aso*lso) +dp* (ap*bp*lp);

With d,p, the density of the metal, ag,bs,]; the geometries of the final metal part
of the Casimir electrode sole, don, the density of the metal oxide, aso,bso,lso the
geometries of the oxidized parts around the 6 faces of the metal block, dp the
density of the piezoelectric parallelepiped (see Figure 12):

3.2 Calculation of the current peak

Let us estimate the duration of the current peak linked to the circulation and
homogenization on the return electrodes of the mobile charges. Let R, be the ohmic
resistance of the metals used for the surface electrodes S, + the Ly solenoid + the S;
electrode (see Figure 3) and Cs the capacitance formed by the gap between the return
electrodes Sp2 and S;. Then the current peak circulating during the transition of the
mobile loads between Sp1 to Sy via circuit n°1 and the Ly solenoid is, as we have seen:

The time t being counted from the closing of the MOSNE switch. The duration
of this current peak is estimated at t. = Ry,.Cs. Log (2), when the charges on each
electrode will be Q ,,,/2. This current peak is present even if the switch transistors
may close some time after, because the mobile charges have already propagated.

* Ry 2 1™ 1y /Sm, with p,, the resistivity of the metallic conductor in the circuit
between electrodes (the solenoid + the electrodes themselves), 1, its total
length of this conductor, Sy, its section

* Cs = €0.€om-lp.bp/ 7, the inter-electrode return capacitance, with €o the
permittivity of vacuum, v the relative permittivity of the metal oxide, I, and b,
the geometries of the return electrode. A calculation of the duration of the
homogenization of the electric charges and therefore of the duration of the

69



Alternative Energies and Efficiency Evaluation

current peak (based on an estimate to propagate in a Lyy coil of about 107
Henri) gives t. = 10 ’s. This current peak, passing through a Lyy solenoid
develops a voltage peak Uiy = LinIinp/te = Lin™ Qunp/(2.te* Rp.Cs) which
will be exploited by integrated electronics without any power supply described
in Chapter IV.

We present below the results of the MATLAB simulations carried out by
numerically calculating the differential Eqs. (15) and (18). These numerical calcu-
lations give the vibration frequency of the structure which, as we will see, vibrates
at a frequency lower than its first resonant frequency (IV).

This vibration frequency depends on the characteristics of the structure (Nature of
the piezoelectric material, nature of the metallic conductors, initial interface zg and z,
between Casimir electrodes and return electrodes, geometric dimensions of the Casimir
reflectors, coefficient of proportionality p = Fco/Fca ... )) (See IV and Annex).

4. Simulation of devices with different piezoelectric bridge

We will see that this device vibrates at a frequency lower than its first vesonant frequency
and that its vibration frequency depends on the chavacteristics of the structure (Nature of the
piezoelectric material, natuve of the metallic conductors, starting intevface zo and z. between
Casimir electrodes and return Coulomb electrodes, dimensions of the Casimir reflectors,
coefficient of proportionality p = Fco/Fca ... ). Except precision the interface z, between the
Coulomb’s electrode is chosen the same that those of Casimir veflector zo

4.1 Piezoelectric materials = PZT (lead zirconia titanium)

4.1.1 Interface between Casimir electrodes as a function of time for different trigger values
of MOS transistors

For a starting interface between Casimir electrode of zo = 200* 107 (m) and a
coefficient of proportionality p = Fco/Fca = 2, we obtain the following evolution
in time of the Casimir interface:

We notice a phase of rise of the Casimir electrode faster than that of descent.
The period of vibrations is 6.18 10~/ s therefore with a vibration frequency of 1.613
10° Hertz, while the first resonant frequency of the same structure is 6.54 10° hertz.

The moving electrode drops to z; = 198.8 Angstroms from the fixed electrode
Ss3. The current peak for this coefficient of proportionality p = 2 is 2.58 108 A.
This current is obtained by adjusting the threshold voltage of the enriched and
depleted MOS transistors to a value Vt = 0.6553 V for a length L = width = W = 4
10~® m and with a grid oxide thickness SiO2 = tox of 250 10'° m (see Figure 13)!
Let us simply change the coefficient p = Fco/Fca of proportionality to p = 200,
then we get (see Figure 14):

We notice for the ratio p = Fca/Fco = 200 (Figure 14), a phase of “rise” of the
Casimir electrode also much faster than that of “descent” but also more dynamic
than for the ratio of previous p = 2 The vibration frequency of the device of 5.07 10°
hertz, while the first resonant frequency of the structure is still 6.54 10° hertz!

The moving electrode is now approaching to z; = 188.9A° of the fixed electrode
Ss3, so the vibration amplitude of the structure is 200-188.9 = 11.1 Angstroms!

This current is obtained by adjusting the threshold voltage of the enriched and
depleted MOS transistors to a value Vt = 6.89 V for the same geometries as above
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Figure 13.
Structure vibration frequency = f (starting interface z0): Foo / Fca chosen = 200: PZT.

tension de seuil du MOS en fonction de I'interface de départ électrodes Casimir pour Feo/fca = 200
lengueur,largeur, épaisseur semelle Casimir (m) = 0.0005 , 0.00015 , 1e-06
longueur largeur épaisseur pont piézoélectrique (m) = 5e-05,0.00015 , 1e-05
épaisseur d'oxyde des grilles interrupteurs MOS (m) = 2.5e-08

tension de seul (V)

S ——
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interface électrodes Casimir x10%

Figure 14.
MOS threshold voltage = f (starting interface 20): Fco / Fca chosen = 200: PZT.
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Figure 15.
Maximum curvent = f (length of the Casimir electrode Is), starting interface = 200 A °, selected coefficient of
proportionality p = Foo / Foa = 2.

(see Figure 15). We must therefore adjust the threshold voltages to precisely adjust
the ratio p = Fco/Fca for which the Coulomb force is triggered. This is a point that
can be easily obtained technologically (see the technological part of this report)! In
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conclusion, as the vibration frequency of the structure depends, among other
things, on the coefficient of proportionality p and therefore on the current that one
wishes to obtain, the structure does not vibrate at its first vesonant frequency.

4.1.2 Variation of the starting interface zo between Casimir electrodes: PZT

We notice (Figure 16) that the vibration frequency of the structure drops as the
initial space between the Casimir electrodes increases, which is related to a decrease
in the Casimir Force and therefore makes sense. The vibration frequency depends
on the chosen Fgo/Fca ratio. This frequency drops and stabilizes around 2.6 MHz as
the electrode interface increases by a ratio of 200. It is much lower than the first
resonant frequency of the structure which is 6.85 Megahertz (for this structure).
The vibration frequency approaches that of first resonance if the starting z inter-
face is less than 200 Angstroms.

We chose an initial interface of 200 A° for reasons of technological feasibility
(see VI)!

We also notice (Figure 17) that the threshold voltage of the Enriched and
Depleted MOS transistors increases with a decrease in the starting interface

RGN 18 1843 du 0K 8 ISASUGA 48 IINSTaES 18 S4PSN SEcFaoes Casims pour FeaTes = 708
ongusur lageur. $palaeur semelis Coslmis (m]= 00008 . 0.00018 , To88

e largewe Speiseur pant plradteciriaun (m) = be 0. 040010 1008
Epainsaur Fonye det grites inerrumevrs MO (m) = 25000 of harpenr W = Longueur L des MOS = 2 am

Figure 16.
Threshold Voltage = f (length of the casimir electrode Is), starting interface = 200 A °, selected coefficient of
proportionality p = Foo / Fca = 2.

tension de seuil des MOS en fonction largeur pont piézoélectriqus pour FcolFca= 10

longueur pont piézoélectri (m) = 5e-05 Epai pont piézoélectrique (m) = 1e-05

longueur semelle Casimir (m)= 0.0002 épaisseur d'oxyde des grilles interrupteurs MOS (m) = 2.5e-08

7

tension de seuil (V)
=

0 05 1 15 2 25 3 35 4 4.5 5
largeur du pont piézoélectrique (m) x10

Figure 17.

Threshold voltage of the MOS = f (width of the casimir electrode bp), starting interface = 200 A °, selected

coefficient of proportionality = p = Fco / Fca = 10.
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between Casimir electrodes. This seems logical, since the Casimir force increasing,
the deflection of the bridge and therefore the charges generated on its faces do the
same. It is therefore necessary that the threshold voltage of the MOS transistors be
greater so that the voltage Vg on the gates of the MOS does not trigger them!!

4.1.3 Current and threshold voltage function of the length s of the Casimir electrode: PZT

We obtain (Figure 18) a small decrease in current with the increase in the length
of this electrode. However, a significant increase in the threshold voltage
(Figure 19), which is understandable since the inertia of the structure increases.
We obtain (Figure 18) a small decrease in current with the increase in the length
of this electrode and a significant increase in the threshold voltage (Figure 19),
which is understandable since the inertia of the structure increases.

4.1.4 Variation of the width bp of the piezoelectric bridge: PZT

We now vary the width b;, of the piezoelectric bridge. We obtain an increase in
the threshold voltage of the MOS by increasing the width b, of the piezoelectric

courant débité par la structure en fonction largeur pont piézoélectrique pour FcolFea = 10

longueur pont piézoélectrique (m) = Se-08 Epaisseur pont piézoélectrique {m) = 1e-05
lengueur semelle Casimir (m) = 0.0002

épalsseur d'oxyde des grilles Interrupteurs MOS (m) = 2.5e-08

x40

0 08 1 16 2 26 3 a6 4 a8 5
largeur du pont piézoélectngue (m) =10

Figure 18.
Maximum current = f (width of the casimir electrode bp), starting interface = 200 A °, selected coefficient of
proportionality = p = Fco / Fca = 10.

:::::: t débité par la structure en fonction 'épaisseur pont piézoslectrique pour Feo/Fea = 10

longueur pont piézoslectrique (m) = 5e-05 Epaisseur pont piézoélectrique (m)= 18-05

longueur semelle Casimir (m)= 0.0002 épaisseur d'oxyde des grilles interrupteurs MOS (m) = 2.5e-08
d'oxy grilles i MOS (m)= 2.6e-08

2 25 3 35 4 45 5
épaisseur du pont piézodlecirique (m) x10%

oo
o

Figure 19.
Current of the MOS = f (Thickness of piezoelectric film ap), start Interface = 200 A ° with a choice
Fco/ Fca =10.
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tension de seuil des MOS en fonction épaisseur du pont piézoélectrique pour FcolFca = 10

longueur pont piézoélectrique (m)= 5¢-05 Epaisseur pont piézodlectrique (m) = 1e-08

longueur semelle Casimir (m)= 0.0002 épaisseur d’oxyde des grilles interrupteurs MOS (m) = 2.50-08
épaisseur d'oxyde des grilles interrupteurs MOS (m) = 2.5¢-08
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o
e
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Figure 20.

Threshold of the MOS = f (Thickness of piezoelectric film ap), start Interface = 200 A ° with a choice
F, co /F, cA =10.

fréquence vibration structure en fonction ¢#paisseur pont pi¢zoélectrique pour Feo/Fea = 10

Ion pont g ique {(m)= S5+-08 Epaisseur pont piézoélectrique (M) = 1Te-05
o =amallas C imir (m) = 00002 épaisssur d'oxyds des grilles Interruptsurs MO S (m) = 2 Sa-08
épaisseur d'oxyde des grilles interrupteurs MOS (m) = 2.5e-08
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Figure 21.
Structure vibration frequency as a function of the thickness ap of the piezoelectric bridge, starting interface zo to
200 A °, Ratiop = Fco / Fca = 10.

bridge. However, the current delivered by the structure varies little with the width
of the piezoelectric bridge (Figures 20 and 21). These considerations give that:

For reasons of technological convenience, it will be preferable to choose a thickness of
around 20 pum!

4.1.5 Variation of the thickness ap of the piezoelectric bridge: PZT

If we increase the thickness a,, of the piezoelectric bridge, we obtain a decrease
in the current (Figure 22) and of the threshold voltage of the MOS (Figure 23), but
an increase in the vibration frequency (Figure 24).

The vibration frequency increases linearly with the thickness of the piezoelectric
bridge (Figure 25).

4.1.6 Variation of the proportionality ratio p = Fco /Fca: PZT

In a non-intuitive way, the current simply increases linearly by a factor of 40
(Figure 26) if we increase the proportionality ratio p = Fco/Fca by a factor of 500.
On the other hand, the threshold voltage of the MOS switches increases by a factor 8
for the same variation of the interface (Figure 27).
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pour FoolFoa = 1000
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Figure 22.
Current of the MOS = f (ratio = Fco / Fca), start Interface = 200 A ° piezoelectric material = PZT.

MATERIAUX = PZT
TENSION DE SEUIL du MOS en fonction Ratio p= Feoffca

pour Feofca = 1000

I (m)= 0.0005 , 0.00016  1e-05
longueur largeur dpaisseur pant piszodlectrique (m)= 5e-08 , 000015 , 1e-06

épaisseur d'oxyde des grilles interrupteurs MOS (m) =  2.5¢-08
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Figure 23.
Threshold voltage of the MOS = f (ratio = Fco / Fca), start Interface = 200 A ° piezoelectric material = PZT.

S ——

Figure 24.
Plot of the evolution of the Casimir inter-electrode interval as a function of time over two periods and an
Fco / Fca vatio = 1000: Casimir inter-electrode interface = 200 A°.
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N

Figure 25.
Plot of the evolution of the Casimir inter-electrode interval as a function of time over two periods and an
Fco / Fca Ratio = 1000: Casimir inter-electrode interface = 200 A °.

—

Figure 26.
Plot of the evolution of the Casimir inter-electrode interval as a function of time over two periods and a ratio

Fco ! Fca = 2. Casimir inter-electrode interface = 200 A °.
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Figure 27.
Materials = PMIN-PT: Coulomb and Casimir force as a function of the inter-electrode interface.
Start interface = 200 A °.

The MOS N or P switch transistors enriched in parallel have the following
geometries: Width W = 4 mm and length L = 4 mm

4.2 Use of other piezoelectric materials

In the presentation above we used PZT but, in order to increase the density of
electric charges at the terminals of the piezoelectric bridge, piezoelectric material

76



Perspective Chapter: Device, Electronic, Technology for a M.E.M.S. Which Allow...
DOI: http://dx.doi.org/10.5772 /intechopen.105197

MATERIAUX = PMN-PT
Force Coulomb Force de Casimir intervalle départ (m) = 2e-08
longueur semelle (m) = 0.0005 largeur semelle Casimir (m) = 0.00015
09— — m— A O RR AT
Force Goulomb LR

Force Casimir [l
= B
B ’
s
3 TRPITRPISEI,
S iy
8 10 T
S £
L e
g ~
3 10 T
= =
E -
@ —~
8
S 1o /
@
g A
w i
g 100 -
3 10 b
S
102
10 10% 10 10°

temps (s)

Figure 28.
Materials = PMN-PT: Coulomb and Casimir force as a function of time. Start interface = 200 A °.

PMN-PT can be used which can be deposited by RF-magnetron sputtering and of
composition, for example: PMN-PT = (1-x) Pb (Mg1/3 — Nb1/3) O3-xPbTiO3;

d3; = 1450* 1072C/(kg* m* s72) and a Young’s modulus of Ep = 150* 10°
(Figure 28). We will also simulate the results obtained with AIN (aluminum
nitride) (d3 = 2.4*10 et Ep = Ep = 32%10'°), another piezoelectric material or
AIN widely used in microelectronics because it is easily removable and lead-free!

4.2.1 Piegoelectric material = PMIN-PT

With the MATLAB simulation of a structure using PMN-Pt we obtain the evo-
lution over time of the Casimir and Coulomb forces as well as the F¢o/Fca ratio of
Figures 7, 11, 13, 24, 29-39 below. For a ratio of 1000, the maximum current
delivered by the vibrating structure, the threshold voltage of the MOSE and MOSD
and the vibration frequency of the structure are respectively: 1.2 10 *A, Vt = 3.2V
and 957,000 Hertz

4.2.1.1 Evolution of the Casimir intevface as a function of time during two periods:
PMN-PT

The Fco/Fca ratio = 10,000 induces a period of 3.85 107 s and a rise time of
21.3107? s with a deflection of the bridge of 105 A°. The structure vibrates at

Figure 29.
Materials = PMIN-PT: Coulomb force for zr = 200 A ° ( Blue )and zr = 400 A ° (Red) and Casimir force
(Yellow , zo =200 A °) as a function of the inter-electrode interface Starting interface = 200 A °.
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Figure 30.
Materials = PMIN-PT: Ratio p = Fco / Fca as a function of time. During a period of vibration. Start interface =
200 A °, Maximum ratio chosen = 450 A °.

259.7 kHz. At the rise sequence, the structure exceeds the initial 200 A°® by 20 A°
due to inertia (Figure 29).

The ratio Fco/Fca = 1000 induces a period of 2.96 10° s and a rise time of 44.5
10~ s with a deflection of the bridge of 50 A° The structure vibrates at 337.8 kHz.

For p = 1000 (Figure 24), we notice a vibration amplitude of 50 A° with a period
of 2.96 107 s, with faster rise of the mobile electrode producing a slight rebound of
5A, because of the inertia of the structure.

For the ratio Fco/Fca = 2 (Figure 30) a vibration amplitude of just 0.27 A° and
a period of 1.8610 7 s is obtained This low deformation of the PMN-PT piezoelectric
bridge is mainly due to the extremely high piezoelectric coefficient d3; of 1450 (pC/
N) of PMN-PT compared to 120 (pC/N) for PZT (Figure 28). It is also observed
that weak overshoot of the initial interface (200 A°) for the mobile electrode
increases with the ratio (Fco/Fca).

4.2.1.2 Evolution of the forces of Casimir and Coulomb: PMN-PT

We obtain the evolution of the Casimir and Coulomb forces as a function of the
inter-electrode interface (Figure 13) and over time (Figure 31) as well as the

MATERIAUX = PMN-PT
Ratio force Coulomb / force Casimir en fonction intervalle entre electrodes Casimir
intervalle départ z0 (m) = 2e-08
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Figure 31.
Materials = PMIN-PT: Coulomb Force / Casimir Force ratio as a function of the Casimir inter-electrode
interface. Start interface = 200 A °.
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Figure 32.
Materials = PMN-PT: peak current delivered by the structuve as a function of the Fco / Fca vatio. Start
interface = 200 A °.

Fco/Fca ratio as a function of time for an entire period (Figure 7). For an interval
between Casimir electrode zo = 200 Angstroms, we observe (Figure 7) that the
Coulomb return force becomes more important than the Casimir force, if we induce
a deflection of the piezoelectric bridge of 20 A° more for an interval z, = 400
Angstroms between return electrodes than for z, = 200 that.

The attraction of the electrodes by the Casimir force induces a deformation of
the piezoelectric bridge, therefore electric charges, which can be used in the Cou-
lomb force. The break circuits triggered at time t = 2.44 107 s suddenly induce a
rise of the mobile electrode, therefore a sudden decrease in electric charges. We
observe the gradual evolution towards the chosen ratio of 450 and then the sudden
drop in this ratio as the electrodes regain their initial position (Figure 32).

4.2.1.3 Ratio as a function of Casimir interval and current peak as a function of the ratio:
PMN-PT

We observe (Figure 33) that for PMN-PT a deflection of 10 A° and a length of
the piezoelectric bridge of 150 pm of the mobile Casimir electrode is sufficient to
have an Fco/Fca ratio = 1000. A Ratio of 2 gives a peak current of 710~/ A, while a
ratio of 1000 produces a peak current of about 3.5 10 * A (Figure 34) for the same
period of homogenization of the charges of about 107 s!

CONRART DEBYE MR LA B RECTRRE B8 RORCERCS D8 1M sves s & 1800

Figure 33.
Materials = PMIN-PT: current peak as a function of time obtained over 2 cycles. Starting interface = 200 A °.
Ratio p = Fco / Fca = 1000.
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MATERIAUX = PMN-PT
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Figure 34.
Materials = PMN-PT: Voltage peak across the 4 * 10~ H solenoid as a function of the time obtained over 2
cycles. Starting interface = 200 A °, Ratio p = Fco / Fca = 1000.

4.2.1.4 Peak current as a function of time and peak voltage across the inductance for 2
periods: PMN-PT

The following figures illustrate the peak current generated by the automatic
vibrating structure with an inserted magnification showing the shape of this peak as
a function of time (Figure 11) and its exponentially decrease during about 10-9 s.
This current of about 3.5 10-4 A flowing through an inductor Lyy of 4 10> Henri
naturally generates a voltage of 4 Volts (Figure 35).

Note in Figure 11 the exponential form of the current peak of a duration
appearing in each period. It is the same for the voltage peaks at the terminals of the
inductance (Figure 35).

As this current peak cross an inductor, it induces by itself a voltage peak.

The current peak that appears with each cycle of vibration is uniquely due to the
homogenization of the electrical charges on the two parts of the return electrode.
This current peak follows the equation.
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Figure 35.

Materials = PMIN-PT: Voltage peak across the 4 * 10~ H solenoid as a function of the Fco / Fca Ratio.
Start interface = 200 A °.
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This charge transferred from the electrode on the face 1 of the piezoelectric
bridge to the return electrode, which is initially grounded, does not depend on the
common width bp = bs = bi of the structures. This point is important and facilitates
the technological realization of these structures since it limits the difficulties of a
deep and straight engraving of the different structures. On the other hand, the
intensity of this peak current depends linearly on the lengths lp and Is of the
structures (Figure 22).

However, the duration of the exponential peak z, = R,,Cs In (2) is independent
of the geometries of the structure. These only intervening in the frequency of
vibration of the structure and in the intensity of the peak.

) with Q. = d311p Fca™ ap/2.

4.2.1.5 Peak voltage across the inductance and threshold voltage according to the desived
FCO/FCA ratio: PMN-PT

We observe (Figure 36) that the automatically peak voltage obtained without
any energy expenditure increases by a factor of 16 and goes from 0.25 V to 4 V
when the ratio p = Fca/Fco increases from 2 to 1000. Likewise, the threshold
voltage MOSE and MOSD authorizing these ratios increases from 0.2 Vto 3.2V
(Figure 37).

4.2.1.6 Vibration frequency as a function of the Fco/Fca ratio and peak curvent as a
function of the initial Casimir interval chosen: PMIN-PT

Note (Figure 38), that for an initial interface zg = 200 A°, the maximum vibra-
tion frequency of the structure is 3.50 MHz for a ratio Fco/Fca = 2. It falls to 750 kHz
for a ratio of 1000. These frequencies remain lower than that of the first resonance
of the structure which is the order of 7.94 Megahertz! For an p = F¢,/Fc,
ratio = 500, the maximum current delivered by the structure drops as a function of
the initial Casimir interval (Figure 39).
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Figure 36.

Materials = PMN-PT: Threshold voltage of the Enriched or Depleted MOTS according to the Fco / Fa ratio.
Start interface = 200 A °.
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Figure 37.

Materials = PMN-PT: vibration frequency as a function of the Foo / Fca ratio. Start interface = 200 A °. Start
interface = 200 A °.
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Figure 38.

Materials = PMIN-PT: Current peak across the 2 * 10-4 H inductance as a function of the starting interval
between Casimir electrodes. Start interface = 200 A °.
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Figure 39.
Piezoelectric Material = AIN Casimir, Coulomb Force = f (Time) starts Interface = 200 A °.

This vibration frequency of the Casimir structure approaches that of the first
resonance for weaker interfaces and less than 200 A°. We are then unfortunately
confronted with the technological possibility of mastering such a weak interface.
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It seems that the piezoelectric material PMN-PT coupled with a
conductor like aluminum is an interesting couple for our vacuum energy
extraction structure!

4.2.2 Piezoelectric material = AIN

With the MATLAB simulation of the behavior of the structure for piezoelectric
Aluminum Nitride (AIN), we obtain the evolution with the time of the Casimir and
Coulomb forces as well as the Fco/Fca ratio of Figures 40 and 41 below. For a ratio
Fco/Fca of 10, the maximum current delivered by the vibrating structure, the
threshold voltage of the MOS and the vibration frequency of the structure is
respectively 1.85 10~7 A, Vt = 3.7 V and 667,000 Hertz.
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Piezoelectric Material = AIN. Ratio Foo / Fca = f(Time). Start interface = 200 A °.
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Material = AIN Interval between Casimir electrodes = f (time) during two complete cycles: Interface between
starting electrodes = 200 A °.
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Figure 42.
Principle of electronics for amplifying and rectifying a week AC signal.

83



Alternative Energies and Efficiency Evaluation

We observe (Figure 42) that the ratio p = Fco/Fca barely equals 2, and that the
time of “rise” of the mobile Casimir electrode is relatively slow, it is a consequence
of the low value of the piezoelectric coefficient ds; of AIN.

In conclusion, the use of AIN does not seem suitable for this vacuum energy
extraction application.

4.3 Conclusions

It seems that for the piezoelectric material we used, the most suitable piezoelectric
material for this vacuum energy extraction device is PMIN-PT with a peak current
of 350 m A, at least for the matervials we used for the previous simulations
(Figures 7, 31-39).

In order to convert these alternating current peaks into an alternating voltage
without input of energy, this current passes through a Liy inductor coil which
converts these current peaks without input of external energy into voltage peaks of
several volts and of a duration of the order of the nanosecond.

Inductors Liy for printed circuits of the order of 100 pH or less are conventional
and are commercially available.

The next chapter proposes to convert these peaks of alternating voltage, to amplify
them to obtain a direct voltage of several volts without any external power supply!

5. Transformation and amplification electronics without external
supply of a periodic signal of a few millivolts in a continuous voltage
of a few volts

Consider the diagram in Figure 5 which shows the location and configuration of
the electronic circuits for collecting the current generated during a small fraction of
the period of hypothetically inductance-sustaining vibrations of the structure. The
mobile charges Q_,,, at the terminals of the electrode Sg, are variable over time since
they vary cyclically from null to Q /2. A part of these electrical charges, in the
ratio of the input impedance between the inductor Ly and that of the transformer
electronics of this signal, generate during the short durations of their homogeniza-
tion time, a peak of current which go inside this inductor and create between the
two terminals of this solenoid, a voltage peak.

In Figure 5, the gray and red surfaces are stationary, the others are free to
move. The green metallic connector connects face n°1 (Sp1) of the piezoelectric
bridge to the return electrode. The red metallic connector connects face n°2
(Sp2) of the piezoelectric bridge to the MOS gates. For circuit n°1: The MOSEN
and MOSEP sources in // are connected to the metallic electrode of face n°1 of
the piezoelectric bridge. The MOSE drains are connected in parallel to the elec-
tronics without external power supply for transforming the AC signal, and to a
terminal of the Ly solenoid. The other terminal of the inductance Ly is
connected to the return electrode if circuit 2 is open or to ground via circuits n°2
if it is conductive.

When, the enriched MOSNE and MOSPE of circuit n°1, connect face 1 to the
return electrode via the inductance Ly, as already seen, during this period the
circuit composed of MOSND and MOSPD of circuit n°2 is then blocked. This
connection occurs when their gates have a voltage making one of them ON.

When circuit n°1 is blocked, circuit n°2 is conducting and connects the return
electrode to ground, which eliminates the charges present on this electrode and then
prevents any electrostatic attraction.
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We will describe these electronics designed and successfully tested at ESIEE with
SPICE when I was studying abandoned sensors. This electronic without external
energy gave very encouraging SPICE simulation results and delivers in its output an
exploitable direct voltage when it have in its input an alternating and small signals!

In these SPICE simulations, the micro transformer was assimilated to a voltage
source delivering a power U * I limited to a few nW (voltages of a few mV and
current much lower than the microampere).

Now retired and no longer having sufficient means of simulations, I am simply
describing the results of the SPICE simulations obtained in 2008.

The principle used to amplify and transform a weak signal without power supply
derives from that of the diode bridge rectifier of Graetz or the doubler of Schenkel
and Marius Latour.

The crippling problem is that the diodes of these rectifiers are conductive only
with a minimum voltage of around 0.6 V at their terminals. As the alternating signal
from the vacuum energy extraction device can be weaker, it is necessary to have
switches that are triggered with a lower control voltage.

The principal diagram of this electronics is presented in Figures 43-45.

Coupling Capacitors Micro transformer
i -
3 T %
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1 H |
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Figure 43.
Elementary stage for obtaining a negative voltage from the alternative signal of the transformer (inductance).
Start interface = 200 A °.

Figure 44.
Elementary stage for obtaining a positive voltage from of the alternative signal of the transformer (inductance)
Start interface = 200 A °.
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Figure 45.

SPICE simulations of voltages, current, power of the transformation electronics into a direct voltage (5.4 V) of
an alternating input signal of 50 mV, frequency= 150 kHz, number of stage =14, coupling capacities = 20 pF,
stocking capacity = 10 nF.
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The MOSE N and P transistors of this rectifier circuit must have a technologi-
cally defined threshold voltage as close as possible to zero. The precision of nullity
of these threshold voltages will depend on the values of alternating voltages at the
terminals of the inductor Ly, therefore on the second derivative of the temporal
variations of the charges appearing on S, during the time of their homogenization
which is of the order of: t. = Ry,.Cs.Log (2) In the circuit of Figure 8, a micro
transformer replaced the inductance Liy. But this inductance plays the same role as
this micro transformer since it delivers a limited power U.IL.

The left part of the micro-transformer takes care of the negative voltages of the
input signal, while the right part takes care of the positive voltages. The circuit is
composed of several stages without no power supply which rectify and amplify, on
the one hand the negative parts of the weak input signal and on the other hand the
positive parts.

The number of elementary stages depends on the desired DC voltage, but this Dc
voltage saturates with the number of stages in series (Figure 46). The results
obtained from SPICE simulation are shown in Figure 8.

We observe an important point in Figures 8 and 47, the very low power and
current consumption on the source since:

1.In Figure 48 the power delivered by the source begin at the start with 60 nW
and ends at 2.97 pW for an input current starting at 7 pA and finishing at 1pA.

] 1 i i 2 o
| L\ courant {(na) [ &f s L nsion (Microtrinsformateur) | | I

e

Figure 46.
SPICE simulations of the currents drawn by the transformer and the power consumed by this transformer. Input
signal = 100 mV, frequency = 150kHz, number of stage = 30, coupling capacities = 20 pF, stocking capacity = 10 nF.
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Figure 47.
DC output voltages as a function of the number of elementary stages for AC input voltages of 20 mV and the
other of 100 mV. Start interface = 200 A °.

86



Perspective Chapter: Device, Electronic, Technology for a M.E.M.S. Which Allow...
DOI: http://dx.doi.org/10.5772 /intechopen.105197

Output voltage = f(coupling capacitance), Nb of stages = 2*4 Storage
capacitance = 10nF . Microtransformer input voltage =100mV
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Figure 48.
Influence of the coupling capacitance on the amplification of the input signal. Start interface = 200 A °.

The negative component of the alternating signal is transformed in 10 ns into a
negative direct voltage of V,, = -2.7 V. Likewise the positive component the
positive alternating part is transformed into a positive direct voltage of V,, =
2.7 V We obtain therefore a direct voltage Vp-Vn = Vt =54 V.

2.In Figure 47 the power delivered by the source begin at the start with 65 nW
and ends at 4.2 nW for an input current starting at 700 nA and finishing at
90 nA. The negative component of the alternating signal is transformed in 10 ns
into a negative direct voltage of V,, = -3.9 V. Likewise the positive component
the positive alternating part is transformed into a positive direct voltage of
Vp = 3.9V. We obtain therefore a direct voltage Vp-Vn = Vt =7.8 V.

An important point is the need to have a high circuit output impedance of
several 10" ohms, so typically the input impedance of an operational amplifier.

The DC voltage obtained depends on the number of stages constituting these
electronics without electrical power for transforming an AC signal of a few milli-
volts into a DC signal of a few volts. However, this transformation saturates with
the number of floors, as shown in Figure 49 Note in Figure 49 that the DC output

Evolution of the output voltage measured at S0 ms
as a function of the source voltage
Device of 2 * 14 stages frequency = 150 khz

g 7
. /
) i

2 /

0 /

0 0,02 0,05 0,08 0,1 02
source voliage (V)

Output veoltage (v)

Figure 49.
Evolution of the DC output voltage as a function of the amplitude of the AC input signal for a frequency of
150 kHz. Start interface = 200 A °
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Power evolution (nW) as a
function of the Voltage Source

350
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Figure 50.
Evolution of the power supplied in nW by the source as a function of the amplitude of the voltage supplied
in mV. with 2 * 14 stages and a frequency of 150 kHz Start interface = 200 A °.

voltage saturates with the number of elementary stages and that the optimal num-
ber of stages is of the order of 40. We also looked at the influence of the coupling
capacitance on the amplification of an input signal of 100 mV with a storage
capacity of 10 nF. This amplification saturates and a coupling capacity of 20 pF
which seems to be optimal signal (Figure 48).

The following Figure 50 shows the influence of the value of the input AC
voltage, with a frequency of 150 kHz, on the DC voltage obtained at the output of a
2 * 14 stage device.

Figure 46 shows the power in nW delivered by the source at the start of the
amplification and at the end of this amplification.

A summary of the performance of this low “voltage doubler” device is shown in
Figure 51 below.

The interesting points for the presented electronics’ device are:

1.the low alternative input voltages required to obtain a continuous voltage of
several volts at the output

CHARACTERISTICS OF OUTPUT VOLTAGES (V), POWERS (n'W) CURRENTS (nA)
AS A FUNCTION OF THE NUMBER OF STAGES
INPUT SIGNAL FREQUENCY = 150 kHz OUTPUT VOLTAGE MEASUREMENT FOR t = S0 ms

Wo=50mV VWe=100mV
number P Curent { nA) Power ( nW) Output Cuwrrent ( A) Power { nW)
start end start end Voltage i start end start end
200n oA 15Smn 1. 3InW 1w BO0n A AGnA TSEnW SnW
A "
300nA | Z9nAR 13nW | 13nW 2V 700nA | 67nA ] 60nW | 6 SnW
1TanwW | Zonw || 45v | = 3 B
A | 40mA TOOnA | SO0nA
Z250nA | 3I8nA 13V | S6Dpw Ll GO rsh B0 GOV 2T
ZE0nA | A3nA IZ2mW T2mWwW 65V FTSOnA BSnA S IV ARV
250mA | 45nA 1Z2nW | 900p W TSV TSOwA DSmA SANW I SmW
ZS0nA | 40mA 12wV IV THN TS0 100 SOV A Zn VW
A
ZT0nmA | 47nA IZnW| 1 2nW TOV FOO A DA SEnW 4 2Z2nW
270mA | 48nA 1 :VSJ',- 13mW 8V TOOnA DO0nA G5 W A2 WV

Figure 51.
Summary of transformations from low alternating voltages to direct voltage frequency of 150 kHz. Start
interface = 200 A °.
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Figure 52.
S.0.1 technology for making the elements of the “doubler”.

2.the low power and current consumed by this conversion and amplification
circuit on the source which in this case is only an inductor supplied by the
current peaks generated by the autonomous vibrations.

3.the rapid time to reach the DC voltage (a few tens of milliseconds)

The technology used to fabricate the MOSNE and MOSPE transistors with the
lowest possible threshold voltages is CMOS on intrinsic S.0.1. and the elements are
isolated from each other on independent islands. This technology, represented in
the following Figure 52, strongly limits the leakage currents.

We note that, the coupling capacities of 20 pF this electronic, like that of storage of
the order of 10 nF, have relatively high values witch will require a square surface of:

* 120 pm? for a thickness of 250 A°, if the use silicon oxides SiO, with its relative
permittivity of order of 4, which is a lot!

* Alumina AL, O3 obtained by oxidizing aluminum has only a relative
permittivity of the order of 9 and would require alumina squares of 79 pm”.

But if we use titanium dioxide as insulator, it has a relative permittivity of the
order of 100 and is one of the most important for a metal oxide then the size of the
capacity passes to 23 mm for a thickness of TiO2 = 500 A°, which is more reasonable!

6. Technology of realization of the current extractor device using the
forces of Casimir in a vacuum

It can be seen in Figures 25 and 26 that if PZT is used as the piezoelectric
material, then the peak current output goes from 2.107% A to 6.10~% A, when the
width of the piezoelectric layer bp changes from 50 pm to 150 pm (for a length of
the piezoelectric layer Ip = 50 pm, a thickness ap = 10 pm, a length of the Casimir
electrode Is = 200 pm, starting interface zo = 200 A° and a Ratio of Fco/Fca = 10).

As a result, it will be necessary, using micro-technology techniques on S.0.1
silicon, to machine devices with on a high thickness while maintaining exceedingly
small spaces between structures Casimir. The microelectronics laboratory of the
ESIEE has acquired a great experience in the plasma etching of deep sub-micron
structures by etching remarkably parallel layers of silicon of 100 mm separated by
intervals of 0.8 mm and well parallel [6, 7] and Figure 53.

However, for the structures presented above, the space between the two sur-
faces of the reflectors must be of the order of 200 A°, almost 4000 times less
wide .... which is not technologically feasible by engraving!

Yet it seems possible, to be able to be obtained this parallel space of the order of 200 A°
between Casimir reflectors, not by etching layers but by making them thermally grow!
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Figure 53.

Extract de [7]: High aspect ratio (HAR) structures manufactured using the Bosch process: (a) 800 nm-wide
trenches with a depth of 99.5 lm (aspect ratio 124:1) and (b) 250 nm-wide trenches with a depth of 40 Im
(aspect ratio 160:1). Some of the walls collapsed during the dicing procedure. © is a magnified view of the inset

shown in (b) [8].

Indeed, the Ss3 and Ss, surfaces of the Casimir reflector must;
* be metallic to conduct the mobile charges

* insulating as stipulated by the expression of Casimir’s law who established for
surfaces without charges! This should be possible if we grow an insulator on the
z direction of the structure, for example Al,O3 or TiO; or other oxide metal
which is previously deposited and in considering the differences in molar mass
between the oxides and the original materials (see Figure 33).

For example, silicon has a molar mass of 28 g/mol and silicon dioxide SiO, has a
molar mass of 60 g/mol. However, it is well known that when we grow a silicon
dioxide SiO, of one unit we “attack” a silicon depth of the order of 28/60 = 46.6%
(Figure 54).

The initial silicon layer reacts with the oxidizing element to form SiO,. We will
thus “consume” Silicon. The Si/SiO, interface will therefore end up “below” the
initial surface. A simple calculation shows that the fraction of oxide thickness

Surface de SiO

Surface - -
d origine H
Silic ium o

Figure 54.
Growth of SiO2 oxide on silicon.
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“below” the initial surface is 46% of the total oxide thickness; the fraction “above”
therefore represents 54% according to S.M. Sze. We therefore moved the original
silicon surface by 46% [9].

The same must happen, for example for thermal growth of alumina. As the
molecular masses of Alumina and aluminum are Mapo3 = 102 g/mole and My =
27 g/mole, we obtain an aluminum attack ratio of 27/102 = 26%, which implies that
the original surface of this metal has shifted by 26% so that 74% of the alumina has
grown out of the initial surface of the aluminum....

Likewise, if titanium is used for thermal growth of TiO,, the molar
mass ratio being Mrioz = 79.9 g/mole and Mr; = 47.8 g/mole we obtain a
titanium attack ratio of 59.8% which implies that the original surface has
moved by 59.8%.

So, this growth covers up the initial interface and it can be finely controlled! As a
result, it should be possible to define finely the interface between the two Casimir
reflectors using the oxidative growth conditions of a metal such as titanium or
aluminum.

As regards the technological manufacture of electronics and structure, it there-
fore seems preferable:

1.For electronics to choose Titanium Oxide because of its high relative
permittivity e, = 114 allowing to minimize the geometries required for the
different capacities

2.For the Casimir structure, the choice of aluminum seems preferable,
because its low density increases the resonant frequency of the structure and
that 74% of the Alumina is outside the metal, allowing to reduce the interface
between Casimir electrodes and that of the return electrode by Al,O3 alumina
growth. A quite simple calculation shows for example that for aluminum
(Figure 55):

We obtain: zoqg = 2% (Zmd + Zof — Zma) + 20 = 2" (Zma + Zor(1 — .26)) + 2o.

For example, if we start from an opening z,q = 3pm and deposit a metal layer of
aluminum that is etched leaving a width z,,q = 1pm on each side of the reflector.
Then an Alumina Al,O3 can grow, the thickness of which is precisely adjusted,
simply by considerations of time, temperature, and pressure to increase a necessary
thickness to have a desired interface zg.!

For example, if zg = 200A°, zoq = 3pm, Zyg = 1pm, then z,s = 0.662pm. So, we
obtain a Casimir interface of 200 A°. The final remaining metal thickness will be
Zmf = 0.338 pm and will act as a conductor under the aluminum oxide.

Obviously, the growth of this metal oxide between the electrodes of the Casimir
reflector modifies the composition of the dielectric present between these elec-
trodes, therefore of the mean relative permittivity of the dielectric.

Let: &9 be the permittivity of vacuum and €. €, the metal oxides one (g, =
relative permittivity = 8 in the case of Al,O3), z,s the final oxide thickness on one of

Figure 55.
Distribution of thickness.
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the electrodes and z the thickness of the vacuum present between electrode (ini-
tially we want z = zp).

Metal

Then the average permittivity eo,, of the dielectric is:

Eom = (ZOf'SO "€+ Z €0+ Zof " €0 - 8r)/(zzof + Z)SOm
=¢€0- (Z'Zof'8r+Z)/(2.Z0f+Z) ~egg- g

because z is < < zqf.!! For example, z,s = 6620 A° is large compared to z< =
200A° therefore gg, =2 8% g¢ in the case of Al,O3.
We have taken this change in permittivity into account in the preceding simulations.

7. Steps for the realization of the structure and its electronics

We start by the voltage “doubler”. These electronics are produced using CMOS
technology with 8 ion implantations on an S.0.I wafer with an intrinsic silicon layer
above the oxide:

1.To make the drains, sources of the MOSNE, MOSND of the “doubler”
circuits, of the MOSNE and MOSND of the Coulomb force trigger
circuit and of the grounding switches of the Ss; electrode of the Casimir
reflector

2.To make the source drains of the MOSPE, MOSPD of the “doubler” circuits,
of the MOSPEs and MOSPDs of the Coulomb force trigger circuit and the
grounding switches of the Sg; electrode of the Casimir reflector

3.To best adjust the zero-threshold voltage of the MOSNE of the “doubler” circuit

4.To best adjust the zero-threshold voltage of the MOSPE of the “doubler”
circuit

5.To define the threshold voltage of the MOSNE of the parallel circuit triggering
the Coulomb force

6.To define the threshold voltage of the MOSPE of the parallel circuit triggering
the Coulomb force

7.To define the threshold voltage of the MOSND of the series circuit for
grounding the Ss; electrode of the Casimir reflector

8.to define the MOSPD threshold voltage of the series circuit for grounding the
Ss3 electrode of the Casimir reflector.
Once this electronics is done, we are interested in the realization of the
structure of CASIMIR with the following technology proposal:

9.engrave the S.0.I. silicon to the oxide to define the location of the Casimir
structures (Figure 56)
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Figure 56.
Etching of S.0.I silicon.

Figure 57.
Engraving of the protective metal rear face of the S.O.1. silicon.

10.Place and engrave a protective metal film on the rear faces of the S.0.I wafer
(Figure 57)

11. Deposit and engrave the piezoelectric layer (Figure 58)

12.Depose and etch the metal layer of aluminum (Figure 59).

13.Plasma etching on the rear side the silicon of the Bulk and the oxide of the S.
O.I wafer protected by the metal film to free the Casimir structure then very

finely clean both sides (Figure 60)

14.Place the structure in a hermetic integrated circuit support box and carry out
all the bonding necessary for the structure to function.

Figure 58.

Figure 59.
Metal deposit, metal engraving etching of the piezoelectric layer.
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Figure 60.
View of the Casimir device on the rear face, engraving on the rear face of the structures.

_/

/

Adjusted growth of metal oxide under the electronic control, front view of the Casimir device.

Figure 61.

15. Carry out the thermal growth of aluminum oxide Al,O3 with a measurement
and control of the circuit under a box which should genevate a signal when the
interface between the Casimir electrodes becomes weak enough for the device to
vibrate ... and then stop the oxidation (Figure 61).

16.Create a vacuum in the hermetic box

In the case where the 2 metal electrodes of Casimir which are separated by a very
weak interface, of the order of 200 A°, adhere to one another, then these two
surfaces can be separated by the application of an electrical voltage on the
electrodes on the other side of the piezoelectric bridge!

In order to obtain a current peak greater in intensity and duration, the Casimir
cells can be positioned in a series and parallel network at the 2 terminals of a single
inductance. For example, 20 Casimir cells can be placed in parallel and 10 in
series.

CIRCUIT 1

Circuit 1: parallel MOSPE and MOSNE ; see Fig. 6.

CIRCUIT 2
i
=2 ]

AOSPD MOSND

Circuit 2: serial MOSPD and MOSND ; see Fig. 6.

94



Perspective Chapter: Device, Electronic, Technology for a M.E.M.S. Which Allow...
DOI: http://dx.doi.org/10.5772 /intechopen.105197

8. Energy balance

1.We remark that there is no bending of the free Casimir reflector electrodes.
This only moving parallelepiped metallic electrode is in parallel to a fixed
metal electrode defined on an S.0.I wafer and stay parallel to it. It transmits its
motion to a piezoelectric bridge that deforms by bending.!

2.So the entropy expulsion AS from this Casimir vibrating structure and
transmitted to the piezoelectric bridge is done by heat expulsion out of this
bridge, but causes an extremely low temperature increase of the piezoelectric

bridge!

A quick order of magnitude calculation gives: AQ 4, = heat transmitted by the
vibrations of the piezoelectric bridge and evacuated outside follow, in first approx-
imation, the well-known formula AQ ;, = ASATAQ,;, = ASAT, with AS entropy
variation (J°K™') and AT = temperature variation (°K).

However, we know that: (cf: M. BARTHES, M. Colas des Francs SOLID
MECHANICAL VIBRATIONAL PHYSICS, ESTP: (Special School of Public Works).

AQuip = 1/2* m(2nfyip)*X max2; With: fug, = Vibration frequencies of the piezo-
electric bridge, m = mass of this bridge, X m.x = maximum deflection of the bridge.

This heat, expended at the level of the piezoelectric bridge, causes a temperature
increase.

As a first approximation we can say: AQ , = MCpiezo AT, with Cpiez = Specific heat

capacity of the piezoelectric bridge (J Kg '°K™!), AT = T emperature variation (°K).
Consequently AT = 2(n fvib)zx max?/ Cpiezo = Temperature variation.
We have for example:
Cpiezo = Comn-pr = 310(JKg VK ™),fyip 22 10° Hz,Xmax 22 100%107% m, we
obtain: AT 2 10 >'K which is negligible!!
So, the expulsion of entropy from the vibrating Casimir Electrode is negligible!
From 0 to z:

. ze ze 5
In a cycle from O to z, the energy Ecasimir iS: Ecasimir = 6[ F,dz = J (Z’Zngé)dz.

No mobiles electric charges appear on the face of return electrode which is
connected to the mass and isolated of the piezoelectric bridge, and so the Coulomb
force disappears!

During this displacement “going” from O to ze the deformation of the piezo-
electric bridge, generates a potential energy Wagiigee accumulated in the capacity of
this bridge which follows the equation:

Q¢ Q Q2 Q. 4
Whridge = J ~LdQy = £ = - :
& Cpl 2% Cpl 0 2 lp bpé;’oé‘p,'
0

d31 Ip\* @ _ 4 *(dy lp Ishsahe 2r1\°
2ap €421, byegey; 480.ap z,
With Qg the naturally creating fixed charges on this piezoelectric structure.
Qp = 55" Eq. (3),
Q. = -Qgf the accumulated mobile charges on both the two surfaces of the “return’

electrode when coulomb’s force triggered at Fco = p Fca, Cpi = electrical capacity of
the piezoelectric bridge, z. the position of appearance of the Coulomb force.

>
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From z, to O:
For this very quick “returning” from position z. to position 0, the associated
energy Ereturning is:

0
ERetuming = J(F co T F ca )dZ = ECoulomh - ECasimir
ze

Thus, we see that in the balance Ecasimir + EReturning, = Ecoulomb- S0, over a com-
plete cycle, the energy Ecasimir is conservative.!

The Coulomb energy Ecouomp is the net energy appearing during a cycle. It is not
due to any electrical energy applied, but to the consequence of vacuum energy!

If we choose z, = zg, the expression of Ecoyiomp iS,

ﬂ'zth?,llp 2 1 " 1 1 2 1 ’
Ecaulomb = (lsbs 240 ap ) (47‘[808;«) J <<¥ _z_4)> (m> dz

A Coulomb force then appears between these two electrodes.

2he dulp (1 1))’ 1 1 2
Feco=\Sso5 v\~ =
240 2%ap \z} =z 4reoe, 2y +20 — 3s

The position z, of appearance of this force is such that Fco = p Fca, so if we
choose z, = zg.
Then, the z; position of appearance of this force is when:

lb@dﬂll’ 1 1 ’ 1 1 ’ — pl<b @l
§75240 2 ap 2t 2§ 4rege, ) \220 — 35 ~Pss\ 240 z4

This position and evolution z; are illustrated in the following Figures 62 and 63.
As a result, the movement of the movable electrode shown in Figure 62.

Casimir cell width = 0.250 mm w20 cells =5 mm

7 mm

Casimir cell length = 0.7 mm —=— 10 cells

TOTAL NUMBER CASIMIR'S CELLS = 200

Inductance

Figure 62.

Positioning of 20 Casimir cells in parallel and 10 in series. Circuit 1, Circuit 2 and Switches of circuit n ° 1 and
n ° 2. Total of Casimir cells delivering a periodic current during a small part of the vibration frequency of the
devices = 200!. Total des cellules = 200, width = 5 mm, length = 7 mm.
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Figure 63.
Position of the mobile casimir electrode when the coulomb force occurs Is = 500 pm; bs = 150 pm; lp = 50 pm;
bp = 150 um; ap = 10 um.

Note that the displacement of this mobile Casimir electrode is extremely small
since it goes from 2 A° for an Fco/Fca ratio = 2 to 105 A° for a ratio of 1000.

When the electrical potential on the gate of the switches is greater than their
threshold voltage, then this switch commute and the accumulated energy in the
piezo electric’s bridge will be used for the homogenization of the mobile charges of
the bridge’s electrodes connected to sources or drains of the MOS switch n°1 and the
Coulomb return electrode.

During the time of this homogenization appears a current peak for a short time.
So, an electrical voltage at the terminals of the self in series between switch 1 and
the return electrode appears also!

So, an important point of obtaining current peaks related to the homogenization
of charges appears.

His expression is: Iy = — % (Exp (— ﬁ)

With defining ¢, = R, * Cs™ In (2) the duration with which the mobile charges
equalize.

between the electrode of face 1 and the return electrode and R, = the resistance
() of the devices in series (Self + switch n°1); C, the capacity (F) of the device
constructed on face n°2 of piezoelectric bridge, return electrode).

These cyclic current peaks induce at the terminals of the coil voltage peaks
whose expression is:

_ d(IIN) _ an2 v _ anZ In (2) tin (2)
Un=In=g==Ing e \BP\~g,¢) “"r,c, o \F?

With Ly the value of the inductance, Qu,,; the charges on the return electrode
and the face n°1 of the bridge.

The only energy which is effectively used outside, during one cycle, is associated
with these current and voltage peaks becomes:

e

te

2 2
W = abs | [0 e 00 (BrFeale) (B 1 - g2 1n @)
P

(20)

For example, we obtain, for an interface between Casimir’s electrodes
zo = 200 A°, dimensions of the Casimir electrodes (length = 500 pm, width = 15um,
thickness = 10 pm), dimensions of the piezoelectric bridge in PMN-PT (length =
50 pm, width = 15pm, thickness = 10 pm), a proportionality factor p = Fco/Fca =
1000, an inductance Liy = 1.10 °H:
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Ze =9.46107% (m) i.e, a displacement of the mobile Casimir electrode of
about 105A° (Figure 63)

* Wca = Ecasimir = 3.4 107" (Joule) = Energy of vacuum = Energy dispensed by
the force of Casimir

* Wiyigge = 2.7 10" the potential energy accumulated in the piezoelectric bridge

* Peak current = 350 10 °A
* Voltage peak across the coil = 1.2 V
* Structure vibration frequency = 750 kHz

* Threshold Voltage of enriched MOSE = Threshold Voltage of in depletion
MOSD =3.25V

o Weeetric = 2.7 107 (Joule) = Usable energy associated with current and
voltage peaks.

We remark that this energy Wejecuic is equal to the energy Wiyigge accumulated
in the bridge and is not brought by an external electrical source but is caused by the
omnipresent and perpetual force of Casimir, itself controlled by a Coulomb force of
opposite direction.

This Energy is less than that developed by Casimir’s strength.

* The intensity of the Coulomb force is defined and technologically adjustable by
adjusting the threshold voltage of the MOS transistors of circuits 1,2,3,4.

* AQ.y, = heat transmitted by the vibrations of the piezoelectric bridge =
7.810 ' J and is very small.

¢ We notice that AQ i, + Welectric < Ecasimir Which is consistent with Noether’s
theorem.

This energy Weiecuic is equal to the energy Wiiqee accumulated in the bridge and not
brought by an external electrical source, but is caused by the omnipresent, timeless and
perpetual force of Casimir, itself controlled by a Coulomb force of opposite direction.

Remember that Energy is defined as the “physical quantity that is conserved
during any transformation of an isolated system.” However, the system constituted
by simply the MEMS device is not an isolated system.

On the other hand, the system constituted by the MEMS device plus the vacuum
becomes an isolated system.

A system of 200 structures (Figure 64) gives a usable energy by second and so
750,000 peaks, Wejectric =2 60 1073 (Joule) for a coefficient of proportionality p =
Fco/Fca = 10° and all switch transistors (Width = Length = 100 pm, SiO, grid
thickness = 250 A°), thresholds voltage = 3 V.

This energy is not brought by an external electrical source but is caused by the
omnipresent and perpetual force of Casimir, itself controlled by a Coulomb force of
opposite direction.

This Coulomb force appears by the automatic switching of MOS transistors when its
intensity is greater than a predetermined value and opposite to that of the Casimir force.
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Figure 64.
Displacement of the mobile casimir electrode during the appearance of the coulomb force Is = 500 um, bs = 150
um, lp = 50 um, bp = 150 pum, ap = 10 pm.

This technologically programmable switching of the MOS switches induces the
spontaneous appearance of current peaks during a few nanoseconds, themselves
inducing voltage peaks at the terminals of an inductor. When the system returns to
its starting position, the Coulomb force disappears, leaving the Casimir force to
deform the structure again.

The system then spontaneously enters into vibrations.

The energy balance of a cycle therefore seems to satisfy Emmy NOTHER’s
theorem!

9. Conclusions

1.the proposal to use isotropic and perpetual energy of Casimir called Energy of
the vacuum, to obtain a variation of electric charges of a piezoelectric bridge
which generates current peaks at the frequency of inductance-sustaining
vibrations of the structure, usable without no energy input

2.the system which should allow the conversion of this vacuum energy into
alternating current peaks at the vibration frequency of the system. This
current passes through an inductor which converts these alternating current
peaks into alternating voltage peaks.

3.The current and the voltage at the terminals of this choke feed electronics
which rectifies and amplifies, without any external power supply, these
voltage peaks in a direct voltage of a few usable volts.

4.a proposal for micro and nano electronic technology giving hope for a possible
realization of this set.

According to this study, it would seem we can extract energy from the vacuum
by the use of the Casimir force thwarted at the appropriate time by a temporary
Coulomb force which makes the system return to its initial position and makes enter
into vibrations the structure!!

I am fully aware that this concept may sound like incredible, but it does not seem
to contradict Emmy Noether’s theorem and, mathematical calculations and simula-
tions give encouraging results and merit further study of this concept by a thesis. I
am looking for a microelectronics laboratory with sufficient technological and
design resources to confirm or deny this idea of a retired dreamer. The dreamer
would be happy to participate in this dream of a new source of energy.
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A. Appendices

A.1 A few reminders from RDM
A.1.1 Calculation of the deflection of a bridge embedded at its 2 ends

Note: We take the case of pure bending, the shear force T is such that With M
the bending moment applied to the piezoelectric bridge. The Casimir force in the z
axis is applied in Ip/2 at the center of the bridge (Figure 65).

Recall that the neutral axis G (x), is the place where the normal bending stress is
zero. G is a point of this neutral axis which in the case of a symmetrical bridge is also
on the median line of the center of gravity of the bridge. Let us name:

* Mz (x) = Bending moment depending on the position x on the bridge,

Gz a point of the neutral axis, z = f (x) the deformation of the bridge
* Ip(x) the bending moment of inertia of the bridge section
* Ep the Young’s modulus of the piezoelectric material

¢ p = the radius of curvature of the deformation z = f (x) the deformation of this
bridge.

We will assume that the strains of the bridge subjected to the weak Casimir force
are themselves small, so the induced strain angles d (p) are also small. Thus as it is
stipulated in all the works of R.D.M. we can assimilate the radius of curvature p with
Eq. (21) (Figure 66)

dx 1 do Mz (x)
tan (o) = — =0 =>-=—=—
" ( w) pP @ P dx EpIp(.X‘)

Since the bridge is parallelepiped in shape, the bending moment of inertia along
the z axis of the section of this bridge is Eq. (22) (Figure 67)

a/ c/ \

Figure 65.
General appearance a/ b/ of the device studied, forces and applied moments, c/ of the deformed bridge.

v

PIE,
ZOELEC TRIC BRIDGE

X

Figure 66.
Piezoelectric Bridge Nomenclature.
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Figure 67.
(a) Forces, shear forces and moments applied on the bridge. (b) Variation of bending moment. (c) Shape and
arrow of the bridge embedded at both ends. With: 6o = inflection points, 2, = arrow of the bridge.

bpa,
I =
6z ="] = Cre
b d F FCA
Inx =2 :xﬁ , = 0= MAZ(x =Ip/2) = —=SAP = MAZx = 0) = ——~IP

The maximum deflection is in x = Ip/2 which gives an arrow: z ., =
FCA.1P3/( 192 Ep.Ip) in x = lp/2 (Eq. (23)). See RDM nomenclature

A.1.2 Calculation of the resonant frequency of the piezoelectric bridge

It is demonstrated (see for example: Vibrations of continuous media Jean-Louis
Guyader (Hermes)) that the amplitude z (x, t) of the transverse displacement of a

. o . . o . o . 54 S d _
cross section of the beam is given by the partial differential equation: $% + 7 25 =
0 if one neglects the internal damping!

The linear mass m(x) being equal to ps (Kg/m), with p the density (Kg/m?) and

S the section (m?), hence the differential equation of free vibrations deduced is:
(Eq. (28)) 2473 =_ Ei}gP % With k = (pSw’/ EPIP)l/ *. the solution of this differential
equation is.

written in the general form: Z(x) = Alexp (kx) + A2 exp (—kx) +
Asexp (ikx)+ Asexp (i kx) and in the more convenient form:

Z(x)=a-sin(k-x)+b- cos(k-x)+c-sh(k-x)+d-ch(k-x) (21)

A.1.2.1 Eigen modes and frequencies

In this part, we will assume that the moving part of the structure (Figure 28)
vibrates at its resonant frequency. The only series of discrete pulsations
w; (proper pulsations of vibration) will be authorized, these pulsations
being obtained in the general form: with: wy,; = resonance pulsation and therefore
f,i = frequency resonant

one= (i) (552 5m =2, ()| ()

A.1.2.2 Boundary conditions

In our situation we have a recessed-recessed bridge. Z(x) =a- sin(k-x) +b -
cos (k- x) +c-sh(k-x)+d-ch(k-x) (30).

In this case for x = 0 and for x = Ip, we have z(x) = 0 and dz./dx = 0 (zero
elongations and slopes). Let:
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For:x=0:1:a4+c=0a=-c2:b+d=0b=-d
Forx =1p:3:asin(klp) +bcos(klp) + csh(klp) +d ch(klp) = 0;
4 :a cos(klp)-b sin (klp) + c ch(klp) + dsh(klp) =0

We deduce from the preceding Egs. (1-4) that: c. (sh (k1p) — sin (klp)) +d (ch
(klp) — cos (klp)) = 0;and c. (ch (klp) — cos (klp)) + d (sh (klp) +sin (klp)) = 0.

These last 2 equations lead to a transcendent equation in k 1,: so, the determinant
of this system is

zero! |sh (k.Ip)’- sin (k.lp)z}—[ch (k.lp) — cos (klp)]* =0 cos (kp) =1/ch (klp).

The solutions of this equation can be solved graphically or numerically.

The numerical resolution (for example by the dichotomy method in Figure 68 of
this equation gives for the first 5 solutions: al = 4.7300; a2 = 7.8532; a3 = 10.9956;
a4 = 14.1317; a5 = 17.2787.

So, the first resonant frequency of the piezoelectric bridge is.

wpy = (4.73)"\ [k = fy = 5 (4.73)° [i2iE (31).

For example, for a bridge embedded at both ends with the following
characteristics,
For geometries:

Ip = 50 pm,bp = 150 pm,ap = 10 pm; Sp = 1,5107° m?,
Ip = bp -ap3/12 = 1.2510 % m*
li = 10 pm; bi = 150 pm; ai = 10 pm; Is = 1000 um; bs = 150 pm; as = 10 um

For the material: PZT: density
r = 7600 (kg/m?),Young's modulus Ep = 6* 10'°(Pa) (Kg m s ?)

For the section inertia: Ip = bp* ap®/12 = 1.2510 % (m*).

Then the calculated first resonance frequency is for the PZT material:
fp1 = 1.1553 * 10 hertz. For this embedded bridge, an ANSYS simulation
(Figure 69) gives a resonant frequency of f1 = 1.02. 10’ Hz which is close to that
calculated in the draft calculation presented in this report and validates the
orders of magnitude obtained with the equations for these preliminary
calculations. If one carries out the calculation of the resonant frequency of the
structure of Figure 5 which comprises a free sole of Casimir S, parallel to a
fixed surface Ss; and transmitting by a mechanical link finger the force of
Casimir, one finds that the resonant frequency have the same form but with Ms.
a fixed mass applied in the middle of the bridge. M, = the total mass of the
structure! M = r(SP*aP +Si*a; + Ss*as) = r(lp*bp*aP +1L*bi*a; + ls*bs*as).

Equation caraceéristique : ¢os A{cosh A{ -1=0

7N
\COs(klp)

N / \ &
Encastré - Encastré —X 7 N - (kip)

Figure 68.
Numerical solution of Eq. (18).
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AbpsBaRARpRE

Figure 69.
ANSYS simulation of the resonant frequency of the piezoelectric.

With r = the medium density of the piezoelectric material, of the connecting
finger, of the Casimir electrode sole and S,,S;,S, the longitudinal surfaces of this
bridge. Indeed, the presence of the Casimir sole connected by the Casimir force
transmission finger in the middle of the piezoelectric bridge, modifies the reso-
nant frequencies of this bridge.

The calculated resonance frequency then becomes for the same geometries
and materials. fs1 = 2.509 10° hertz. With these characteristics, an ANSYS
simulation of this structure gives a close resonance frequency: fs1 = 2.62 10°
Hertz. This approach greatly simplifies these preliminary calculations because
otherwise the curvature of the piezoelectric bridge makes the Casimir force
strongly depend on the longitudinal and transverse positions x and z of the
facing surfaces!
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