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Preface

Nanophotonics has recently attracted interest for its potential applications in microscopy, sensing, imaging, medicine, light sources, and functional devices. These applications are based on the interaction of light and matter at the nanoscale. The plasmonic oscillations in metallic structures are essential in such a case due to the strong enhancement of the light-matter interactions near the metal surface in small volumes of nanostructures. Plasmonic excitations at the interface of the metal and dielectric or surface plasmon polaritons (SPPs) can exist as transverse magnetic (TM) waves. SPPs are characterized by limited propagation length and confinement at the subwavelength scale in the direction perpendicular to the propagation direction. The nonlinear optical effects are enhanced in plasmonic structures due to the strong localized electromagnetic fields and the influence of the surrounding medium on the plasma excitation parameters. Plasmonic applications in nonlinear optics result in the enhancement of optical nonlinearity, substantial decrease of photonic device dimensions, and the possibility of ultrafast optical signal processing.

This book examines nonlinear optical effects in nonlinear nanophotonics, plasmonics, and novel materials for nonlinear optics. It includes six chapters organized into four sections.

Section 1 includes an introductory chapter that investigates the interaction of an electromagnetic field and free electron gas in metals. The analysis is based on the solution of Maxwell' s equations and the equation of motion for a free electron in an external electric field. As a result, different types of plasmonic excitations such as volume plasmons, localized surface plasmons, and surface plasmon polaritons emerge. The introductory chapter also discusses the peculiarities of the nonlinear optical phenomena in plasmonic nanostructures and metamaterials.

Section 2 includes Chapter 2, which considers the foundations, the peculiarities of nonlinear optical phenomena in nanophotonics, and the possible applications of nanophotonics.

Section 3 consists of three chapters that discuss novel materials for nonlinear optics. Chapter 3 presents a new method of preparing metal nanoparticles and investigates the nonlinear properties of these nanoparticles experimentally. Chapter 4 studies the structural-compositional relationship of polymeric materials used in optoelectronic and photonic applications. Chapter 5 reviews the nonlinear optical properties of photonic glasses. In particular, the chapter focuses on optical glasses doped with metal nanoparticles.

Section 4 consists of Chapter 6, which demonstrates a new solution of the nonlinear Schrödinger equation (NLSE) for 5G broadband millimeter waves.
Preface

Nanophotonics has recently attracted interest for its potential applications in microscopy, sensing, imaging, medicine, light sources, and functional devices. These applications are based on the interaction of light and matter at the nanoscale. The plasmonic oscillations in metallic structures are essential in such a case due to the strong enhancement of the light-matter interactions near the metal surface in small volumes of nanostructures. Plasmonic excitations at the interface of the metal and dielectric or surface plasmon polaritons (SPPs) can exist as transverse magnetic (TM) waves. SPPs are characterized by limited propagation length and confinement at the subwavelength scale in the direction perpendicular to the propagation direction. The nonlinear optical effects are enhanced in plasmonic structures due to the strong localized electromagnetic fields and the influence of the surrounding medium on the plasma excitation parameters. Plasmonic applications in nonlinear optics result in the enhancement of optical nonlinearity, substantial decrease of photonic device dimensions, and the possibility of ultrafast optical signal processing.

This book examines nonlinear optical effects in nonlinear nanophotonics, plasmonics, and novel materials for nonlinear optics. It includes six chapters organized into four sections.

Section 1 includes an introductory chapter that investigates the interaction of an electromagnetic field and free electron gas in metals. The analysis is based on the solution of Maxwell’s equations and the equation of motion for a free electron in an external electric field. As a result, different types of plasmonic excitations such as volume plasmons, localized surface plasmons, and surface plasmon polaritons emerge. The introductory chapter also discusses the peculiarities of the nonlinear optical phenomena in plasmonic nanostructures and metamaterials.

Section 2 includes Chapter 2, which considers the foundations, the peculiarities of nonlinear optical phenomena in nanophotonics, and the possible applications of nanophotonics.

Section 3 consists of three chapters that discuss novel materials for nonlinear optics. Chapter 3 presents a new method of preparing metal nanoparticles and investigates the nonlinear properties of these nanoparticles experimentally. Chapter 4 studies the structural-compositional relationship of polymeric materials used in optoelectronic and photonic applications. Chapter 5 reviews the nonlinear optical properties of photonic glasses. In particular, the chapter focuses on optical glasses doped with metal nanoparticles.

Section 4 consists of Chapter 6, which demonstrates a new solution of the nonlinear Schrödinger equation (NLSE) for 5G broadband millimeter waves.
This book is a useful resource that may be interesting for the researchers and engineers occupied studying and working in nonlinear optics, nanophotonics, and devices for optical signal processing.
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Introduction
Chapter 1

Introductory Chapter: Nonlinear Optical Phenomena in Plasmonics, Nanophotonics and Metamaterials

Boris I. Lembrikov

1. Introduction

The observation of nonlinear optical effects started with the discovery of the laser in 1960 as a source of the high-intensity coherent radiation [1, 2]. Nonlinear optics is the study of the nonlinear light and matter interaction effects such as the light self-focusing and self-trapping, second harmonic generation (SHG), third-harmonic generation (THG), four-wave mixing (FWM), parametric processes, different types of stimulated light scattering (SLS), soliton generation and propagation [1, 2]. The nonlinear optical phenomena are widely used in modern communication systems for such applications as the generation of ultra-short pulses, all-optical signal processing and ultrafast switching [2, 3]. Recently, new fields of nonlinear optics emerged such as strong-field nano-optics, nonlinear plasmonics, and nonlinear metamaterials [3–8].

In the case of the strong-field nano-optics the optical field interacts with matter at the wavelength or even at the subwavelength scale [5]. Strong electromagnetic fields of a light wave with the wavelength $\lambda \sim 1\mu m$ interacting with electrons are confined to a few nanometers which result in a substantial enhancement of the local electric field [4]. Typically, an increase of the nonlinear optical response at a nanoscale is caused by the plasmonic effects, i.e., the coherent oscillations of the conduction electrons near the surface of noble-metal structures [3–6]. At the extended metal surfaces, the surface plasmon polaritons (SPPs) can occur [3]. SPP is a surface electromagnetic wave propagating at the metal-dielectric interface [3–5]. In the case of the metal nanoparticles there exist localized surface plasmons (LSPs) with resonances depending on the nanoparticle size and shape [3]. Nonlinear optical effects can be significantly enhanced by plasmonic excitations in two ways: (i) the plasmonic structures provide the optical field enhancement near the metal-dielectric interface due to SPPs or LSPs; (ii) the SPP and LSP parameters are very sensitive to refractive indices of the metal and the surrounding dielectric medium [3–6]. Plasmonic excitations are characterized by the timescale of several femtoseconds which makes it possible the ultrafast optical signal processing [3].

Metamaterials are artificial materials with desirable properties [7]. For this reason, the magnitude of the metamaterial optical nonlinearity can be substantially increased [7]. Generally, all fundamental nonlinear optical phenomena such as self-action effects, wavelength conversion, nonlinear surface waves, nonlinear guided waves and solitons are possible in nonlinear metamaterials [7]. The nonlinear metamaterials are closely related to plasmonics, active media, and nonlinearity based on liquid crystals (LCs) [7, 8]. LCs possess simultaneously the properties of a liquid and a crystal [8–10]. Thermotropic LCs self-assemble in a different ordered
arrangements of their crystalline axis depending on the temperature [8–10]. The orientational order of LC may be changed by a moderate external electric field [8–10]. For this reason, liquid crystalline media are characterized by strong optical nonlinearity [8–10]. Nematic LCs (NLCs) characterized by the ordering of molecular elongated axes are mainly used in applications [8].

In this chapter, we discuss the fundamentals of plasmonics and the specific features of the nonlinear optical effects in plasmonic nanostructures. The chapter is organized as follows. In Section 2 the interaction of the electromagnetic field with the free electrons in metals is described based on Maxwell’s equations and equation of motion for a free electron in the external electric field. The dielectric function of the free electron gas is obtained based on the Drude model. In Section 3 SPPs at the interface of a metal and a dielectric are investigated. In Section 4 the nonlinear phenomena in the plasmonic structures are briefly discussed. The details of this topic may be found in the corresponding references. Conclusions are presented in Section 5.

2. Interaction between electromagnetic field and free electrons in metals

The interaction of electromagnetic fields with metals is described by Maxwell’s equations of macroscopic electromagnetism [11]. This approach is valid also for metallic nanostructures characterized by the sizes of several nanometers [11]. The Maxwell’s equations have the form [1, 2, 11].

\[ \nabla \cdot \vec{D} = \rho_{\text{ext}} \]  \hspace{1cm} (1)

\[ \nabla \cdot \vec{B} = 0 \]  \hspace{1cm} (2)

\[ \nabla \times \vec{E} = -\frac{\partial \vec{B}}{\partial t} \]  \hspace{1cm} (3)

\[ \nabla \times \vec{H} = \vec{J}_{\text{ext}} + \frac{\partial \vec{D}}{\partial t} \]  \hspace{1cm} (4)

Here \( \vec{D}, \vec{E}, \vec{H} \) and \( \vec{B} \) are the dielectric displacement, the electric field, the magnetic field and the magnetic induction (or magnetic flux density), respectively; \( \rho_{\text{ext}} \) and \( \vec{J}_{\text{ext}} \) are external charge and current densities, respectively. The four macroscopic fields are related by the following material Equations [11].

\[ \vec{D} = \varepsilon_0 \varepsilon \vec{E} \]  \hspace{1cm} (5)

\[ \vec{B} = \mu_0 \mu \vec{H} \]  \hspace{1cm} (6)

where \( \varepsilon_0 \) and \( \mu_0 \) are the electric permittivity and magnetic permeability of vacuum, respectively, \( \varepsilon \) is the relative permittivity and \( \mu \) is the relative permeability of the medium, \( \mu = 1 \) for the nonmagnetic medium. The total charge and current densities \( \rho_{\text{tot}} \) and \( \vec{J}_{\text{tot}} \) consist of the external charge and current densities \( \rho_{\text{ext}}, \vec{J}_{\text{ext}} \) and the internal ones \( \rho, \vec{J} \). They are given by [11]: \( \rho_{\text{tot}} = \rho_{\text{ext}} + \rho \), \( \vec{J}_{\text{tot}} = \vec{J}_{\text{ext}} + \vec{J} \).

The internal current density has the form [11].

\[ \vec{J} = \sigma \vec{E} \]  \hspace{1cm} (7)
where $\sigma$ is the conductivity of the medium. The optical response of metals typically depends on frequency and wave vector in the case of a spatial dispersion [11]. In such a case, Eqs. (5) and (7) can be generalized to the following relationships taking into account the non-locality in time and space [11].

$$\vec{D}(\vec{r}, t) = \varepsilon_0 \int d't'd\vec{r}' \varepsilon(\vec{r} - \vec{r}', t-t') \vec{E}(\vec{r}', t')$$  \hspace{1cm} (8)$$

$$\vec{J}(\vec{r}, t) = \varepsilon_0 \int d't'd\vec{r}' \sigma(\vec{r} - \vec{r}', t-t') \vec{E}(\vec{r}', t')$$  \hspace{1cm} (9)$$

The Fourier transform of expressions (8) and (9) results in the following relationships in the Fourier domain [11].

$$\vec{D}(\vec{k}, \omega) = \varepsilon_0 \varepsilon(\vec{k}, \omega) \vec{E}(\vec{k}, \omega)$$  \hspace{1cm} (10)$$

$$\vec{J}(\vec{k}, \omega) = \sigma(\vec{k}, \omega) \vec{E}(\vec{k}, \omega)$$  \hspace{1cm} (11)$$

where $\vec{k}$ and $\omega$ are the wave vector and angular frequency of the field plane-wave components, respectively.

Combining Eqs. (3) and (4) we obtain the wave equation for the electric field $\vec{E}(\vec{r}, t)$ [1, 2, 11].

$$\nabla \times \nabla \times \vec{E} = -\mu_0 \frac{\partial^2 \vec{D}}{\partial t^2}$$  \hspace{1cm} (12)$$

which takes the form in the frequency domain [11].

$$\vec{k}(\vec{k} \cdot \vec{E}) - k^2 \vec{E} = -\varepsilon(\vec{k}, \omega) \frac{\omega^2}{c^2} \vec{E}$$  \hspace{1cm} (13)$$

where $c = (\sqrt{\varepsilon_0 \mu_0})^{-1}$ is the speed of light in vacuum. There are two types of solutions of Eq. (13): the transverse waves where the electric field vector is perpendicular to the wave propagation direction, and the longitudinal waves where the electric field vector is parallel to the wave propagation direction. The transverse waves are characterized by the condition $\left(\vec{k} \cdot \vec{E}\right) = 0$ and the corresponding dispersion relation

$$k^2 = \varepsilon(\vec{k}, \omega) \frac{\omega^2}{c^2}$$  \hspace{1cm} (14)$$

The dispersion relation for the longitudinal waves can be obtained from Eq. (13).

$$\varepsilon(\vec{k}, \omega) = 0$$  \hspace{1cm} (15)$$

It is seen from Eq. (15) that the longitudinal collective oscillations can exist only for the frequencies $\omega$ which correspond to the zeros of the dielectric function $\varepsilon(\vec{k}, \omega)$ [11].

Consider a plasma model that explains the optical properties of alkali metals and noble metals for the frequencies up to the ultraviolet ones and to the visible ones,
respectively [11, 12]. In the framework of the phenomenological plasma model the metal crystal lattice potential and electron–electron interactions are not taken into account [11]. It is assumed that the details of the metal energy band structure are included into the effective optical mass $m$ of each electron [11]. In such a model, the equation of motion for an electron with the charge $e$ and the effective mass $m$ of the plasma sea in the external electric field $\vec{E}$ has the form [11].

$$m \frac{d^2 \vec{x}}{dt^2} + m\gamma \frac{d\vec{x}}{dt} = -e\vec{E} \quad (16)$$

where $\vec{x}$ is the free electron displacement, $\gamma = \tau^{-1}$ is a characteristic collision frequency, $\tau$ is the free electron gas relaxation time. Typically, $\tau \sim 10^{-14} \text{s}$ at room temperature which yields $\gamma \approx 100 \text{THz}$ [11]. For the external field $\vec{E}(t) = \vec{E}_0 \exp(-i\omega t)$ we obtain from Eq. (16) the following particular solution.

$$\vec{x}(t) = \vec{x}_0 \exp(-i\omega t) = \frac{e}{m(\omega^2 + i\gamma\omega)} \vec{E}(t) \quad (17)$$

The macroscopic polarization $\vec{P}$ of the medium caused by the displaced electrons is given by [11].

$$\vec{P} = -n e \vec{x} \quad (18)$$

where $n$ is the free electrons concentration. Substituting expression (17) into Eq. (18) we obtain.

$$\vec{P} = -\frac{ne^2}{m(\omega^2 + i\gamma\omega)} \vec{E} \quad (19)$$

Taking into account that the dielectric displacement $\vec{D}$ in a medium is given by [1, 2, 11].

$$\vec{D} = \varepsilon_0 \vec{E} + \vec{P} \quad (20)$$

and substituting expression (19) into Eq. (20) we obtain.

$$\vec{D} = \varepsilon_0 \left(1 - \frac{\omega_p^2}{\omega^2 + i\gamma\omega}\right) \vec{E} \quad (21)$$

where $\omega_p = \sqrt{ne^2/(\varepsilon_0 m)}$ is the plasma frequency of the free electron gas [4, 11]. Comparing relationships (5), (10) and (21) we obtain the expression of the free electron gas dielectric function $\varepsilon(\omega)$ [4, 11].

$$\varepsilon(\omega) = 1 - \frac{\omega_p^2}{\omega^2 + i\gamma\omega} \quad (22)$$

The dielectric function $\varepsilon(\omega)$ (22) is known as the Drude model of the optical response of metals [11]. Expression (22) can be divided into real and imaginary components as follows.
\[ \text{Re} \varepsilon(\omega) = 1 - \frac{\omega_p^2 \tau^2}{1 + \omega^2 \tau^2}; \quad \text{Im} \varepsilon(\omega) = \frac{\omega_p^2 \tau}{\omega(1 + \omega^2 \tau^2)} \]  \hfill (23)

Typically, the frequencies \( \omega < \omega_p \) are considered where the metals have the pronounced metallic properties since in such a case \( \text{Re} \varepsilon(\omega) < 0 \) [11]. In the high frequencies limiting case \( \omega \tau \gg 1 \) the imaginary part of the dielectric function (23) can be neglected while expression (22) takes the form [11].

\[ \varepsilon(\omega) \approx 1 - \frac{\omega_p^2}{\omega^2} \]  \hfill (24)

Comparison of expressions (15) and (24) shows that the longitudinal waves can be excited at the plasma frequency \( \omega = \omega_p \). These longitudinal oscillations are called the volume plasma oscillations, and the quasi-particles of these oscillations are called the volume plasmons [11]. The volume plasmons cannot interact with the transverse electromagnetic waves and can be excited by particle impact [11].

3. Surface Plasmon Polaritons (SPPs)

Consider now the SPPs at the interface between the metal \( (z < 0) \) and the dielectric \( (z > 0) \) shown in Figure 1. The metal and the dielectric are characterized by the dielectric function \( \varepsilon_1(\omega) \) defined by expression (22) and the real dielectric constant \( \varepsilon_2 > 0 \), respectively. We consider the frequency range \( \omega < \omega_p \) such that \( \text{Re} \varepsilon_1(\omega) < 0 \). Wave Eq. (12) in such a case takes the form [11, 13].

\[ \nabla^2 \vec{E} - \frac{\varepsilon}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} = 0 \]  \hfill (25)

Figure 1.
Interface between a metal \((z < 0)\) and a dielectric \((z > 0)\).
where it is assumed that the permittivity $\varepsilon$ in the both media is constant over distances of the order of magnitude of an optical wavelength and $\nabla \cdot \mathbf{D} = 0$ since the free external charges are absent [11].

The solution of the wave Eq. (25) in such a case is sought to be [11, 13].

$$\mathbf{E}(x, z, t) = \mathbf{E}(z) \exp i(\beta x - \omega t)$$  \hspace{1cm} (26)

Here $\beta$ is the propagation constant which is complex in the general cases. It can be shown that there exist two types of solution of the Maxwell’s Eqs. (1)-(4) with different polarizations of the propagating waves [11, 13]. The first solution is the transverse magnetic (TM) or p modes with the field components $E_x, E_z, H_y$; the second solution is the transverse electric (TE) or s modes with the field components $H_x, H_z, E_y$ [11, 13]. We start with the TM modes. The TM electric and magnetic fields in the regions $z < 0$ and $z > 0$ have the form, respectively [11, 13].

For $z < 0$:

$$H_y(z = 0^-) = H_{2y}(z = 0^+); \quad E_{1x}(z = 0^-) = E_{2x}(z = 0^+)$$  \hspace{1cm} (33)

Substituting expressions (27), (28), (30) and (31) into Eqs. (33) we obtain [11].

$$A_1 = A_2; \quad \frac{k_2}{k_1} = -\frac{\varepsilon_2}{\varepsilon_1(\omega)}$$  \hspace{1cm} (34)

On the other hand, substituting expressions (28), (29) and (31), (32) into wave Eq. (25) for the medium 1 and medium 2, respectively, we obtain the following dispersion relations [11, 13].

$$k_1^2 = \beta^2 - k_0^2\varepsilon_1(\omega)$$  \hspace{1cm} (35)

$$k_2^2 = \beta^2 - k_0^2\varepsilon_2$$  \hspace{1cm} (36)
Here \( k_0 = \omega / c \) is the absolute value of the wave vector of the propagating wave in vacuum. Substituting the second expression (34) into Eqs. (35), (36) we obtain the SPP dispersion relation [11, 13].

\[
\beta = k_0 \sqrt{\frac{\varepsilon_1(\omega)\varepsilon_2}{\varepsilon_1(\omega) + \varepsilon_2}}
\]  

(37)

Analysis of TE modes shows that they cannot exist in the form of the surface modes [11, 13]. SPPs can exist only for the TM polarization [11, 13].

Analysis of dispersion relation (37) with the Drude dielectric function (22) shows that in the case of the mid-infrared or lower frequencies the SPP propagation constant \( \beta \) is close to \( k_0 \) [11]. As a result, SPPs can propagate over many wavelengths into the dielectric medium \( z > 0 \) [11]. These SPPs are called Sommerfeld – Zenneck waves.

In the case of large wave vectors, the SPP frequency tends to the surface plasmon frequency \( \omega_{sp} \) given by [11].

\[
\omega_{sp} = \frac{\omega_p}{\sqrt{1 + \varepsilon_2}}
\]  

(38)

The surface plasmon is an electrostatic mode which is a limiting case of SPP for \( \beta \to \infty \) [11]. In the general case of the essentially complex dielectric function \( \varepsilon_1(\omega) \) (22) the SPP energy attenuation length, or the propagation length \( L = (2m|\beta|)^{-1} \) which is usually between 10 and 100 \( \mu m \) for visible range optical frequencies and different types of the metal/dielectric interfaces [11]. For instance, the SPPs at a silver/air interface for a vacuum wavelength \( \lambda_0 = 450 \text{ nm} \) are characterized by the propagation length \( L \approx 16 \mu m \) and the evanescent decay length \( 1/|k_2| \approx 180 \text{ nm} \); the corresponding values for \( \lambda_0 \approx 1.5 \mu m \) are: \( L \approx 1080 \mu m \), \( 1/|k_2| \approx 2.6 \text{ nm} \) [11]. Generally speaking, the lower SPP propagation length corresponds to the better SPP confinement [11]. The confinement of the optical field below the diffraction limit of \( \lambda_0 / 2 \) in the dielectric medium can be realized for optical frequencies \( \omega \approx \omega_{sp} \) [11].

The SPP excitation at the metal/dielectric interface can be achieved by using the special phase-matching techniques such as a grating or prism coupling for the three-dimensional beams [11].

### 4. Nonlinear optical phenomena in Plasmonic nanostructures

In this section, we briefly discuss the peculiarities of the nonlinear optical effects in plasmonic structures. Plasmonics is a new field of photonics related to the interaction of light with matter in metallic nanostructures [12]. Plasmonics combines the capacity of photonics and the miniaturization of electronics because SPs and SPPs can confine light to subwavelength dimensions as it was mentioned above [11–13]. As a result, the effective nonlinear optical response can be enhanced significantly [3]. SPP crystals and waveguides, nano-antennas and plasmonic metamaterials can be used for the creation of optical responses by using the resonances of the individual units and their electromagnetic coupling [3]. The response of materials to an optical field is determined by its polarization \( \mathbf{P}(\mathbf{r}, t) \) which is given by [1–5].

\[
P_i(\mathbf{r}, t) = \varepsilon_0 \times \left[ \chi^{(3)}_{ij} E_j(\mathbf{r}, t) + \chi^{(2)}_{ijk} E_k(\mathbf{r}, t) E_j(\mathbf{r}, t) + \chi^{(3)}_{ijkl} E_k(\mathbf{r}, t) E_l(\mathbf{r}, t) E_i(\mathbf{r}, t) + \ldots \right]
\]  

(39)
Here $i, j, k, l = 1, 2, 3, \chi^{(1)}_{ij}, \chi^{(2)}_{ijk}, \chi^{(3)}_{ijkl}$ are the linear, second-order and third-order optical susceptibilities, respectively [1–5]. In the general case, the optical susceptibility $\chi^{(k)}$ is the $(k + 1)$ th–rank tensor [1–5]. In the centrosymmetric media $\chi^{(2)} = 0$, in homogeneous and isotropic media optical susceptibilities are scalar quantities [1–5].

The second and third-order nonlinear optical phenomena are the most important for applications [1–5]. The second-order response results in the wave-mixing effects such as the sum and difference frequency generation and second harmonic generation (SHG) where the incident frequency $\omega$ gives rise to the term with the frequency $2\omega$ [1–5]. The third-order response contains the terms with the incident frequency $\omega$, the new harmonics with the combination frequencies, and the third harmonic with the frequency $3\omega$ [1–5]. The term with the incident frequency $\omega$ is caused by the Kerr effect where the refractive index $n$ is modified by the optical field [1–5]. It is given by [1–5].

$$n = n_0 + n_2 I$$

where $n_0, n_2$ are linear and nonlinear refractive indices of the medium, respectively, and $I$ is the optical field intensity. The optical Kerr effect results in all-optical switching and light modulation [3]. The local field $E_{loc}(\omega, \vec{r})$ enhancement at the metal/dielectric interface caused by the SPPs or LSPs excitation is characterized by the frequency-dependent local-field factor $L(\omega, \vec{r})$ given by [3].

$$L(\omega, \vec{r}) = \left|\frac{E_{loc}(\omega, \vec{r})}{E_0(\omega)}\right|$$

where $\omega$ is the plasmonic excitation frequency and $E_0(\omega)$ is the incident field.

The surface–enhanced SHG, third-harmonic generation and FWM in nanoplasmonic structures have been demonstrated experimentally [3]. It has been shown that the SHG signal at the electrochemically roughened silver surfaces was increased by four orders of magnitude for a flat reference surface [3]. However, the SHG in such a case is diffused and incoherent being enhanced by LSP resonances of the nanoscale surface features [3].

The structured plasmonic surfaces for enhanced nonlinear effects represent metal gratings, arrays of different types of nanoparticles and nano-apertures, split-ring resonators [3]. For instance, FWM from a gold grating was 2000 times stronger than FWM from a flat film [3].

Controlling light with light in plasmonic nanostructures is based on LSP and SPP nonlinear effects. In such a case plasmonic structures are used for all-optical modulation or switching due to the enhanced Kerr-type nonlinearities [3]. For instance, the plasmon-enhanced nonlinear materials are metal nanoparticles and bulk materials doped with such nanoparticles [3]. Propagating SPPs can serve as the signal carrier [3]. The modulation and switching of SPPs in plasmonic waveguides can be achieved by changing of the real or imaginary part of the permittivity $\varepsilon_{1,2}$ by controlling light in the metal or dielectric at the interface shown in Figure 1 [3].

Optically controlled dispersion in plasmonic waveguides can be realized by the Kerr nonlinearity in dielectric materials or by using the nonlinearity in a metal [3]. It has been shown that under certain conditions the bistability and modulational instability are possible in nonlinear plasmonic waveguides [3]. Plasmonic soliton-like excitation is also possible if the gain and nonlinearity are balanced correspondingly [3].

Consider now the plasmonic metamaterials [3, 7, 8]. They may be used for all-optical switching based on the plasmonic resonances of the split-ring resonators or nanorods and the electromagnetic coupling between these elements [3]. All-optical
modulation in metamaterials can be realized by controlling the coupling strength between molecular excitons and plasmonic excitations [3].

Tunable and nonlinear metamaterials can be created by inserting of LCs into a metamaterial structure [7]. The optical fields and the bias electric field are simultaneously applied to a metamaterial with LC influence on LC reorientation [7]. Their interplay demonstrates a specific mechanism of electrically controlled optical nonlinearity in metamaterials [7]. For example, all-optical control of metamaterials with E7 NLC at the telecom wavelength of 1550 nm was investigated experimentally [7]. The integration of highly nonlinear LCs with plasmonic and metamaterials enables active switching and tuning of optical signals with a very low threshold [8]. Three general methods are combining the responses of highly nonlinear NLCs and plasmonics: (i) dissolving of nanoparticles in a bulk NLC cell; (ii) incorporating LC into nanostructures; (iii) chemical synthesis of nanoparticles with LC molecules [8]. Consider the case of a small volume fraction \( f \ll 1 \) of nano-spheres suspended in LC [8]. In such a case the effective optical dielectric constant \( \varepsilon_{\text{com}} \) of the composite material is given by [8].

\[
\varepsilon_{\text{com}} = \frac{1 + 2f \gamma}{1 - f \gamma} \varepsilon_{\text{host}},
\]

\[\gamma = \frac{\varepsilon_{\text{Au}} - \varepsilon_{\text{host}}}{\varepsilon_{\text{Au}} + 2\varepsilon_{\text{host}}},\tag{42}\]

Here \( \varepsilon_{\text{Au}} \) is the permittivity of the Au nano-spheres described by the Drude model (22) and \( \varepsilon_{\text{host}} \) is the NLC permittivity. It has been demonstrated experimentally that a 100 \( \mu \)m thick sample of NLC L34 containing 0.5% Au nanoparticles provides the enhancement of the nonlinear absorption coefficients by about 250% or even more due to the inclusion of these plasmonic nano-particles into NLC cells [8].

5. Conclusions

We considered the interaction of the optical waves with free electrons in metals. The theoretical analysis in such a case is based on Maxwell’s equations and the equation of motion of a free electron in an external electric field. As a result, plasmonic excitations emerge. The dielectric function of a free electron gas with plasmonic oscillations is described by the dielectric function (22) known as the Drude model. The longitudinal plasma oscillations excited at the plasma frequency \( \omega = \omega_p \) are called the volume plasma oscillations, and the quasi-particles related to these oscillations are called the volume plasmons. SPPs may exist at the interface of the metal described by the Drude dielectric function and the dielectric medium. SPPs are the TM waves. They are characterized by the limited propagation length in the dielectric and the spatial confinement in the direction perpendicular to the propagation direction. The subwavelength confinement of the optical field is possible for SPPs. The nonlinear optical effects in plasmonic structures are significantly enhanced. The nonlinear optical phenomena such as modulation, switching, harmonic generation, FWM are possible in plasmonic nano-structures. Highly efficient all-optical switching and all-optical modulation can be realized in nonlinear plasmonic metamaterials based on nano-particles, split-ring resonators, and LCs. Plasmonics plays an essential role in modern nonlinear optics. The nonlinear optical effects can be achieved at the reduced optical power due to enhanced effective nonlinearity in plasmonic nanostructures. The size of the nonlinear components can be scaled down which is important for the development of functional nanophotonic circuits. The ultrafast optical signal processing on the femtosecond scale can be realized due to the small response time of the plasmonic excitations.
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Section 2

Nonlinear Nanophotonics
Abstract

Nanophotonics encompasses a wide range of nontrivial physical effects including light-matter interactions that are well beyond diffraction limits, and have opened up new avenues for a variety of applications in light harvesting, sensing, luminescence, optical switching, and media transmitting technologies. Recently, growing expertise of fusing nanotechnology and photonics has become fundamental, arising outskirts, challenging basic experimentation and opportunities for new technologies in our daily lives, and played a central role in many optical systems. It entails the theoretical study of photon’s interactions with matter at incredibly small scales, known as nanostructures, in order to prepare nanometer scale devices and accessories for processing, development, slowing down, influencing, and/or regulating photons through comprehending their behavior while interacting with or otherwise traveling via matter. This multidisciplinary field has also made an impact on industry, allowing researchers to explore new horizons in design, applied science, physical science, chemistry, materials science, and biomedical technologies. The foundations, nano-confinements, quantum manifestations, nanoscale interactions, numerical methods, and peculiarities of nonlinear optical phenomena in nano-photonics as well as projected nano-photonics consumption’s in our cutting-edge world, will be covered in this chapter.

Keywords: nanophotonics, foundations, nano-confinements, quantum confinements, optical interactions, numerical simulations, nonlinear optical phenomena

1. Introduction

Nanophotonics is concerned with light-matter interactions at the nanoscale, which poses challenges to fundamental science while also opening the door to technological innovations. It encompasses the investigation of novel optical interactions, materials, manufacturing techniques, and models, as well as the exploration of organic and inorganic, or chemically manufactured structures such as holey fibers, photonic crystals, sub-wavelength structures, quantum dots, and plasmonics [1, 2]. Photonic medicine has become a rapidly emerging and theoretically...
incredible methodology for detection, disease prevention, and treatment. Because of the extremely fast rate of light modulation and the remote nature of optical procedures, light could be able to recover diagnostics, medications, and, unexpectedly, treatment course in a single theranostic procedure mixture of therapeutics and diagnostics, which provide clinical screening and therapy tracking [3]. It is concerned with the use of photonics in nanostructure media, when light is compressed down through nanometer scale volume and field enhancement effects emerge, resulting in new optical wonders that can be used to counter current advanced cutoff points and produce dominant superior photonic devices, which include a wide range of topics, such as metamaterials, quantum dots, quantum nanophotonics, high resolution imaging, plasmonics, and functional photonic materials. It has recently become a broadly recognized research field, and it will play an incredible role in the advancement of groundbreaking emerging innovations, ranging from high-efficiency solar cells to customized health tracking instruments that can detect the chemical structure of molecules at ultralow concentrations. Nanomaterials establish a substantial space in nanophotonics, and as we can see in this section and others to come, nanoscale optical materials span a wide variety of optical applications and have an incredibly diverse spectrum of nanostructure architecture. The optical properties of these nanostructures can be closely monitored by modifying them, allowing for the enhancement of one photonic function when presenting another photonic manifestation, and also the convergence of several functions to achieve multifunctionality [4].

2. Foundations of nano-photonic

2.1 Confinements approaches

Nanophotonics combines many important innovation thrust fields, including lasers, photovoltaics, biotechnology, photonics, and nanotechnology. Recently, growing expertise of fusing nanotechnology and photonics has become fundamental, arising outskirts, challenging basic experimentation. It can be divided into three types of confinement techniques: The first is to create nanoscale connections between light and matter by confining light to nanometer-sized dimensions far less than the light’s wavelength. The approach that follows is to confine matter to nanometer range, restricting light-matter interactions to nanoscopic scales and characterizing the world of nanomaterials. The final method requires the nanoscale confinement of a photo-process through photochemistry or a light-induced phase transition, and it is used to fabricate photonic structures and functional units at the nanoscale. One method for confining light to a nanometer scale is to use near-field optical transmission, a model in which light is compressed via a metal-coated, tapered optical fiber and then exudes through a tip with an aperture far smaller than the wavelength of incident light. Different methods of confining the dimensions and producing nanostructures for photonic applications are used in nanoscale matter confinement; for example, nanoparticles with exceptional electronic and photonic properties. It’s promising to hear that these nanoparticles are now being used in nanophotonic applications including UV absorbers that are used in sunscreen lotions. These nanoparticles may be composed of organic or inorganic materials, such as nanomers, having size-dependent optical properties as they are nanometer-sized oligomers (with a finite number of identical units) complexed with monomeric organic analogues, and polymers, which are long chain structures with a large number of repeating units. The field of “plasmonics” is made up of metallic nanoparticles that have an interesting optical reaction and an improved...
electromagnetic field. There are nanoparticles that can up-convert two absorbed IR photons into a visible UV photon, as well as quantum cutters that can down-convert an absorbed vacuum UV photon to two-visible UV photons. A photonic crystal is a hot field of nanomaterials that refers to a periodic dielectric structure with a repeated unit of the order of wavelength of light. Nano-composites are made up of phase-isolated nano-domains of at least two dissimilar materials on a nanometer scale. Each nano-domain in the nano-composite will give the bulk media a unique optical property. Controlling the flow of optical energy between various domains through an energy move (optical communications) is also possible. Nanolithography can be used to build nanostructures, which can then be used to fabricate nanoscale sensors and actuators using nanoscale photo-processes. The ability to confine photo-processes to all around characterized nano-regions, allowing structures to be fabricated in exact geometry and arrangement, is a key feature of nanofabrication. This section will illustrate the fundamentals of nanophotonics by describing the similarities and variations between photons and electrons, as well as confinement effects on photons and electrons caused by optical and electronic interactions at nanoscale range.

2.2 Photons and electrons: a comparison of their similarities and dissimilarities

Photons and electrons are subatomic elementary particles that can function as both particles and waves. Electrons are negatively charged subatomic particles with the smallest mass, while photons are massless quanta of energy that leads to electromagnetic radiations. The intrinsic angular momentum of an electron is a half integer of ħ (spin = 1/2), indicating that it is a fermion. As a result, if more than one electron occupies the same space, each electron’s properties should be unique and conform to Fermi-Dirac statistics. The Pauli’s exclusion principle depicts the strong interaction of electrons (fermions). Photon, on the other hand, is an elementary particle with both electric and magnetic fields governed by Maxwell’s equations, as well as an inherent angular momentum of integer magnitude of ħ (spin = 1), indicating that it is a boson. According to Bose-Einstein statistics, photons do not associate with other photons, so more than one photon can occupy a single quantum state. There are two ways in which photons differ from electrons: (I) Photons are vector fields (light has the ability to be polarized), while electron wavefunctions are scalar; and (II) Electrons have charge and spin, while photons do not.

Atoms are made up of nuclei (neutrons and protons) surrounded by electrons. Since light (photons) that interacts with nuclei need a lot of energy (gamma rays), hence X-ray to infrared light only interacts with electrons, regulating photon/electron interactions. Light energizes an electron cloud with one particle, which emits a photon, which interacts with another electron cloud in transparent materials, while light can be absorbed and emitted in opaque materials by a resonant electron and photon connection. Quantum representation shows that electrons and photons are analogous and have several characteristics. Table 1 summarizes the similarities in features of electrons and photons.

2.3 Confinement of photons and electrons

Photon and electron propagation can be dimensionally restricted by reflecting or backscattering these particles in spaces of varying interaction potential along their propagation path, thereby confining their propagation to a single direction or range of directions. According to classical mechanics, electrons and photons are fully confined in confinement areas. Since the energy of electrons trapped within potential energy limits is less than the potential energy due to the boundary, they remain...
completely enclosed within the walls. The wave picture of photons and electrons, on the other hand, does not indicate this. Photons can be used to envision confinement by collecting light in an environment with a high refractive index or high surface reflectivity, whereas a waveguide or cavity resonator can serve as a confining field [5]. The Figure 1 depicts the classic picture of light direction (trapping) due to total internal reflection using a beam line. The confinement in a planar waveguide is only along the vertical x-direction, while the propagation direction is along the z-axis whereas the confinement of a fiber or a channel waveguide is in the x and y directions. A microsphere is a three-dimensional representation of an optical medium that confines light in all directions by comparing the refractive

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Photons</th>
<th>Electrons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength</td>
<td>$\lambda = \frac{\hbar}{P}$</td>
<td>$\lambda = \frac{\hbar}{m}$</td>
</tr>
<tr>
<td>Wave Equation</td>
<td>$(V \times \nabla \times V) \cdot B(r) = (\frac{1}{c})^2 B(r)$</td>
<td>$\hat{H}\psi(r) = -\frac{\mu^2}{2m} \nabla^2 \psi + V(r)\psi(r) = E \psi$</td>
</tr>
<tr>
<td>Free-Space Propagation</td>
<td>Plane wave</td>
<td>Plane wave</td>
</tr>
<tr>
<td></td>
<td>$E = (\frac{1}{2})E_0(e^{ikx-\omega t} + e^{ikx+\omega t})$</td>
<td>$\psi = c (e^{ikx-\omega t} + e^{ikx+\omega t})$</td>
</tr>
<tr>
<td></td>
<td>K is a wave vector and a real quantity</td>
<td>K is a wave vector and a real quantity</td>
</tr>
<tr>
<td>Interaction Potential</td>
<td>Dielectric constant (refractive index)</td>
<td>Coulomb interactions</td>
</tr>
<tr>
<td>Propagation in</td>
<td>Photon tunneling (evanescent wave) with imaginary wave vector k and</td>
<td>Electron tunneling with exponentially decaying amplitude (probability).</td>
</tr>
<tr>
<td>Classically Forbidden</td>
<td>exponentially decaying amplitude</td>
<td></td>
</tr>
<tr>
<td>Zone</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Localization</td>
<td>Strong scattering caused by massive dielectric constant variations</td>
<td>Big differences in coulomb interactions cause strong scattering</td>
</tr>
<tr>
<td></td>
<td>(Photonic Crystals)</td>
<td>(Electronic Semiconductor Crystals)</td>
</tr>
<tr>
<td>Cooperative Effects</td>
<td>Interactions between nonlinear optical systems</td>
<td>Many-body correlation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Superconducting Cooper pairs</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bi-exciton Formation</td>
</tr>
</tbody>
</table>

Table 1. An overview of similarities in characteristics of electrons and photons.

Figure 1. Confinement of photons and electrons in different dimensions with propagation along z-axis [6].
index of the leading and surrounding mediums. As a result, the disparity $n_1/n_2$ functions as a scattering potential, obstructing light propagation. Light functions as a plane wave with a continuous propagation constant, similar to the propagation vector $k$ in free space; the electric field circulation has a distinct spatial profile in the direction of propagation ($z$ axis) and in the confining direction [6].

2.4 Confinement of optical interactions at the nanoscale

Numerous geometries will confine the electric field associated with a photon (electromagnetic field) to initiate optical interactions at the nanoscale, including axial and lateral localization approaches that can be used to reduce the optical field on the nanoscale, as seen schematically in Table 2.

2.4.1 Axial nanoscopic localization

This technique employs the evanescent wave and surface plasmon methodologies, which are discussed further below.

I. Evanescent Wave

In the field of optics, evanescent waves, are oscillating electric and/or magnetic fields that may not propagate like electromagnetic waves but whose energy is spatially amassed near the source rather than moving waves of

---

**Table 2.**

An overview of confining optical interactions at nanoscale.
gradually decaying field intensity in a specific spatial direction that are often encountered. They also do not contribute to energy transfer in that direction; despite the fact that the Poynting vector (averaged over one oscillation cycle) can have non-zero segments in various ways. Evanescent waves can also occur in various types of waves, such as sound waves and quantum-mechanical waves. There are likewise situations where a light field can be disintegrated into an evanescent and a propagating part. A light field may also be disintegrated into an evanescent and a propagating element under some circumstances. As a waveguide surface reaches a lower refractive index medium, an evanescent wave is formed, which decays exponentially in the axial direction (away from the waveguide) and this evanescent field has a magnitude of 50–100 nm that can be used to cause nanoscale optical interactions as well as evanescent wave excitation for high near-field fluorescence sensing [7]. The coupling of two waveguides by an evanescent wave is another example of nanoscale optical interaction, as seen schematically in Figure 2(a), in which photons are launched from one waveguide to another, and these evanescent wave-coupled waveguides can be used as directional couplers in an optical communication network to relay signals. It has also been proposed that evanescent wave-coupled waveguides be used for sensor applications, where sensing induces a transition in photon tunneling from one waveguide channel to the next. There are optical sensors for specific material species where one can experiment with how a light field, which is essentially directed, such as in a glass structure, is connected to an evanescent field and atoms or molecules in that area will be able to interact with the light field; for example, after being excited by light, they could emit fluorescence [6].

Total internal reflection, which involves the scattering of light through a prism with a refractive index of n1 to an atmosphere with a lower refractive index of n2, is just another illustration of a geometry that produces an evanescent wave [7, 8]. As the incidence angle is small enough, light refracts and passes through the second medium to some degree, such that as the incidence angle reaches a critical angle, the light ray is reflected from the interface, as seen in Figure 2(b).

II. Surface Plasmon Resonance (SPR)

At its most basic form, the Surface Plasmon Resonance (SPR) technique is an extension of the evanescent wave interaction depicted above, in which the waveguide or a metal–dielectric interface replaces the prism. Electromagnetic waves that propagate across the interface between a dielectric organic material and a metal film are known as surface plasmons [9, 10]. Since surface plasmons propagate as a wavevector with a specific frequency band in a metal film, no light may travel across any media, and no direct excitation of surface plasmons can be achieved immediately. The most popular approach for producing a surface plasmon wave is attenuated absolute reflection (ATR).

![Figure 2](image.png)

Figure 2. (a) Evanescent wave-coupled waveguides (b) principle of total internal reflection [6].
2.4.2 Lateral nanoscopic localization

A near-field geometry in which the illuminated sample is located within a fraction of the wavelength of light emitted by the source or aperture, can be used to achieve lateral nanoscale light confinement [8, 10] and an electric field propagation around a nanoscopic system generates spatially localized optical interactions. Further, owing to the virtual values of wavevector-like characteristics, the distribution of the spatially localized electric field has a significant evanescent form, that is, it decays exponentially. To study near-field geometry, a near-field scanning optical microscope (NSOM) with aperture based and apertureless configurations may be used, and an aperture-based NSOM uses a submicron-sized 50–100 nm aperture, near to the tapered optical fiber’s opening tip, utilized to keep light confined, while an apertureless structure maximizes the local field by a nanoscopic metal tip or a metallic nanoparticle [11].

2.5 Nanoscale confinement of electronic interactions

This section focuses on a few basic examples of nanoscale electronic interactions that cause drastic changes in the optical properties of a material. The results of confining electronic interactions at the nanoscale involve a variety of factors that control them, which are discussed below.

2.5.1 Quantum confinement effects

Quantum confinement alters the optical properties of semiconductors in a number of ways, and these variations have practical applications. As a semiconductor’s length is limited to a similar order of exciton radius, i.e. a few nanometers, hence the quantum confinement effect happens. The dimensionality of electrons is reduced by confining them to a thin semiconductor surface, resulting in a dramatic increase in exciton properties and behavior. Quantum Dots, Quantum Wires, and Quantum Wells are the three kinds of quantum confined structures that have been described so far based on the function of confinement [6]. The optical transformations caused by different confinements are mentioned in Table 3.

2.5.2 Quantum-confined stark effect

The quantum-confined stark effect explains how an applied electric field affects energy levels and thus optical spectra. Quantum-confined devices exhibit major
variations in their optical spectra where an electric field is applied in the direction of confinement [6]. The most important embodiments of quantum confinement effects are mentioned in the Table 4.

2.5.3 Dielectric confinement effect

The effects of dielectric confinement can be analyzed by adjusting the restricted semiconductor region’s dielectric constant and the confining potential barrier that surrounds it. Since the potential barriers created by compositional changes in a quantum well do not create a large difference in the dielectric constant, this effect is always dispersed. Depending on the processing and fabrication process, a quantum rod, quantum dot, or quantum well may be inserted in another semiconductor or dielectric, such as glass or polymer, and these quantum designs may be characterized by organic ligands, dispersed in a liquid, or merely encompassed by air. When the surrounding medium’s dielectric constant is ultimately smaller than that of the confined semiconductor system, such media will exhibit a greater shift in the dielectric constant and significant changes of optical properties due to dielectric confinement [12, 13].

2.6 Nanoscopic interaction dynamics

Controlling the dynamics of local interactions inside nanostructure media that enhance complex radiative transitions is a model accomplished using a nanocrystal host environment with low-frequency phonons to reduce multi-phonon relaxation of excitation energy in order to increase emission efficiency of rare-earth ion’s. Since rare-earth ion’s electronic transitions are highly susceptible to nanoscale interactions, manipulating the existence of electronic interactions requires only a nanocrystalline media, allowing for the use of a glass or plastic medium in a wide range of device technologies. As discussed further below, nanoscale electrical contacts between two electronic centers result in novel optical transitions and improved optical communications [6]. This sub-section will provide a glimpse of interaction dynamics occurred at nanoscale range.

2.6.1 New cooperative transitions

Two adjacent species may interact through a series of ions, atoms, or molecules to generate optical absorption bands or to allow novel multiphoton absorption

<table>
<thead>
<tr>
<th>Optical Transitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absorption</td>
</tr>
<tr>
<td>Interband:</td>
</tr>
<tr>
<td>Transition between modified valence and conduction bands</td>
</tr>
<tr>
<td>Intraband:</td>
</tr>
<tr>
<td>Transition between quantized sub-bands of a band</td>
</tr>
<tr>
<td>Luminescence</td>
</tr>
<tr>
<td>Photoluminescence:</td>
</tr>
<tr>
<td>Optically excited emission</td>
</tr>
<tr>
<td>Electroluminescence:</td>
</tr>
<tr>
<td>The emission generated by the recombination of electrically inserted electrons and holes</td>
</tr>
</tbody>
</table>

Table 3. Optical transition under the effect of quantum confinement of electrons at nanoscale.
processes. The production of biexcitons in a quantum-confined system or a semiconductor yields new optical absorption and emission of lower energy than two individual excitons, and the energy difference correlates to the excitons binding energy. The joining of many excitons to form a multie exciton or exciton string has also been suggested as an expansion of the biexciton principle. In the context of a molecular structure, an example will be the creation of multiple aggregates, known as a J-aggregate of dyes, which is a head-to-head alignment of various dye dipoles [14]. The other kind of nanoscale electronic interaction takes place whenever an electron-donating group or molecule comes into close proximity to an

Table 4.
Manifestations observed under the effect of quantum confinement.
electron-withdrawing group or molecule in nanoscopic space, new optical transitions occur. An organometalllic structure is an example of association of an inorganic ion to a wide number of organic groups. Novel optical transformations engaging charge transfer from metal to ligand (MLCT) or, in some situations, light absorption causes a reverse charge transfers, provided by these types of organometalllic structures [7]. An intermolecular organic donor (D)–acceptor (A) complex, is another example, which produces charge transfer species D + A in the excited state despite the fact that the constituents D and A are colorless and have no visible absorption. These charge-transfer complexes have clear visible color resulting from recent charge transfer transitions in the visible spectrum [6].

2.6.2 Cooperative emission

Cooperative emission is a manifestation of electronic interactions, which happens when two nearby centers are electronically excited within nanoscopic distances, resulting in a higher-energy photon being released as a result of a simulated state of the pair centers. This mechanism is seen in rare-earth ions, resulting in an up-converted emission of a higher energy photon than the excitation energy of actual ions [6]. The interaction reappears as two neighboring ions are separated by just a few nanometers and based on the form of electronic excitation of the individual ions, the interaction between these two ions can be multipole–multipole or electron exchange. It’s worth noting that the emission comes from a virtual level rather than the ion pair’s physical level.

2.6.3 Nanoscale electronic energy transfer

Additional electrical energy emitted by an optical transition occurred due to nanoscopic interaction dynamics may be transmitted from one center (atom, ion, or molecule) to the next, typically on a nanoscopic level, though long-range transfer of energy is also possible. This transfer of electrical energy does not require the flow of electrons, but rather the transfer of excess energy. As a result, one center of this mechanism has excess energy in an excited electronic state and serves as an energy donor by passing the excitation to an acceptor, resulting in an electron in the energy donor group becoming excited and returning to the ground state, whereas an electron in the energy acceptor group becomes excited. Exciton migration occurs as a result of interactions between energetically related centers, either coherently by a series of closely spaced levels creating an exciton band or by hopping an electron–hole pair from one core to another incoherently [6]. Fluorescence resonance energy transfer (FRET) is also another form of energy transfer that happens when two different kinds of molecules interact. Fluorescence from the energy acceptor can be detected by optically exciting a molecule to a higher electronic state, and this type of transition is frequently observed with two fluorescent centers separated by a few nanometers. FRET is a widely used bioimaging technique for probing nanoscale interactions between cellular components, such as protein–protein interactions [7]. Throughout this context, one protein may be identified with a fluorescent dye which, once electronically excited by light, behaves as an energy donor. If two proteins are well within 1–10 nm of one another, the other protein is identified as an energy acceptor, and will absorb energy when the two proteins are within this nanoscopic range of distances. This type of energy transfer occurs often in a dipole–dipole interaction with a distance dependency between the energy donor and acceptor. To maximize FRET activity, the donor’s emission spectrum and acceptor’s absorption spectrum may have significant spectral overlap [6].
3. Computational nano-photonics: standard problems and numerical methods

Nanophotonic structures are diverse, and their physical characteristics are related to one or more observables, that are required for their comprehension and design, including the distribution of an electric field inside a photonic cavity or a nanoparticle’s scattering cross section. Depending on the extent of discretization, computational methodologies have been proposed to simulate the functional behavior of complex nanophotonics structures that do not have an analytical solution. This can be translated as approximating a physical problem with a set of appropriate analytical functions defined on a finite or infinite domain. Many common approaches that have been thoroughly studied in the context of computational electromagnetics [15, 16], with some of them have been quantitatively compared or validated to analytical or experimental findings in the field of nanophotonics [17–22]. However, finding functional cases that can equally compare the various numerical approaches remains a challenge. The methodology used to derive the approximated problem has a significant impact on the numerical method’s strengths and disadvantages, including the kinds of challenges it is best suited for. Additionally, in comparison to calculating time and memory constraints, the performance of a numerical system requires a variety of other factors, including ease of execution, discretization complexity, and flexibility. Light propagation, localization, scattering, and multiscale problems are known as four types of problems that form the foundation for modeling nanophotonic systems and they can be handled with two categories of versatile approaches: integral (SIE, VIE) and differential (FE, FDTD, and hybrid FD/FE) methods. Time domain methods, like DGTD and FDTD, have now been described as being particularly suitable to light propagation problems, while the FE and SIE approaches are especially effective for problems involving light localization and finally, SIE and VIE based techniques, in addition of RCWA (unique to specific geometries), are well-suited to light scattering problems [23].

3.1 Finite differences in time domain (FDTD)

Due to the ability to tackle a wide range of problems, FDTD approach is one of the most common methods in nanophotonics [24]. A staircase approximation is used in this technique to define the volumes of the nanostructure, superstrate, and substrate that have both space and time discretized, and finite difference quotients are used to replace both spatial and temporal derivatives of Maxwell’s curl Equations [15, 25]. The famous algorithm proposed by Yee [26] is an example of FDTD method in addition to numerous other approaches [15, 24, 25].

3.2 Finite elements (FE)

The finite elements (FE) method is another widely used differential technique in nanophotonics for calculating an effective frequency-domain electromagnetic field. The finite elements in time-domain (FETD) approach and the Discontinuous Galerkin time-domain (DGTD) method are two hybrid strategies that rely on the inside of each element, the DGTD approach explicitly solves Maxwell’s equations and connects them to a quantitative flux [27, 28]. In a similar way to FDTD, the central difference principle can be used to discretize in the time domain. This approach allows for the use of higher level expansion and checking functions, as well as the local solution of equations in every element, resulting in high accuracy.
by combining high-order FE precision with a time-domain classification, allowing it to be used for large structures [29].

3.3 Volume integral methods

Volume integral (VIE) methods are used to determine the electric field on a smaller scale by modifying Maxwell’s equations to integral form, and the numerical equations associated with these integral solutions can be obtained in a variety of different ways. The discrete dipole approximation (DDA) is a common implementation of the vectorial wave equation that can be used to derive numerical equations [30, 31].

3.4 Surface integral methods

Surface integral methods restrict an electromagnetic scattering problem with open boundary conditions to the surface limits of the substance. As a consequence, commonly used methods to piecewise homogeneous media, such as the boundary element method (BEM) [32] and the SIE method [20, 33], are best suited. The SIE process, like the FE and VIE methods, will specifically treat dispersive materials as a frequency-domain method [34].

3.5 Other methods

The hybrid differential–integral approaches are particularly useful in dealing with inhomogeneous scatters or anisotropic [27], and are an alternative to the integral and differential methods to solve Maxwell’s equations. Brief overview of other methods used for simulation of nanophotonics includes;

3.5.1 Finite integration technique

The finite integration technique (FIT) is an integral form discretization scheme of Maxwell’s Equations [35]. Unlike integral and differential approaches, which may cover a wide variety of structures, few other methodologies are considered to be very effective for unique conditions and geometries since they depend on electromagnetic field expansions on basis functions with specific symmetries [23].

3.5.2 T-matrix system

The incident and scattered electromagnetic fields are extended on a series of spherical basis functions in the T-matrix system, with boundary conditions imposed at the interfaces of the different materials. This approach excels at measuring the scattering of spherical and/or quasi-spherical particles [36] and extended to plasmonics, layered particles as well as particle-substrate interactions with applications in sensing, plasmonic trapping, and SERS [37, 38].

3.5.3 Multiple multipole approaches

The generalized multipole method is a semi-analytical technique, also known as the multiple-multipole approach that is used to extend the electromagnetic field in multipoles, allowing it to handle a wide variety of symmetries [39, 40]. In this method, only the domain boundaries are discretized and no integral is numerically solved. Multiple elastic scattering of multipole expansions disintegrates dispersed
fields to multipoles with respect to centers near each cluster object, and this occurs until cluster convergence [41, 42].

3.5.4 RCWA approach

The RCWA uses intermittent grating systems to diffract electromagnetic waves. The periodic permittivity and electromagnetic field are expanded as Fourier series, and material boundaries are improved with boundary conditions [43], resulting in poorly produced abrupt surfaces with a large number of Fourier harmonics. This method is highly reliable for computing far-field reflection, propagation coefficients, and diffraction orders, while calculating the near field at material boundaries remains challenging [44].

4. Peculiarities of nonlinear optical phenomena in nano-photonics

Nonlinear Optics is the analysis of the mechanisms that occur as light manipulates a material’s optical properties. Franken et al. [45] discovered second-harmonic generation soon after revealing the first working laser by Maiman in 1960 [46], and it is widely regarded as the start of the field of nonlinear optics. The discovery of saturation results in the luminescence of dye molecules identified by G. N. Lewis et al. [47] is the earliest known example to the author’s. This section will explore the peculiarities of nonlinear optical phenomena in nanophotonics by including an overview of active nanophotonic devices, gain materials, plasmonic nanostructures, metamaterials, quantum dot lasers, and optical amplifiers.

4.1 Active nano-photonic devices

Active materials have recently appeared as a potential loss compensation technique, first in nanoparticles, metamaterials, and plasmonic waveguides, and then in novel functionalities such as signal amplification and lasing in the field of nanophotonics [48]. It’s important to note that in nanophotonics, the word “active” refers to the manipulation of material properties like refractive index in phase-change materials to regulate or reorganize plasmon propagation. Nanolasers and surface plasmon amplifiers have piqued the attention of researchers since they enable the theory of coherent stimulated emission to be applied to the diffraction limit and beyond. The notion of a SPASER [49], acronym of “surface plasmon amplification by stimulated emission of radiation”, was originally designed to amplify oscillating localized surface plasmons (LSP’s), inside metal nanoparticles and it was eventually expanded to add traveling surface plasmon-polaritons (SPP’s). Aside from their significance in optoelectronic and all-optical data processing, they are also used in sensing, biological and super resolution imaging [50].

4.2 New gain materials

Gain materials and parametric amplification through nonlinear effects are the key approaches for achieving optical gain in active systems. The standard active nanophotonic device scenario is depicted in Figure 4, in which a lossy resonator is surrounded by an active material and a bulk gain material may be used to explore this arrangement such as halide perovskite, chromophore, QD’s scattered with metallic and/or dielectric nanoparticles or a gain material layer surrounding a nuclei core [50]. Material nonlinearity has been successfully used in metamaterials [51]
and nanostructures [52] for loss correction using optical parametric amplification (OPA), while coherent amplification, which is based on pulse amplification within a cavity through positive interference, may provide gain and has recently been suggested for loss compensation in plasmonics [50]. The achievable material gain parameter of prospective materials for nanolasers including transition metal dichalcogenides (TMDCs), quantum dots, quantum wells and perovskites is shown in Figure 5 while Figure 6 depicts an overview of new materials for nanolasers.

4.3 Nonlinear optics in plasmonic nanostructures

Metallic plasmonic structure, such as nanoparticle, optical diffraction grating, and nano-aperture, is one well-known and commonly studied method to vastly enhance the efficiency of optical near-field as well as nonlinear optical interactions at the nanoscale, whereas their role is threefold in nonlinear optics; (i) to increase the effect of nonlinearity (ii) to reduce the size of nonlinear components (iii) to have an ultrafast response time, allowing optical signals to be manipulated on
femtosecond timescales [53]. In plasmonics, metal dielectric interfaces support surface plasmon polaritons (SPPs) [54], which are p-polarized strongly scattered surface waves associated with oscillations of free electrons in metals, powerful spatial confinement and enhancement in the electric field occur at the interface between the two media following the production of these localized or propagating modes. Owing to the near confinement of the optical field of SPPs, surface effects at metal dielectric interfaces are especially sensitive to variations in the shape of plasmonic nanostructures and the dielectric properties of the embedding optical media. Surface plasmon-polariton modes have been suggested to limit the scale of lasers to sub-wavelength dimensions with the increase of plasmonics. Population inversion of emitters (QD’s, fluorophore’s) and feedback generated by plasmonic resonant structures are used to achieve lasing in such plasmonic-based structures. The development of new types of nano-resonators and active materials led to the development of a family of nanolasers that drew a lot of interest from the nanophotonics world [48, 50].

4.4 Nonlinear plasmonic metamaterials

Plasmonic metamaterials have potential prospects for all optical switching by tailoring the constituent’s plasmonic resonances and the electromagnetic coupling between them. Both individual plasmonic resonances and their interactions can be altered as a function of variation in refractive index of the embedding dielectric or substrate, resulting in better nonlinear reactions. By controlling the binding power of molecular excitons, plasmonic excitations will result in effective all-optical modulation, and plasmonic metamaterials give a novel way to increase nonlinearity using epsilon-near-zero regime ‘nonlocal’ effects [53].

4.5 Quantum dot lasers and optical amplifiers

Quantum Dot (QD) based semiconductor optical amplifiers (SOA’s) demonstrate ultrafast gain dynamics and pattern effect free amplification, both theoretically and experimentally [55]. Mode-locked (ML) lasers can be used as optical comb generators for high-frequency applications including time domain multiplexing because of its low alpha factor and wide spontaneous emission range of the quantum dot gain medium [56].

Figure 6.
An overview of new materials for nanolasers [50].
5. Nanophotonics: applications

5.1 Biomaterials and nanophotonics

Material engineers found biological structures to be a fertile ground, allowing for the creation of innovative nanotechnologies for a broad range of applications. Bioprocesses generate nearly flawless nanostructures that are biodegradable and can be used for efficient solar energy harvesting, filtering, high-density data storage, low-threshold lasing, and optical switching. For a wide range of photonic features, both active and passive nanophotonics systems can be employed in a wide range of biomaterials [6]. The four types of biomaterials are as follows;

i. Bio-derived materials have unrivaled molecular-level power for fine-tuning properties at both the single-molecule and bulk scales. Interdisciplinary approaches are needed for the design and engineering of bio-derived materials that use proteins, sugars and lipids as building blocks.

ii. Bio-inspired materials are synthetic nanostructures, produced by mimicking natural biological material synthesis processes using biological principles, whereas, biomimicry is a growing discipline that focuses on creating multifunctional hierarchical materials and morphologies that resemble nature and can be used as a light harvesting dendritic framework.

iii. Bio-templates are natural nanostructures with suitable morphologies and surface interactions that can be used as models to create multiscale and multicomponent photonics materials that provide reinforcing sites for photonic active structures to self-assemble.

iv. Bacteria bioreactors for metabolically engineering photonic polymers, where metabolically engineered materials are those generated by manipulating the naturally occurring bacterial biosynthetic mechanism to manufacture a family of helical polymers with a broad variety of optical properties.

5.2 Nanophotonics for biotechnology and nanomedicine

Nanophotonics has a wide range of uses in biomedical science and technology, including nanomedicine applications for light-guided and light-activated treatment, and also studies of the fundamentals of interactions and processes at the single cell/molecule level. Nanomedicine is a developing discipline that focuses on the use of nanoparticles in the creation of novel noninvasive diagnostics for early disease detection, as well as for promoting selective drug distribution, treatment efficacy, and real-time drug tracking. A thorough understanding of drug–cell interactions, with an emphasis on molecular modifications at the single-cell level caused by the pre-onset state of a disease, can be used to develop “personalized” clinical treatments for disease control focused on molecular identification. Using optical methods, nanophotonics helps one to map drug consumption, clarify the cellular mechanism, and track subsequent cytosolic interactions. For this reason, biosensing, bioimaging, and single-cell biofunction trials utilizing optical probes are particularly beneficial. Light-guided and light-activated treatments have made significant progress in the field of nanomedicine-based molecular disease identification. Nanoparticles are now
equipped with optical probes, advanced carrier groups, and light-activated therapeutic agents capable of guiding the nanoparticles to diseased cells or tissues to allow selective drug delivery and real-time drug efficacy monitoring [6].

5.3 Optical nanomaterials

At the moment, the most well-established applications for optical nanomaterials are in very low-tech applications such as sunscreen lotions and optical coatings, although many high-tech industrial solutions have recently emerged, including signal processing and photonic crystals for complex optical circuitry, as well as sensors for detecting and responding to chemical and biological challenges [6]. Several new companies have emerged to produce next-generation solar cells based on the nanoparticle principle, but they are still in the early stages of growth. Nanoparticles have also been shown to be useful in optical diagnostics, light-activated treatments, as well as in optical communication initiatives [6]. Table 5 illustrates graphical applications of nanostructures in optics.

6. Conclusions

The nanoscale interaction dynamics and confinement of photons and electrons were depicted in this chapter, which served as fundamentals of nanophotonics. The foundation for modeling nanophotonic structures, as well as the methodologies used to tackle issues at the nanoscale regime, such as light propagation, scattering, localization, and multiscale problems, have been frequently discussed in terms of two forms of versatility. Nanophotonic structures are used in a wide range of applications, including nanomedicine, biomaterials, biotechnology as well as optical diagnostics, and they are the spark for the next forefront of economic development.
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Green Synthesis of Metal Nanostructures and Its Nonlinear Optical Properties

Emusani Ramya

Abstract

Simple green synthesis of metal nanoparticles (Ag NPs) was prepared by using Raphanussativus leaf extract. This extract acts as reduce and stabilizing agent. The formation of silver NPs was confirmed and characterized by XRD, UV–visible absorption spectrum, TEM, and FTIR. The luminescence enhancement and quenching of Eu$^{3+}$ and Sm$^{3+}$ ions were observed in the presence of silver NPs. The luminescence enhancement is owing to arise in the electric-dipole transition with alteration of the field around Ln$^{3+}$ ions. Nonlinear studies in femtosecond (fs) and picosecond (ps) time scales have been studied by using the Z-scan technique. Third-order nonlinear optical susceptibility of silver nanoparticles was obtained with Degenerate Four-Wave Mixing (DFWM) in the fs regime. The lifetimes of lanthanum complexes were increased by the concentration of silver NPs and decreased for further silver. The high enhanced luminescence and nonlinear studies of green synthesized silver nanoparticles can be used in optics and bio applications.

Keywords: Metal Nanostructures, Green synthesis, Luminescence enhancement, Nonlinear optical properties

1. Introduction

Nanoparticles are the building blocks for many materials and contribute to the rapid growth of nanoscience [1]. There has been wide interest in silver nanoparticles (Ag NPs) due to their unique properties arising from shape, size and composition finding their applications in sensing devices, bio-labelling, catalyst, electronics, photonics, surface-enhanced Raman spectroscopy (SERS) and biomedicine, etc. [2–7]. For the applications of environmental friendly NPs in various fields, development of easy preparation methods using nontoxic and nonhazardous materials and methods is needed. Biosynthesis route has many advantages compared to other synthesis methods, as these routes do not use high temperature, pressure, energy and toxic elements. Recently, several groups reported on the synthesis of biocompatible Ag NPs using natural sources like fungi, yeast, bacteria [8–12] and plant extracts [13–16]. The properties of biosynthesized metal or bimetallic.

NPs are different from those synthesized from chemical methods and laser ablation methods [17, 18] because they are highly stable, nontoxic and biocompatible as the surfaces of the NPs are coated with biogenic surfactants. Biosynthesized metal NPs have biomedical applications like antimicrobial coatings (e.g.
antibacterial, antifungal, antiviral activity, antiparasite) [19–22], drug deliveries [23], medical imaging [24], anticancer NPs [25], medical diagnostics, sensors [26], catalytic degradation of organic pollutants to enhance membrane treatment processes [27] and also as optical limiters [28, 29] in the field of optics.

The *Raphanussativus* leaves belong to the Brassicaceae family, call it Radish and it is root vegetable. Derivatives and various components of *Raphanussativus* consist of 2- Hexen-1- al (leaf aldehyde) 3- hexane-1- ol (leaf alcohol) and n- isobutyraldehyde and isovaleraldehyde, sapogenin, methin, levon, phosphatase, histamines and spasmodylic components, lysine, polyphenolic, Sulphoraphene, vanillic acids and raphanin, those are having various medicine utilities. These bio-molecules consist in the extract are binding on the surface of nanoparticles and reduce the ions to NPs, additionally keeping stabilize the nanoparticles.

Lanthanide (Ln3+) complexes are of great interest due to their large Stoke shifts, long emission lifetimes, and narrow emission bandwidths. Metal-enhanced luminescence of rare-earth ions is of great interest because of their applications in laser materials, nano-photonics, LEDs, and biosensors [30]. Few groups investigated that enhancement or quenching of luminescence is depending on the concentration, shape, and size of metal nanoparticles based on the interaction of metal nanoparticles and luminescence centres [31, 32]. In the presence of metallic nanostructures, the field around the rare-earth ions can alter the emission and excitation [33, 34]. The literature reported that luminescence enhancement is because of energy transfer between Ln3+ complexes and metal NPs [35]. Quantum yields and lifetimes are influenced by changing the decay rate of radiative and non-radiative transitions [36]. Nevertheless, the process elaborated in Ln3+ ion luminescence with Ag NPS is not clear and hence, essential to address which is a promising and fascinating challenge.

Here, we have synthesized silver nanoparticles by using *Raphanussativus* leaf extract. The aim of the work is to discuss the origin of the effect of Ag NPs on enhancing and quenching the luminescence intensity of Ln3+ complexes and their nonlinear optical properties.

2. Experimental details

2.1 Materials and methods

AgNO3 (Silver nitrate, 99.99%) was procured from Sigma Aldrich. *Raphanussativus* leaves were got from the market. Lanthanum complexes Eu (TTFA)3 and Sm(TTFA)3 were obtained from Soltech BioScience and Rare Earth products Inc., USA.

2.2 Preparation of *Raphanussativus* leaf extract

First *Raphanussativus* leaves were wiped using distilled water. 10 grams of *Raphanussativus* leaves have taken into 100 ml of distilled water and heated for 5 minutes and grinded in a pestle. The mixture solution was filtered with Whatman no. 1 filter twice to get rid of granules and refrigerated at 4°C.

2.3 Synthesis of Ag NPs using *Raphanussativus* leaf extract

1.5 ml of freshly prepared leaf extract was poured into 30 ml of silver nitrate (1 mM) aqueous solution with stirring at room temperature. Then, the solution changed from transparent to ash color in 5 minutes, which represents the formation
of silver nanoparticles. The nanoparticles were stable for few months. Preparation process can be shown in Figure 1.

2.4 Sample preparation for luminescence studies

Rareearth ions europium and samarium of weight ratio of 0.28% were dissolved. Various concentrations of silver nanoparticles (0.16, 0.33, 1, 1.6, 2.32, 3.32 and 6.64 μM) were added to 0.10, 0.13, 0.20 μM of europium and 1.32, 1.45, 1.58 μM of samarium for luminescence studies.

3. Characterization techniques

The green synthesized silver nanoparticles and Lanthanide complexes with silver nanoparticles were characterized using XRD, TEM, FT-IR, UV–visible absorption, luminescence studies, Z-scan, degenerate four-wave mixing (DFWM), and decay measurements techniques. XRD pattern of silver nanoparticles was measured on Cu-Kα X-ray radiation with λ = 1.5406 Å over the range of 2θ = 5–50° at 1° min⁻¹. A transmission electron microscope (TEM) on FEI TECHNAI G² S-Twin was used to measure the diameter and morphology of nanoparticles. FT-IR spectrum was performed using Thermo-Nicolet 6700 spectrophotometer with a 500–4000 cm⁻¹ range. UV–Vis spectra were carried out by JASCO-V670 UV/VIS/NIR spectrometer with 1 nm resolution and 200–800 nm range. Luminescence emission spectra of Ln³⁺ complexes with silver nanoparticles were performed on HORIBA JOBIN YVON spectrophotometer with 262 nm and 350 nm excitations. Nonlinear absorption and optical limiting studies were performed using the Z-scan with laser source of Nd:YAG laser at 532 nm, 30 ps and 10 Hz repetition rate; and 1 kHz, 110 fs pulses of Ti: sapphire at wavelength 800 nm. Degenerate four-wave mixing (DFWM) measurements were studied with Ti: sapphire laser in box-car geometry. Luminescence decay studies were performed on FLS980 with an excitation source as a Xenon lamp.

4. Results and discussions

4.1 X-ray diffraction (XRD)

XRD spectrum of Ag NPs confirms the crystalline nature in Figure 2. Diffraction patterns of silver nanoparticles at 38.1°, 43.9°, 64.6° and 77.3° and corresponding the planes (111), (200), (220) and (311) are compared with standard spectrum [37]. Which showed the silver nanoparticles are having FCC formation. The diffraction reflection at (111) is sharp and high intensity as compared to the planes at (200),
(220), and (311). It demonstrates that silver nanocrystals were oriented along the (111) plane. The unassigned reflections at marked with #, 27.7° and 32.2° were related to the biological phase appearing on the silver nanoparticles’ surface. Therefore, these results indicate that the silver nanoparticles were formed. Both the TEM results and XRD results are in good agreement.

4.2 Transmission electron microscope (TEM)

The morphology, size distribution, and selected area electron diffraction (SAED) circular patterns of silver nanoparticles were exhibited in Figure 2. From Figure 3(a–c), the Ag NPs are nanospheres in shape, crystalline, and size is about 7 nm respectively. The planes (111), (200), (220), and (311) from the SAED pattern were exhibiting FCC structure from Figure 3(d).

4.3 UV-Vis absorption spectroscopy

UV–Vis linear absorption of silver nanoparticles with 240–800 nm range areas displayed in Figure 4. The absorption spectra were measured at various concentrations of silver nanoparticles added to 3 ml of distilled water and silver nanoparticles with Eu and Sm complexes at various concentrations.

UV–visible absorption spectrum of various concentrations are (0.16, 0.33, 1.0, 1.60, 2.32, 3.32, 6.64 and 9.96 μM) of silver nanoparticles as depicted in Figure 3(a). The band at 262 nm is becoming strong as increase the concentration because the number of organic compounds absorption is increasing, which helps to reduce the silver ions. The plasmonic band of silver nanoparticles at 460 nm is increasing with an increase in the concentration from 0.16 μM to 9.96 μM. The inset shows the absorption of silver NPs is increasing linearly at 460 nm i.e. the nanoparticles are not agglomerating with concentration.

The absorption spectrum of europium complex with various concentrations (0.13, 0.20, 0.26, 0.33, 0.99, 1.98 and 3.3 μM) as displayed in Figure 4(b). The linear absorption peaks at 262 nm and 342 nm corresponding to π → π* transition.
due to complex absorbance and \( n \to \pi^* \) transition of europium and occurrence of the shoulder at (1.99 and 3.3 \( \mu \text{M} \)) higher concentrations due to strong interaction among the europium molecules [38].

The absorption spectrum of europium complex (0.13 \( \mu \text{M} \)) with various concentrations (0.16, 0.33, 1.0, 1.60, 2.32, 3.32, and 6.64 \( \mu \text{M} \)) of silver nanoparticles (Ag NPs) and the absorption bands appeared at 262 nm, 342 nm, and 460 nm as seen in Figure 4(c). The absorption band in the range of 300–400 nm is shifted to red slightly because the interaction of silver nanoparticles and europium molecules i.e. the Plasmon field of silver nanoparticles is influencing the europium ions but the surface plasmonic peak of Ag NPs at 460 nm is not altering. The inset shows a linear increase in absorption with silver NPs, suggesting that nanoparticles are not agglomerating in the complex solution.

Absorption spectrum of samarium complex (1.45 \( \mu \text{M} \)) with various concentrations (0.16, 0.33, 1.0, 1.60, 2.32 and 3.32 \( \mu \text{M} \)) of silver nanoparticles as depicted in Figure 5. The absorption band at 265 nm corresponds to the \( \pi \to \pi^* \) transition of the samarium complex and biological components in the extract, and bands at 342 nm and 460 nm correspond to the \( n \to \pi^* \) transition of samarium and plasmonic peak (SPR) of silver nanoparticles. Samarium complex concentration (1.45 \( \mu \text{M} \)) is more as compared with silver nanoparticles so the bands of samarium (265 nm and 342 nm) are predominating the SPR.

4.4 Fourier transform infrared (FTIR) technique

FT-IR spectrum displays the *Raphanussativus* leaf extract used for biosynthesis of Ag NPs in Figure 6. The Silver suspension was loaded on a potassium bromide (KBr) pellet and dried. The FT-IR peaks of silver nanoparticles appeared at
3315 cm\(^{-1}\) indicate hydroxyl –OH stretching; 2929 cm\(^{-1}\) and 2834 cm\(^{-1}\) assigned to stretching C-H modes of methyl groups; 1636 cm\(^{-1}\) assigned to carbonyl (–C=\(\text{C}\)) stretching; 1382 cm\(^{-1}\) attributed to –C-O stretching mode of water-soluble organic components like polyphenols, alkaloids, and flavonoids in \textit{Raphanussativus} extract; 1040 cm\(^{-1}\) indicate the C-O alcoholic stretching group. These results concluded that the organic compounds of the extract are responsible for making nanoparticles [39–42].

### 4.5 Photoluminescence studies

The excitation spectra of europium complex (\(\lambda_{em} = 614\) nm) at various concentrations (0.03, 0.07, 0.13, 0.20, 0.26, 0.66, 1.99 and 3.3 \(\mu\)M) as shown in **Figure 7**. The bands in the range 250–400 nm are due to \(\pi \rightarrow \pi^*\) transitions of Eu. At very low concentrations of europium (0.03 \(\mu\)M and 0.07 \(\mu\)M), the broadband appears at 340 nm. As increase the concentration (0.13–0.66 \(\mu\)M), the new band appeared at 270 nm and 340 nm band splits into two bands which results, strong interactions among the europium complex in the solution phase and depend on the
concentration of europium. As increase the concentration further (1.99 μM and 3.3 μM), 270 nm and 340 nm bands shifted to the blue region, and the 270 nm band has vanished. Even for further concentrations, the 370 nm band shifted to the red region, which indicates that the interaction among europium ions enhanced.

The emission spectra of the europium complex excited with 262 nm as shown in Figure 8. The band at 614 nm (5D0 → 7F2) is a hypersensitive electric-dipole...
transition, a dominant peak. The magnetic dipole transitions are at 577 nm and 590 nm ($^{5}D_{0} \rightarrow ^{7}F_{0}$ and $^{5}D_{0} \rightarrow ^{7}F_{1}$). Inset displays the figure of concentration of silver nanoparticles with the intensity of electric dipole transition ($^{5}D_{0} \rightarrow ^{7}F_{2}$) in
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*Figure 7.* Excitation spectra of europium complex ($\lambda_{em} = 614$ nm) at various concentrations (0.03, 0.07, 0.13, 0.20, 0.26, 0.66, 1.99 and 3.3 $\mu$M).
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*Figure 8.* Emission spectra of europium complex ($\lambda_{exc} = 262$ nm). The inset figure displays the $^{5}D_{0} \rightarrow ^{7}F_{2}$ transition on various silver nanoparticle in europium complex (0.13 $\mu$M).
europium complex. As increase, the concentration of silver nanoparticles, affect the ligand field surrounding the europium ions, consequently enhance the electric dipole transition rate. The $^{5}D_{0} \rightarrow ^{7}F_{2}$ transition enhanced its intensity 25 times up to the 6.64 μM of silver nanoparticle and quenching slowly exceeding 6.64 μM in 0.13 μM europium solution. Hence, we emphasize the effect of silver on the europium luminescence emission intensity of electric dipole transition ($^{5}D_{0} \rightarrow ^{7}F_{2}$).

The emission spectra of europium ($\lambda_{\text{exc}} = 350$ nm) with various (0.16, 0.33, 1.0, 1.60, 2.32, 3.32 and 6.64 μM) of silver nanoparticles as seen in Figure 9. The luminescence emission intensity of $^{5}D_{0} \rightarrow ^{7}F_{2}$ transition starts enhanced and maximum at 1.6 μM of silver NPs and gets quenched for further increase the silver in europium (0.13 μM) and the enhancement factor is ~5. In the spectra of excitation, Ag NPS cannot intensify the europium ions excitation at 262 nm and 350 nm, nanoparticles absorption (400–550 nm) is uncertain at excitation wavelengths, although it enormously affects the luminescence centers of europium ions in the emission. At excitation wavelength around absorption of silver (350 nm), the intensity of the electric field increased certain times induce an intensification in luminescence intensity by a few hundred times. The enhancement of luminescence intensity because of the overlap of europium emission and the scattering of nanoparticles which bank on the gap of NPS [33, 43, 44]. The distance of NPS reduces, the scattering at 612 nm overlay on the emission enlarges appearing in the increment of luminescence intensity. Similarly, the intensity decreases with the distance of nanoparticles increases. The luminescence increment was observed only at 0.13 μM concentration of europium and at other concentrations of 0.10, and 0.20 μM, the luminescence is quenching. That means, the enhancement of luminescence intensity purely depends on the concentration, distance, size, and shape of nanoparticles.
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Figure 9. Emission spectra of europium with various silver nanoparticles: a) 0.16, b) 0.33, c) 1.0, d) 1.60, e) 2.32, f) 3.32 and g) 6.64 μM excited with 350 nm. Inset figure shows dependence of luminescence intensity with silver concentration. Eu concentrations are (a) 0.1 (b) 0.13 and (c) 0.2 μM.
At 260 nm excitation, the enhancement factor is high as compared with 350 nm excitation, which is caused by the biological components in extract and ligand enhance the luminescence effectively and the overlap of emission europium and scattering of silver, luminescence efficiency will be high.

To understand the luminescence enhancement alteration on various lanthanides, we also obtained the emission of the samarium complex. The emission spectra of samarium with different concentrations of silver nanoparticles (0.16, 0.33, 1.0, 1.60, 2.32, 3.32, and 6.64 μM) at 350 nm excitation as can be seen in Figure 10. The inset picture exhibits the luminescence emission versus silver concentration with varying samarium concentrations (1.32, 1.45, and 1.58 μM). The luminescence intensity is noticed at 1.45 μM of samarium. The transitions at 645 nm ($^4\!G_{5/2} \rightarrow ^6\!H_{9/2}$) electric dipole, 566 nm ($^4\!G_{5/2} \rightarrow ^6\!H_{5/2}$), and 602 nm ($^4\!G_{5/2} \rightarrow ^6\!H_{7/2}$) are magnetic dipole transitions. The enhancement factor of electric dipole transition is 7.4 at 2.32 μM of silver. For more increases in silver, the enhancement factor decreases [45, 46]. The enhancement factors for magnetic dipole transitions at 566 nm are 1.9 and 602 nm is 5.2. The scattering can alter by altering the distance of nanoparticles. Hence, the change in luminescence intensity overlay on the scattering and emission spectra as in the case of europium. So this is the reason for emission intensity quenched at 1.32 μM and 1.58 μM of samarium as depicted in the inset.

4.6 Nonlinear optical properties

Nonlinear absorption coefficients were obtained by using the Z-Scan technique with Nd: YAG laser, repetition rate 10 Hz, 30 ps pulses with 532 nm, and Ti: Sapphire laser, 1 kHz, 110 fs pulses with 800 nm. The nonlinear absorption studies of the biosynthesized silver nanoparticles solution were studied using an open aperture Z-scan set up (Figure 11) [29, 47]. In the Z-scan setup, the Gaussian
profile of the laser beam is concentrated with the lens. The silver solution in a 1 mm thickness quartz cuvette is moving along the Z-direction through-beam-focused direction. A focus point, the silver sample undergoes maximal intensity and slowly reduce from the focal point in both directions and the f/40 configuration is operated here. The width of the sample undergoes less than the Rayleigh range (3 mm). For beam, shaping apertures are used, and to change the intensity of laser neutral density filters are used. The experimental data is measured by examining the sample along with the focus and saving the data by boxcar averager (model SRS 250) with an analog-to-digital (ADC) card to a computer. The absorption coefficient ($\alpha$) for open aperture Z scan is measured by fitting the transmittance equation

$$T_{OA(\text{PA})} = 1 - \frac{\alpha_2 I_0 L_{\text{eff}}}{2^{3/2}(1 + z^2/z_0^2)}$$  \hspace{1cm} (1)$$

Where, $I_0$ - intensity at focus on the sample, $z$ - sample position, $\lambda$ - laser wavelength, $z_0 = \pi \omega_0^2/\lambda$ is Rayleigh range, $\omega_0$ - beam waist at the focus ($Z = 0$), $\alpha_2$ - nonlinear absorption coefficient, and $L_{\text{eff}}$ - effective path length is $L_{\text{eff}} = \frac{1 - e^{-z^2}}{\alpha_0}$, $L$ - sample length, $\alpha_0$ is the linear absorption coefficient.

Figure 12(a) displays the Z-scan data of open aperture and varying input intensities of silver nanoparticles. The symbols are the experimental data, those are fitting theoretically (solid curves) using Eq. 1. These curves showed reverse saturable absorption (RSA) behavior in biosynthesized silver nanoparticles, which are ascribed to the excitations from the plasmonic band to the free carrier absorption band of silver nanoparticles and two-photon absorption (TPA) from the ground state. We determined $\alpha_2$ is $10.2 \times 10^{-9}$ cm$^2$/W at various intensities 1.2 GW/cm$^2$ – 3.9 GW/cm$^2$. These coefficients are not altering much at input intensities.

Optical limiting experimental curves of silver nanoparticles as shown in Figure 12(b). The threshold optical limiting value is 4 mJ/cm$^2$. Nonlinear scattering is not observed so optical limiting is due to two-photon absorption (TPA) and excited-state absorption (ESA) from SPR.

Similarly, Figure 13(a) illustrates the open aperture Z-scan data measured for silver nanoparticles with a wavelength of 800 nm at different input intensities from
4.7x10¹¹–7.7x10¹¹ W/cm². Solid lines give the fits theoretically acquired by Eq. (2). RSA behavior of open aperture data gives the two-photon absorption (TPA). The two-photon absorption coefficients are 1.6x10⁻⁹ – 3.8x10⁻⁹ cm²/W measured from theoretical fitting. The optical limiting data of silver nanoparticles with femtosecond laser is shown in Figure 13(b). The optical limiting threshold value is 1.2 mJ/cm². So bio-reduced silver nanoparticles displaying good optical limiting behavior in both regimes and silver nanoparticles can behave as broadband optical limiters [29, 48].

4.7 Degenerate four-wave mixing technique (DFWM)

By using Ti: Sapphire laser with 800 nm, the third-order nonlinear susceptibility was obtained. Carbon disulfide (CS₂) has taken reference to the same input powers to measure third-order nonlinear susceptibility $\chi^{(3)}$ of silver nanoparticles using Degenerate Four Wave Mixing set up (Figure 14). The temporal profile of biosynthesized silver nanoparticles is shown in Figure 15. The cubit fit of the DFWM signal provides the nature of the third-order susceptibility. The inset picture gives the slope of silver nanoparticles, it is approximately ~4. It shows that the DFWM signal has the contribution of two-photon absorption due to the electronic polarizability of the ground state alone. The $\chi^{(3)}$ was obtained as 2.95 X 10⁻¹⁴ esu for silver nanoparticles by the following equation.
Figure 14.
Four wave mixing experimental set up.

Figure 15.
Temporal response of DFWM signal of silver nanoparticles with 0.9 mg/l. inset picture gives the DFWM signal versus input intensity at zero delays. The solid line gives linear fit.
\[ \chi^{(3)}_{\text{sample}} = \left( \frac{n_{\text{sample}}}{n_{\text{ref}}} \right)^2 \left( \frac{I_{\text{sample}}}{I_{\text{ref}}} \right)^{1/2} \left( \frac{L_{\text{ref}}}{L_{\text{sample}}} \right) \alpha L_{\text{sample}} \left( \frac{e^{-\alpha L_{\text{sample}}}}{1 - e^{-\alpha L_{\text{sample}}}} \right) \chi^{(3)}_{\text{ref}} \]  

(2)

Where \( L \) - path length of the sample, \( n \) - refractive index, \( I \) - DFWM signal intensity, and \( \alpha \) - absorption coefficient.

The second-order hyperpolarizability (\( \gamma \)) is measured by the equation.

\[ \chi^{(3)}_{\text{sample}} = T^4 \left[ N_{\text{solvent}} \gamma_{\text{solvent}} + N_{\text{sample}} \gamma_{\text{sample}} \right] \]  

(3)

\( T \) - local field factor, \( T = \frac{n^2+2}{3} \)

Where, \( n \) - refractive index, \( N \) - number density of the solvent and the sample, and \( \gamma \) is the second-order hyperpolarizability. The Number density \( N \) can be written as \( N = N_0 C_s / 1000 \)

Where \( N_0 \) - Avogadro number and \( C_s \) - concentration of the solution

Second-order hyperpolarizability is obtained as \( 2.1 \times 10^{-32} \) esu for silver nanoparticles. The nonlinear refractive index is measured from \( \chi^{(3)} \) as \( 6.57 \times 10^{-16} \) cm\(^2\)/W. For reproducibility, the experiment was repeated twice [49].

4.8 Decay measurements

The decay curve of europium ions (\(^5\)D\(_0\) level) in various concentrations of silver nanoparticles was obtained with 350 nm excitation. The decay profile of 0.13 \( \mu \)M of europium ions with silver nanoparticles (1.60 \( \mu \)M) was measured by monitoring the \(^5\)D\(_0\) \( \rightarrow \) \(^7\)F\(_2\) transition at 612 nm as shown in Figure 16(a). The decay curves are having single exponential behavior. Average decay time (\( \tau \)) is obtained by below equation

\[ \tau = \frac{\int t I(t) dt}{\int I(t) dt} \]  

(4)

From the data, it is clear that the lifetime increase with the concentration of Ag NPs (1.60 \( \mu \)M) then decreases rapidly for further increase the silver at a particular concentration of europium. The lifetime was increased from 275 \( \mu \)s to 361 \( \mu \)s, from 0 to 1.60 \( \mu \)M concentration of Ag NPs, then decreased lifetime for further increase the nanoparticles. The alteration of a lifetime follows the same tendency as the emission

![Figure 16](image-url)
intensity in the presence of Ag. As the increase in the asymmetric ratio ($^5D_0 \rightarrow ^7F_2$/$^5D_0 \rightarrow ^7F_1$), the decay rate of radiative transition increases than the decay rate of non-radiative transition of europium [50]. This shows that the presence of nanoparticles reduces the loss of energy due to non-radiative decay [51].

Similarly, the decay profile of the $^4G_{5/2}$ level samarium (1.45 $\mu$M) ions in the presence of silver NPs (2.32 $\mu$M) excited at 350 nm and monitoring 645 nm emission band as shown in Figure 16(b). The decay is also single exponential with silver. Average decay $\tau$ values for samarium increases from 16 $\mu$s to 31 $\mu$s for 0 to 2.32 $\mu$M of silver and then reduces with an additional increase of silver. This behavior is due to enhancing in radiative decay rate. The samarium ions transmit energy to nanoparticles, then excited SPR converted into emission with enhancing luminescence efficiency consequently increase in lifetime. This is assigned to the luminescence emission intensity enhancing and quenching exhibited by samarium ions with silver. The lifetime of samarium ions is smaller as compared with europium ions may be because higher concentrations reduce the nonradiative decay rates.

5. Conclusions

- Introduced fast, simple, economic, and eco-friendly biological synthesized silver nanoparticles using Raphanussativus leaf extract.
- The Luminescence enhancement factor for europium ions is high compared to samarium ions. Rare-earth ions displaying luminescence emission intensity enhancement and quenching with silver nanoparticles are assigned to local field enhancement and decay processes.
- Third-order nonlinear optical properties of biosynthesized silver nanoparticles were studied in femtosecond and picosecond regimes.
- Nonlinear susceptibility was measured by the DFWM technique.
- Ag NPs show good nonlinear optical absorption and optical limiting properties.
- These non-toxic NPs show many applications such as luminophores in biomedical and the strong reverse saturable absorption make them be good optical limiters.
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Chapter 4

Polymer Architectures for Optical and Photonic Applications

Ana-Maria Albu and Vlad Marian Târpa

Abstract

The last decade of the last century is marked by a revolution in the synthesis of materials for optical and photonic applications, against the background of the growing need for new high-performance materials to increase the efficiency, reliability and speed of response linked to environmental aspects. The diversity of requirements and the optimization of the responses has led to a major dispute over the structure and composition of these materials: Inorganic or Organic, Natural or Synthetic, Hybrid or Pure, which has stimulated interest in the development of various architectures. Special attention shall be paid to establishing a fundamental relationship to correlate the non-linear optical response and chemical structure, especially for the category of organic materials- particularly polymers- distinguished by structural/compositional versatility and suitable for processing by simple technique which allows serial production. In fact, optical nonlinearity (NLO) is not an exotic phenomenon. Indeed, all materials are optically nonlinear if light is sufficiently intense. The synthesis of functional photonic organic materials is a major challenge of contemporary community of material scientists to imagine new functional materials based of “collective” phenomena by virtue of the “engineered” molecule- molecule interactions and spatial relationships. In this context, this paper aims to highlight the most important features concerning the structural - compositional relationship of polymeric materials used in optoelectronic and photonic applications.

Keywords: polymer, azo-polymer, optical material, azo-chromophor, nonlinear optics, solvatochromic, photochromic, self assembly

1. Introduction

Presently, one can remark a continuous increase of the need for new technologies adjusted to the market request. This involves obtaining new high-performance materials and new microelectronic, optical devices, whence appearing these requests. Because we begin will be habitually with these advantages, our expectations demand a higher efficiency, faster and more reliable materials answers, safe environmentally technologies.

Optical nonlinearity (NLO) is not an exotic phenomenon. Indeed, all materials are optically nonlinear if light is sufficiently intense.

The last decade of past century was marked by a revolution in the field of materials synthesis for optical and photonic applications. It is noteworthy major dispute regarding the origin of these materials: inorganic or organic, natural or synthetic, hybrid or pure?
Thus, the fundamental problem in the development of this class of materials still remains the formulation of a theoretical model, which generalizes the particularities of interaction of the stimulating electromagnetic field with the specific micromolecular constituents for each class of compounds.

In this regard, perhaps the greatest challenge is (outside the design synthesis, characterization and understanding of novel molecular and macromolecular assemblies with applicability in non-linear optical fields) the interfacing nature of research, which brings together specialists in chemistry, physics and materials science. Initially, a test stone for chemists, photonics materials require the rational construction of supramolecular assemblies characterized by preordained collective phenomena consequence of intermolecular interactions and their spatial relationships.

It is classic that the high values of the electronic polarization are characteristic for π-conjugated molecules. This justifies the many generalizing predictions that material systems with extended π-conjugation will be characterized by high values of hyperpolarizabilities.

2. Principles of the non-linear optical media

The basic nonlinear optical polarization can be studied at the molecular level. That involves an effort devoted to understanding the relation between the molecular structure and materials properties. Another perspective regards the discussion of the effective arrangement of the nonlinear molecules into macroscopic responses (single crystal, quasi-crystalline thin film, and a polymer matrix, etc.). To describe the nature of nonlinear optical response in materials is necessary to consider the aspects of frequency dependence and symmetry.

A molecular medium, such as an organic crystalline or polymeric solid, is generally non-conducting and non-magnetic and the electrons are regarded as being tightly bound to the nuclei. For such media, the interaction with light can generally be regarded within the framework of a dielectric subjected to an electric field [1–3].

At molecular level, the interaction of molecule with electric field can be described by the polarizability (p):
\[
p = \alpha E + \beta E^2 + \gamma E^3 + \ldots
\]

where: \( \alpha, \beta, \gamma \) are the molecular polarizabilities (1st, 2nd, 3rd order).

The fundamental relationship describing the induced charge in molecular dipole moment (polarization) upon interaction with an oscillating external field (light) can be expressed in a power series:
\[
p_i = \sum_j \alpha_{ij} E_j + \sum_{j \leq k} \beta_{ijk} E_j E_k + \sum_{j \leq k \leq l} \gamma_{ijkl} E_j E_k E_l + \ldots
\]

here \( p_i \) is the electronic polarization induced along the \( i^{th} \) molecular axis, \( E_j \) is the \( j^{th} \) component of the applied electric field, \( \alpha \) is the linear polarizability, \( \beta \) is the quadratic hyperpolarizability and \( \gamma \) is the cubic hyperpolarizability. Starting with the second term of equation are described the nonlinear response to the radiation field and account for terminology “nonlinear optics”. Importantly, the even order tensor, \( \beta \) is responsible for doubling frequency of incident light (second harmonic generation, SHG) and \( \gamma \) describe the third order response of material at molecular level (third harmonic generation, THG).

At macroscopic level, nonlinear optics is concerned with the electric polarization \( P \) (dipole moment per unit volume) induced in a material by an electric field \( E \).
Typically, P is proportional to E and oscillates at the same frequency. So, the response is linear! As the magnitude of the field increases, P deviates from proportionality and nonlinear phenomena appear:

$$P_i/E_0 = \sum_j \chi^{(1)}_{ij} E_j + \sum_{j \leq k} \chi^{(2)}_{ijk} E_j E_k + \sum_{j \leq k \leq l} \chi^{(3)}_{ijkl} E_j E_k E_l + \ldots$$  \hspace{1cm} (3)

\(\chi^{(n)}\) = electric susceptibilities of order n; linear for n = 1, quadratic: n = 2, cubic: n = 3. Considering the dual character of light, electric and magnetic:

$$E = E(\omega) + E(\Omega) = E_0 \cos(\omega t) + E(\Omega),$$  \hspace{1cm} (4)

where E(\(\omega\)) is the optical component of field and E(\(\Omega\)) is characteristic for external applied field, can be written the mathematical expression of polarization as function of frequency:

$$P(\omega) = \left(\chi^{(1)} + 2\chi^{(2)}E(\Omega) + 3\chi^{(3)}E(\Omega)^2 - \sqrt[4]{\chi^{(3)}}E_0^2\right)E_0 \cos(\omega t),$$  \hspace{1cm} (5)

where: the second term describe the Pockels or linear electrooptic effect (1th order) the third is for the Kerr of quadratic electrooptic effect (2th order), and the last is specifically for optical Kerr effect.

$$P(2\omega) = \left(\frac{1}{2}\chi^{(2)} + \sqrt[4]{\chi^{(3)}}E(\Omega)\right)E_0^2 \cos(2\omega t),$$  \hspace{1cm} (6)

which is specifically equation for third harmonic generation (THG).

Starting from this fundamental description of interaction light-material, without forgetting about the multicomponent structure of materials (different polar species), can be formulate two fundamental aspects for the researchers interested by the synthesis of such materials:

- The design of this materials suppose an biunivocal interdependence of macroscopic and microscopic optimization;

- If a microscopic level is very important to enlarge \(\beta\) and \(\gamma\) values, at macroscopic level very important is the effective arrangement of the nonlinear molecules into macroscopical response. So macroscopic susceptibility describe the nature of nonlinear optical response in materials; considering aspects of frequency dependence and symmetry. Generally:

$$\chi^{(2)} = Nf \beta, \text{ respectively } \chi^{(3)} = Nf \gamma,$$  \hspace{1cm} (8)

where N is the number of molecular dipols (polar or polarizable molecules), f is the local field factor.

Synthetic materials of interest in ONL applications are not isotropic. For example:

- Organic crystals consist of molecules with specific orientations of structuring the constituent motif. Thus, the molecules themselves often have electronic structures with a high degree of anisotropy and consequently, the response of
the material to the applied electromagnetic field will not always respect the
direction of incidence, as is usual in classical optics.

- Similarly, in terms of orientation, polymeric chains comply with the principle
of minimum energy. If these materials are generally characterized by the
random orientation of chains - isotropic structure - depending on the
composition, the chains constituting them may be oriented preferentially, so
that their energy distribution will require their response to external stimuli.

For this reason, susceptibilities are tensor quantities related to the polarization
response in one of the three directions of the field. The material characteristic that
reflects the degree of anisotropy is the dielectric constant \( \varepsilon_{ij} \), defined by the electric
field and the dielectric displacement, being a second-degree tensor. The birefringence
phenomenon is one of the consequences of this dielectric anisotropy. Visualizing a
uniaxial crystal with \( n_x = n_y + n_z \), the refractive index of the materials, \( n \), is given as

\[
n \approx \sqrt{\varepsilon}
\]

and with a light wave propagating from left to right along the x-axis with its
electric field polarized in the z-direction, the propagation constant \( k_z \) will be
determined by \( n_z \) from:

\[
k_z = \frac{\omega}{c} n_z
\]

Thus, while all material structures from the point of view of the optical properties,
are characterized by the presence of the both hyperpolarizabilities (\( \beta \), \( \gamma \)), do not
display simultaneous second and third order nonlinear response. That is due to the
peculiar structural requirement for the two NLO properties. The high concentration
of chromophores with large product of the dipole moment, \( \mu \), and the first hyper-
polarizability, \( \beta \), stimulate aggregation tendency, diminishing their contribution to
the electrooptic effect of materials. The last decade of the 1990s has established that
high electro-optical coefficients for guest-host material systems, with polymeric
matrix, are essentially due to electrostatic chromophore-chromophore interactions.
Thus, when doping the polymer matrices with chromophor species characterized by
high electrostatic interactions, there is a decrease of the electro-optical coefficients in
the value with an increase of the chromophore concentration. As well, the poling
efficiency is limited because a disruption in alignment of chromophes appears when
the polarization field is stoped, owing to the electrostatic interactions and thermal
randomization. This behavior is the result of a major relaxation phenomena of
chromophors’ in the first moments after stopping the polarization field \([4, 5]\).

The improvement in the value of electro-optical coefficients requires interven-
tion in the composition and structure of the chromophore, without perturbation of
of the \( \pi \)-electron structure to avoid changing the molecular hyperpolarizability \( \beta \). In
such cases, the syntheses that favor the perpendicular orientation of constituent
segments with distinct polarity (i.e. acceptor, donor) to the chromophore conjuga-
tion system, are preferred. Such sterical hidrance limits the distance at which
chromophoric molecules can approach each other, thus reducing undesirable
dipole–dipole interactions; finally becoming competitive with lithium niobate \([6]\).

2.1 Origin and maximization of molecular hyperpolarizabilities \( \chi^{(2)} \), \( \chi^{(3)} \)

Early on, the correlation of the \( \beta \) size value with the permanent dipole moment
difference, between the ground and excited electronic state, underlines the
dependence of the SHG signal magnitude on the material structure. Although considerable efforts have been made to create new “push-pull” conjugate sequences, that generate a large charge in the excited state, the predicted response values have not always been obtained.

The correlation of the material response with the extension of double/single bonds alternation in the polyene structures served as a model in development of an elegant model for understanding the relationship of the chemical structure-nonlinear optical response. The model is still a useful guide to design the materials with predicted SHG properties, highlighting, as a key element in generating the NLO response, the size of the electronic conjugation at the level of the donor-acceptor substituted chains [7–15].

Centrosymmetric media are materials with a high density of polarizable electrons, which stimulates the apparition of strong third order NLO phenomena.

Increasing the magnitude of NLO phenomena in polarizable polymers involves either maximizing the intensity of the applied polarization field or designing molecules with intrinsic steric hindrance and an adequate maximization of electronic conjugation at level of the substituted donor-acceptor sequence [16–18].

As extended conjugation is a key element for third-order NLO materials, several constructive restrictions need to be observed [19]:

- high molecular symmetry of the material sequences that generate the excited and de-excited states, respectively;
- involving the high energy excited state in the material response;
- a large molecular dipole moment variation for transition ground state to excited state.

Theoretical and experimental paper of the field highlights that the best candidates for these applications must be characterized by a high level of extended conjugation to the chain level as well as by strong monophotonic absorptions. Thus, structures similar to polyene compounds are ideal, such as: poly (di)acetylenes, polarylenes or poly (vinylarylenes) as good as the aromatic structures of chinoids (push-pull). [10, 11, 20–23].

The length of the conjugate sequences as well as the molecular geometry and the electrical charge of the ground state are the key factors for the type of application of the material.

3. Structural features of NLO polymer materials

In the previously outlined context, the researchers’ attention was focused on studies to generalize the NLO response-chemical structure correlation, while spending efforts on applied research aimed at creating new photonics and photoelectric devices. The variety of physicomechanical properties as well as the compositional versatility of conjugate organic materials placed them at the center of these studies. The \( \pi \) conjugate organic materials with large electronic polarizabilities and, since the nonlinear response is a weighted summation of higher molecular polarizabilities, it becomes reasonable for conjugate molecules to possess substantial hyperpolarizabilities.

3.1 NLO chromophors

The researches activities in the materials fields as well as application development mainly based on multiphoton absorption (MPA) process continue with
consistency to demonstrate the successful proof-of-concept in diverse areas, such as microfabrication, bioimaging, photodynamic therapy, frequency upconverted lasing, etc. The mid-1990 is marked by tempestuously development in the design and synthesis of the new dyes, which are more efficient than those commercially available. Consequently, in the coming decades it became evident that these together with theirs processability, photostability, and durability, that depends on the application, are the basic elements for the specificity of physical motif. The great continuous challenge for technological exploration remain how to establish and fine-tune structure-properties relationships for these large numbers of organic, organic–inorganic materials assemblies, taking into account to the varied molecular structural factors preserving the reproducible NLO properties. It was known that molecular hyperpolarizability increases with the π-electron conjugation length of the chromophore. Although it would be expected that the increase in chemical reactivity and optical absorption would be directly proportional to the length of the conjugation at the chromophore level, it has experimentally proved that it is not the best approach to optimize nonlinearity. Theoretical models developed for molecules prone to charge transfer show that the strength and energy balance of donor-acceptor sequences, correlated with the length of the electronic bridge, directly affect the value of molecular hyperpolarization [24–26]. Thus, by adjusting the strength of the donor and acceptor sequences, the moment of the fundamental state, respectively excited, is directly determined. These peculiarities claim that the increase of the value $\beta$ is the consequence of the mesomeric interactions of the strong donor-acceptor groups. In conclusion, in the case of organic compounds, the structure-properties relationship is closely related to the strength of the D-A bond, as well as to the widening of the conjugation in the structural unit:

$$\beta \approx \left(\mu_{ee} - \mu_{gg}\right)\mu_{ge}^2/E_{ge}^2,$$

where: $g =$ ground state index; $e =$ excited state index; $\mu_{gg} =$ ground state molecular dipole; $\mu_{ee} =$ excite state molecular dipole; $\mu_{ge} =$ transition state molecular dipole; $E_{ge} =$ transition energy.

Pursuant to this equation, hyperpolarizability is directly determined by the change of the dipole moment and the oscillator power (expressed by the square of the matrix of the dipolar elements) and is inversely proportional to the square of the transition energy. Each of these parameters has a maximum value closely related to the chemical structure of the molecule. The specific function (electronic exchange) which determine the NLO character, as well as the strength D-A, shall decided by the variation of all mentioned factors. This dependence can be found in the dominant $\beta$ value, approximate by Hückel series for molecular orbitals calculation.

Thus the coulombic energetical difference between donor ($\alpha_D$) and acceptor ($\alpha_A$) can be explained as energetical HOMO-LUMO dissimilarity. The parameters $\mu_{ge}^2$ and $E_{ge}^{-2}$ show maxima value for the null molecular asymmetry, so: $\mu_{ee} - \mu_{gg} \approx \alpha_D - \alpha_A$ (Figure 1) [8]. Consequently, at increasing of molecular asymmetry $\alpha_D - \alpha_A > 0$, $\mu_{ee} - \mu_{gg}$ increase with the difference $\alpha_D - \alpha_A$. Increasing the $\alpha_D - \alpha_A$, the mixing of bridge orbital’s D-A decrease in the same time with transition HOMO-LUMO. At the same time, there is a decrease in the charge transfer character, specific to stilbenic molecules substituted with D-A groups.

The D-A molecular structures are limited on the one hand by the coulombic factor (which may have negative, positive or zero values depending on the level of charge separation in the molecule) and on the other hand by the resonance energy, the consequence of the aromatic electrons involved in the conjugate DA.
In addition, the dipolar transition moment show a sinusoidal variation for $\beta$ with D-A strength while maintaining a consistent bridge of the conjugate bridge (Figure 1). Chromophores that were initially used in the NLO study were of limited success as they failed to reach the required absorption maxima in the near IR wavelength range (Table 1). There is a strong correlation between intramolecular charge transfer processes and NLO response, if discussed in terms of electronic structures and physical processes. Therefore, the design of an ideal chromophore structure with high NLO activity is based on some fundamental aspects at the molecular level. In this idea the intermolecular charge transfer, as a driving force, is necessary but not enough, so it is clear that there must be a high electronic density in the material. On the other hand, another fundamental problem in the operation of NLO materials is the length of the conjugate (i.e., the path length), which determines the height and permanent charge separation at molecular level [18, 29–35].

At the outset of revealing the particularities of molecular structures with NLO properties, two general types of organic molecules predisposed for these phenomena are defined (Figure 2) [36]:

a. The Type I Chromophers have a symmetrical structure and, in general, are made up of an aromatic bridge, rich in electrons, flanked on both sides either by deficit heterocyclic groups or by electronic surplus;

b. Type II chromophores are asymmetric molecules formed by an aromatic/olefinic bridge, rich in electrons, flanked by an electro-donating group, respectively, electron acceptors.

Improved solubility required the attachment of pendant alkyl chains to the aromatic sequence. At the same time, the attachment of electron-donor/acceptor groups models the intrinsic electronic density of high molecular weight polymers. The criteria for achieving symmetrical structures (type I (a) and I (b)) are based on the correlation between the large loads of the quadrupole moment during photoexcitation and the cross section. Consequently, molecules characterized by the alternation of vinyl and 1,4-arylene groups as well as the connectors between two identical end groups (i.e., electron-acceptor or donor) are preferred to realize of many NLO chromophores. Such structures are described generically as “push-push”
(I (a)) or “pull-pull” (Type I (b)), depending on the direction of intramolecular load transfer: from the end to the centre of the molecule, or vice versa. This model has subsequently gained growing popularity, proving very useful in the design of one-dimensional molecules [29]. The molecular coplanarity is another key parameter in enhancing the intramolecular charge transfer efficiency [37]. At the same

<table>
<thead>
<tr>
<th>NLO chromophore</th>
<th>$10^{-30} \beta_\mu$ (cm$^5$/esu)</th>
<th>NLO chromophore</th>
<th>$10^{-30} \beta_\mu^*$ (cm$^5$/esu)</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Image" /></td>
<td>138</td>
<td><img src="image2" alt="Image" /></td>
<td>1300</td>
</tr>
<tr>
<td><img src="image3" alt="Image" /></td>
<td>358</td>
<td><img src="image4" alt="Image" /></td>
<td>2000</td>
</tr>
<tr>
<td><img src="image5" alt="Image" /></td>
<td>271</td>
<td><img src="image6" alt="Image" /></td>
<td>3300</td>
</tr>
<tr>
<td><img src="image7" alt="Image" /></td>
<td>846</td>
<td><img src="image8" alt="Image" /></td>
<td>1720</td>
</tr>
<tr>
<td><img src="image9" alt="Image" /></td>
<td>1200</td>
<td><img src="image10" alt="Image" /></td>
<td>10400</td>
</tr>
<tr>
<td><img src="image11" alt="Image" /></td>
<td>1090</td>
<td><img src="image12" alt="Image" /></td>
<td>10600</td>
</tr>
<tr>
<td><img src="image13" alt="Image" /></td>
<td>2650</td>
<td><img src="image14" alt="Image" /></td>
<td>10200</td>
</tr>
<tr>
<td><img src="image15" alt="Image" /></td>
<td>4110</td>
<td><img src="image16" alt="Image" /></td>
<td>9800</td>
</tr>
<tr>
<td><img src="image17" alt="Image" /></td>
<td>500</td>
<td><img src="image18" alt="Image" /></td>
<td>18000</td>
</tr>
<tr>
<td><img src="image19" alt="Image" /></td>
<td>1320</td>
<td><img src="image20" alt="Image" /></td>
<td>19400</td>
</tr>
</tbody>
</table>

*Table 1.* Most investigated NLO chromophores and their $\beta_\mu$-values [27, 28].
time, for organic molecules, the strength of dipole in the ground-state of nonsymmetric molecules as well as the multipolar transition-dipole strength in the centrosymmetric molecules are also energy factors that determine the NLO response magnitude [29, 38, 39]. Both experimental and theoretical, it has been demonstrated that the multiplication of the number of conjugation path or the connection of more than one linear path to generate two- or three-dimensional configurations, leads, in the material, to a major increase of the NLO responses value [31, 32, 38, 40].

Remarkable is the fact that when assessing the properties of NLOs, the energy changes caused by the interaction with the environment should not be neglected [41]. Thus, the polarity of the solvent, expressed by its dielectric constant, is an important structuring parameter determining on the one hand solvation by hydrogen bonds or by promoting colloidal-microaggregate dissolution. Thus, the efficiency of the cross section is more sensitive to the polarity of the local environment than to the intrinsic NLO aspects (properties) of the material [42].

3.2 Functionalized polymer materials systems

The NLO polymeric films are usually composed of long chains with chromophore sequences. Thus, chromophores, which are seen as net dipoles, are the origin of optical non-linearity in polymers. The interaction between the 'non-polar' molecules from bulk material and the chromophore, the molecular orientation (either random or of a certain symmetry) can introduce an overall orientation of the molecular assembly. This orientation will tend to cancel the individual molecular contributions. It is therefore important to ensure that all molecules are aligned correctly. The first information on this issue can be obtained by analyzing the chromophore sequence.

The starting point in developing technical strategies for the real NLO polymers synthesis is both the design of the assembly at the molecular level and the design and characterization of chromophore molecules with high molecular hyperpolarizabilities ($\beta$, $\gamma$), able to be, easily and efficiently, incorporated in a polymeric matrix.

The generous literature information, both experimental and theoretical, on the use of organic materials (especially polymers) in NLO applications is based on the composition-properties relationship. A particularly important aspect relates, in addition to practical assembly techniques, to their composition, synthesis and characterization. Therefore, for polymerist researchers, it becomes defining the aspects of the synthesis and reactivity of the monomers bearing NLO sequences as well as
the establishment of techniques for incorporating these NLO sequences into the global polymeric architecture.

A particular aspect in the synthesis of NLO polymers, beyond optimization of the individual response of the constituent chromophore, is how the chromophore density can be maximized while preserving micro- and supra-structuring properties, respectively. The experimental studies, developed in this context, outlined two alternative strategies (Figure 3):

1. A first alternative is offered by the chemical modification of preformed macromolecular chains with chromophore sequences suitable for the desired application. This path offers the advantage of using chains with dimensions useful to the target application. The method is limited to relatively low degrees of transformation, does not provide a rigorous control of the distribution of the attached chromophore and last but not least, involves a series of purifications subsequent to the synthesis, in order to remove the unreacted chromophore.

2. However, a macromolecular structure with a predefined architecture can be easily obtained by (co) polymerization of monomers carrying an electroopticly active sequence. The major advantage of this method is the rigorous control of the chromophore fraction in the macromolecular structure both as a weight and as a sequential distribution. The only restriction imposed concerns the intrinsic structure and purity of the monomers which should not impede the (co) polymerization process.

Based on theoretical prediction and quantum the most promising macromolecular materials were, initially, the electron -conductive polymers such polyacetylene, polythiophene or poly(p-vinyl phenylene)’s. Few research groups underlined that the lengths of conjugate sequences is not a necessary preconditions for increasing the intern polarity value (implicit $\chi^{(2)}$, $\chi^{(3)}$). Therefore the oligomers segments can be understood as inactive spacer with broaden the NLO activity,
simultaneous facilitate the processability of materials [43–45]. Moreover, the susceptibility tensor calculus, with theory the disturbing torque- Hertree-Fock, for polyene series C_{22}H_{24}, underline the dependence γ_{xxxx} ≈ L^4; (L chain length) [45]. Afterwards were demonstrate that γ_{xxxx} ≈ L^{4.6 \pm 0.22} [46].

For poly (p-vinyl phenylene), the predictions of the value rapport γ/N, pointing out a decreasing with increasing N(dipols number). In this context, it is outlined the idea that the best polymeric structures are those consisting of conjugated oligomeric segments, connected with spacers with or without NLO activity (Figure 4) [22, 47].

Through processing limitations (low solubility in the usual solvents) the researcher works were directed towards finding a new modality for including these sequences in polymer structure. So, the ladder hyperconjugate moieties thiophene oligomers and/or polyamide/imide were attached to the polyenic skeletons. Such materials were characterized by high values of hyperpolarizability, 10^{-11–10^{-12}} \text{ esu/cm}.

The copolyamides structures with polyvinylthiophene, obtained by interfacial polymerization (M_n = 10^5), were characterized by thermal resistance until 400°C. The electro-optical analysis of these films denotes the existence of conjugate phase which generated \chi^{(3)}/\alpha \sim 10^{-3} \text{ esu/cm}. This technique offers the possibility to tune the NLO activity by the number of the electrooptic segments of different species [48, 49].

The similarity of poly(urea)s properties with NLO “piezoelectrical polymers” (poly(vinyl fluorine), poly(vinyl triflourine), copolymers of the triflourine ethylene and tetra- fluorine ethylene, nylon, vinyl cyanide entitle their NLO activity. The strong interchains bond (hydrogen bonds) rule the dipoles alignment in the electric field, [50].

The d_{33} coefficients evolution highlight a very slow relaxation, emphasize the lead of hydrogen bond for maintaining the NLO properties of the material. Starting with these conclusions great efforts were dedicated to investigation of the polymer structures showed in the Figure 5 [51]. The NLO properties are due to the junction of the donating electrons (2) with the π electrons system. The flexible chain (σ bonds (3) (Figure 5) play an important role regarding the solubility, transparency and fusibility of the polymers.

The constitutive- compositional similitude with polyureeas and the peculiar features: (i) the easy chromophores alignment for each synthesis step, the relative low viscosity; (ii) the high rate of polymerization (few seconds to several minutes) –reaction izocianate/alcohol; stabilization of NLO response by the hydrogen bonds, characteristics for polyurethanes; justifying the investigations of NLO polyurethane comportment [52–54]. The study of stability discloses in this case the importance of simultaneous development of polymerization and poling. So, by this procedure were diminished the phenomena of loss of property to reorientation (keeping 40–60% of the initial value) [54].

Figure 4. 
The structural scheme proposed for NLO copolymers: A = segments with low NLO activity; B = oligomers segments with high NLO activity; G = functional groups [22].
The contribution of \( \pi \)-electron sequence, their length, is not crucial for increasing the hyperpolarizability value (specially \( \chi^{(3)} \)). In this case significant is the sequence planarity. On the other hand, the symmetrical substitution, broadening results the enlargement of the transition bands from HOMO-1 to HOMO and similarly from LUMO to LUMO-1. These transitions promote the third order susceptibility, theoretical prevue by relation showed in the Figure 6.

A special attention was granted to the epoxy macromolecular structures. These investigations are supported by the potential stabilization of the chromophore, by its covalent binding to the carrier matrix [55–57]. Another very important aspect, especially if the polymer precursor has a high reactivity, was giving rise to the crosslinked structures. The major advantage, in these cases, is using an amine chromophore monomer. So, the dipoles chromophores alignment is accomplished by crosslinking control simultaneous with polymerization process. A wide range are getting the epoxydic compounds, which is a gain for the electrooptics coefficients (10–50 pm/V) [58–63].

Also of interest for the NLO has proved to be polysiloxane structures (Figure 7). This orientation is justified by their versatility, ability to form the films, very useful for monolayers deposition (Lagmuir-Blodgett) and the possibility of obtaining the self- stabilized dipolar structures [64–66]. The assessment of the SHG value, for all
monolayers, highlights a significant increase while increasing the substituant polarity. This suggests that the package of each polymer chain in the monolayer is orderly, and the interchain bonds are essential in achieving the non-centrosymmetric structure.

Perhaps the most investigated NLO material class is azobenzene derivatives, known and studied for a very long time, their initial use being dye for a variety of substrates. Azobenzenes Photoisomerization is a well-known phenomenon, dedicated to reference materials [67, 68].

The key to exploiting the unique behavior of the azobenzene sequence is defined by how it can be included in the functional materials. For the generation of new properties, the most effective method of incorporation of azobenzene is the covalent attachment to polymers. The materials thus obtained will show both properties specific to polymers: inherent stability, rigidity and processability as well as conformational change under the action of electromagnetic radiation, specific to azo segments - photoisomerization processes. The covalent incorporation of the azo sequence in the polymer, through its photoisomerization process can generate a wide range of phenomena, even unexpected ones [69].

About 25 years ago, at dispersing of azobenzene groups in the polymer matrix, the unique phenomenon recorded was associated with their photoisomerization [70]. Under the action of polarized laser radiation, in polymer films with azobenzene sequence, their orientation is perpendicular to the polarization direction. Dichroic phenomena are thus generated.

This type of phenomenon is reported in the years ‘80 in liquid crystal polymers with photoactive azobenzene mesogenic sequences [71, 72]. Simultaneously, in Japan, the “command surfaces” concept [73] is opened, in which the azobenzene group acts as ‘commander’ and the Langmuir — Blodgett liquid films play as ‘soldiers’, which are aligned in trans/cis conformations by azoderivatives — the switching initiated by illumination [69]. After 1991, the applicative exploitation of these phenomena expanded worldwide, highlighting interesting and unexpected phenomena, which diversify use in reversible optical memory applications as well as photonic applications. Over the last 40 years, an exponential development of the domain has been observed and there is still no analysis covering all these new implications of azobenzene photoisomerization in polymeric structures. Remarkable and still of real interest remain the reviews which treat, generally or in a specific way, phenomena generated by the presence of azoderived sequences.

![General structure of polyorganosiloxanes for NLO applications: R", m = 6 ± 2; n = 8 ± 2 (R and R' are hydrogen's atoms) [65].](image-url)
However, the best available analysis covering both photoinduced birefringence and surface relief grating dates back to 2000 [79].

The special interest in azobenzene polymers is the result of their particular properties, which are useful in the processing and storage of optical information [69, 80–82]. The sin-anti conformational conversion process at the bond N = N, presumes some distinct transformations, highlighted in Figure 8a: (i) decoupling of the \( \pi \) electrons from the double bond, (ii) rotation around the single bond N-N followed by (iii) restoring the double bond, N=N, in a new configuration. Assisted by the adequate wavelength radiation, this phenomenon is governed by electronic transitions \( \pi-\pi^* \), respectively \( n-\pi^* \) [23].

The molecular photoorientation of chromophore sequences is governed by anisotropic absorption, so that under the action of incident radiation, the dipole moment of chromophore sequence aligns along the molecular axis (Figure 8b). The linear polarized light is capable to induce a centro-symmetrical orientation in which the azoic sequence is directed perpendicular to the light plane. These oriental oscillations of the dipole moment’s are transferred to the macro-scopical level, stimulating the emergence of optical dicroism and birefringence.

Therefore, the energy metastability of the sin-isomer plays a decisive role in both the theoretical interpretation and the practical application of the photoinduced phenomena in azoic polymers. For example, applications that rely on the modulation of the molecular alignment of CL will use materials with high stability of the sin-isomer (holography, optical data storage) while operational devices based on optical birefringence and dicroism phenomena will only use structures with rapid reversion of the sin-isomer.

The Red Dispers-based materials are the most representative in the class of polymers with the azobenzene side-chain NLO sequence [83–87]. Although noted by good temporal stability of the orientation (preserving about 80–90% of the maximum property value at 1000 hours after orientation) and, in addition, they admit a wide range of refractive index values from UV exposure, a still ongoing problem remains the stabilization of their orientation through photo crosslinking [88].

As the free radical mechanism is easily accessible, an informational richness covers the synthesis, characterization and use of (meta)acrylic and styrenic (co) polymers, with side-chain azo sequence (Figure 9) [74, 88–98].

Figure 8. Conformational changes in azobenzene: (a) A: Rotation of substitutes around–N = N- bond; B: Inversion of substitutes; (b) the azobenzene - light interaction.
The versatility and easily processing of methacrylic polymers recommend these for NLO applications. The new monomers structures are investigated for chemical reactivity in the (co)polymerization [99–101] as well their electrooptic characterization [102–105]. These research points the inclusion of these chromogene sequences in copolymer structures without major difficulties. A peculiarity of these monomers is their predisposition to a high chain transfer, which involves the design of syntheses in compositional-operational conditions so as not to drastically reduce the degree of polymerization. In addition, the presence of coloured monomers leads to an increase in the rate of polymerization, the phenomenon of self-acceleration becoming obvious. The sequential distribution confirms the predictions obtained from the capitalization of the reactivity ratios and at the same time, the characterization of the material proves the preservation of the optical characteristics of the chromophore.

The styrene materials are preferred relative to methacrylic materials. They are so much easier obtained by chemical modifications (Figure 9b): usually is used one of the vinyl benzyle chloride isomers. The drawback of these polymers is the relative rigidity of the chromogen sequence due to the aromatic spacer. The major advantage for these SC structures is the decoupling of the chromogen, which facilitates the molecular dipole orientation; but the poling-induced order in organic/polymeric materials is thermodynamic unstable. Thus, an important objective for the NLO polymer synthesis is the structural induction of slow relaxation in the acquired polarization orientation.

A promising alternative is azobenzene SC liquid crystalline polyester architecture [106, 107]. These, by their own nature, extend flexibility at the base-catenol level by interactions with both acid and glycolic sequences that can serve as the link sequence of the mesogenic. Thus, by modular construction, can be adjusted the length of the flexible methylene spacer in the lateral chain, the substitute on the azobenzoic fragment, the length of the methylene sequence in the main chain (all aliphatic) and the molecular weight of the polyester. Moreover, each parameter obtained by the versatility of the esthetically bond significantly influences the optical storage behaviour of the materials [108]. All materials (with a wide range of substitutes: cyano, nitro, methoxy, hydrogen, methyl, n-butyl, phenyl, fluorine, trifluoromethyl, chlorine, brom) have a diffraction efficiency of over 50%, giving these materials great diffraction properties. The stored information on azo copolymer media (75–100% azo-dye content) can be partially erased up to 80°C [109].

Figure 9.
Structures for methacrylate and styrene materials for NLO applications: a) R = CN; NO2; N(CH3)2; OCH3; CH3; X = alkyl; Chemical modifications of polystyrene and/or chloromethylestyrone; c) synthesis of NLO styrene monomer structure.
The copolymers of maleamic monomers with styrene and vinyl benzyl chloride and theirs preliminary characterizations of these materials proves that these monomers can be used for build NLO materials [110–112].

A critical issue of materials used in applications based on NLO properties is their thermal stability. This shortcoming can be addressed by promoting (after polarization) cross-linked structures, in particular by photochemical processes. Preferred for this direction are aromatic polyimides (Plm), attached to the polymer frame. The chromophore can be ‘grafted’ onto Plm sequence through transformation reactions. The method is advantageous because it allows the attachment of a different range of chromophores to polymer supports with a wide compositional variety, promoting the production of materials with high Tg (around 220°C), excellent solubility and processability. In addition, the topological stiffness, induced by the aromatic sequence, results in the preservation of high values of electro-optical coefficients during long periods of use [113]. In this way, by coupling reaction, was synthesized the poly(phenylene- imide thiophene) materials (PPIT) (Figure 10) [114]. They showed high Tg and consequently high temporal stability of the SHG, as demonstrated by dynamic signal decay behaviour studies that attest their stability at temperatures up to 150°C, preserved more than 82% of the SHG signal after 1500 h of operation.

An elegant and efficient method of synthesis of Plms functionalized with second-order NLO, is the one-step synthesis (Figure 11) [115], which allows the use of the most popular electron-acceptor moieties. This give the materials with Tg values in the range 205–224°C [113, 116–119], whose thin films, corona-poled and SHG analyzed, are characterized by enhanced d33 value (30 pm / V at λ = 1064 nm). The study of the preservation of SHG properties under thermal stress – as a function of annealing time at 125°C - reveals that the NLO response, after 9–20% initial decrease, does not change significantly over a period of 210 h for polymers: (Plc-e), (Plc), (Pld) and (Ple), with better stability than Plb at 125°C, retaining about 70% of the NLO properties (Figure 11).

Step-by-step polyaddition reactions is another tool for synthesis of thermally stable, second-order NLO chromophore Plms and poly (urea), starting from

![Figure 10. Structure of new poly(phenyleneimide) (50.85% chromophores, Tg = 170°C; Td = 245°C, Φ = 23; r33 = 35 pm/V).](image)
2,3-bis (4-aminophenyl)-5,6-dicyanopyrazine (BAPDCP), who’s the first order molecular hyperpolarizability, $\beta$, was evaluated as $123.5 \times 10^{-30}$ esu \[120\].

Using a new polymerization methodology, were produced the high T$_g$ polymers \[121\] introducing into polymer backbone an imide–siloxane linkage containing NLO-active chromophores. As expected, introduction of dimethylsiloxane linkages in the backbone led to enhanced solubility and thermal stability of the functionalized Plms while retaining their useful physical characteristics, such as T$_g$:

These polymers show SHG efficiencies comparable to those for functionalized Plms or polyurethanes and exhibit high temporal stability of resultant SHG signals.

Poly (maleimide) polymers functionalized with aminoalkyl sequences have a transition temperature in the range of 178–228$^\circ$ C, as well as a stable NLO response at high temperatures: such systems lose 24% of their property after 1000 hours at 125$^\circ$ C. The value $d_{33}$ of SHG coefficient, 64.0 pm/V measured at 1064 nm, suggests that these polymers could be useful for NLO-applications \[122\].

The synthesis of polymers with electro-optical characteristics by sequential self-repetitive reaction (SSRR) \[123\] offers the possibility of making poly (amide-imide) structures. The promotion, in this case, of the reaction between dysfunctional azo chromophores (DR19, NDPD, DNDA), with an excess of 4,4-methylene-diphenylisocyanate (MDI), ends with the formation of a carbamic structure, useful for obtaining poly (carbamate diphenylisocyanate) (poly CDI- \textbf{Figure 12}). Subsequent addition of trimellitic anhydride (TMA) to the poly-CDI solution leads to the poly (N-acylurea) intermediate, characterized by good solubility. The in-situ poling and curing process, of this reactive mixture, favors the formation of the amide-imide structure of the N-acylurea sequence. The correlation of the thermal behaviour with the electro-optical characteristics, for these polymers, highlights values of $r_{33}$, in the range of 5.2–25.2 pm / V at 830 nm. There is also a proportionality of these values with the chromophore concentration. Such structures are characterized by good thermal stability- (80$^\circ$C and optical waveguide losses (3.8–6.6 dB/cm at 830 nm) \[124\], which argues that when using the SSRR technique, the values of the EO coefficients are the consequence of the orientation of the chromophores on the polarization direction before lattice hardening.

Carbazole and its derivatives remain in the attention of chemists, mainly due to the fact that the carbazole skeleton has proven to be a versatile platform for the development of materials with applications in specialized fields such as optics, thermoelectronics as well as medical and pharmaceutical applications.
Belonging to a very interesting and relatively new class of material-conjugated polymers, carbazole and its derivatives are mainly characterized by the existence of $\pi$-mobile electrons, which can be used as chromophores, respectively electrophores [125]. The size of the energy difference between the conduction band and valence band, customizes the wavelength of absorption and / or radiative emissions, configuring the conduction capacity. What differentiates conductive polymers, expressly carbazoles, in the vast class of polymeric materials (known as true insulators) is their ability to carry electrical charges. This behaviour brings them closer to the electrical conductors - metallic or semiconductor.

Such materials are used both in the field of powerful light transmitters for sensors or as active components in electronic (opto) devices and batteries [126–129].

The main advantages of carbazole compounds are related to the economical, processability and their properties, particularly regarding few aspects:

- a cheap raw material readily available from coal–tar distillation, furthermore a large category is retrieved in the plants

- Different substituents can be easily introduced into the carbazole ring the presence of the nitrogen atom in the centre of symmetry, facilitates functionalization with various substituents. Consequently, the properties of the material can be modulated without potentiating the steric interactions with the basic carbazole backbone (**Figure 13**).

- The aromatic configuration gives them high thermal and photochemical stability as well as relatively high mobility of charge carriers;

- Carbazolyl groups easily forms relatively stable radical cations (holes).

Due to the mentioned advantages, a wide range of materials for transporting holes [130, 131], molecular glasses [132–135] or light-emitting materials [136–140]
have been designed with carbazole. Favourable to the synthesis of different dyes architectures (push-pull dyes; push-push or pull-pull), through substitution reactions to aromatic nuclei, carbazole was and remains an excellent candidate for the design of light harvesting materials for solar cells and numerous dyes with large and wide molar extinction coefficients the absorption spectra were obtained with this plan electron donor [141, 142].

Carbazole derivatives are intensely studied because of their well-known potential as precursors of materials for optical/ optoelectronic applications. The characteristics that recommend them for use are their special photorefractive, electrical, and chemical properties. Carbazoles are well known as a conjugated, good hole-transporting, electron-donor, planar compound and ease to introduce solubilizing groups to rigid ring structure. Carbazole can polymerize and couple in positions 3, 6, 9 and 1, 8 respectively. However, due to the very rigid structure of the carbazole, the last pair of positions is sterically hindered [143, 144]. The very high reactivity of positions 3, 6, favors the rapid synthesis of carbazole derivatives starting from 9H-carbazole, by direct bromination of the carbazole group with N-Bromo succinimide (NBS) [145].

In the context of the progress of new techniques for the manufacture of intelligent devices, the constructive versatility of the carbazole sequence, stimulated the development of design new dyes classes with photoinitiation activity in UV, near-UV or visible light, very useful in the development of 3D printing [146].

Substitution reactions at the carbazole unit can generate poly (3,6-carbazole) and poly (2,7-carbazole), respectively. These structures, due to the effective difference in the length of the conjugate sequence ((2, 7) is the longest, being similar to polyp phenylenes) have different properties and potential applications. In addition, using specialized modification strategies, the properties of both polycarbazole classes can be improved / fine-tuned, thus diversifying high-performance applications in the electronic and electro-optical field, such as polymeric light emitting diodes (PLEDs), organic field-effect transistors (OFETs), and photovoltaic cells (PCs). For both categories of polycarbazoles, an elegant and very complete presentation of the structure-properties-application correlation is summarized in several reviews, among which we recommend [147–149].

From this multitude of papers, the authors summarize studies dealing with novel aspects in poly (3,6-carbazole) synthesis, particular aspects of the photoactive
properties of polyvinyl carbazole copolymers, as well as other derivatives with polymerizable group in position 9 of carbazole, adjacent to the poly (2,7 carbazole) derivatives, strongly predisposed for optoelectronic applications such: organic LED, photovoltaic cells and biosensors.

Thus, the first decades of the 21st century are distinguished by the extension of studies dedicated to the synthesis and characterization of new optically active photochromic polymeric structures, with two distinct functional sequences: azo and a chiral group [150–153]. The simultaneous presence of these functions, sensitive to electromagnetic stimuli, creates the premises to display both the typical properties of asymmetric systems (optical activity, exciton division of dichroic absorption) and the typical characteristics of photochromic materials (photo refractivity, photo reactivity, N properties). In this context, it seemed interesting to investigate the properties of new multifunctional copolymer materials containing both photo responsive azobenzene and the photoconductive carbazole chromophore directly bound to the polymeric side chain through the chiral fragment: the presence of the electron-rich carbazole sequence as partner of the electron-poor azobenzene chromophores can induce charge transfer interactions fundamental in the operation of photoconductive materials [154].

The literature highlights the appearance of charge transfer interactions in achiral copolymers of N-vinyl carbazole (NVK) with methacrylic azoderivatives, the intensity of which is stimulated by the alternation of monomer sequences [155–159].

Due to their complexity of structural behaviour, they are able to generate sophisticated synthetic architectures, with high sensitivity and selectivity, which expands the application range. By consequence, they may be adopted special applicative functions, such: with molecules and ions they can be utilized in different separation and purification techniques; by interactions with the electromagnetic stimulus in solar cells fabrication, organic light emitters and optical elements, by specificical interaction with the biological sequences they developed applications in anti-biofouling or specific binding proteins, by specificical interactions in adhesive assemblies, they can generated bonding-disbonding phenomena’s, by peculiarity of theirs response to the stimulus action they can behave as self-healing agent for other different materials, by interactions between different polymer’s sequences can be achieved a multi-layered polymer materials with different functionalities in applications: screen printing, stamping ink-jet-as commercial used technology or optical waveguide, elastomeric light-emitting devices and displays or molecularly stretchable electronics- as specialized technologies.

4. Conclusions

Exhausting analyzing of the bibliographic information of the NLO materials shows great promise of polymer for device applications in the communications and photonics industries. Usually, these were use as host for chromophore structures as well as statistical (co)polymers, which include the NLO sequence in the macromolecular assembly.

At present there are a large number of NLO applications that use inorganic crystals. A few of these processes include optical switches, EO modulators, optical data storage, and optical fiber-based devices. The study of organic NLO chromophore-doped polymers would allow them to replace their inorganic counterparts. It should be clear to the reader that chromophore design has progressed significantly due to new classes of heterocyclic moieties used to optimize chromophore properties. However, with such novel designs, considerable research is required to achieve highly improved EO activities.
NLO chromophore functionalized polymers (obtained by polymerization or chemical transformation method) were found to be more effective because chromophore mobility is hindered by its attachment to the polymer. Functionalized SC NLO polymer systems with high and stable NLO effects, i.e. $\chi^{(2)}$ and $\chi^{(3)}$ were synthesized. The rigid aromatic backbone approach was found to be promising for making highly stable NLO polymeric systems. Polymers with rigid polymer backbone exhibiting high $T_g$ values were found to suppress reorientation significantly. theirs exhibiting high thermal stability in dipole orientation, relatively high optical nonlinearity and low optical loss are very promising for practical applications as has been reported.

Few work directions were showed for synthesis of the new stable NLO organic materials:

- Copolymerization provides a general approach to the enhancement of the thermal stability and the NLO stability of the materials within a tolerable trade-off range in optical nonlinearity. Introduction of an imide–siloxane linkage into polymer backbone containing NLO-active chromophores led to enhanced solubility and thermal stability, high glass transition temperatures and exhibit high temporal stabilities of the resultant SHG signals.

- Another strategy for stable polymeric systems is crosslinking technique. Extensive research on this topic for the past few years has shown that the NLO stability is profoundly enhanced by crosslinking the MC.

- More recently, functional dendrimers have been proposed to prepare multi-chromophore material systems that possess unique molecular architecture and characteristics. It is noticeable that a polymer host is not required for certain dendrite materials because they have unique film forming properties due partly to the reasonably high molecular weight and partly to the polymeric character inherent in these molecules. These dendrimer properties allow an appropriate solution viscosity when mixed with traditional spin-casting solvents to create amorphous glassy films. Those demonstrate dramatic enhancements in poling efficiency due to larger free volume and reduced dipolar interactions allowing diminished mobility constraints in comparison to the tethered polymer systems.

- Finally, it should be pointed out that our aim was to underline the main aspects regarding the relation structure- material properties and for that is practically impossible to mention here all investigations. What is not understood for real materials is how medium and chromophore-chromophore interactions modify/ can be used to tune, the response of the individual chromophore molecules.
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Chapter 5

Optical Nonlinearities in Glasses

Helena Cristina Vasconcelos

Abstract

The field of photonics has been the target of constant innovations based on a deep knowledge of the nonlinear optical (NLO) properties of materials and especially on information/data technologies. This chapter compiles some of the main physical aspects needed to understand NLO responses, especially in glasses. Any deviation from the linear correlation between a material’s polarization response and the electric component of an applied electromagnetic field is an example of nonlinear optic behavior. Heavy metal oxide and chalcogenide glasses offer the largest nonlinear response. For example, high refractive index and high dispersion glasses fall in the type of non-resonant devices, while the resonant ones comprise metal nanoparticle doped glasses. Metal nanoparticles’ doped glasses can be prepared by the sol-gel method. The optical absorption spectrum of Ag-doped silica glass shows the presence of an absorption band of surface Plasmon Resonance due to Ag nanoparticles at 420 nm and Z-scan has been used to study the NLO properties. This chapter contains a brief discussion of the basic principles of nonlinear optics, the review of the nonlinear optical of glass in general, and two separate sections concerning the nonlinear optical effects in the glasses doped with quantum dots and metals, respectively.

Keywords: glass, photonics, nonlinear optical (NLO), Kerr effect (third-order nonlinearity)

1. Introduction

Photonics, a field that aims at the study of generation, manipulation, and detection of light, has become essential in modern life. Photonic devices as all-optical switches and modulators play a key role in worldwide data optical communications or optical computing. Since the invention of lasers in the 1960s, there has been a huge increase in the use of devices that use photons (light) instead of electrons. In 1985, a research group of the Southampton University showed the potential of silica glass fibers doped with Er$^{3+}$ ions for applications in long optical transmission systems, at the wavelength region of 1.55 $\mu$m, without the need of electronic repeaters [1]. The invention of the erbium-doped fiber amplifier (EDFA) was a key factor in enabling the transmission of long-distance data through silica fiber. The 1.55 $\mu$m optical waveband falls in the low-loss transmission window of silica fiber and the amplification band of EDFA’s. Sadly, they are still restricted to amplification in the C and L bands. Therefore, optical fibers using linear near-infrared light transmission are only a small fraction of what can be exploited by extending the operating region to the mid- and far-infrared. In fact, silica optical fibers have a
non-negligible attenuation of the emitted signal, so if the range of transparency were extended to longer wavelengths, it would have less attenuation. Hence, transparent glasses in the mid and far-infrared wavelength range are well suited to long-distance communication systems due to the Rayleigh dispersion attenuation coefficient varying with $\lambda^{-4}$. Nowadays, almost all data flow, including internet, phone calls, etc., goes through fiber optic transmission lines [2] and the field of communications continues to expand to higher data rates and shorter delays to allow more capacity. The demands of the modern world are looking for high-speed communication and therefore it is expected that an overload of data traffic may occur in the telecommunications window that currently operates in the C and L bands. Therefore, an expansion to a wider bandwidth is required which would facilitate data transmission and new amplification materials are needed beyond EDFA’s to provide amplification over the optical fiber. This requires overcoming the limitation of peak water absorption around 1.4 $\mu$m. All wave fiber was the first to be designed for optical transmission across the entire telecommunications window from 1.3 $\mu$m to 1.67 $\mu$m (Figure 1) [3]. On the other hand, rare-earth (RE) have low solubility in silica glass which limits the interaction length of active devices based on RE doped silica [4]. Besides, silica has high phonon energy which implies that the RE ions transitions will decay non-radiatively; also exhibit a low nonlinear refractive index and so, nonlinear devices based on silica will require high intensities to operate. Finally, silica has a high transmission loss at wavelengths above 2 $\mu$m [3].

The necessary increase in the bandwidth excludes the use of EDFA’s, leaving fiber Raman amplifiers as the main devices used for that proposes [5]. In fact, amplifiers based on stimulated Raman scattering and four-wave mixing offer additional advantages over EDFAs [6], operate without the need for doping, and can be used at any spectral region [7]. Moreover, the wavelength of the pump laser can be chosen to give a maximum gain at any wavelength range (S, C, or L-band), and the gain bandwidth is higher than that offered by EDFA’s (> 100 nm versus 35 nm), which can be enlarged by an appropriate choice of the material [6]. On the other hand, fiber Raman lasers are excellent options for high-power fiber lasers, mainly because of their high output power and broad gain bandwidth, especially in the near-infrared region.

Although silica is widely used in the near-infrared, it limits the wavelength operating range. To overcome these limitations new glasses for optical device
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*Figure 1.* Loss of standard and all wave silica fibers showing the region of minimum attenuation and the six conventional bands of optical telecommunications [3].
applications and photonics have been investigated. These include heavy metal oxide, fluoride, and chalcogenide glasses.

Glasses containing chalcogenides are the basis for the manufacture of devices operating in the mid-infrared region. In addition, glasses based on heavy metal oxides, such as Sb, Bi, Pb, W, Ga, Ge, Te, allow applications such as optical switches, due to their characteristics of low linear and nonlinear loss, large Kerr nonlinearity, and ultra-fast response. Fluoride-based glasses are used as optical amplifiers in telecommunication as well as in the manufacture of lasers.

Photonics is also used in medical applications, such as lasers used for LASIK surgery, and biomedical diagnostics exploit optical components for bioimaging. Integrated photonics also enables the advance of computing, information technology, sensing, and communications. The integration on a simply planar substrate of several photonic devices (optical sources, beam splitters, couplers, waveguides, detectors, etc.), as proposed by Miller in 1964 [8], enables the control of light on a significantly reduced scale where components are expected to exhibit a very reduced size and achieving a multiplicity of functions, including splitting, combining, switching, amplifying, and modulating signals. Many of these functions are nonlinear. For example, fiber nonlinearities are the basis of several devices such as amplifiers and switching. These nonlinear effects can be divided into two types. The first type is owing to the Kerr-effect (or intensity dependence of the refractive index of the material), which in turn can display phase modulation and wave mixing, depending upon the type of input signal. The second type is related to the inelastic-scattering phenomenon, which can induce stimulating effects such as stimulated Brillouin-Scattering and stimulated Raman-Scattering [9].

NLO is an important issue of advanced photonics and enables technical development in many fields including optical signal processing and quantum optics. It refers to the study of phenomena that occur due to modifications in the optical properties of a material in the presence of light. However, only laser light has sufficient intensity to promote these changes. Indeed, nonlinear optical phenomena (e.g. multiphoton absorption, harmonic generation, self-focusing, self-phase modulation, optical bistability, stimulated Brillouin scattering, and stimulated Raman scattering) require high electromagnetic field intensities to manifest.

2. Basic principles of NLO

In the linear optical domain, photons interact with the glass structure leading to various optical effects, such as dispersion, refraction, reflection, absorption, diffraction, and scattering. For example, the linear refractive index of a material, \( n \), describes how light propagates through it, and the index defines how much light is bent, or refracted when it across the material. However, these properties may become nonlinear if the intensity is high enough to modify the glass optical properties, resulting in the creation of new beam lights of different wavelengths.

A nonlinear optical behavior is a deviation from the linear interaction between a material's polarization response and the electric component of an applied electromagnetic field [10]. This phenomenon involves various optical exchanges such as frequency doubling, conversion, data transformation, etc. Because the magnetic component of light can be ignored in a glass (photons and magnetic fields usually do not interact), the electric component (E) becomes the main field that interacts with the medium. The polarization (P) induced by this interaction produces nonlinear responses that can be explained due to the distortion/deflection of the electronic structure of any atom or molecule (deformation of the electron cloud) due to the
application of the electric field, thus producing a resulting dipole moment (vector that separates the positive and negative charges).

Once an external $E$ field is applied to the material the positive charges tend to move in the opposite direction of the electrons. This interaction causes a charge separation that gives rise to microscopic dipole moments within the material. Under the influence of an electric field, these dipoles oscillate at the same frequency ($\omega$) of the incident light. The sum of all the microscopic dipoles of the medium oscillating with time gives rise to material polarization. At low light intensities, Hook’s law is valid and the deformation of the electrons cloud is proportional to the applied field strength of the incident light: the light waves and excited electrons oscillate sinusoidally. The induced polarization is also oscillatory and is directly proportional to the incident electric field, as described by:

$$P = \varepsilon_0 \chi^{(1)} E$$

where $\varepsilon_0$ is the vacuum permittivity and $\chi^{(1)}$ (or $\chi$) is the linear susceptibility, which, in this case, depends on the frequency, and thus is directly linked to the linear refractive index, but does not depend on the amplitude of the electric field, which implies that the frequency of light does not change as it passes through matter. However, at high intensities, the electrons are extremely deflected from their orbit, and their movements become distorted giving rise to important deviation from harmonic oscillation. As a result, the amplitude of dipoles oscillation increases, and they emit light not only at the wavelength that excites them but in other frequencies (new color!!!) (Figure 2) [11]. At large intensities, $P$ is a nonlinear function of $E$ whereas, at low intensities, the interaction is a linear function. So, for materials with nonlinear characteristics, in which the polarization given by the Eq. (1) is no longer valid, $P$ must be written in a more general form, as a power series of $E$:

$$P = \varepsilon_0 \left( \chi^{(1)} E^1 + \chi^{(2)} E^2 + \chi^{(3)} E^3 + \ldots \right)$$

where the values of $\chi^{(2)}$ and $\chi^{(3)}$, are, respectively, the second-order and third-order susceptibilities which appear due to the nonlinear response of charged particles and are determined by the symmetry properties of the medium. Consequently, nonlinear refractive index ($n_2$), second ($\chi^{(2)}$), and third-order ($\chi^{(3)}$) nonlinear
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(a) Linear optics, a light wave acts on the material constituents, which vibrates and then emits its own light wave that interferes with the original light wave, (b) nonlinear optics. Adapted from [11].
susceptibilities can be measured. In isotropic, nondispersive, and homogeneous media, the material susceptibilities can be considered constants. However, in anisotropic media where properties are directionally dependent, the susceptibilities of the material are tensor quantities and therefore, depend on the microscopic structure (electronic and nuclear) of the material [12].

Considering the relations
\[ n^2 = 1 + \chi^{(1)}, \quad c = \frac{1}{\sqrt{\varepsilon_0 \mu_0}}, \quad \text{and} \quad n = \frac{c}{c_0}, \]
where \( n \) represents the linear refractive index, \( c \) is the speed of light in vacuum, \( c_0 \) the speed of light in the material, and \( \mu_0 \) the vacuum permeability; Maxwell's equations can be used to obtain the wave equations in a nonlinear material:

\[ \nabla^2 E - (1 + \chi) \varepsilon_0 \mu_0 \frac{\partial^2 E}{\partial t^2} = \frac{1}{\varepsilon_0 c^2} \frac{\partial^2 P}{\partial t} \]  

(3)

where the term \( \frac{\partial^2 P}{\partial t} \) represents a measure of the acceleration of the charges that constitute the material, which plays a fundamental role in the theory of nonlinear optics. This term acts as a source in the generation of new radiation field components, producing oscillating electric fields within a linear medium of refractive index \( n \).

Assuming an external electric field of the type \( E(t) = E \exp(-i\omega t) + \text{c.c.} \), where c.c. denotes "complex conjugate", the term related to second order polarization is given by:

\[ P^{(2)} = \varepsilon_0 \chi^{(2)} E^2 = 2 \varepsilon_0 \chi^{(2)} |E|^2 + \varepsilon_0 \chi^{(2)} E^2 \exp(-2i\omega t) + \text{c.c} \]  

(4)

being responsible for the generation of a field with twice the frequency of the incident radiation (2\( \omega \)), taking the designation of the second harmonic generation process. However, in centrosymmetric materials, or isotropic materials like glass, which have macroscopic inversion symmetry, the polarization must reverse when the optical electric field is reversed, which implies that \( \chi^{(2)} \) must be zero, i.e., all second-order components of the susceptibility tensor are null and GSH does not manifest unless the glass has been poled. It is possible to induce GSH in glasses to break its centrosymmetry, using heat treatments or high energy excitation in the UV [13]. But, without the use of this strategy to eliminate glass's isotropy, only a \( \chi^{(3)} \) is \( \neq 0 \) and may lead to NLO character in glass [10] and the dominant term in (2) is then the third order:

\[ P^{(3)} = \varepsilon_0 \chi^{(3)} E^3 \]  

(5)

which will give rise to frequency tripled light, called third-harmonic generation (THG). According to (5) this nonlinear polarization contains a component of frequency \( \omega \) and an additional one at 3\( \omega \):

\[ P^{(3)} = 3\varepsilon_0 \chi^{(3)} |E|^2 E + \varepsilon_0 \chi^{(3)} E \]  

(6)

The term \( P \) (3\( \omega \)) shows that the THG of light is produced while the term \( P \) (\( \omega \)) denotes an incremental change of the susceptibility (\( \Delta \chi \)) at the frequency \( \omega \), given by:

\[ \varepsilon_0 \Delta \chi = \frac{P(\omega)}{E} = 3\chi^{(3)} |E|^2 = \frac{6}{n^2 c^2} \chi^{(3)} I \]  

(7)

Where \( I \) is the intensity of the incident light that become significantly the value of \( \chi^{(3)} \). The \( \chi^{(3)} \), which gives the dependence of refraction on the intensity of the
propagated optical beam, is responsible for the lowest order nonlinear effects in the glass as self-phase modulation and other parametric effects. Since \( n^2 = 1 + \chi \), \( \Delta \chi \) is equivalent to an incremental change in the refractive index, \( \Delta n \) is an increase (or decrease) of the total refractive index due to nonlinear effects:

\[
\Delta n = \left( \frac{\partial \chi}{\partial n} \right)^{-1} \Delta \chi = \frac{\Delta \chi}{2n} = \frac{3}{n^2 \varepsilon_0 c} \chi^{(3)} I = n_2 I
\]  

(8)

where \( n_2 \) is the nonlinear refractive. This change of the linear refractive index, \( n \), is proportional to the light intensity, and therefore it becomes a linear function of \( I \):

\[
n(I) = n + n_2 I
\]  

(9)

\[
n_2 = \frac{3}{n^2 \varepsilon_0 c} \chi^{(3)}
\]  

(10)

The intensity-dependent refractive index is generally given as:

\[
n(I) = n + n_1 E + n_2 E^2
\]  

(11)

where \( n_1 \) is the Pockel’s coefficient (insignificant for isotropic materials as glasses) and \( n_2 \) is known as the Kerr coefficient (from the optical Kerr effect) [10]. However, the classical wave theory says that the intensity of the electric field of the light is equal to the square of its amplitude, and thus one can also write \( n(I) \) in the form of Eq. (9). The optical Kerr effect is very sensitive to the operating wavelength and polarization dependence and so the prevalent non-linearity occurs at a frequency well below the glass band gap and this effect is called non-resonant [10].

Typical values of the Kerr coefficient (in cm²/W) are \( 10^{-16} \) to \( 10^{-14} \) in transparent crystals and glasses. Silica glass (e.g. silica fibers), has an \( n_2 \) index of \( 2.7 \times 10^{-16} \) cm²/W at the wavelength of 1500 nm, whereas most of the chalcogenide glasses exhibit higher values, about several orders of magnitude larger than silica [14]. Since the values of the nonlinear refractive index in glasses are very small, resulting in a slight change of \( \Delta n = n_2 I \), the effect is measurable only for very intense light beams (lasers) of the order of 1GWcm⁻². From Figure 3, it can be noted that \( n \) and \( n_2 \) are usually directly correlated, such that high index (n) glasses, like chalcogenides, have also high \( n_2 \) [16] and exhibit ultrahigh \( n_2 \) greater than silica, as plotted in Figure 3.

For all-optical signal processing and switching devices, glasses with large \( n \) (hence a large \( n_2 \)) are very attractive. Figure 4 shows the relationship between the linear refractive index (n), and the third-order nonlinear optical susceptibility \( \chi^{(3)} \) of various types of glass. High index (n) glasses, like chalcogenide ones, have also high \( n_2 \), which seem to have the largest non-resonant third-order optical non-linearities related so far. As previously mentioned, \( \chi^{(3)} \) arises from light-induced changes in the refraction index that result in the Kerr effect or in parametric interactions (mixing of optical beams). In a glass fiber, the third-order susceptibility is related to \( n_2 \) by Eq. (10) and the magnitude of the corresponding nonlinear effect is given by:

\[
g = \frac{2\pi}{\lambda A_{\text{eff}}} n_2
\]  

(12)

where \( \lambda \) is the free-space wavelength and \( A_{\text{eff}} \) is the efficient core area [6]. Since 1999, single-mode silica fibers with \( g \) of \( 20 \) W⁻¹ km⁻¹ were fabricated [18] with a
core that was only 10.7 μm², but typical Aeff values in silica fibers can reach 50 μm² for 1.5 μm wavelengths. The self-phase modulation is a phenomenon arising from the dependence between the refractive index of a nonlinear medium and the strength of the electric field, which induces a phase shift of the propagating light, $\phi_{NL}(z)$:

$$\phi_{NL}(z) = \gamma P_0 z = \frac{z}{L_{NL}}$$

(13)

where $P_0$ is the input power and $L_{NL}$ is the non-linear length that corresponds to the propagation distance at which the phase modulation becomes relevant, being defined by:

$$L_{NL} = (\gamma P_0)^{-1}$$

(14)
If the input power is only 1 mW at $\lambda = 1.55 \mu m$, and the $A_{\text{eff}} = 50 \mu m^2$, the $L_{\text{NL}}$ is $\sim 500 m$ [6]. As the refractive index in silica is weakly dependent on power, non-linearities are introduced into the signal propagation and significantly increase in optical networks over relevant distances.

The various non-linearities can be expressed in terms of the real and imaginary parts of each of the nonlinear susceptibilities $\chi^{(1)}, \chi^{(2)}, \chi^{(3)}, \ldots$ that appear in (2). The real part is associated with the refractive index and the imaginary part with a time or phase delay in the reply of the material, giving rise to loss or gain. Table 1 exhibits the principal third-order NLO effects usually showed by dielectric materials like most glasses. For example, the nuclear contribution to stimulated Raman scattering (resulting in loss or gain) can be expressed in terms of the imaginary part of a $\chi^{(3)}$ susceptibility, while the four-wave mixing, which is only of electronic nature and almost an instantaneous effect, result in frequency conversion and in related to the real part of the $\chi^{(3)}$ susceptibility [6]. The imaginary part of $\chi^{(3)}$ provides a change in the absorption coefficient, $\alpha$, as a function of light intensity:

$$\alpha(I) = \alpha_0 + \beta I$$ (15)

where $\alpha$ is the linear absorption, and $\beta$ is the non-linear absorption coefficient. As a result, occurs a prevalence of non-linearities at frequencies above the electronic absorption edge is known as resonant. The third-order non-linearity may be analyzed in phase conjugate mirrors, like in Mach-Zehnder interferometer pulse selectors or in Fabry-Perot interferometers filled with a nonlinear medium.

The $\chi^{(3)}$ susceptibility is often measured by degenerate four-wave mixing, by the maker fringe method (THG method), or by the Z-scan method. The latter is by far the most used and meticulous method involving the analysis of third-order nonlinear optical properties arising from pulsed laser or CW irradiation at a given wavelength [20].

### 3. Nonlinear optical properties of glass

Glass is defined as a solid material of amorphous (non-crystalline) structure while crystals possess long-range order, the amorphous materials only possess

<table>
<thead>
<tr>
<th>Order</th>
<th>Tensor</th>
<th>Effect</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>$\chi^{(3)}(-\omega_0,0,0)$</td>
<td>Kerr’s effect</td>
<td>Under the action of two electric fields, there is a change of the refractive index in the NLO medium.</td>
</tr>
<tr>
<td>3</td>
<td>$\chi^{(3)}(-\omega_0,-\omega_0,\omega_0)$</td>
<td>Nonlinear refractive index also called Kerr’s effect, self-phase modulation.</td>
<td>The refractive index of the medium changes with intensity according to the formula: $n = n_0 + n_2 I$. Self-focusing and self-defocusing of a laser beam are special cases.</td>
</tr>
<tr>
<td>3</td>
<td>$\chi^{(3)}(3\omega_0,\omega_0,\omega_0)$</td>
<td>Third harmonic generation.</td>
<td>There is an emission of light with triple frequency under the illumination of the medium.</td>
</tr>
<tr>
<td>3</td>
<td>$\chi^{(3)}(-\omega_0,\omega_1,\omega_2,\omega_3)$</td>
<td>Multiwave mixing.</td>
<td>When illuminated with three light sources with different frequencies a generation of light occurs whose frequency equals the sum of the three excitation frequencies.</td>
</tr>
</tbody>
</table>

Table 1. Third-order NLO effects are usually shown by dielectric materials. Adapted from [19].
short-range order. Therefore, glasses are typically brittle and optically transparent because they lack internal structure. The silica-based glass was undoubtedly the most studied given its multiple applications. Glasses that do not include silica as a main constituent exhibit other properties that make them useful for various applications, for example in optical fibers that work in different frequency domains than SiO2 fibers. These include fluoride glasses, tellurite glasses, aluminosilicates, phosphate glasses, borate glasses, and chalcogenide glasses. Common glasses are transparent materials in the spectral range of the visible and near-infrared region, although opaque in the far IR and UV region. The visible transparency threshold ends, for high wavelengths ($\lambda$), with UV absorption, due to electronic transitions between valence band levels and unfilled conduction band levels. For applications in photonics, there are two main categories of special glasses: chalcogenide glasses (CGs) and heavy metal oxide glasses. Chalcogenide glasses are based on the chalcogen elements S, Se, and Te. These glasses are formed by the addition of other elements such as Ge, As, Sb, Ga, etc. Heavy metal oxide and chalcogenide glasses offer the largest nonlinear response.

Most of the glasses are prepared by the melt of precursors. In solid form, glass is a non-crystalline (or amorphous) material. The deposition from a liquid solution (sol–gel method) is an alternative approach to obtain glass, especially in films form. Some compositions may otherwise be rather difficult to prepare by melt and that’s why in practice this method is limited to a relatively small number of compositions. Therefore, the sol–gel processes allow the synthesis of glasses of extended composition ranges, allowing the fabrication of multiple oxide composition, but also non-oxide glasses, with a high degree of homogeneity, because reagents are mixed at the molecular level at temperatures lower than those required for conventional melting. However, the OH content of the sol–gel glasses is high and OH absorptions usually limit transmission at 1.4 $\mu$m.

Optical glasses are optically homogeneous glass that is applied in several optical functionalities. The first optical quality (flint) glasses were created at the end of the 19 century by Otto Schott, who also invented Ba crown glass, allowing the production of adjusted lenses for chromatic aberration [21]. X-ray diffraction (XRD) allows distinguishing a glass from a crystalline material. The pattern of SiO2 glass contains only a few, very broad peaks, which cannot be correlated by the Bragg law with planar distances (as in the case of crystals). SiO2 consists of a matrix of SiO4 tetrahedra (Figure 5) [22].

The presence of a glass modifier together with the glass formers (SiO2 or P2O5) breaks up the oxide network M––O–M (M = Si, P) and drives the transformation of the bridging oxygens (BO) into nonbridging oxygens (NBOs). The structural unit of SiO2 has Si-O atomic bonds whose electronic transitions occur in the UV range. For high $\lambda$, the transparency threshold ends due to the vibrations of the ions in the network (in resonance with the incident radiation). The amorphous character of the glass explains the absence of grain boundaries in its structure and, therefore, the absence of internal dispersion and reflection phenomena, which are always present in crystalline materials. Glasses are dielectric materials and therefore exhibit a large energy gap between the valence band and the conduction band in accordance with the band theory of solids. Their optical transmission is limited by electronic transitions (Urbach tail) for low wavelength, and multiphonon absorption at high wavelength, in the IR spectrum. The multiphonon absorption process is related to the fundamental vibration frequencies of the glass.

The transmittance spectrum varies from glass to glass, but the main differences are observed outside the transparency range (Figure 6). The glass has an optical transparent window which strongly depends on the compositions. Glasses made for use in the visible region have high transmittance across the entire wavelength range.
of \(~400\ nm–800\ nm\. However, the structure of silicate glasses limits its transmission in the infrared region to above \(3\ \mu m\). They have strongly bound electrons but non-bridging oxygens, with their weakly bound electrons, reduce transmission. Chalcogenide glasses, heavy metal fluoride glasses, and heavy metal oxide glasses extend this transmission to higher wavelengths. The telluride glasses have larger atoms and weaker bonds than oxide glasses and so its vibrational resonance occurs at a lower frequency, shifting the fundamental absorption cut-off to longer wavelengths (Figure 6).

The interest in chalcogenide glasses backs from 1950s when was reported high infrared transparency of the As\(_2\)S glass, up to \(12\ \mu m\) \([24]\). The structure of chalcogenide glasses such as Ge-Sb-Se consists of covalently bonded atoms, like amorphous SiO\(_2\), with lacking periodicity. They include sulfide, selenide, and telluride-based glasses. As dielectric materials, their optical transparent window is dependent on electronic absorption at low wavelengths and multiphonon absorption at high
wavelengths. They have a band gap \((E_g)\) that is dependent on the composition and decreases according to Sulfides \(<\) Selenides \(<\) Tellurides. A specificity of tellurides that differentiates it from the sulfides and selenides in its crystalline structure and physical properties is the large atomic number of Te. The energy gap may be taken from the glass absorption spectrum \(\alpha(\hbar\omega)\) by extrapolating the linearized Tauc equation:

\[
\alpha(\hbar\omega) \propto \frac{(\hbar\omega - E_g)}{C_0}
\]

The absorption coefficient, \(\alpha\), varies exponentially with the photon energy, \(\hbar\omega\) in the Urbach tail.

It is interesting to note that \(n\) and \(n_2\) and are usually directly correlated, such that low index \((n)\) glasses, like certain fluorides and phosphates, have also low \(n_2\). On the other hand, a relationship between the material band gap and the \(n_2\) was also established. For example, the \(n_2\) value obtained for pure As\(_2\)S\(_3\) was about \(2.9 \times 10^{-18}\) m\(^2\)/W while for fused SiO\(_2\) was about \(2.8 \times 10^{-19}\) m\(^2\)/W [25], which is comparatively about 10 times lower. So, materials with lower band gap seem to exhibit an increase in the nonlinear optical behavior; SiO\(_2\) has a gap of about 9 eV while that of As\(_2\)S\(_3\) is 2.3 eV [19].

The increase of the nonlinear absorption coefficient \((\beta)\), third-order nonlinear optical susceptibility \((\chi^{(3)})\), and nonlinear refractive index \((n_2)\) and decreasing the optical band gap \((E_g)\) can be attributed to the formation of BO bonds and ions of higher polarizability in the glass matrix. It has been recognized the effect of the glass composition on the dependency of \(\chi^{(3)}\). In most multicomponent oxide glasses, there are both BO and NBO oxygens in the glass network (e.g. for a silicate glass, Si-O‘Na\(^-\)). The NBO bonds possess larger \(n_2\) than the BO of the more covalent Si-O-Si bonds [26]. It was also established that third-order nonlinear optical susceptibility of the glasses increases with increasing optical basicity and tendency for metallization of the glasses. This fact is associated with the polarizability of the anions \((F^- < O^{2-} < S^{2-} < Se^{2-})\) and the small optical band gap [19], which is related to the increasing metallicity of the oxides [27]. The theory of metallization of the condensed matter says that in the Lorentz–Lorenz equation, the refractive index becomes infinite when metallization of covalent solid materials occurs [27]. SiO\(_2\), B\(_2\)O\(_3\), and GeO\(_2\) based glasses exhibit low refractive index and have low polarizability, large metallization tendency, and small \(\chi^{(3)}\). Tellurite and TiO\(_2\) based glasses, as well as B2O3 glasses containing a large amount of Sb2O3 and Bi2O3 with high refractive index, show large polarizability, small metallization tendency, and large \(\chi^{(3)}\) (Figure 7). Consequently, under the point of view of polarizability, high-refractive-index glasses with an increased tendency for metallization are promising materials for application as components of nonlinear optical devices.

Glass materials are excellent non-linear optical materials, being isotropic and transparent in a wide spectral range, combining low cost of fabrication with high optical quality, manufacturable not only as bulk shapes, or fibers, but also as thin films (e.g. nonlinear planar waveguides). Furthermore, when compared to polymers, glass is more stable and has the advantage over crystals since its atomic composition is easily tailored: a nonlinear optical glass can be obtained with any refractive index in a wide range [28]. Its properties can be adjusted through doping and compositional changes to fit the specified requests of each application. Its disordered structure allows light propagation inside that medium like no other material. They also exhibit good compatibility with silica-based systems and waveguide production in which high optical intensities and long interaction lengths can be achieved [28], giving rise to nonlinear structures in integrated optical devices [29].
For the fabrication of all-optical systems in information technology and integrated photonics, the chosen materials should exhibit high nonlinearities. Rather, low nonlinearities are essential for fibers in optical communications to avoid phenomena of self-focusing, self-phase modulation, Raman and Brillouin scatterings. NLO was considered the threshold to the total of information that can be transmitted in a single optical fiber. As laser power levels increase, NLO limits data rates, transmission lengths, and the number of wavelengths that can be transmitted simultaneously. Optical nonlinearities give rise to many “secondary” effects in optical fibers. These effects can be damaging in optical communications, but they find other applications, especially for the integration of all-optical functionalities in optical networks. The optical nonlinearities can give rise to gain or amplification, the conversion between wavelengths, the generation of new wavelengths or frequencies, the control of the temporal and spectral shape of pulses, and switching [6]. Thus, they can be distinguished in two types: that from scattering (stimulated Brillouin and stimulated Raman) and that from optically induced changes in the refractive index, resulting either in phase modulation or in the mixing of several waves and the generation of new frequencies (modulation instability and parametric processes, such as four-wave mixing). So, the nonlinear refractive index, also referred optical Kerr nonlinearity ($n_2$), offers a means to achieve switching and amplifying functions in photonic devices and produces nonlinear effects, namely self-phase modulation, and four-wave mixing. Self-phase modulation implies changes in the phase and rising frequency of a pulse, which can cause spectral broadening. Four-wave mixing is a kind of nonlinear frequency conversion generated by the Kerr nonlinearity which enables, for example, high-speed communications, frequency conversion, sensing, and quantum photonics. The effect of ultrafast response time ($10^{-15}$ s) provides broad bandwidths, that can pull actual GHz electronic computing forward to PHz ($10^{15}$) rates using all-optical signal processing [30]. In addition, spectral broadening, produced by changes in phase from the nonlinear refractive index, can enable the production of short-pulsed sources [30]. Four-wave mixing, on the other hand, can be used to generate optical frequency combs [30], which can measure precise frequencies of light and span spectral ranges useful for spectroscopic investigations.

Although these applications are of great practical interest, the Kerr effect ($n_2$) is often small for common optical glasses ($\sim 10^{-20}$ to $10^{-19}$ m$^2$/W) [30], leading to high thresholds for nonlinear effects and requiring special sources of high-power excitation.

Figure 7. Line-up of the Kerr effect among various glass compositions [19].
Transparent optical glasses exhibiting nonlinearities, e. g. large nonlinear refractive index and nonlinear absorption coefficient are good candidates for fiber telecommunication and for nonlinear optical devices such as optical switches, self-focusing, and white-light continuum generation. Glasses that exhibit significant nonlinearity are good candidates as Raman gains media to provide enhanced Raman gain over an extended wavelength range. Chalcogenide (As–Se) glasses and fibers are examples of good candidates as well tellurite fibers because of the high refractive index of TeO₂ (2.3–2.4) [6] compared to the SiO₂ (1.46). An As₂S₃ fiber exhibit a Raman coefficient is 300 times greater than that of silica fiber [6]. However, chalcogenide fibers have lesser chemical stability. In spite of that, chalcogenide glass has wide transparency transmission from 0.5 to 25 μm [31], enhancing their potential applications on the mid-IR. As shown in Figure 8, the long-wavelength cut-off edges of chalcogenide glasses depend on the mass of anionic elements and are extended between 12 and 20 μm. Their nonlinearity (Kerr effect) is 200–1000 times larger than that of the silica glass at a wavelength of 1.55 μm [32].

The nonlinear optical properties of glasses have been considered of great interest for photonic devices to be used in several technological applications with a broad spectrum of phenomena, such as optical frequency conversion, optical solitons, phase conjugation, and Raman dispersion. Most of the previous investigations were devoted to crystalline materials such as Quartz, LiNbO₃, KTiOPO₄, and α-BaB₂O₄ [19]. Nevertheless, recently the development of special glass compositions exhibiting NLO properties have extended the research into practical applications of glass transparent materials for a wide range of effects, such as fast intensity-dependent index, third-harmonic generation (THG), stimulated emission (or stimulated Raman scattering), second harmonic generation (SHG) and the multiphoton absorption [29]. Nonlinear phenomena in glasses, such as nonlinear refractive index, multiphoton absorption, and Raman and Brillouin scattering, depend on the glass itself, its nature (composition and structure), which is responsible for the nonlinearity. On the other hand, in glasses doped with RE ions or semiconductor nanoparticles, in which the glass assumes the role of host, the nonlinearity is produced by interactions between dopant ions, domains, and different phases (such as in glass-ceramics).

The first nonlinear effect in history is often associated with the beginning of the NLO [33], had occurred in 1875, when J. Kerr observed changes in the refractive index of a liquid (CS₂) in the presence of an electric field. The Kerr effect or quadratic electro-optic effect is directly related to the third-order nonlinearity, χ⁽³⁾. Pockels, 20 years later, observed another phenomena, the linear electro-optic effect [34], through the modification of the index of refraction of light in a

![Figure 8. Typical infrared (IR) transmission spectra of S-, Se-, and Te-based chalcogenide (ChG) glass [32].](image-url)
non-centrosymmetric crystal (Quartz) placed by an electric field. For a long time thereafter, these phenomena were little studied and found of non-practical applications. However, the decisive prerequisite for work out such effects demands high laser pump intensities and suitable phase-matching conditions. Significant effects of NLO (e.g., frequency conversion by taking advantage of second and third harmonic generation) only began to be observed experimentally in the early 60s, after laser invention, due to the fact that such NLO effects require high electromagnetic field intensities to manifest, which was only possible using high-power lasers. P. Franken reported the first observation of the SHG in 1961 after focusing a pulsed ruby laser (λ = 694 nm) into a Quartz crystal; the red incident beam generated an emitted blue light (λ = 347 nm) [35]. THG was soon experimentally reported in 1965 [36]. Since the late of the 80s the interest in NLO properties in glass began to increase [19]. As already mentioned, the nonlinear optical response of glasses is closely related to their anionic polarizability [29, 37] which is described as the deformation of electron clouds (dipoles) when the electromagnetic field is applied. The selection of suitable glass structure and composition can contribute to efficiently optical Kerr effect, self-focusing, intensity-dependent refractive index, and other χ(3) -related effects. In the literature, several reports have shown that the Kerr effect of non-conventional glass compositions is a viable option for self-phase modulation and broadband light generation in the near-infrared [29]. The χ(3) in resonant mode is an additional possibility. Due to the bandwidth requirements for transmitting information for both long-haul and local area networks, Raman amplification is considered a good option to face out the recent developments in the telecommunications fiber industry and diode laser technology. Compared, for instance, with Er3+-doped silica fiber amplifiers, in which the wavelength is fixed at 1550 nm, Raman gain bandwidths are larger, and the operational range only varies with the pump wavelength and the bandwidth of the Raman active medium (the glass nature) [29]. It is well known that the Kerr effect and Raman gain follow the polarity of the glass medium and are deeply impacted by the structure of some specific glasses, such as TeO2 glass, which have large electronic polarizability. Additionality the small length of Te–O bond (2.01 Å) [37, 38] is considered responsible for the large third-order nonlinear optical susceptibility of these kinds of glass [38]. It χ(3) value was as high as 1.4 × 10⁻¹² esu about 50 times as large as that of SiO2 glass [38].

The field of nonlinear optics of glasses has been mainly focused on two main groups: resonant and non-resonant [28]. Non-resonant interactions occur when the light excitation falls in the transparent wavelengths range of the glass longer than its electronic absorption edge. As no electronic transitions take place, the process can be seen as lossless and so an ultrafast glass response due to third-order electronic polarization is assured. Examples are, in general, high refractive index and high dispersion glasses like heavy flint optical glasses, or heavy metal oxide glasses, or chalcogenide glasses.

The resonant ones include semiconductor (quantum dots), or metallic nanoparticles doped glasses [10, 28] and the interaction occurs when the optical field’s frequencies are near the electronic absorption edge so that its high resonant nonlinearity can be exploited. However, the isotropic structure glass and its amorphous state have inversion symmetry and do not exhibit second-order nonlinearity, χ(2), or Pockels effect which is necessary for applications such as electro-optic switching and modulation or wavelength conversion in photonic technology. Indeed, glass is a good example of optically isotropic material (as well cubic crystals) that does not exhibit (in principle) any behavior that arises from that condition (e.g. optical birefringence). However, this is not always the case because second-order nonlinearity can be achieved in glass upon appropriate modification. For
example, the application of both heat and electric fields (thermal poling) gives rise to SHG. Since \( \chi^{(2)} \) is not physically possible in a centrosymmetric material, the creation of an axial symmetry under thermal poling has been demonstrated to be effective to introduce second-order nonlinearity properties [29]. Another route to create an optical SHG is by the introduction of optical non-linear nanocrystals within a glass matrix. Although thermal poling is an efficient way to induce SHG in silicate glasses, \( \chi^{(2)} \) also appeared after glass heat treatments to precipitate crystallites of non-centrosymmetric compounds [39]. This strategy gives rise to transparent crystallized glasses (glass-ceramics). Nevertheless, more research is necessary to clarify some aspects, for instance, whether the thermal poling approach is effectively the best choice for raising SHG.

In the glass transparency region, which is found between the ionic (vibrational) and the electronic excitation interactions and where no permanent electric dipoles are present, the light frequency is too high for the ionic polarizability to follow the E field oscillations and too low to resonate with the electronic excitations [10]. Still, multiphoton processes may occur. For example, the probability of two-photon absorption is proportional to the square of the E field intensity [10].

4. Quantum dots doped glasses

Intensity-dependent nonlinear optical effects, such as the optical Kerr one, are very significant for all-optical data processing. Glasses with large nonlinear refractive index and nonlinear absorption coefficient are suitable materials for fiber telecommunication and nonlinear optical devices such as ultrafast optical switches and several photonic applications. Since silica and silicate glasses exhibit a small third-order nonlinear susceptibility \( \chi^{(3)} \), the strategy of combining different materials to obtain composite systems, such as glass doped with semiconductor nanocrystals (quantum dots), allowed to obtain optimized nonlinear optical properties because semiconductors exhibit larger susceptibility. Glasses doped with semiconductors nanocrystals (quantum dots, QDs) such as CdS, CdSe, CdTe, PbS, CuCl, etc., are suitable materials for resonant NLO devices with response times on the ps domain. They can be prepared through the dispersion of a nanocrystalline phase in a glass matrix. This approach, through the reduction of bulk size to nanometric scale or quasi-zero-dimensional quantum dots, allow to change the electronic properties of glasses accordingly with enhanced nonlinearity compared with the corresponding bulk semiconductors [40]. Whenever the absorption of a photon of enough energy (\( h\nu \) is greater than the band gap, \( E_g \)) excites an electron from the valence band to the conduction band in semiconducting materials, a free electron–hole pair may be formed. The hole and electron are attracted by Coulombic forces to keep them in a stable orbit as a bound electron–hole pair, called exciton [10]. Due to electrons and holes being confined in a small volume of radius, the radius of the exciton (distance between the electron and hole in an exciton), will change the available energy levels and the interaction with the photons. As the size of nanoparticles becomes progressively smaller, the quantum size effects of excitons confined in all three dimensions give rise to a series of discrete energy levels [10], and therefore the energy associated with them will depend on the relationship between the crystal size (R) and the exciton Bohr radius. Quantum confinement effects are quite significant in the range of \( a \ll R \sim a_B \), where \( a \) is the lattice constant of the semiconductors, i.e. when R is similar to Bohr radius of exciton in bulk crystal (\( a_B \)). In QDs doped glasses these effects give rise to the so-called blue shift of the linear optical absorption edge. The shift regarding to the bulk \( E_g \) varies with R as \( \sim 1/R^2 \). Smaller R gives rise to larger blue-shift.
The size of semiconductor particles can be calculated by [41]:

\[
\Delta E_g = \frac{h^2}{8R^2} \left[ \frac{1}{m_e^*} + \frac{1}{m_h^*} \right] - 1.8e^2/4\pi\varepsilon_0\varepsilon_R R - 0.124e^4/h(4\pi\varepsilon_0\varepsilon_R)^2 \left[ \frac{1}{m_e^*} + \frac{1}{m_h^*} \right]^{-1}
\]  

(17)

where \(\Delta E_g\) is the shift of the band gap energy (due to the confinement), \(R\) is the particle size (radius), \(m_e^*\) and \(m_h^*\) are respectively the reduced effective masses of the electron (\(e\)) and hole (\(h\)). It is interesting to note that the second term, related to the kinetic energy of the electron and hole [41] exhibits a \(1/R^2\) dependence while the third term, the Coulomb interaction between the electron and hole, has a \(1/R\) dependence. Although the kinetic energy of the exciton for nanoparticles of \(R \sim a_B\) seems to be predominant, the Coulomb interaction must also be considered [42]. Figure 9 shown that the shift of the exciton resonances to higher energy (blue shift) is a consequence of the increasing quantum confinement as \(R\) decreases [43].

The changes in absorption also lead to refractive index changes, through the Kramers-Kronig transformation:

\[
\Delta n(\omega) = \frac{c}{\pi} \int_0^\infty \frac{\Delta \alpha(\omega')}{\omega'^2 - \omega^2} d\omega'
\]  

(18)

where \(c\) is the speed of light and \(\omega\) is the light frequency.

The method allows to correlate the determined change \(\Delta \alpha\) in the absorption coefficient to the change \(\Delta n\) in the refractive index [43]. The nonlinear refractive index is then obtained by \(n_2 = \Delta n/l\) (Eq. (8)). The value of \(\chi^{(3)}\) will be proportional to the reciprocal of the confinement volume and will increase with decreasing \(R\) [10]. Is then expected that larger non-linearities are obtained for glasses containing smaller particles and larger volume fractions of QDs [10].

5. Metal-doped glasses

Metal doped glass possesses linear and nonlinear optical properties. Great interest has driven the study of the third-order nonlinear susceptibility of metal particles embedded in dielectric matrices, like glasses [44], which are influenced not only by the type and size of the metal particles but also by the metal-dielectric constant. The most significant effect of the confinement of metal particles in optical properties of nanocomposite glasses is the appearance of the surface plasmon resonance, which
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Figure 9. Absorption spectra of CuCl-doped quantum dot glasses: 22 Å (solid); 27 Å (dot); 34 Å (dash) [43].
deeply enhances the glass $\chi^{(3)}$ responses with picosecond temporal responses. For example, the optical absorption spectrum of Ag-doped silica sol–gel glass shows the presence of an absorption band of surface plasmon resonance due to Ag nanoparticles at $\sim 420$ nm (Figure 10).

Plasmons deals with a coherent interaction between the free-electron gas surrounding metal and the incident radiation. The motion of these free electrons can be described by the plasma Drude model, along with a plasma frequency of the bulk metal $\omega_p$. In accordance with the Drude free-electron model, the dielectric constant of metal particles is given by [45]:

$$
\varepsilon_m = \varepsilon'_m - i\varepsilon''_m = 1 - \omega_p^2/[\omega(\omega - i/\tau)]
$$

(19)

Where $\tau$ is the time between collisions among electrons. The real ($\varepsilon'$) and imaginary ($\varepsilon''$) parts of the complex dielectric constant are expressed as [45]:

$$
\varepsilon'_m = n^2 - k^2 = 1 - \omega_p^2\tau^2/\left[1 + (\omega\tau)^2\right]
$$

(20)

$$
\varepsilon''_m = 2nk = \omega^2\tau^2/\left[\omega + (\omega\tau)^2\right]
$$

(21)

From the above equations is possible to infer the existence of an interaction between the free-electron gas and the incident electromagnetic field, which gives rise to an excitation of the electrons at the metal surface, associated with collective oscillations of electrons in the metal nanoparticles, called surface plasmon. The large value of $\chi^{(3)}$ of metal-doped glasses arises predominantly from the local electric field enhancement near the surface of the metal nanoparticles (Ag, Cu, Ni, or other metal nanoparticles) due to their surface plasma resonance, leading to a variety of optical effects.

When the diameter ($d$) of metal particles is much lower than the wavelength of light ($\lambda$), scattering is negligible. As well, the total collisional impacts of the electrons with the particle surfaces become significant and a new-found relaxation time, $\tau_{\text{eff}}$, appeared, given by [45]:

$$
1/\tau_{\text{eff}} = 1/\tau_b + 2\nu_F/d
$$

(22)
where $\tau_b$ is the bulk value and $v_F$ is the electron velocity at the Fermi energy. Spherical metal nanoparticles embedded in a glass matrix with a real dielectric constant $\varepsilon_d$ exhibit NLO properties. Figure 11 exhibits homogeneous size distribution of spherical Au nanoparticles in a SiO$_2$ thin film on a metal substrate [46]. For the conditions.

The equation usually considered to obtain the $\chi^{(3)}$ of metal/glass composites, is given by [45]:

Figure 11. Transmission electron microscopy micrographs of Au-SiO$_2$ thin films: a) cross section view of a film with Au volume fraction $p = 23\%$, and b) plan view of a film of Au volume fraction $p = 8\%$ [46].
\[ \chi^{(3)} = 3pf^n \chi_m^{(3)} \]  
(23)

Where \( \chi_m^{(3)} \) is the bulk metal third-order susceptibility, \( f \) is the local electric field near the metal particles and \( p \) is the metal volume fraction. The optical response of metal particle/glass composites can be determined by the local field enhancement inside the nanoparticles (dielectric confinement):

\[ f = \frac{E}{E_0} = \frac{3\varepsilon_d}{\varepsilon_m + 2\varepsilon_d} \]  
(24)

\( f \) is given by the ratio between the field \( E \) inside a metal particle and the applied field \( E_0 \), with \( \varepsilon_d \) the dielectric constant of the glass matrix and \( \varepsilon_m \) the one of the metal.

So, if one assumes \( \chi_m^{(3)} \) independent of particle size, then \( \chi^{(3)} \) will increase as the volume fraction of metal particles and their size increases [45].

6. Conclusions

In the last decades, the development of optics, as the science that deals with light and its applications, has had an enormous growth not only through new or recognized theoretical concepts but also in new optical techniques and new instruments. Several factors contributed to this, namely: 1) the emergence of new light sources, such as lasers, which allowed the advent of new applications associated with light manipulation, such as those based on the nonlinear optical properties of materials; and 2) the development of new glasses or the modification/optimization of others through the addition of dopants (e.g., metallic nanoparticles or QDs), also allowed the creation of new photonic devices (light sources, all-optical switches, modulators, etc.) and new technologies associated with them. These developments also gave rise to the so-called integrated optics, which allowed a reduction in the size of optical systems, while maintaining their high nonlinear optical performance. Many of these technologies are used in the field of communications and other sectors of activity, such as health and information. In terms of materials, NLO glasses have grown as indicated by the numerous scientific publications on the subject. Glasses have great versatility and offer great flexibility to modify their nonlinear responses by manipulating their composition, refractive index, gap, etc. Because of their structural inversion symmetry, glasses do not possess second-order optical nonlinearity. Yet, it is possible to induce this optical response in the glass by thermal electric poling.
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Deep Saturation Nonlinearity of 5G Media and Potential Link to Covid-19

Mohsen Lutephy

Abstract

5G broadband millimeter LFs (low frequencies) are filtered and do not influence into the cells, but in the nonlinear media, the modulation instability of the fast underlying carrier wave leads to appear the slowly varying perturbation parasite envelopes (noises) which is described by nonlinear Schrodinger equation (NLSE). Thus, the 5G pump waves in nonlinearity leads to extremely low frequency electromagnetic pulse envelopes enable to pass the filters such as the skin, and disintegrating in the cells to the 5G carrier waves and disordering genome as a probable origin to organize the corona virus via covering separated part of the genome with the capsids. A so called physical solution on the modulation instability of the nonlinear media is the Kuznetsov-Ma breather revealed previously in the optical fibers and accordingly we have detected here the signature of the Kuznetsov-Ma breather self-similar solution of the NLSE on the global distribution pattern of the covid-19 infection and death cases as an agreement between the theoretical results and observations for covid-19. A possible potential link between the covid-19 and 5G nonlinear internet media is revealed, verifying that the covid-19 global patterns of the infection and death cases are statistically significant.

Keywords: Nonlinear optics, Radiation health risk, Epidemiology, LF radiobiology, covid-19, 5G

1. Introduction

5G internet media uses millimeter waves (10–300 GHZ) in which are easily blocked environmentally and not travel far. Despite previous generations of wireless media, the 5G multiple antennas arrange in “phased arrays” [1, 2] that work together to emit focused, steerable, laser-like beams that track each other causes to appear nonlinear dispersive media, environmentally revealing modulation instabilities due to nonlinearity which is observable in the optical fibers e.g. [3–5] (there are many papers to cite here).

In the linearity, the plane wave is ever stable and perturbations do not grow whereas that in the nonlinearity, the perturbation in the background plane wave is expanded and can produce high amplitude perturbation parasites (noises) via the modulation instabilities which yields to its relevant wave solutions.

Bill P. Curry in his so-called graph reported exponential Microwave absorption in brain tissue, newly confirmed more in the paper “Exposure of Insects to Radio-Frequency Electromagnetic Fields from 2 to 120 GHz” [6]. However the 5G waves
are affecting the cells in the long-term exposure e.g. [7–14] (the articles published in the field of the cells at the exposure of the LF EMF is out of capacity all to cite here) and also bioeffects at exposure of modulated EMF (MEMF) of radiofrequencies of low intensity e.g. [15] and reference in, it is yet correct that the 5G waves are blocked by skin and rarely influence in the bodies is for radio entropy. Then it has been thought that “The 5G Health Hazard That Isn’t” as titled in the New York Times. It is real also the radio waves become safer at higher frequencies for that easier to block environmentally and also by skin. But according to the reports, the cells exposed to extremely low frequencies (ELFs) presented an increase of the number of cells with high damaged DNA as compared with non-exposed cells. Then if the 5G media was linear, the 5G electromagnetic waves were almost safe for healthiness of the species in the earth, but since the 5G media is nonlinear then for modulation instability of the nonlinear media, the 5G wireless internet produces extremely low frequency perturbation parasite pulses similar to the perturbation pulses produced in the fiber optics.

Some properties of nonlinearity are appeared in nonlinear media such as self-focusing [16, 17] and wave steepening [18]. The nonlinear dispersive media is described by the nonlinear Schrodinger equation (NLSE) discussed in many papers and the books e.g. [19] as observed in the deep-water wave propagation [20, 21] and optical fiber [22, 23].

NLSE is a central model of nonlinear science, applying to hydrodynamics, plasma physics, molecular biology and optics. NLSE describes the slowly varying envelope that modulates a fast underlying carrier wave. The perturbation method on the NLSE yields to the wave-packet envelopes as the parasite for 5G low frequency carrier waves, enable to cross the skin and expose the cells in the field of extremely low frequencies (ELFs). Thus, the 5G background pump waves can inter noticeable to the cells and damaging DNA and producing some disorders may be relevant to the corona virus which is a part of genome covered by the capsids (capsidal DNA). If this is true it should be an identity between the distribution patterns of the corona virus infection and death cases and wave pattern of the 5G perturbation parasite envelopes.

Wonderfully we detect here the identity between the covid-19 distribution pattern of the infection and death cases and the Kuznetsov-Ma breather self-similar solution of the nonlinear Schrodinger equation (NLSE) which describes the instability of the radio frequency waves in dispersive nonlinear media.

2. 5G and nonlinear Schrodinger equation and covid-19

2.1 Theoretical frameworks

The envelope evolution of nonlinear systems is extracted in the form of nonlinear Schrodinger equation (NLSE) from different methods such as Fourier-Mode coupling e.g. [24], or Multiple-Scale analysis [25]. The NLS equation in nonlinear optics was first derived by Kelley in 1965 using a nonlinear electromagnetic wave Maxwell’s equation introduced by Chiao et al. one year earlier [26, 27]. Furthermore, Karpman and Krushkal in 1969 derived the NLS equation using Whitham-Lighthill adiabatic approximation [28].

Consider a system described by the normalized nonlinear Schrodinger equation [(1+1)D NLSE]:

\[ i \frac{\partial \Phi}{\partial t} + \frac{1}{2} \frac{\partial^2 \Phi}{\partial x^2} + f(|\Phi|^2)\Phi = 0 \] (1)
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Eq. (1) describes many physical systems, primarily those in which nonlinear waves propagate in isotropic media [29]. The parameter $\varphi$ describes the slowly varying envelope which modulates a fast underlying carrier wave and the nonlinear term $f(|\varphi|^2)$ is specific to the physical system.

On the (1 + 1)D NLSE, two particular forms of nonlinearity are Kerr-type and saturable type that are common in optics [30]. The Kerr-type, where $f(|\varphi|^2) = |\varphi|^2$ and the saturable type, where $f(|\varphi|^2) = |\varphi|^2/(1 + |\varphi|^2)$.

Of course where $|\varphi|^2/(1 + |\varphi|^2) \approx 1 - (1/|\varphi|^2)$, the nonlinearity is called the “deep saturation nonlinearity” [31] and most of the interesting properties and energy of the solitons is in the regions where $|\varphi|^2 > 1$ [31].

If $\varphi(\xi, \tau)$ is a solution of the (1 + 1)D NLSE in deep saturation nonlinearity, then a whole family of the solutions is obtained [31] by re-scaling via real parameter $\varepsilon$ as

$$\varphi(\xi, \tau) \rightarrow e^{\varepsilon(1-\varepsilon)} e^{-\varepsilon} \varphi(e \xi, e^2 \tau) \quad (2)$$

Then all solutions of the same order of (1 + 1)D deep saturable NLSE are related each other by rescaling and the solutions are self-similar to one another in their physical properties, such as intensity, shape, etc. “This is because the natural scale in the saturable NLSE is visible only in the margins of the intensity profile of the soliton, and its effect on the shape is tiny” [31].

On the Nonlinear Schrödinger equation, the modulation instability of the background wave motivates to create localized breathers [32]. Of course there are various types of the numerical and analytical solutions describing breathers relevant to the definition of the nonlinear term $f(|\varphi|^2)$, but qualitatively breathers can be modeled in a specific solution [33, 34] as the localized pulses on the continuum background plane wave that:

$$\varphi = \left[ \frac{2(1 - 2a) \cosh \left( \sqrt{8a(1 - 2a)} \tau \right) + i \sqrt{8a(1 - 2a)} \sinh \left( \sqrt{8a(1 - 2a)} \tau \right)}{\sqrt{2a} \cos \left( 2\sqrt{1 - 2a} \xi \right) - \cosh \left( \sqrt{8a(1 - 2a)} \tau \right)} \right] \quad (3)$$

Where $a < 1/2$, the solution is Akhmediev breather and for $a = 1/2$ the solution is peregrine soliton and for $a > 1/2$ it is Kuznetsov-Ma breather. Of course amplitude of the background wave has been deleted here for reality that the background plane wave is without modulation and thus, the envelopes do work as the independent wave packets.

First solution of the NLSE was the Kuznetsov-Ma (KM) breather [35, 36] and we consider also a Kuznetsov-Ma breather type solution for perturbation of the carrier wave in deep saturation nonlinearity. This solution does show the localized pulsation of the background wave as the periodic noise.

The experimental results in the optical fibers e.g. [5] verify that the Kuznetsov-Ma breather is matched with real term $\text{Re} \{\varphi\}$ and in fact the imaginary term $\text{Im} \{\varphi\}$ can be imaginary and then the physical answer is real term of the Eq. (3), that is,

$$\varphi = \left[ \frac{2(1 - 2a) \cos \left( \sqrt{8a(2a - 1)} \tau \right)}{\sqrt{2a} \cos \left( 2\sqrt{1 - 2a} \xi \right) - \cos \left( \sqrt{8a(2a - 1)} \tau \right)} \right] \quad (4)$$

Notice that $\cosh (i\tau) = \cos (\tau)$ and then in the Kuznetsov-Ma breather solution in which $a > 1/2$, we have $\cosh \left( \sqrt{8a(1 - 2a)} \tau \right) = \cos \left( \sqrt{8a(2a - 1)} \tau \right)$.

However if we use the $\varphi$ included to both of the imaginary and real terms, the solution numerically is still near to the Eq. (4) and difference is neglect-able.
2.2 The evidences for the theoretical arguments

5G sideband waves are background carrier wave which in the nonlinearity yields to the relevant instabilities. The description of instabilities in optics as rogue waves is recent, however, first used in 2007 when shot-to-shot measurements of fiber supercontinuum (SC) spectra by Solli et al. yielded long-tailed histograms for intensity fluctuations at long wavelengths [37].

On the modulation instability of the 5G media, however the 5G monochromatic waves do not directly affect the cells but producing extremely low frequency envelope impulses which are enable to influence into the cells. The scale invariance in the deep saturation nonlinearity according to the Eq. (2) yields to the answer as the full family of the self-similar solutions (intensity in the term $|\varphi|^2$) that

$$|\varphi|^2 = \sum_{n=0}^{+\infty} |e^{-n} \varphi(e^n \xi, e^{2n} \tau)|^2$$

(5)

Very short period waves are neglected actually and very long waves are trivial in short time (in the scale of lesser than several years) and then actually we can consider a solution as a suit of four consequent envelopes from the Eq. (5) in series of $n = \{0, 1, 2, 3\}$.

The time $\tau$ is free scale mathematically and we can rescale $\tau \rightarrow \tau \sqrt{8a(2a - 1)}$. We assume arbitrary the frame center at point $\xi = 0$ and then by the Eqs. (4), (5) we deduce for $n = \{0, 1, 2, 3\}$, an actual answer as follows

$$|\varphi|^2 = e^{-3} \frac{2(2a - 1) \sin (e^6 \tau)}{\sqrt{2a - \sin (e^6 \tau)}} + e^{-2} \frac{2(2a - 1) \sin (e^4 \tau)}{\sqrt{2a - \sin (e^4 \tau)}} + e^{-1} \frac{2(2a - 1) \sin (e^2 \tau)}{\sqrt{2a - \sin (e^2 \tau)}}$$

$$+ \frac{2(2a - 1) \sin (\tau)}{\sqrt{2a - \sin (\tau)}}$$

(6)

Figure 1.
Theoretical wave (self-similar corona-like) solution of covid-19 infection pattern for $a = 1, \varepsilon = 1/4, k_I = 1/5$ driven by the Eqs. (6), (7).
If corona virus infection cases per time symbolized here by \( n_I \) relates to 5G wave’s breather amplitude \( |\phi|^2 \), thus there should be exist a coefficient \( k_I \) to correlate the intensity of 5G perturbation envelopes to the infection of the corona virus as

\[
n_I = k_I |\phi|^2
\]

(7)

The infection cases per time interval symbolized here with \( n_I \) in unit K (cases/time) is drawn on the Eqs. (6), (7) in Figure 1 with the best fit in \( \epsilon = 1/4 \), \( a = 1 \), \( k_I = 1/5 \) (K in vertical axis and time in horizontal axis in the radians scale). Transferring the time from radians to the date, the wave pattern matches nicely with covid-19 infection pattern reported by live such as www.worldometers.info. The domain and time scales of the wave envelopes match with covid-19 infection pattern as compared in the Figure 2.

Figure 2.
Covid-19 infection pattern to date (below diagram) compared to 5G perturbation pulses in the time scaled with radians (above diagram).
The corona virus is transmitted by human to human biologically and thus, the biologic spreader effect moderates extremes of the physical waves. For example if the antennas do not work for a short time, still the covid-19 is continued for moderation of the biological effects. Of course deviation from the physical source will appear along the time. In reality the 5G internet media includes the antennas distributed in the earth and thus, the phase of the perturbation envelopes can vary by changes in the antennas.

By the way via comparing the covid-19 infection diagram with the wave solution Eq. (6) along the year 2020, still the covid-19 is matched with the Kuznetsov-Ma wave solution of the NLSE both in the phase and shape of the wave. We have drawn the pure wave solution (above diagram in the Figure 2.) without moderation of the extremes and then difference in the intensity between the diagrams of the wave solution and covid-19 infection pattern is natural. In reality the above diagram in the Figure 2 which is for Kuznetsov-Ma breather should be moderated to fit in the intensity with below diagram in the Figure 2 which is for covid-19 infection cases. The 5G injection effect of the parasite pulses in the cells does not depend to the cases-age but deaths per time interval symbolized here by \( n_D \) depends to the

![Figure 2](image1.png)

**Figure 2.**
Covid-19 death cases pattern (below diagram which is copied from online corona-meter web) compared with the \( \phi^2 \) from Eq. (6).
cases-age. The index $n_D/n_I$ is larger for elders. The population of elder cases is decreased proportionally along the time and then the index $n_D/n_I$ is flattening rapidly to asymptotic size $\sim 0.02$. We find numerically a function for damping effect of the index $n_D/n_I$ as follows

$$n_D/n_I = \left[ 0.02 + \frac{1}{1 + 0.3\tau + 0.005\tau^2} \right]$$ \hspace{1cm} (8)

An initial shock wave is observed for death cases in onset of the covid-19 pandemic which is flattening asymptotically to the normal size. This is matched with daily deaths observed in covid-19 (Figure 3).

The wireless antennas have potential to transfer the earth to the nonlinear media as the source of extremely low frequency (ELF) electromagnetic envelopes (Trojan horse) affecting the cells, disordering the genome and damaging the species which may be visible in the next generations the more.

3. Conclusions

However the 5G broadband electromagnetic pump waves are blocked mainly and environmentally disable to pass the skin but on the nonlinearity of 5G internet media as a result of modulation instability we find extremely low frequency perturbation parasites as the solution of nonlinear Schrodinger equation (NLSE), enable to pass the skin and disordering the genome as the potential link between the 5G and covid-19. Accordingly the global patterns of the corona virus infection and death cases follow the Kuznetsov-Ma type breather solution of the NLSE which is a perturbation envelope. In detail we find that the global patterns (infection and death) of the corona virus is matched with deep saturation nonlinearity of 5G internet broadband media which yields to a self-similarity of the infection and death cases global patterns of the corona virus.
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