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## Preface

This book covers recent developments in atomic force microscopy (AFM) and Raman spectroscopy. AFM is a widely used technique in air, liquids, or vacuum to produce high-resolution topographic images of a surface with nanometer-scale resolution. AFM provides information on morphology and phase composition. Advances in AFM modes enable its application in various research areas such as photovoltaics, 2D materials, nanomaterials, and more. Raman spectroscopy is a widely used technique for the identification of organic and inorganic chemical substances. Over the last century, significant advances in lasers, spectrometers, detectors, and holographic optical components have made Raman spectroscopy a useful tool for various applications, including basic chemical and materials research, medical diagnostics, life sciences, and in situ process monitoring. This book provides a comprehensive overview of advanced methods in AFM such as Kelvin probe force microscopy (KPFM), conducting atomic force microscopy (CAFM), magnetic force microscopy (MFM), AFM nanoindentation and its various applications, as well as advances in Raman spectroscopy, from advanced topics such as the deep learning approach to Raman spectroscopy to fundamental applications.

This book is divided into three sections. The first section presents an introduction to AFM and its various advanced characterization techniques, such as CAFM, KPFM, MFM, and other basic techniques and their applications. The second section contains a detailed introduction to Raman spectroscopy and its various applications in different fields. The third section discusses the application of Raman spectroscopy in low-dimensional nanostructures such as 2D materials and carbon nanotubes (CNTs).

We thank all the authors for their contributions and patience in editing the book. We also thank Author Service Manager Mia Vulovic and IntechOpen for allowing us to edit this fascinating book project.
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Section 1

Atomic Force Microscopy and Its Advanced Applications
Chapter 1

Application of Atomic Force Microscopy in Organic and Perovskite Photovoltaics

Chandra Shakher Pathak

Abstract

Atomic force microscopy (AFM) has become widely used technique in air, liquids, or vacuum to generate high-resolution topographic images of a surface having a nanometer-scale resolution. AFM gives the information about the morphology, phase composition etc. Photovoltaic materials have been attracting intense interest due to their performance and the morphology as well as quality of these materials affects their performance. AFM is now a day widely used technique for morphology and other electronic properties measurements at nanoscale for photovoltaic materials to understand their relation with device performance. This chapter describe the brief introduction of Kelvin probe force microscopy (KPFM) and conducting atomic force microscopy (CAFM) and their application in electrical characterization at nanoscale of organic and perovskite photovoltaic materials.

Keywords: AFM, KPFM, CAFM, Photoconductive AFM, Nano scale, Electrical properties, Surface potential

1. Introduction

Scanning tunneling microscopy (STM) was first introduced in 1982 and it is based on tunneling of electron between the metallic tip and sample surface and it is limited to the study of conducting surface [1]. After four years in 1986, the solution of this restriction was provided by atomic force microscopy (AFM) and it is based on the detection of attractive or repulsive forces [2]. AFM was used to analyze the surface morphology and used to measure the force of interaction between the AFM tip and the sample. AFM consists of a sharp tip having nanometer dimension which is attached to a cantilever is used to scan the sample surface. A laser beam focused on the cantilever which detects the bending of cantilever. The reflection of the laser beam is focused on photodiode detector. Deflection of the cantilever is monitored during the scanning and converted into surface image. AFM is generally operated in contact mode and tapping mode. AFM is the widely used tool for the characterization of materials surface at the nanoscale. AFM was developed to a very versatile technique by combination with other measurements methods. This chapter will cover the application of electrical mode of AFM specifically Kelvin probe force microscopy (KPFM) and conducting atomic force microscopy (CAFM).
1.1 Kelvin probe force microscopy

Lord Kelvin proposed macroscopic Kelvin probe method in 1898 to determine the contact potential difference ($V_{CPD}$) between a metallic plate and sample [Kelvin L., Contact electricity of metals Phil. Mag. 1898, 46, 82–120]. Later in 1991, KPFM was first introduced by Nonnenmacher et al. [3]. The KPFM mode is basically a two-scan process. In the first scan topography of the surface is acquired in tapping mode along a single line profile. Following this, the mechanical excitation of the cantilever is turned off and in the second scan this topography is retraced at a certain lift height (LH) above the sample surface, recording local variations in contact potential difference (CPD). During the second scan, the tip-sample distance is constant and it is equal to $d_{AFM} + LH$, where $d_{AFM}$ represent the tip-sample distance during the topographic scan. When the AFM tip is brought close to the sample surface, the electrostatic force is generated and it is proportional to the difference between their Fermi levels. If the work functions of the sample and the tip are different, electrons flow from the lower work function to the higher work function material to align their Fermi level and the system reach in charge equilibrium condition. The vacuum levels of the tip and sample are not the same and the surfaces of the sample and the tip are charged and an apparent $V_{CPD}$ will form. Due to the $V_{CPD}$ an electrical force acts on the contact area and this force can be nullified by applying a DC voltage and it is equal to the work function difference between tip and sample. The work function of the sample can be calculated when the tip work function is known from scanning a reference sample.

1.2 Conductive atomic force microscopy

Conductive atomic force microscopy (CAFM) is usually used to analyze the local variations in current of the sample. The AFM controller is used for applying dc bias through the substrate during measurements. The CAFM tip is connected through a low noise current amplifier to the AFM controllers to generate the current image. We can collect the current–voltage ($I-V$) characteristics by CAFM tip which can be contacted randomly at various positions of sample surface and $I-V$ characteristics are collected at each position.

KPFM generates 3D mapping of surface electric potential and measure the local work function while CAFM generates the current map. CAFM is one of the simplest ways of characterizing electrical properties at high resolution is by applying voltage between the sample and a CAFM probe. Photoconductive AFM; current mapping under illumination is useful for correlating high resolution current mapping with the photovoltaic device performance. Now a day these two modes of AFM in electrical mode are widely used in all area of research; nanoelectronics field, solar cell, 2D materials and semiconductor industries, biology etc. This chapter consists the collection of some published work as well as some new results.

2. Organic photovoltaics

Conducting polymers have been attracting attention after their discovery by Shirakawa, MacDiarmid, and Heeger in 1977, who were awarded the Nobel Prize in Chemistry in 2000 for the discovery of conductive polymers [4, 5]. They used organic polymer polyacetylenes, which is a conjugate polymer and insulator and increased the conductivity of polyacetylene films by several orders of magnitude by chemical doping [4]. In recent years, there has been lot of research activity in the field of polymer electronics and attracted a lot of attention because of its high
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flexibility, light weight and solution process ability [6]. Applications of conducting polymers include organic light emitting diodes, organic thin film transistors, organic solar cells, actuators and sensors etc. [7–13]. AFM is usually used to measure the roughness, morphology and phase analyses of conductive polymer [13]. KPFM is used to measure the work function [14–20] and CAFM [18, 21, 22] used to measure the current of the organic solar cell materials. These two methods give valuable insights in the structure and working mechanism of organic photovoltaic devices.

Poly(3,4-ethylenedioxythiophene)-poly (styrenesulfonate) (PEDOT:PSS) is a well-known conducting polymer because of its high conductivity, excellent thermal stability, transparency, structural stability and processability [23–25]. PEDOT:PSS polymer is a promising candidate as a transparent electrode for optoelectronic devices. PEDOT is made from ethylenedioxythiophene (EDOT) monomers. PEDOT is insoluble in many common solvents, and it is unstable in its neutral state. To improve its processability, water-soluble polystyrene sulfonate (PSS), can be added and the addition of PSS causes it to become soluble. During the polymerization, PSS acts as charge balancing dopant to yield PEDOT:PSS.

Figure 1 shows the height images and Figure 2 shows the surface potential images of PEDOT:PSS films with co-solvents (N-Methyl-2-pyrrolidone (NMP) and methanol (MeOH)). The average root-mean-square roughness (RMS) values were found in the range 3.2–5.5 nm. Pristine PEDOT:PSS film was quite smooth with a RMS roughness of 2.6 nm. RMS roughness values of PEDOT:PSS films increases after co-solvents addition. Variation in the RMS roughness after addition of co-solvents indicates the morphological change that arises from the conformation of the polymer chain [16]. The estimated average work function of co-solvents doped PEDOT:PSS thin films range from 4.63 to 4.82 eV as compared to 4.9 eV for the pristine PEDOT:PSS film [16]. Work function can be calculated with the following Equation [16, 27].

\[
V_{CPD} = \frac{\phi_{tip} - \phi_{ample}}{-e}
\]
where $V_{\text{CPD}}$ is the contact potential difference measured by KPFM in volts, $\phi_{\text{tip}}$ and $\phi_{\text{sample}}$ are the work functions of tip and sample in eV, respectively, while $e$ is the electronic charge.

**Figure 3** shows the current map of bare and NMP doped PEDOT:PSS films. Bare PEDOT:PSS has less current as compared to NMP doped PEDOT:PSS film as shown in **Figure 3** [28]. This shows the reduction of more PSS from the surface for NMP doped PEDOT:PSS film. Hosseini et al. [22] also reported higher current for ethylene glycol (EG) doped PEDOT:PSS film.

**Figure 4** shows topography, surface potential images and corresponding line profile of bare and NMP doped PEDOT:PSS films. Bare PEDOT:PSS has work function of 4.90 eV and 4.77 eV for NMP doped PEDOT:PSS film [16, 28]. Line profile shows the homogenous distribution of surface potential. We also showed that the work function was reduced with the addition of dimethyl sulfoxide (DMSO) solvent in PEDOT:PSS [15].
3. Perovskite photovoltaics

The last 10 years has seen a new photovoltaic (PV) technology being discovered and developed at a rate greater than any previous energy harvesting technology with research fuelled by the facile, low cost large area solution processing routes available for device fabrication. These devices, known as organic–inorganic metal halide perovskites have certified power conversion efficiencies (PCEs) $> 25\%$ [29], comparable values to the incumbent technologies but available at a fraction of the materials and processing costs. The perovskite thin films are typically polycrystalline ones, comprising microstructures such as grains and grain boundaries (GBs). Recently some of research groups have performed the microscopic investigation and suggested that the grain boundaries (GBs) in planar perovskite solar cells have beneficial [30, 31]. Hence engineering of the perovskite films and the microscopic investigation is essential for the further improvement in the properties of perovskite photovoltaics. CAFM and KPFM have been widely used to characterize the local properties of perovskite thin films at nanoscale to see the changes in electrical properties specially to improve the performance and stability of perovskite photovoltaics. CAFM [30–37] and KPFM [32, 38–40] have been used to characterize the local properties of perovskite thin films. Such studies suggested that GBs have beneficial effects due to efficient photogenerated charge carrier separation and collection at GBs [30, 31]. Downward- as well as upward- band bending at GBs were reported from KPFM measurements, depending on the GB composition [41]. Zhao et al. [32] measured the photocurrent of FTO/compactTiO$_2$/mesoporousTiO$_2$ + CH$_3$NH$_2$PbI$_3$/CH$_3$NH$_3$PbI$_3$ film and found the photo current intensities were higher on the center of the grain than on the defect position, whereas the larger grain size leads to the higher photocurrent on the center. They also reported that the dark current intensities increased dramatically in the defect position, suggesting a high conductive character for defect position. Li et al. [31] fabricated CH$_3$NH$_3$PbI$_3$/mTiO$_2$/c-TiO$_2$/FTO typical device and performed c-AFM measurements under steady illumination of power 14 mW/ cm$^2$ on CH$_3$NH$_3$PbI$_3$ surface from the top and showed that the photocurrent flows through the GBs are negligible at 0 V bias, while the major photocurrents form on the grains. However, with the low bias the photocurrents at the GBs become much higher than those of the grains. Xu et al. [35] also observed higher current near GBs for CH$_3$NH$_3$PbI$_3$- PCBM structure under high vacuum and dark conditions.
Kutes et al. [34] performed photoconductive AFM for methylammonium lead iodide (CH$_3$NH$_3$PbI$_3$)/c-TiO$_2$/FTO/glass structure and the schematic diagram of the photoconductive (CAFM under illumination) AFMs configuration shown in Figure 5. They observed higher current in grains than grain boundary (GB) as shown in Figure 6.

Yun et al. [30] also used CAFM and KPFM technique to investigate the role of GBs and the schematics shown in Figure 7. They observed the higher CPD at grain boundary with illumination and current near GBs for CH$_3$NH$_3$PbI$_3$/TiO$_2$/FTO/glass heterojunction structure than in the grains as shown in Figures 8 and 9.

They found that the higher current collection near GBs is consistent with KPFM results, which indicates that photogenerated carriers are more efficiently separated and transported along the GBs. Lower CPD at the GBs under the dark condition implies that downward band bending is present at GBs. KPFM is widely used for photovoltaics to analyses the work function of perovskite materials.

We prepared the MAPI films as described by Liu et al. [42] and they dipped PbI$_2$ film on CH$_3$NH$_3$I solution. Here we spin casted CH$_3$NH$_3$I in 1 ml isopropanol on mesoporous PbI$_2$ film and annealed the prepared films at 70° to 110°C for 10 minutes. Figure 10 shows the height image and current–voltage characteristics of CH$_3$NH$_3$PbI$_3$ (MAPI) films on FTO annealed at 70°, 90° and 110°C for 10 min respectively. Which shows the higher grain size for 70° C annealed perovskite film (Figure 10a) and the current was in pA for all three samples.

After the temperature variation CAFM studies, We prepared mesoporous PbI$_2$ scaffolds MAPI films on FTO and annealed at 100°C were analyzed in details. CAFM and KPFM with and without illumination measurements were done and the schematics of these measurements are shown in Figure 11 and results are shown in Figures 12 and 13. At dark and with the illumination of 532 nm laser having intensity of 0.6 W/cm$^2$ shows homogeneous higher current near GBs. KPFM also shows

Figure 5.
Schematic diagram of the photoconductive AFMs configuration where the perovskite solar cell (PSC) is illuminated from below through a transparent-conducting cathode (FTO/glass) while measuring local current with a positionable conductive AFM probe anode from above. This diagram includes a 3D rendered, 3 μm x 3 μm, topographic AFM image of a methylammonium lead triiodide (MAPbI$_3$) thin film, along with a schematic cross section of the PSC containing a compact TiO$_2$, electron transport layer reproduced with permission from [34].
lower CPD value at GBs and mostly homogeneous mapping which are consistent with the results by Yun et al. [30]. Here we illuminated the sample from glass side not from the top (perovskite) side.

**Figure 13** shows the topography and surface potential images and line profile of the perovskite films under illumination. The change in the CPD value reflects the change in the work function of the perovskite surface. Charge generation occurs significantly in GBs and the higher photocurrent near GBs suggests that GBs acts as channels for current flow than strong recombination centers. As we know that the higher number of defects are present at the grain boundaries which will increase
the non-radiative recombination of electrons and holes. The charge accumulation or depletion between grains and GBs may cause band bending, which induces the charge carrier separation. Hence the investigation of electronic properties at grain boundaries is crucial. KPFM has been used to determine the surface potential at
Application of Atomic Force Microscopy in Organic and Perovskite Photovoltaics
DOI: http://dx.doi.org/10.5772/intechopen.98478

Figure 9.
CAFM measurements performed on a CH$_3$NH$_3$PbI$_3$/TiO$_x$/FTO/glass structure over an area of 5 μm$^2$. (a) Topographic image and (b) current image are taken in the dark at 0 V. Current images (c) under illumination at 0 V and (d) under illumination at 0.3 V. Insets in panels b – d are overlap of corresponding CAFM maps and a topography map of the region with a white outline in panel a. Wavelength and intensity of the illumination were 500 nm and 1.1 kW/cm$^2$. Reproduced with permission from [30].

Figure 10.
Topography, corresponding current-bias characteristics of MAPI/film annealed at (a) 70°, (b) 90° and (c) 110° C.
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Figure 11.
Schematic representation of CAFM and KPFM measurements.

Figure 12.
Topography, current map and line profile of MAPI/FTO (a) dark and (b) under illumination of 532 nm laser having intensity of 0.6 W/cm².

Figure 13.
Topography, CPD map and line profile of MAPI/FTO (a) dark and (b) under illumination of 532 nm laser having intensity of 0.6 W/cm².
grains and GBs. From the topography and CPD map we can see the individual grains and the CPD is higher in grains compared to GBs. The line profile plots are useful in quantitative analysis of CPD variations across topographical feature in perovskite films. CPD is higher at higher region (grains) and lower in lower regions (GBs) and it might be due to the presence of built in potential around the GBs.

4. Conclusion

AFM provides lots of required and interesting results with advanced modes and widely accepted technique to characterize all type of materials. CAFM and KPFM provides information about grains and GBs of photovoltaic materials which help us to understand the current transport and band bending to improve the performance and life time of photovoltaic materials. Combination of such characterization at nanoscale with macroscopic analysis can link the photovoltaic materials properties and optimization of device performance.
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Chapter 2

Nanomaterials Characterisation through Magnetic Field Dependent AFM

Marco Coïsson, Gabriele Barrera, Federica Celegato and Paola Tiberto

Abstract

Atomic force microscopy is a versatile technique allowing to exploit many different physical effects for measuring a number of materials properties. The magnetic properties of surfaces and thin films are traditionally accessed through magnetic force microscopy, which produces magnetic field gradient maps generated by the magnetisation distribution at the surface of the sample. However, more advanced techniques can be derived from this fundamental setup, allowing for a richer characterisation of magnetic samples. In this chapter, we will describe how to extend a magnetic force microscope to allow magnetic field-dependent characterisations. Magnetisation reversal processes, as well as full hysteresis loops, can be investigated with such a technique, with field resolution adequate for identifying significant features such as domains reversal, nucleation or annihilation of domains, and other irreversible mechanisms. The same principle can also be exploited for the measurement of magnetostriction on thin films, and can be taken as guideline for other advanced applications of atomic force microscopy.

Keywords: MFM, magnetostriction, hysteresis loops, thin films

1. Introduction

Magnetic force microscopy [1] is a technique developed more than thirty years ago that is derived from atomic force microscopy [2]. It exploits an AFM tip that is coated with a magnetic material, and therefore acquires a magnetic moment. The tip becomes sensitive to the magnetic force gradient acting between the surface of a magnetic sample and the tip itself [3, 4], and allows the microscope to build local magnetisation maps at scales well below the micrometer [5].

In the course of the years, MFM has proven to be an extremely powerful technique to study a variety of magnetic systems, including patterned media [6, 7], cellular automata [8], individual magnetic nanostructures [9], or phase separations in magnetic materials at the nanoscale [10]. While its most straightforward application is the imaging of magnetic domains configurations at the sample magnetic remanence, several attempts have been made to adapt MFM to the study of the magnetisation reversal processes induced by an applied magnetic field [11–15]. These approaches opened new ways of exploiting the powerful MFM technique to the study of time-evolving magnetic domains configurations, whose changes are
triggered by variations in an applied magnetic field, letting MFM characterisations expand toward the typical domain of magneto-optic microscopy, although with a much higher space resolution [16] but also with much slower time scales.

In this chapter, we will summarise a magnetic field-dependent MFM approach that is based on the single-point technique [5]. We will show how this advanced AFM application can be exploited to investigate magnetic field-induced magnetisation reversal processes at the nanoscale on different sets of magnetic materials, and we will show that the basic principles of this technique are sufficiently general to allow many different experiment designs for the study e.g. of hysteresis loops, local magnetic anisotropies, magnetostriction.

2. Magnetic field-dependent MFM

Magnetic force microscopy is an application derived from atomic force microscopy, that belongs to the family of the so-called “2nd pass” techniques. Their name derives from the fact that the microscope scans each line two times (usually back and forth each time): in the first scan, or pass 1, the AFM operates in intermittent contact mode and acquires the morphology of the sample along the scanned profile; in the second scan, or pass 2, the AFM operates in “lift mode”, i.e. the cantilever is kept in oscillation but in non-contact mode, by lifting the scan height at a certain constant level above the sample surface (usually a few tens of nanometers). In this way, the short-range interactions typical of the Lennard-Jones-type potential become negligible, and long-range interactions such as the electrostatic or magneto-static ones can be investigated, provided that the microscope tip is coated by a suitable material. In the case of the MFM technique, the tip must be coated with a magnetic material, whose magnetisation must also lie along a known (and constant) direction (usually along the tip axis, perpendicular to the sample plane). When interacting with the sample surface, in pass 2, the MFM tip senses the second derivative of the \( z \) (vertical) component of the magnetic fields fringing from the sample surface, with respect to the \( z \) direction (i.e. \( \partial^2 H_z / \partial z^2 \)), and as a result the cantilever oscillation amplitude, phase and frequency are affected. Typically, either the cantilever oscillation frequency or its phase are taken as signals for representing the magnetostatic interaction with the sample. In the following, all MFM images that will be shown will use the phase signal.

As this interaction happens through \( \partial^2 H_z / \partial z^2 \), it is necessary that fringing fields with a \( H_z \) component emerge from the surface of the sample in proximity of the tip position. This is typically possible in a few different cases, such as:

- a domain wall (either Bloch or Néel) is located underneath the tip, with the rest of the magnetisation lying in the sample plane;
- the sample is characterised by a perpendicular anisotropy;
- the sample is characterised by an in-plane magnetic anisotropy, but it is patterned in such a way that the magnetisation vector is not parallel to some of the pattern sides.

In general, therefore, a MFM detects a magnetic domains configuration when surface magnetic charges or poles appear under the tip, either because the magnetisation is tilted off the sample plane, or because geometrical constraints force the magnetisation to develop free poles along some directions (e.g. obtained by lithography or patterning).
Normally, such a MFM is limited to the investigation of the magnetic domains configuration of samples at their magnetic remanence. Whatever their remanent state, this must have been obtained by submitting the sample to a magnetic field history by exploiting some other technique, and cannot be modified during the MFM investigations.

These constraints can be at least partly lifted if the microscope is equipped with a means of generating a magnetic field (i.e. an electromagnet or a coil), either in the sample plane, or perpendicular to it. The microscope should be adequately designed for this application, as it must not contain magnetic elements in the head and in the scanner, which could be damaged by the application of an external magnetic field, and which would probably induce unacceptable drifts in the operation of the microscope or artefacts in the acquisition of the images. With the possibility to apply a magnetic field during image acquisitions, the MFM becomes a tool for characterising samples not only at their magnetic remanence, but also at specific field values which are of interest to the experimenter.

An example of such an application is given in Figure 1, where square dots of Fe$_{50}$Pd$_{50}$ with a lateral size of 800 nm and a thickness of 35 nm have been

---

**Figure 1.**
MFM images (pass 2, phase channel) as a function of the applied magnetic field of Fe$_{50}$Pd$_{50}$ squares (lateral size 800 nm, thickness 35 nm). The images follow a whole hysteresis loop within the limits of ±350 Oe, at steps of 50 Oe. The magnetic field is applied along the horizontal direction. The tip used was a Bruker MESP-HR.
investigated as a function of the applied magnetic field. The field has been cycled from +350 Oe to -350 Oe and back, at steps of 50, to complete a hysteresis loop. The MFM images of Figure 1 show how the domain configuration of one of such squares evolves with the field, from a saturated state (bright and dark contrast at opposite sides of the square), to the nucleation of a vortex, the motion of its centre along the direction perpendicular to the applied field, its annihilation, and finally to the opposite saturated state (reversed bright and dark contrast), and then back, with the occasional development of a more complex domain structure (see the images at -200, -150 and -100 Oe when going from negative to positive saturation).

While powerful, this approach is limited to only a few images at different applied fields, because of time constraints or magnetic tip wear-out.

3. A “dynamic scanning mode” MFM

The magnetic field-dependent MFM technique discussed in Section 2 presents the undoubted advantage that the magnetic domain configuration of the studied sample can be obtained with as much detail as desired for any applied magnetic field value. In this way, even complex magnetic structures can be studied along their evolution with the magnetic field, in a way similar to what magneto-optics systems offer, but with a much improved space resolution, typical of AFM-based techniques. However, this advantage holds for a big part only in principle. In fact, it is difficult if not impossible to acquire the large number of MFM images required to study magnetisation processes with high magnetic field resolution. A first constraint comes from the time required to acquire each image, which is often of several minutes or even a few tens of minutes, that makes the capture of hundreds or even thousands of images impractical. A second constraint is due to the fact that even a well-tuned AFM in intermittent-contact mode (as is normally operated an AFM when performing magnetic characterisations) slightly wears out the tip in the course of time. Normally, only a few tens of images can be obtained with a single tip, even by optimally operating the microscope, before artefacts start to appear and the tip performance degrades (including the magnetic performance, due to the progressive damage or detachment of the magnetic coating). While replacing the tip is technically feasible, scanning exactly the same field of view after the tip replacement may not be easy for certain samples, and the obtained image quality would probably depend on the tip, as its shape, sharpness, and magnetic coating characteristics fluctuate among specimens even of the same batch. Therefore, while in principle a thorough field-dependent investigation of a magnetic sample is feasible with a conventional MFM, it is often impractical or even impossible due to the constraints discussed above.

To overcome these limitations, a different approach has been exploited [5, 17, 18], consisting in condensing the information on the magnetisation processes as a function of a sufficiently resolved magnetic field in just a single image. The difference between a MFM operating in “normal scanning mode” (a conventionally operating MFM) and one operating in “dynamic scanning mode” is schematically represented in Figure 2.

A MFM in “normal scanning mode” works by scanning a portion of the sample by moving the tip relative to the sample along a direction conventionally called x (the fast scan axis), that reproduces a scan line. Then, the scan line is moved by a certain step along the direction conventionally called y (the slow scan axis), so that at the end of a frame the whole field of view (the magenta area in Figure 2) is covered. Each scanned line (there can be several hundreds or thousands, in Figure 2 they are 400) explores a different profile of the sample, and all scan lines together
make an image representing a certain surface area of the sample: for example, in the case of Figure 2 in “normal scanning mode”, a full AFM image of the investigated dot is obtained. In this operation mode, each scan line is acquired at the same applied magnetic field, e.g. 100 Oe in Figure 2. This is the way all MFM images of Figure 1 have been captured.

A MFM in “dynamic scanning mode” works by disabling the slow scan axis. In this way, the field of view of the microscope is no longer a surface area, but just a single profile (Figure 2, bottom panel), since once the profile acquisition along the fast scan axis is complete the slow scan axis is not moved. However, as in the “normal scanning mode”, the MFM image still consists of several hundreds or thousands of lines, although all along the same profile. If the geometrical y direction is removed from the image coordinates (as y remains constant), it is possible to assign the scan line number to a different input quantity that can be varied during the operation of the microscope. This input quantity could be e.g. the applied magnetic field. If the magnetic field is kept constant during the scan along the fast axis and is incremented within one profile scan and the next, then an image is
acquired (see Figure 2 bottom panel) that for each line reproduces the same profile but under different conditions, i.e. under different magnetic fields: for the same dot studied above, the corresponding AFM image is then just a repetition of the same morphology for each line, the whole dot image is no longer reproduced as the scanning is never moved along the \( y \) (slow scan) axis (see Figure 2). In this way, a single MFM image contains in itself the information on how the magnetic configuration evolves under hundreds or even thousands of different applied field values. The drawback is that this information is limited to a 1-D profile, and not to a 2-D surface area as in “normal scanning mode” MFM.

A “dynamic scanning mode” MFM requires a few additional hardware than a conventional MFM. Above all, its controller must give access to a way to know when the microscope has finished acquiring a line. Depending on how this information is obtained, a suitable hardware and/or software combination must be developed to ensure that the applied magnetic field variations are properly synchronised with the scan line change. For example [17, 18], a TTL level could be output by the AFM controller signalling each EOL, and used to trigger the magnetic field step through a suitably programmed current generator or ramp generator. If the AFM controller provides external input channels, the voltage reading e.g. of a gaussmeter could be fed to the controller, therefore directly linking each scanned line with the corresponding magnetic field value. In this way, the obtained 2-D image contains along the \( x \) (fast scan) direction the usual spatial dependence, and along the \( y \) (slow scan) direction a line-number dependence that is implicitly defined through the channel acquiring the external (gaussmeter) input. The image then visually represents the magnetic field dependence of the domains configuration along a single profile.

This operation mode is sometimes called “dynamic”, as opposed to the “normal” or “static” operation mode of MFM systems. In “normal scanning mode”, the MFM acquires a single image under a static (constant) applied field, whereas in “dynamic scanning mode” the applied field varies with time (although it is constant during the acquisition of each line). The term “dynamic”, therefore, does not imply that a frequency-dependent characterisation is performed, and, in this context, should be used consciously.

A representative application of the “dynamic” operation mode is the measurement of local hysteresis loops of magnetic patterned micro- and nano-structures [17]. An example of a typical measurement is shown in Figure 3 for a Fe50Pd50 patterned square, with a lateral size of 800 nm and a thickness of 35 nm (the same sample whose domains configurations were shown in Figure 1 for selected applied field values). Figure 3(a) shows the height channel: the MFM tip scans along a...
profile passing across the whole width of the FePd square. Since the microscope works in “dynamic” mode, the slow scan axis is disabled, and the same profile is repeatedly acquired. For this reason, the topography image in Figure 3(a) does not show significant variations for the different scan line numbers, as, ideally, exactly the same profile and therefore the same morphology are encountered during the scan of each line. Small fluctuations in the sample position, due e.g. to scanner drifts, are acceptable as long as the magnetic configuration under the tip is repeatable. The two dashed yellow lines in Figure 3 approximately identify the position of the two side edges of the square, and are repeated in the same position in Figure 3(b), where the phase channel in pass 2 is instead reported. This channel contains the magnetic response of the tip at the chosen lift scan height, and is therefore the channel to consider when looking at the magnetic domain configuration of the sample.

Figure 3(c) reports the image acquired in pass 2 for the AFM controller auxiliary input, that, as described earlier, is fed with the gaussmeter reading. This channel, therefore, contains the applied field value for each scan line.

In order to build a local hysteresis loop from the acquired data, vertical sections must be extracted from the data reported in Figure 3, as described in Figure 4. From the magnetic response channel (Figure 3(b)), the phase values along the two dashed yellow lines are taken and their difference $\Delta_{\text{phase}}$ is calculated, as a function of the scan line number (Figure 4(a)). These data represent how the phase contrast evolves at the left and right sides of the Fe$_{50}$Pd$_{50}$ square as a function of the scan line number. Similarly, any vertical section of Figure 3(c) represents the evolution of the applied magnetic field with the scan line number, as shown in Figure 4(b). $\Delta_{\text{phase}}$ and the applied field are both available as a function of a common parameter, i.e. the scan line number. If this parameter is taken out and the two quantities are plotted one against the other, the local hysteresis loop displayed in Figure 4(c) is obtained.

Local hysteresis loops obtained with this technique are not meant to be interpreted as the magnetic hysteresis loops measured e.g. with magnetometers, whose vertical axis is a magnetic moment or a magnetisation. Local hysteresis loops as those shown in Figure 4(c) do not plot a magnetisation as a function of the applied magnetic field, but a quantity that describes how the magnetisation is arranged in a specific portion of the sample, as a function of the applied magnetic field. In the case of the Fe$_{50}$Pd$_{50}$ square used in this example, the magnetic contrast at the left and right sides of the squares evolves with the applied field between “bright” and “dark” extrema, corresponding to the cases of uniform (saturated) magnetisation along the applied field direction (see Figure 1). All intermediate colour shades correspond to lower magnetic signals detected by the MFM tip in pass...
2, phase channel, meaning that the magnetisation, at those field values, is less perpendicular to the square sides, i.e. less aligned to the applied magnetic field. Abrupt or peculiar features may appear, as in Figure 4(c), in correspondence of specific features of the magnetisation reversal processes, for example vortex nucleation and expulsion, also putting in evidence their hysteretic behaviour.

The “dynamic scanning mode” operation of the MFM allows a great versatility, and is not limited to the field-dependent characterisations of patterned structures, such as the squares discussed so far. An example of an alternative application of the same method is shown in Figure 5, where a continuous thin film of Fe$_{78}$Si$_{9}$B$_{13}$ (thickness 230 nm) annealed at 250 °C for 1 h is investigated, through VSM and “normal scanning mode” MFM. Due to internal stresses quenched during the sputtering deposition [19], this sample is characterised by a non-negligible

![Figure 5. Hysteresis loop and corresponding selected MFM images (acquired in “normal scanning mode”) of the stripe domains of a Fe$_{78}$Si$_{9}$B$_{13}$ thin film (thickness 230 nm) annealed at 250 °C for 1 h. In the MFM images, the magnetic field is applied along the vertical direction. The tip is a Bruker MESP-HR.](image-url)
out-of-plane magnetic anisotropy, that is responsible for the dense stripe domain configuration clearly visible in the MFM images, and for the characteristic hysteresis loop shape. In each stripe, the magnetisation is tilted with respect to the sample plane, having an in-plane component (parallel to the applied field) that gives no magnetic contrast, and an out-of-plane component, alternately up and own, that is the source of the magnetic contrast visible at the MFM. At low applied field values, where the colour contrast between the bright and dark stripes is particularly evident, the applied field (parallel to the stripes orientation) does marginally affect the magnetisation vector, by slightly rotating it toward the film plane. However, when the hysteresis loop changes slope, two effects take place at the same time, as visible at the MFM: the magnetic contrast gradually fades out, and the number of stripes visible in each MFM images changes. The gradual reduction of the magnetic contrast is due to the progressive tilt of the magnetisation vector toward the applied field direction: the out of plane component of the magnetisation reduces as the field is increased, eventually disappearing when the field is strong enough to overcome the out-of-plane anisotropy and force the magnetisation in the sample plane. The variation of the number of stripes visible in each image, instead, can be appreciated by directly counting them, and is due to bifurcation processes that can sometimes be identified in an MFM image, such as that acquired at an applied field of +125 Oe.

The “dynamic scanning mode” turns out to be particularly powerful to investigate this specific process [20]. Provided that the fast scan axis is set perpendicular to the stripes orientation, and therefore the applied field direction orthogonal to it, an image such as that shown in Figure 6 can be obtained, detailing the evolution of the stripes domain configuration of the sample as a function of the applied field, for the same loop branch along which a few MFM images in “normal scanning mode” where discussed in Figure 5. The versatility of the “dynamic scanning mode” appears one more time evident: as the sample domain configuration is constituted by long, parallel stripes, the information obtained by acquiring full MFM images in “normal scanning mode” is somewhat redundant, a single profile being able to summarise a whole image. In fact, the single profile provides at the same time the magnetic contrast between the bright and dark stripes, and their number. But in “dynamic scanning mode” a single MFM image consists of the same profile acquired several hundreds of times (as compared to 12 images available in “normal scanning mode” in Figure 5), therefore giving with a significant magnetic field resolution the evolution of the dense stripe domain configuration. In particular, not only the magnetic contrast can be seen to gradually fade out, but the abrupt discontinuities in the stripes in Figure 6 are a

![Figure 6](image_url)

**Figure 6.**
MFM image acquired in “dynamic scanning mode” of the same sample shown in Figure 5. The tip is a Bruker MESP-HR.
clear indication that at those applied field values bifurcations have appeared in the vicinity of the scanned profile, giving rise to an offset of the stripes position along the profile and possibly to a variation in their number.

As it is the case for the hysteresis loops measured in “dynamic scanning mode” on the Fe$_{50}$Pd$_{50}$ squares, also in the case of the dense stripe domain configuration the two MFM techniques should be exploited together, along with other measurement techniques, to gain a detailed understanding of the magnetisation processes [17], paving the way to more complex investigations such as chirality control in dots [21] and rotatable anisotropy experiments [20].

4. Variations

The possibility to apply a magnetic field to the AFM, combined with the “dynamic scanning mode”, actually opens new possibilities, not limited to the investigation of magnetic domains configuration evolution or to the measurement of local hysteresis loops. As an example, Figure 7 schematically illustrates how the “dynamic scanning mode” can be exploited to measure the magnetostrictive properties of thin films [22]. In this application, the studied material is not the sample scanned by the tip, as in conventional AFM characterisations. Instead, it is the coating applied to a soft AFM cantilever (blue layer in Figure 7), that is brought in contact with a flat surface (green rectangle), while keeping equal to zero the field of view (0 nm scan size along both fast and slow scan axes). In practice, the AFM tip touches the flat surface and does not move while “scanning”. When a magnetic field is applied, the magnetostrictive coating on the bottom side of the cantilever extends, and the cantilever bends upward (Figure 7(b)). This configuration, however, is out-of-equilibrium, as the AFM feedback loop will quickly react by retracting the piezo scanner (the orange block in Figure 7) to compensate for the apparent height variation of the sample. The adhesion forces between the tip and the flat surface ensure that the cantilever will follow the piezo scanner retracting, and will restore its initial flat configuration. The vertical retraction of the piezo scanner gives a measurement of the vertical deflection of the cantilever due to the elongation of the magnetostrictive layer on its bottom surface. In this experiment, the “dynamic scanning mode” operates exactly as discussed before, by synchronising the magnetic field changes with the EOL signal of the AFM controller. In fact, even if the scan size of the tip is equal to zero, the AFM still operates by acquiring an image where, simply, all collected data points (along each line, and for all lines) belong to the same position on the flat surface. As each line is acquired under a different

Figure 7.
Schematic representation of the operation principle of the magnetostriction measurement setup exploiting an AFM. (a) Flat cantilever in contact with a flat surface (green rectangle) with zero applied magnetic field. (b) Under an applied field $H$ the cantilever bends upward because of the presence of a magnetostrictive material (blue layer) on its bottom. (c) The AFM feedback loop retracts the scanner (orange rectangle) to compensate for the apparent vertical displacement of the cantilever. Adhesion forces (region highlighted with a magenta shade) ensure that the cantilever follows the motion of the piezo scanner until its flat configuration is restored.
applied field, different cantilever deflection values are obtained, which can be combined to reproduce a deflection vs. field curve representative of the magnetostrictive response of the magnetic coating of the cantilever.

An example is provided in Figure 8 for a Fe$_{81}$Al$_{19}$ coating with a thickness of 270 nm, which is compared to its hysteresis loop measured with a VSM. In Figure 8(b) a magnification of the region highlighted with a magenta shade shows the excellent correspondence between the peak of the deflection curve and the coercivity of the material.

The application briefly discussed in Figures 7 and 8 provides a hint to the versatility of the AFM “dynamic scanning mode”, that is in principle much more general than discussed in this chapter. In fact, the technique has only a few very general requirements:

- the material to be studied must have a property that can be investigated through an AFM (e.g. its magnetisation or its magnetostriction);

- this property must change through an externally controlled input quantity (e.g. a magnetic field);

- the externally controlled input quantity must be set fast enough to be compatible with the typical line trace times of the AFM being used; therefore, input quantities with a long inertia (e.g. a temperature) might be less convenient for these applications, whereas faster ones (e.g. electric or magnetic fields) are more appropriate;

- there must be a software or hardware arrangement enabling the control of the external input quantity triggered by the EOL signal of the AFM controller;

- there must be a way to feed the AFM controller with an analog signal proportional with the value of the externally controlled input quantity (e.g. a gaussmeter), so that its value for each line can be associated with the other channels acquired by the microscope during the “dynamic scanning”.

Figure 8.
(a) Cantilever deflection as a function of the applied magnetic field (blue symbols, axis and legend), compared with the magnetic hysteresis loop (red symbols, axis and legend) for a Fe$_{81}$Al$_{19}$ thin film with a thickness of 270 nm. (b) The same as in (a), but magnified in the magenta-shaded region. The horizontal and vertical lines mark the coincidence of coercivity with the peak of the deflection curve. The cantilevers were Nanosensors Pointprobes with a length of 445 μm, a width of 50 μm, a thickness of 2 μm, and a nominal value of elastic constant of 0.3 N/m.
These general requirements allow the design of complex and custom experiments, exploiting the versatility of an AFM, at the nanoscale, of which the study of local hysteresis loops, magnetic field evolution of domains in patterned media, and magnetostrictive response of thin films are just a few examples.

5. Conclusions

A magnetic field-dependent MFM, derived from the single-point technique, has been illustrated in its operating principles, showing a few examples of characterisations where the evolution of the magnetic domain configuration of a sample is studied as a function of the applied magnetic field. Using the same technique, local hysteresis loops have been investigated on patterned Fe50Pd50 dots, as well as dense stripe domains in Fe78Si9B13 continuous thin films. The technique has been shown to be sufficiently general to allow significant variations, such as that for the measurement of magnetostriction on Fe81Al19 thin films. The requirements for the exploitation of the “dynamic scanning mode” of AFMs have been summarised, opening the way to the design of innovative experiments in laboratories equipped with suitable atomic force microscopes.

6. Materials and methods

Fe50Pd50 thin films with thickness of 35 nm have been prepared by rf sputtering on Si/Si-oxide substrates, and then patterned by electron beam lithography into squares with lateral sizes of 800 nm and 2 μm. The material, in its as-prepared state, has a polycrystalline fcc microstructure with a soft magnetic behaviour [23].

Fe78Si9B13 thin films with thickness of 230 nm have been prepared by rf sputtering on Si3N4 substrates from targets made of amorphous ribbons. They are amorphous according to X-ray diffraction [19]. They have been annealed in furnace at 250 °C for 1 h in vacuum to partially relax the quenched-in stresses, in order to make their hysteresis loop softer [24].

Fe81Al19 thin films have been deposited on Si(100) substrates and on Si AFM cantilevers (length 445 μm, width 50 μm, thickness 2 μm, elastic constant ≈0.3 N/m) by dc magnetron sputtering at the Department of Materials Science and Metallurgy, Cambridge University, UK [22].
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Chapter 3

Diffraction Grating Groove Metrology Using AFM & STM

Leonid I. Goray

Abstract

AFM & STM metrology has been around for a long time, and especially intense since it has been awarded by the Nobel Prize in Physics in 1986. Since then, many AFM & STM groove profile measurements on surface relief diffraction gratings have been presented. However, a wide review of the results of the use of AFM & STM methods for groove metrology of various surface relief gratings has not really been undertaken. The following problems are discussed in this chapter: the cantilever tip deconvolution, geometry, and radius; groove shapes and abrupt groove slopes; roughness; PSD functions; etc. Also, the author demonstrates comparisons with other widely-used metrology techniques and examples of AFM & STM data of bulk, coated, and multilayer-coated ruled, or holographic, or lithographic gratings having realistic groove profiles. These gratings were chosen because high quality efficiency data exists, in particular, for space gratings or/and X-ray gratings characterized by synchrotron radiation sources; and their groove profiles, together with random nanoroughness, were measured by AFM or STM to be included in rigorous efficiency and scattered light intensity calculus. In the present chapter, both the earlier published results and the recent, non-published yet results are described and discussed.

Keywords: diffraction grating, AFM, STM, groove profile metrology, surface nanoroughness, PSD function, RMS roughness, diffraction efficiency, X-rays

1. Introduction

Scanning Tunneling Microscopy (STM) and Atomic Force Microscopy (AFM) metrology as parts of more general Scanning Probe Microscopy has been around for a long time, and especially intense since it has been awarded by the Nobel Prize in Physics in 1986. In 1988, our team was one the first who designed, manufactured, and used the specialized scanning tunneling microscope to measure newly developed big-size surface-relief holographic diffraction gratings obtained in non-organic photoresist and having in an order lower roughness (Figure 1) [1]. For today, STM & AFM profile measurements on surface-relief diffraction gratings are presented as a matter of routine, see, e.g., in Refs [2, 3]. On the other side, precise microscopic surface-relief patterns are used as grating standards to calibrate atomic force microscopes (see, i.e., in [4]).

However, a wide analysis of the use of the STM and AFM methods for surface relief grating groove metrology has not really been undertaken in details. The following problems are discussed here: the tip deconvolution, geometry, and radius; groove shapes and abrupt groove slopes; roughness; PSD functions; other.
The author demonstrates examples of AFM & STM data and comparisons with other widely-used metrology techniques for bulk, coated, and multilayer-coated ruled, or holographic, or laser-lithographic, or electron-lithographic gratings having lamellar, or sinusoidal, or blazed, or other realistic groove profiles. These gratings were chosen because high quality efficiency data exists, in particular, for flight gratings or/and X-ray gratings characterized by synchrotron radiation sources; and their groove profiles, together with random nanoroughness, were measured by AFM or STM to be included in rigorous efficiency and scattered light intensity calculus.

Here the author briefly compares various standard techniques for exact determining the digital profile and 3D topography of a surface relief grating. Several widely used direct (or semi-direct – ‘imaging’) methods and respective instruments applicable for this purpose are compared. The advantage of using direct and exact groove metrology to predict efficiency and polarization characteristics of gratings now is well-known and widely used. The main purpose of such modern approach is rejecting unusable samples on earlier stages and decreasing expenses for their production and research. This is much more effective in compare to the earlier approaches, wherein: (1) a master grating is fabricated, whether by mechanical burnishing with a ruling engine, or holographic writing (interferometry), or direct laser recording (DWL), or various newer writing techniques, like as electron-beam lithography (EBL) and Si-etching, or their combinations; then, (2) it is replicated or/and coated, and, finally, (3) tested for the diffraction efficiency and scattering light intensity. For mechanically ruled gratings, a ‘test’ ruling can quickly be checked with this approach, whereas a complete ruling sometimes requires several days or even weeks of continuous use of expensive ruling machines [5]. Even for holographic or EBL gratings, considerable efforts of writing, etching and coating the grating with specialized coatings, especially multilayer coatings, can be decreased additionally if metrology validates that an intermediate product is suitable in the planned application.

Figure 1. STM images of holographic relief grating surfaces (Au-coated) obtained by (a) organic and (b) non-organic photoresists (after [1]).
2. Direct metrology techniques

The author briefly discusses and compares in the first part of this chapter several basic, among many others, direct metrology techniques: microinterferometry (as one of optical methods) [6], stylus (mechanical) profilometry [7], scanning electron microscopy (SEM) [8], and AFM [9]. Several examples of groove metrology results are presented and discussed further including those obtained very recently.

Any method for measuring the profile of a surface relief grating requires some calibration procedure [10]. The considered here methods are also widely used for surface microroughness determination on a nanometer or sub-nanometer level. Measuring main groove parameters of a grating, in particular, the actual groove depth or blaze angle, adds to the requirements for the specific metrology method. The depth of the groove profile, defined depending on the accuracy of a vertical calibration, basically determine the wavelength for the peak efficiency in a given optical mounting geometry (classical or conical) [11]. The common error of the order of a few percent in the lateral calibration can affect the prediction of the blaze wavelength that should be within hard tolerance for many practical applications. This is because the groove vertical geometry is often expressed relatively to the grating period, in dimensionless units. Any lateral error becomes vertical error in the respective topographical transformation. Fortunately, lateral errors can be fairly determined because the grating period is well known beforehand with high accuracy and, thus, the grating data itself gives a calibration factor to correct the lateral scale unit. The accurate lateral calibration is also required for rigorous efficiency modeling codes, in which the use of the average groove profile shape is very important to obtain exact efficiency data in all significant diffraction orders.

The microinterferometer is sometimes called as ‘optical profilometer’. It is essentially an interferometric head on a microscope, where the reference arm of the interferometer views a small, highly polished reference plate [6]. Such a reference can be removed from the results of measurements on highly polished surfaces that is important for grating measurements because many state-of-the-art gratings, especially for X-ray and Extreme Ultraviolet (EUV) applications, have the root-mean-square (RMS) roughness of the same order as the best reference plates. A Phase Shift Instruments model MicroXAM [12] has been used in the discussed work [10]. It has variable magnification from 2× to 100×; values of range and resolution for the 50× magnification is listed in Table 1. The instrument uses the zero path difference calculations independently for each pixel from a series of images obtained during a vertical sweep. This increases the available vertical range and the available slope angle range substantially, however any microinterferometer has two lateral resolution-restricted factors, which are not limitations in the other

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Microinterferometer 50×</th>
<th>Stylus profilometer</th>
<th>Atomic-force microscope</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical resolution</td>
<td>0.05</td>
<td>0.1</td>
<td>0.05</td>
<td>nm</td>
</tr>
<tr>
<td>Vertical range</td>
<td>100</td>
<td>130</td>
<td>~5</td>
<td>μm</td>
</tr>
<tr>
<td>Lateral resolution</td>
<td>~0.3</td>
<td>~0.3</td>
<td>0.015</td>
<td>μm</td>
</tr>
<tr>
<td>Lateral range</td>
<td>163 (more w/stitching)</td>
<td>&gt; 25000</td>
<td>100</td>
<td>μm</td>
</tr>
<tr>
<td>Limiting factor(s) for lateral resolution</td>
<td>MTF, sampling, need for retroreflection over the whole profile</td>
<td>Tip radius &amp; angle</td>
<td>Tip radius</td>
<td></td>
</tr>
<tr>
<td>Upper slope limit</td>
<td>–</td>
<td>45</td>
<td>~70</td>
<td>deg.</td>
</tr>
</tbody>
</table>

Table 1. Measurement characteristics of three surface profiling instruments (after [10]).
considered methods. Namely, the optical resolution is due to the diffraction limit and pixel sampling is due to different magnifications and focusing. The theoretical limit on lateral resolution in such instruments is a half of the working wavelength, or, typically, about 0.1–0.3 μm. Thus, this method generally is not suitable to measure high-frequency (short-period) and/or low-depth diffraction grating.

The stylus profilometer has a diamond tip to bring into direct contact with the surface, with calibrated contact force. As the tip moves across the surface, the motion of the tip is amplified, filtered, and detected. The basic limits inherent to such metrology devices are well-discussed, e.g., in [7]. Care must be exercised to prevent indentations of the surface by the tip, depending on materials and forces used, as well as accounting the tip size. The model used in this work is a Tencor P-10 [13]. Table 1 presents the basic lateral and vertical ranges and resolutions typical for the instrument. Typical measurement parameters are: the tip radius of 0.1 μm (in the plane of dispersion), the tip speed of 5 μm/s, the digital sampling of 2 kHz, the tip force of 0.25 mg, and profile lengths of at least 100 μm (depending on the groove period). Note that in the last model of this instrument, KLA-Tencor HRP-260, the tip radius can be up to 25 nm and it has a high-resolution stage that produces scanning results similar to an AFM device. In the recent investigation we have used another model, namely, XP-1 Stylus (Ambios Technology, USA) [14].

The AFM instrument model that has been used in the discussed earlier work was a Digital Instruments Nanoscope III [15]. The recent investigation was carried out using the atomic-force microscope model NT-MDT NTEGRA Aura [16]. NTEGRA Aura is a Scanning Probe Microscope for studies in the conditions of controlled environment and low vacuum. The Q-factor of the cantilever in vacuum increases, thus gaining the sensitivity, reliability and accuracy of ‘probe-sample’ light forces measurements. At that, the change from atmosphere pressure to 10⁻³ Torr vacuum provides the tenfold gain of Q-factor. By further vacuum pumping, Q-factor reaches its plateau and changes insignificantly. Thus, NTEGRA Aura comparing to the high-vacuum devices it needs much less time, about a minute, to get the vacuum that is needed for the tenfold Q-factor increase. NTEGRA Aura has built-in closed loop control for all the axes, optical system with 1 μm resolution and ability to work with more than 40 different AFM regimes.

We have used for the Si-grating technology investigation a flexible Carl Zeiss SUPRA 25 SEM system with a versatile analytical specimen chamber that can be easily expanded with a choice of optional detectors and a full range of accessories [17]. Utilizing the unique GEMINI field emission column, it delivers superb resolution over the complete high voltage range with the magnification of up to 500000. The large 5-axes motorized cartesian stage is particularly useful for handling a number of smaller specimens simultaneously. It is equally useful for accommodating bulky or irregular shaped specimens.

Table 1 summarizes the capabilities and limits of the three metrology devices, which have been characterized earlier for grating metrology. As one can see, the atomic-force microscope has the finest lateral and perfect vertical resolutions. The stylus profilometer and the microinterferometer have comparable vertical ranges, however, without a possibility to determine superfine (atomic-scale) structures, i.e., nanoroughness, and abrupt slopes (see, e.g., Figures 3–5). On the other hand, the stylus profilometer has significantly larger lateral range for probing to the millimeter spatial range. Also, the AFM data gives a typical example of non-linearity that should be accounted and described further.

In the groove profile experiment, a series of step height calibration standards [18] has been used [10]. The vertical axis was calibrated using one of the smallest steps of 10 nm. Then the rest of the step height series was measured. Small errors, up to 8%, were observed for heights much higher than that used to calibrate the atomic-force...
microscope. The fit to correct such nonlinearity was used when the nonlinearity gives a significant difference. The obtained results are summarized in Table 2.

In the manufacture and analysis of diffraction gratings, it is necessary to control certain of their parameters at each stage of the process. A SEM research [19] is permissible only at the stage of development of the manufacturing technology, because after each technological operation, see, e.g., [20] or Section 4.5, the sample of the Si-etched grating becomes less and less, since a fragment is separated from the sample to obtain a SEM image of a transverse cleavage (CS). In contrast to this, AFM studies are non-destructive; therefore, control of parameters in the manufacture of gratings is usually carried out with the help of AFM. We made a comparison between AFM (NTEGRA Aura microscope) topographies and SEM (SUPRA 25 system) images of Si-etched grating samples with the period of 2 μm. Table 3 shows the results of AFM and SEM investigations of Si-etched gratings obtained at different stages of their fabrication. Table also presents the numerical comparing between the AFM and SEM results of the measured groove geometric parameters for the samples studied. The calculated value of the blaze (working facet) angle from the SEM studies was obtained from the sine determined by dividing the experimental values of the groove depth by the width of the working facet.

To measure the roughness of Si(100) plates etched through a DWL mask in KOH and intended for developing the technology of manufacturing Si-etched

<table>
<thead>
<tr>
<th>Nominal height, nm</th>
<th>Microinterferometer</th>
<th>Stylus profilometer</th>
<th>Atomic-force microscope</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.7</td>
<td>7.92</td>
<td>8.1</td>
<td>—</td>
</tr>
<tr>
<td>25.8</td>
<td>—</td>
<td>—</td>
<td>25.7</td>
</tr>
<tr>
<td>42.7</td>
<td>43.4</td>
<td>42.4</td>
<td>—</td>
</tr>
<tr>
<td>530</td>
<td>—</td>
<td>—</td>
<td>520</td>
</tr>
<tr>
<td>1046</td>
<td>—</td>
<td>—</td>
<td>1005</td>
</tr>
<tr>
<td>1590</td>
<td>—</td>
<td>—</td>
<td>1469</td>
</tr>
<tr>
<td>960</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Note No. 3, 4 2 1
1. Nonlinear at ~8% at highest step when calibrated to a 10 nm step.
2. Using 0.1 μm tip, could not resolve depth of 3.3 μm period, AFM step height standard.
3. Used at 50× magnification.
4. At 100× did not have lateral resolution to see the 3 μm period samples tested using AFM.

Table 2.
Step height data (after [10]).

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Groove depth, nm</th>
<th>Working facet width, nm</th>
<th>Working facet angle, deg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SEM AFM</td>
<td>SEM AFM</td>
<td>SEM AFM</td>
</tr>
<tr>
<td>1</td>
<td>151 (47)</td>
<td>133 (38)</td>
<td>1571</td>
</tr>
<tr>
<td>2</td>
<td>149 (37)</td>
<td>141 (44)</td>
<td>—</td>
</tr>
<tr>
<td>3</td>
<td>111</td>
<td>121</td>
<td>1630</td>
</tr>
<tr>
<td>4</td>
<td>111</td>
<td>111</td>
<td>1603</td>
</tr>
<tr>
<td>5</td>
<td>105</td>
<td>114</td>
<td>1590</td>
</tr>
</tbody>
</table>

*Height of Si-nubs.

Table 3.
AFM and SEM data for blaze Si-etched gratings.
gratings, several high quality samples were selected using white light optical microscopy. The roughness of the etched bottom and the non-etched area was measured by two compared methods: Stylus Profilometry (XP-1 Stylus profilometer) and AFM (NTEGRA Aura microscope). Our studies were carried out on an atomic force microscope in the semi-contact or tapping mode; all scans had $512 \times 512$ points. We used TipsNano [4] silicon cantilevers with a typical radius of tips $6 \text{nm}$. The results of roughness measurement by two methods on topological elements (stripes) of 50 $\mu\text{m}$ wide are presented in Table 4. As follows from the presented data, the RMS roughness obtained by different methods may differ by more than an order of magnitude. This is due to the radius of the stylus and the scanning length, which in that case were 2 $\mu\text{m}$ and 80 $\mu\text{m}$, respectively. However, this device is equipped with a stylus with a radius of 0.2 $\mu\text{m}$, which, in principle, allows one to measure low- and mid-frequency gratings with smaller roughness. Note that for the etched bottom, where the average roughness is several times higher, the scatter of results is much smaller and ranges from several tens of percent to several times.

### Table 4.
**AFM and stylus Profilometry data for Si-etched plates.**

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Non-etched field RMS roughness, nm</th>
<th>Etched bottom RMS roughness, nm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Profilometer</td>
<td>AFM</td>
</tr>
<tr>
<td>1</td>
<td>2.6</td>
<td>0.2</td>
</tr>
<tr>
<td>2</td>
<td>3.2</td>
<td>1.6</td>
</tr>
<tr>
<td>3</td>
<td>3.4</td>
<td>0.2</td>
</tr>
<tr>
<td>4</td>
<td>2.8</td>
<td>1.7</td>
</tr>
<tr>
<td>5</td>
<td>2.4</td>
<td>1.5</td>
</tr>
</tbody>
</table>

3. AFM groove metrology problems

A cantilever tip convolution, which limits the resolution of both the atomic-force microscope and the stylus profilometer, has been much studied and various algorithms to account for this effect has been developed and intensively used (see, e.g., [21] and also in this book). In the results presented in Table 2 such algorithms have not be used. However, the general used rule is that the known tip radius should be much less than the measured periods of gratings. Typically, the radius of a fresh AFM cantilever tip is about 5–15 nm; so, the rule of thumb is that for groove profiles of mid- and high-frequency gratings (say, periods of 100–300 nm and less) tip deconvolution algorithms should be used. In the vertical direction, the depth parameter is smaller, and, apparently, the groove profiles recorded somewhat non-correctly for high-frequency gratings only. However, it depends also on absolute values of the groove profile depth, which can vary in two orders of magnitude.

Another important and general AFM problem, in particular for fine-structure gratings with steep slopes and high aspect ratios of grooves, is the shape and the radius of AFM cantilever tips. Tip size has the major impact on the resolution of images obtained by any atomic-force microscope. The knowledge of the tip radius and shape is essential for the quantitative interpretation of nano-scale lateral steps, in particular, for roughness having short correlation lengths. Tip wear is therefore a
key limitation in the application of AFM [22]. The results of nanoindentation experiments with diffraction gratings permanently confirm this conclusion. The measurement of the tip radius before and after measuring groove profiles of gratings was performed in Ref. [10], and they found that the radius to be in the range of 10–20 nm. One measurement found a fresh tip to be ~10 nm radius and a used one to be ~20 nm. Therefore, one should restrict an AFM-profiling work to gratings of period much longer than 10–20 nm, as it has been discussed above.

One more problem in AFM measurements of diffraction gratings is the grooves with steep facet slopes, which can be 80 degrees and more for echelle gratings [2]. This problem is similar to measurements of the rectangular (lamellar) groove profile in microelectronics [23]. To accurately measure such general trapezoidal profiles with steep or even negative sidewalls, a large change in the angle of inclination of a cantilever (or scanner, or sample) and/or special cantilever (tip) shape are required, as well as taking into account the aspect ratio of measured grooves [24]. Several studies applied to periodic structures demonstrate that some combination of the tilted probe, special orientations of AFM images and appropriate deconvolution algorithms allows the precise groove shape reconstruction at any aspect ratio [25]. An example of such problem successfully solved is the average groove profile (two grooves) of a 112/mm echelle R5 grating (blaze angle ~78°) derived from AFM images and presented in Figure 2.

In Figure 3, typical power spectral density (PSD) 1D functions for Si(111) substrate and Si-etched grating samples (see also Section 4.5) are shown. An estimator of the PSD function is factually the periodogram for any periodic, or quasi-periodic, or random profile, or some combination. Assuming the ergodicity of a stochastic process connected with a random generation of asperities, the PSD function can be found as the Fourier transform of the autocorrelation function [26]. Although these functions are mathematically equivalent, one can analyze easy any corrugations of the profile shape simultaneously, i.e., random roughness and groove depth variations, using the 1D or 2D PSD function. Then, the RMS roughness is directly calculated through PSD as the root square of the integral over an effective range of allowed spatial frequencies. Thus, a wide lateral scanning range may require for an AFM instrument to take into account in the evaluated RMS roughness all spatial frequencies (or correlation lengths). It is especially important for low-frequency (long-period) gratings having additionally large correlation lengths of random roughnesses. A good discussion related to this problem and devoted of the use of AFM and similar instruments for measurements of PSD functions of smooth

Figure 2.
Average AFM groove profile for 112/mm echelle R5 grating.
mirrors for imaging systems working in the X-ray–EUV range can be found in [27]. So, if one need to use images with a scanning area of about 100 × 100 μm² then thermal drifts, hysteresis, and essential scanner nonlinearities should be accounted.

4. AFM groove metrology results

4.1 Space ruled grating for Visible: NIR

The abovementioned metrology techniques were applied to validate the efficiency of a chosen grating from an ordered grating set which is mounted in the Space Telescope Imaging Spectrograph (STIS) flown aboard the Hubble Space Telescope (HST) [28]. A 1-order reflection grating with 67.556/mm blazed for 750 nm (1.44° nominal blaze angle) working in the range from 500 to 1000 nm at 8° incidence angle was chosen by us for a certification [29]. The pattern size was 1.5 inches by 1.5 inches, and the ruled area was 30 mm by 30 mm. A sister-replica to this grating, designated ‘Ng41M’ or by its manufacturers (Richardson Gratings of Newport Corp.) serial number, 1528, is in use on the HST/STIS as a red survey grating (blazed in the red visible and near infrared range) [10]. In its flight application, this grating had a reflective overcoating of 100 nm Al plus 25 nm MgF₂. However, in these wavelengths the effect of the MgF₂ layer is minor and simulations have showed no valuable difference, within a small part of the accuracy in the measured diffraction efficiency) with such coating or without it. This grating was chosen as an example because: (1) high quality efficiency data exists for it, including rigorous efficiency calculus using the realistic groove profile shape; and (2) groove profiles can be measurable by the mentioned above three methods for a direct comparison.

Portion of a trace of grating No. 1528 taken with the microinterferometer is shown in Figure 4. Both the depth and the profile shape are somewhat distorted in compare with the groove profiles in Figures 5, 6 obtained by the other considered methods. However, as one can see, the overall groove depth and profile are evident. It is clear from the all figures that the profile roughness is higher on the upper sloped portion than on the steep edges. Difficulties in holding the sample steady during ‘flyback’ prevented reproducibility of measurements for that microinterferometric study.

The groove profile was characterized in details AFM measurements. The tips used here were 10 or 20 nm in radius. An example of the typical groove profile of No. 1528 grating is presented in Figure 6. Figure 6 shows an example of AFM data
Figure 4.
Portion of a microinterferometer trace of ruled grating No. 1528 (after [10]).

Figure 5.
Portion of a stylus profilometer trace of ruled grating No. 1528 (after [10]).

Figure 6.
AFM image of two grooves of ruled grating No. 1528 (after [10]).
for a portion of the surface of the investigated ruled grating. The basic groove profile shape is clearly evident, along with portions of the profile that are rougher than others, and some roughness along the grooves is indicated as well. Figure 6 shows that the minimum of the grooves is clearly visible in the AFM image. If, as usually, one selects the bottom of the groove as the minimum value, there are two complete grooves in each scan.

The resulting average groove profile – with averaging performed both across the grooves and along as well – is shown in Figure 7. The solid line is based on the AFM data, and the dotted line is based on the stylus profilometer data: the groove tops are aligned for the purpose of this comparison; the relatively sharp groove bottom is not as well resolved by the stylus profilometer. The periodicity of the profile is shown by comparing a model of the averaged scan based on the average groove profile shape to the average scan. This is demonstrated by dotted lines plotted against the initial data in Figure 4 (microinterferometer) and Figure 5 (stylus profilometer). Once the average profile has been determined, the fitting routine finds the sawtooth and two-angle shape fits by the method of least squares. It is found in the considered case the blaze angle of 1.45° and the anti-blaze angle of 30° (Figure 8). The efficiency in general is fairly insensitive to the anti-blaze angle, and the fitting procedure does not fit it as consistently as it does a case of the blaze angle. Thus, the final average groove profile derived from AFM measurements for efficiency modeling purposes is shown in Figure 8 with 100 discretization points [29].

4.2 Soft-X-ray: EUV blaze gratings

The surface of gratings, namely, the master [30] and replica [31] gratings, as examples of ‘good’ products, were characterized using a Topometrix Explorer Scanning Probe microscope [32], a type of atomic-force microscopes. The gratings have 2400/mm, a concave radius of curvature of 2.0 m, and a patterned area of size 45 mm by 35 mm. The master grating was fabricated by Spectrogon UK Limited (formerly Tayside Optical Technology). The groove pattern was developed in fused silica by a holographic technique using ion-beam etching to produce an approximately triangular, blazed groove profile. Ion-beam etching results in a groove profile much closer to triangular than the ideal blazed (sawtooth) profile with the apex angle of ~90°. The master grating was uncoated. The replica of the master grating was produced by Hyperfine, Inc. As a result of the replication process, the replica grating had an aluminum surface. A thin SiO2 coating was applied to the Al surface.
for the purpose of reducing the nanoroughness and protecting the surface from an additional oxidation.

The AFM images typically had 500 \times 500 \text{ pixels} and a scan range of 1 to 20 \text{ μm} (pixel size 20 to 400 Å). The silicon probe had a pyramid shape. The base of the pyramid was 3 to 6 \text{ μm} in size, the height of the pyramid was 10 to 20 \text{ μm}, and the height to base ratio was approximately 3. The tip of the pyramid had a radius of curvature 100 to 200 Å. The AFM scans were performed using the non-contact resonating mode, where the change in the oscillation amplitude of the probe is sensed by the instrument. A surface topology reference sample was used to optimize the AFM scanning parameters, to calibrate the height scaling of the instrument, and to evaluate the performance of the AFM. This was essential for the accurate characterization of the gratings. The surface topology reference sample consisted of an array of approximately square holes fabricated on the silicon dioxide surface of a silicon die by VLSI Standards, Inc. [18]. The top surface of the die was coated with a thin layer of Pt. The hole array had a pitch of 3 \text{ μm} and a hole depth of 180 Å.

One typical AFM image of the master grating measured using 16-Å pixels is shown in Figure 9, where the vertical scale has been scaled to reveal the texture of the groove surface. The RMS roughness, determined by integrating the PSD function over 2–40 \text{ μm}^{-1} range, was 3.2 Å. Most of the roughness is concentrated at low spatial frequencies as is apparent from the analysis of the PSD function. The central portion of the AFM image shown in Figure 9 that covers one period of the grating pattern was selected for further investigations. An analysis program was written in the Interactive Display Language (IDL) for this purpose and it is discussed in detail in Ref. [31].

The histogram of the pixel heights, for one period of the grating pattern, is shown in Figure 10. The maxima at 10 Å and 85 Å in Figure 10 are caused by rounding of the groove profile at the peaks and the troughs which is a result of the pattern fabrication process. An ideal groove profile, either sawtooth or triangular, would have a flat height histogram. The separation between the peaks in Figure 10 represents the average groove height, approximately 75 Å. The local blaze angle at each pixel was determined by using a least squares algorithm to fit a linear curve to
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*Figure 8.*  
Models of normalized to period groove profiles of No. 1528 grating.
the data points in a sliding window. The window was 25 pixels (400 Å) long in the direction perpendicular to the grooves and one pixel wide parallel to the grooves. The blaze angle is the arctangent of the fitted slope. The histogram of the blaze angles, for all rows of data in one period of the grating, is shown in Figure 11. The peak at 2.5 deg. represents the classical blaze angle, and the peak at 5.5 deg.
represents the steep facet of the ideal sawtooth profile as modified by the ion-beam etching process. For a density of 2400/mm and for facet angles of 2.5 deg. and 5.5 deg., an ideal grating would have a groove height of 125 Å. However, the measured value of 75 Å (Figure 10) indicates a significant degree of rounding at the peaks and troughs of the groove profile. In addition, the measured ratio of the heights of the 2.5 deg. and 5.5 deg. features in the angle histogram (Figure 11) is approximately 3, greater than the ratio of approximately 2 that is expected based on the average facet angles.

The interpretation of the widths of the features in Figure 11 is difficult because they are complicated functions of the surface roughness, the width of the sliding window, and the probe geometry. This is addressed in the publications [30, 33, 34]. The feature at −2 deg. in Figure 11 results from the fits to the peaks and troughs of the groove profile, where the local slope is changing rapidly but has an average value near zero. Simulations show that the −2-deg offset of this feature from zero is a consequence of the unequal average blaze angles of the two facets. To provide a groove profile for the efficiency calculation, a representative AFM scan perpendicular to the grooves was chosen at random and scaled to the average groove height. The resulting groove profile is shown in Figure 12. This groove profile has 210 points.

An AFM image of two grooves of the replica grating is shown in Figure 13. The scan was performed across the grooves over a range of 1 μm (20-Å pixels). The vertical scale in Figure 13 has been expanded to reveal the texture of the grating surface. The PSD function derived from a 2 μm-size image spanning nearly 5 grooves is shown in Figure 14. The peak in the 2 to 3 μm⁻¹ frequency range results from the 0.4167 μm groove period. The RMS roughness is 7 Å in the 4–40 μm⁻¹ frequency range.
frequency range. By comparison, the RMS roughness of the master grating measured by the same type of AFM instrument was 3.2 Å, and this implies that the replica grating is significantly rougher than the master grating. This may result from the replication process, which for a concave grating is at least a two-step process. Furthermore, the master grating was fabricated on a fused silica surface by a holographic technique and was ion-beam polished, while the Al surface of the replica grating may contribute to its larger nanoroughness. The replica grating without the SiO₂ coating was not characterized by AFM. Typical average groove profile derived from the AFM image (1 μm in size) of the replica grating is shown in Figure 15. The groove profile is approximately triangular in shape with rounded corners and troughs and with facet angles of 3.4 deg. and 6.2 deg. The average groove depths derived from the AFM images are in the range 85 to 95 Å. These values of the facet angles and the groove depth are larger than the corresponding values for the master grating, 2.5 deg. and 5.5 deg. facet angles and 75 Å average groove depth (Figure 12). Thus, the grooves of the replica grating are deeper and the facet angles are steeper compared to those of the master grating.

Multilayer gratings were produced by application of Mo₄Ru₆/Be multilayer coatings [35, 36] to two replicas of the described holographic master grating.
Beryllium-based multilayer coatings can provide substantial reflectance at wavelengths near 11 nm. Such a Mo₄Ru₆/Be multilayer coating with 50 bi-layers was applied to the grating substrate. The coating was deposited by the magnetron-sputtering technique. Here we describe one of the multilayer gratings.

The surface of the multilayer grating was also characterized using the same Topometrix Explorer scanning probe microscope. The grating topography was measured merely for the master, replica, and multilayer gratings. The scan was performed across the grooves over a range of 1 μm (2-nm pixels). Typical groove profiles derived from the AFM image (1 μm in size) of the master, replica, and multilayer gratings are shown in Figures 9, 13, 15, respectively. These groove profiles have from 120 to 210 points. The groove profiles are approximately triangular in shape with rounded corners and troughs and with facet angles of 2.5° & 5.5°, 3.4° & 6.2°, and 3.0° & 4.1°, respectively. The average groove depths derived from the AFM images are in the range 7 to 8 nm, 8.5 to 9.5 nm, and 8 to 9 nm, respectively. Within the AFM groove-to-groove variation of the facet angles, the border shapes did not significantly change after multilayer coating. As determined above the average surface of the multilayer grating was characterized using a scaled replica AFM profile (Figure 12).

4.3 Space holographic gratings for VUV: NUV

The aforementioned AFM method was applied to simulate the efficiency of a 5870/mm G185M grating intended for operation at vacuum-ultraviolet (VUV) wavelengths below 200 nm [37]. This grating has the highest groove density and the shortest operational wavelength range of all Cosmic Origins Spectrograph (COS gratings planned for the last servicing mission to the HST) [38]. The G185M master grating was recorded holographically on 40 mm by 15 mm rectangular fused silica blank and the Pt coated at HORIBA Jobin Yvon Inc. [3]. An adhesive Cr coating, a working Al coating, and a protective (from oxidation) MgF₂ coating were deposited on Au-coated replica gratings at NASA/GSFC.

Resonance efficiency anomalies associated with waveguide funneling modes inside the MgF₂ dielectric layer degrading the G185M COS NUV grating performance were measured and qualitatively described at NASA/GSFC [39]. We used PCGrate-SX v. 6.1 [40] to model the efficiency of the G185M subwavelength grating with real boundary profiles (measured by AFM) and refractive indices (RIs) taken from different sources, including best fits of the calculated efficiency data to experimental ones [37].

The border profiles were characterized using AFM measurements. The profile of the G185M grating (replica C) intended for operation in the 170–200-nm range was AFM-measured before and after deposition of the Cr/Al/MgF₂ coating (Figure 16). As seen from the figure, after the deposition the profile depth decreased by about a
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**Figure 16.** G185M AFM-measured surfaces before (left) and after (right) coating Al plus MgF₂ (after [37]).
factor of 2.05 (46.4 nm against 22.6 nm), and the profile shape changed noticeably too, thus evidencing the case of nonconformal layering of the grating. For the reason that all G185M gratings were manufactured from the same master and by the same technology, one may suggest that all of them share before- and after-coating profiles. The average before-coating groove profile had 165 points and the average after-coating profile had 163 points.

To determine which of the two AFM-measured boundary profiles, MgF₂ (border profile 1 measured after Cr/Al/MgF₂ coating) or (Cr)-Au (border profile 2 measured before Cr/Al/MgF₂ coating), is closer to the MgF₂-Al boundary, we started with modeling the non-polarized (NP) efficiency of a two-boundary grating. We assume a conformal MgF₂ layer (the lower MgF₂-Al boundary is identical in shape to the MgF₂ one) with the 40.1 nm thickness. The calculated efficiencies (Figure 17, pink curve) differ from the measured values in time throughout the whole wavelength range, thus implying invalidity of a model with a conformal layer. All calculated efficiency data presented in Figure 17 were obtained with the RIs of Al and MgF₂ taken from the handbook of Palik [41]. Although hereinafter the experimental efficiency data of two grating replicas (A and B) are displayed, we will focus primarily on discussing the grating A data (solid dark blue squares in Figure 17), because replica A is the grating on which more measurements were performed.

The next step is to use two models with nonconformal layers, one with the lower boundary being the same as border 2 (Figure 17, yellow curve) and the other with the boundary scaled from border 2 at all points by a factor of 0.488 to the profile depth of border 1 (Figure 17, bright green curve). In both cases, a vertical displacement of one boundary with respect to the other (shift of the boundary reference levels) was 40.1 nm, as in the conformal model. As evident from Figure 17, the nonconformal model with unscaled lower boundary yields a noticeably superior qualitative agreement with experimental data. This suggests that the MgF₂-Al boundary more closely resembles border profile 2 than border profile 1. The model takes into account the fact that the thickness difference of 23.8 nm between the lower and upper boundaries should be added to the conformal vertical displacement (40.1 nm) to obtain an adequate vertical displacement for the nonconformal MgF₂.
layer. In this way the period-averaged thickness of the nonconformal MgF₂ layer is kept approximately equal to 40.1 nm within the boundary shape distortion.

To determine the effect of profile shape, we set up models with equal depths and vertical shifts. The first one has border 1 scaled to the depth of border 2 (making it greater by a factor of 2.05) and a vertical displacement between the zero boundary levels equal to 63.9 nm. As seen from Figure 17, the efficiency of this model (orange curve) is close to that of another model with unscaled border 2 and a vertical shift of 63.9 nm (sky blue curve), while it is inferior by 40% or more as far as matching the experimental efficiencies. The latter suggests that, to set up an exact model, one has not only to determine the depth of the MgF₂-Al boundary but also to take into account the shape of its profile – see Figure 18.

Having determined the type of the MgF₂-Al boundary profile, we have to refine it by scaling the shape in depth and then comparing the efficiencies obtained for each model with experimental data. Another fitting parameter is the vertical displacement of the boundaries. By automatic modeling of the efficiency over a small-meshed grid of these two parameters and wavelength, one can determine the average thickness of the MgF₂ layer from the best fit between the calculated and the experimental efficiencies. Even slight changes (with a few nanometers) in profile depth and vertical displacement give a noticeable rise to the efficiency at fixed wavelengths, particularly in resonance regions. Figure 17 presents an efficiency curve (heavy dark blue) for the model with a lower-boundary scaling factor of 1.04 and a vertical displacement of 68.5 nm. The model with these parameters of the layer geometry provides the better least-squares fit (not worse than 20%) of calculated efficiency to experimental data, both in the medium and in the long-wavelength ranges. As to the short-wavelength part, no variations in the lower boundary profile chosen within our approach yield theoretical values of the efficiency close enough to the measured ones.

What only remains is to check whether the average-thickness parameters of the MgF₂ nonconformal layer used in the final model provide a better fit between the calculated and experimental values of efficiency throughout the wavelength range with a new MgF₂ RI library (Keski-Kuha–Goray) [37]. To do this, we scale the vertical displacement and boundary parameters for the final model. Graphical results of this three-parameter optimization (scale, shift, and wavelength) are displayed in Figure 19. The final geometrical model of border shapes and layer thicknesses is demonstrated in Figure 18. The optimization procedure using different thicknesses for all the layers accounted has been applied using the least-square method. An analysis of these results shows that the parameters of the final model do
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*Figure 18.*

Average G185M AFM border profiles before and after coating Cr/Al/MgF₂.
indeed provide the best agreement between the measured and calculated values of efficiency throughout the wavelength range. The relative deviation of experiment from theory for all wavelengths at which grating A was studied does not exceed 10% throughout the wavelength range. Figure 21 presents also an efficiency curve (sky blue curve) calculated by use of the approximate values of the MgF₂ absorption index; all other parameters of the final model remain intact. A comparison of the curve efficiencies based on scaled (sky blue curve) and exactly calculated (heavy dark blue curve) values of absorption shows that the efficiency changes at the wavelengths where the RI imaginary values scale only slightly are indeed appreciable.

4.4 Imprinted off-plane blaze grating for soft X-rays

Grazing-incidence off-plane gratings have been suggested for the International X-ray Observatory (IXO) [42]. Compared with gratings in the classical in-plane mount, X-ray gratings in the off-plane mount have the potential for superior resolution and efficiency for the IXO mission [43]. The results of efficiency calculations for such a 5000/mm gold-blazed soft-X-ray grating in a conical (off-plane) mount using the average groove profile derived from AFM measurements was presented in [44].

An AFM study of the grooved area confirmed the larger than expected blaze angle. The AFM scans across the grooves near the center of the grating are shown in Figure 20(a), where each scan is displaced vertically by 1 nm for ease of viewing. The standard deviation of the data points from the average scan curve is 0.89 nm and is a measure of the roughness of the groove profile. The histogram of the angles between each pair of scan points is shown in Figure 20(b), where a Gaussian curve is fitted to the angle distribution. The top corners of the groove profiles are rounded, and this results in a rather broad distribution of angles with a centroid value of 13°.
The average values of the blaze angles measured at seven points distributed on the grooved area ranged from 8.9° to 15°, and the RMS roughness values ranged from 0.66 to 0.92 nm. Thus, there was considerable variation of the grooves over the 5 cm patterned area. AFM data that were taken before the titanium and gold coating of the imprinted grating showed RMS roughness of approximately 0.2 nm and blaze angles of around 8°, which indicate that deposition of the metal films onto the polymer-based imprint resist led to the observed changes in groove profile [45]. High diffraction efficiencies of the Au-imprinted 5000/mm grating using the average groove profile with 123 nodes of the polygonal groove profile derived from the AFM measurements (Figure 21) are demonstrated in Refs [44, 46].

4.5 Si-etched blaze gratings for X-rays: EUV

For medium- and high-frequency diffraction gratings, classical (in-plane) diffraction gives acceptable values of the efficiency of working orders only in the soft X-ray and EUV ranges [47]. However, grazing conical (off-plane) diffraction schemes have great advantages in efficiency when such gratings operate in short-wavelength regions of the X-ray spectrum (hard X-rays and tender X-rays), including in high orders and to obtain high dispersion and resolution. With such a mount, record efficiency, close to that of a respective mirror, can be obtained for sawtooth gratings with blaze angles of several degrees, which are much easier to manufacture. For a theoretical analysis of the diffraction efficiency of such gratings, the use of rigorous electromagnetic theories is required [48, 49].
The manufacturing process of a reflective Si-etched grating of a triangular groove profile (sawtooth or blaze) can be conventionally divided into four main steps: (1) obtaining a pattern of a protective mask for etching grooves (DWL or EBL, in our case); (2) anisotropic etching of grooves in a solution of potassium hydroxide (KOH); (3) etching to smooth the grating profile and polish the surface of the reflective (working) facets; (4) coating to increase reflectivity. In turn, each step consists of several operations that should be controlled using AFM and, if possible, SEM. Some AFM results (NTEGRA Aura microscope) obtained during the grating manufacturing process are considered further in detail.

To transfer the grating pattern directly to a silicon wafer (stage 2), it is etched in KOH with various concentrations at a temperature from room temperature to 50°C with vigorous stirring of the solution [20, 50, 51]. KOH etches the (111) planes more slowly than the rest of silicon, which leads to angular facets with a facet tilt determined by the orientation of the (111) planes relative to the surface plane (i.e., vicinal Si(111) plates). Therefore, KOH etches the pattern of the grooves in the Si while simultaneously setting the blaze angle of grating facets. The author uses here the results of our original Si-etched grating production technique, however, with references to the similar methods for mastering such gratings.

In our AFM studies, the following was performed: measurement of the surface roughness of the working facet on an area of $1 \times 1$ and $10 \times 10 \, \mu m^2$ and measurement of the grating profile, etching depth and blaze angle of the working facet when scanning $10 \times 10 \, \mu m^2$. The measurements were made in the tapping mode using scans of $512 \times 512$ pixels. We used TipsNano [4] silicon cantilevers with a typical radius of tips $\sim 6$ nm. Examples of the AFM topography of Si-etched grating samples with a smoothed profile on the area of $1 \times 1$ and $10 \times 10 \, \mu m^2$ are shown in Figure 22a, b for sample No. 5.

Figure 23a shows the topography profile of specimen No. 5 along line 1 (black curve) and the blaze angle of the working facet (blue curve). The angle is calculated as the arcotan of the coordinate derivative and converted to degrees. Figure 23b shows the profile of the slope of the non-working facet along line 1 for sample No. 3/1.

The results of AFM studies of the geometrical groove parameters of the samples of Si-etched gratings with a period of 2 $\mu m$ are presented in Table 5. In the results presented in Table 5 the deconvolution algorithms have been used, although we evaluated mid-frequency gratings. The histogram (normalized density of probability) of blaze, anti-blaze, and apex angles of grooves of the grating with 500/mm and 4° blaze angle is demonstrated in Figure 24 (left). The three peaks on this curve are clearly associated with the corresponding working and non-working facet angles, as well as with the angle of the smoothed top of the groove profile. The average groove
The peak corresponding to the blaze angle is pronounced and indicates a high quality of the developed sawtooth grating. The average groove profile derived from AFM data for one grating was used then for rigorous calculus of 3D diffraction efficiencies of orders vs. incidence angle and wavelength in the soft-X-ray–EUV range and classical mount (Figure 25). The other AFM groove profile data for similar Si-etched samples are shown in Table 5.

**Table 5.** Groove geometrical parameters of Si-etched grating samples according to AFM.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>95/38</td>
<td>1512/340</td>
<td>0.462</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2</td>
<td>97/44</td>
<td>1544/340</td>
<td>0.345</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>3/1</td>
<td>121</td>
<td>1710</td>
<td>0.278</td>
<td>4.05</td>
<td>20</td>
</tr>
<tr>
<td>3/2</td>
<td>111</td>
<td>1594</td>
<td>0.340</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>5</td>
<td>114</td>
<td>1580</td>
<td>0.337</td>
<td>4.13</td>
<td>20</td>
</tr>
</tbody>
</table>

Profile topography and the respective angles one can see in Figure 24 (right). The peak corresponding to the blaze angle is pronounced and indicates a high quality of the developed sawtooth grating. The average groove profile derived from AFM data for one grating was used then for rigorous calculus of 3D diffraction efficiencies of orders vs. incidence angle and wavelength in the soft-X-ray–EUV range and classical mount (Figure 25). The other AFM groove profile data for similar Si-etched
gratings produced by DWL, or EBL, or holographic recording can be found in [52, 53] and references there in.

In order to reduce the roughness of the grating surface, the authors of [54] use a nine-cycle RCA-1/HF etching procedure to remove any irregularities and roughness, i.e., perform both smoothing and polishing etching; and they report submicron roughness. To reduce the roughness of the working facet at the polishing stage, several etchants have been tested, including tetramethylammonium hydroxide (TMAH) and the isotropic silicon etchant HF: HNO₃: H₂O. Table 6 shows the AFM results of processing in different etchants of the surface of samples, punctured from the same grating immediately after anisotropic etching in KOH. As one can see from Table 6, the RMS roughness of working facets can be reduced to <0.3 nm for a few etching processes. The initial RMS roughness (before a polishing process) was ~1.2 nm (compare with results in Table 5).
5. Conclusion

In the chapter, some earlier and recent results of the use of AFM & STM methods for groove metrology of various surface relief (ruled, holographic, lithographic, imprinted) diffraction gratings, mostly intended for short wavelengths, were described and discussed. Examples of a few comparisons with the other widely-used direct metrology techniques, such as SEM, stylus profilometry and microinterferometry, were also demonstrated and compared. In addition, the most critical problems connected with AFM methods for groove metrology of bulk, thin-film-coated and multilayer-coated gratings were discussed, such as: the tip deconvolution and its radius; groove shape and abrupt groove slopes; RMS nano-roughness and PSD functions.

The detailed AFM groove metrology results were presented by the author for several important grating samples: the Space Telescope Imaging Spectrograph grating flown aboard the HST and working in the Visible–NIR; the similar master, replica and multilayer soft-X-ray–EUV blaze gratings; the Cosmic Origins Spectrograph grating used in the last servicing mission to the HST and working in the VUV–NUV; imprinted off-plane blaze grating planned for the International X-ray Observatory and working in the soft X-rays; and recently developed Si-etched blaze diffraction gratings indented to work in the X-rays–EUV at high efficiency and a very low level of scattering light. These gratings were chosen because high quality efficiency data exists, in particular, for space gratings or/and X-ray gratings characterized by synchrotron radiation sources; and their groove profiles, together with random nanoroughness, were measured by AFM to be included in rigorous efficiency and scattered light intensity calculus.

The rigorous calculation accounts for the real profile of the grooves and their thickness as well as suitable refractive indices. It was not possible earlier to achieve such good agreements between measured and calculated efficiencies of high- and mid-frequency gratings working in the short spectral ranges due to the lack of realistic, i.e., measured using the AFM technique, groove profile shapes, as it has been demonstrated in the present study. Today, using an appropriate AFM instrument and the respective method one has a possibility to determine with a superfine (atomic-scale) spatial resolution grating-like structures, i.e., their groove profiles including abrupt slopes and random nanoroughness. Moreover, such

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Working facet RMS roughness, nm</th>
<th>Polishing etchant/etching time, s</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.269</td>
<td>Isotropic/30 s</td>
</tr>
<tr>
<td>2</td>
<td>0.244</td>
<td>Isotropic/20 s</td>
</tr>
<tr>
<td>3</td>
<td>0.271</td>
<td>Isotropic, using HF before/60 s</td>
</tr>
<tr>
<td>4</td>
<td>0.315</td>
<td>Isotropic/60 s</td>
</tr>
<tr>
<td>5</td>
<td>0.246</td>
<td>TMAH/2 min</td>
</tr>
<tr>
<td>6</td>
<td>0.291</td>
<td>TMAH/4 min</td>
</tr>
<tr>
<td>7</td>
<td>0.336</td>
<td>TMAH/6 min</td>
</tr>
<tr>
<td>8</td>
<td>0.312</td>
<td>TMAH/8 min</td>
</tr>
<tr>
<td>76KDB Si(111)4°-substrate, Ø76.2 mm</td>
<td>0.149</td>
<td>No process</td>
</tr>
</tbody>
</table>

Table 6. Groove roughness of Si-grating samples according to AFM after polishing.
non-destructive AFM analysis is the only suitable one to apply to current produc-
tion and evaluation of such complicated and expensive devices like as most of X-ray
diffraction gratings are.
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Chapter 4

Atomic Force Microscopy Reveals the Role of Vascular Smooth Muscle Cell Elasticity in Hypertension

Yi Zhu

Abstract

The vascular smooth muscle cell (VSMC) mechanical properties not only provide intrinsic cellular functions, but also influence many vascular and circulation functions in physiology. In this report, the VSMCs of thoracic aorta from 16-18 week age Wistar-Kyoto normotensive rats (WKY) and spontaneously hypertensive rats (SHR) were used as research subjects to reveal hypertension mechanism at a single cell level using atomic force microscopy (AFM). The apparent elastic modulus was significantly increased in VSMCs from SHRs compared to those from WKYs. Treatment with cytochalasin D (CD), ML7, Y27632 and lysophosphatidic acid (LPA) modulated VSMC stiffness of WKYs and SHRs. A spectral analysis approach was applied to further investigate the time-dependent change in VSMC elasticity of WKYs and SHRs. This report demonstrated the efficacy of real-time analysis of VSMC elasticity by AFM nano-indentation, and revealed real-time functional differences in biomechanical characteristics of VSMCs with drug treatments.

Keywords: atomic force microscopy, vascular smooth muscle cell, elasticity, Wistar-kyoto normotensive rat (WKY), spontaneously hypertensive rat (SHR)

1. Introduction

Vascular smooth muscle cells (VSMCs) locate blood vessel medial layer as a main component and bear mechanical stress and pressure from blood flow, and sustain vascular tone and resistance. A number of recent studies have demonstrated that changes in a cell’s elastic characteristics can affect its response to the external mechanical force [1, 2]. The single-cell mechanical property and behavior of VSMC is chiefly considered to play a crucial role in the development of vascular diseases, and atomic force microscopy (AFM) is currently the most wonderful tools for determining this interaction [3–5].

The VSMC intrinsic properties not only perform a normal cellular function to sustain and support vascular geometric architecture, but also take some important actions to participate the regulation of biophysical and biochemical properties for blood vessel [6–8]. With the development and applications of AFM technology, people gradually concentrate their research on reconstituted tissues and single cell detections [9–11]. Hypertension is a common age-related vascular disease, and many
factors can induce age-related vascular dysfunctions and diseases [12]. However, the detailed mechanisms that induce hypertension still need to be elucidated. Currently, people attempt to analyze and reveal the hypertension mechanism in single molecule and single cell level [13–15]. The cytoskeleton contents, the polymerization and arrangement of actin filaments were directly responsible for the VSMC elasticity [16, 17]. The investigation in single cell level can supplement studies on complicated living organisms or an intact tissue to determine the related pathways that regulate cell elasticity and adhesion [18, 19]. Furthermore, cells are in micro-scales and easy to break, and AFM provides a probability to manipulate VSMC at an individual cell level due to its nano-sensitivity under liquid environment [4, 20, 21]. The experimental medicines are administered in micro-volume by a pipette and ensured drugs to diffuse and aim the measured cells, and people can fully and perfectly employ AFM to perform a continuous real-time measurement in the absence and presence of drugs on a single cell. The single spectral analysis is an approach to reveal mathematical decomposition of the elasticity waveform and further demonstrates the underlying molecular mechanism [22–24]. The drug cytochalasin D (CD) depolymerizes and breaks apart actin filaments, and the drug ML7 dephosphorylates myosin light chain to inhibit the establishment of actin binding with myosin [8]. Additionally, the drug Y27632 inhibits the Rho-associated protein kinase (ROCK) and the drug lysophosphatidic acid (LPA) enhances integrin proteins to adhere the extracellular matrix (ECM) and activates Rho kinase to phosphorylate myosin light chain kinase (MLCK) [25, 26]. In this report we chose these drugs using AFM to measure the stiffness of thoracic aortic VSMCs in vitro. An investigation was taken to study and reveal the real-time record of single VSMC mechanical property and behavior. Moreover, we analyzed and interpreted the oscillatory waveforms of VSMC elasticity for various drug treatments to reveal the underlying cellular and molecular mechanisms of VSMC stiffness in hypertension by a spectral analysis approach.

2. Materials and methods

2.1 Vascular smooth muscle cell isolation, cell culture, and treatments

Male WKYs and SHRs at 16–18 weeks of age were utilized in this study. All animal procedures were done under the Guide for the Care and Use of Laboratory Animals (NIH 85–23, revised 2011). Primary VSMCs from thoracic aorta of three experimental WKY and SHR rats were enzymatically isolated and cultured in Dulbecco’s Modified Eagle’s medium (DMEM) with 10% fetal bovine serum (FBS), 10 mmol/L HEPES, 2 mmol/L L-glutamine, 1 mmol/L sodium pyruvate, 100 U/mL penicillin, 100 μg/mL streptomycin, and 0.25 μg/mL amphotericin B and used at passages 2 to 4 [4].

2.2 VSMC image and stiffness measured by AFM

Single VSMC image and lively measurements of cell elasticity were operated in contact mode by an AFM instrument, which is a Bioscope System (Model IVa, Veeco Mertrology Inc., Santa Barbara, CA) mounted on an Olympus IX81 microscope (Olympus Inc., NY). The employed AFM probes were silicon nitride microlevers (Model micro lever cantilever, Veeco Mertrology Inc., Santa Barbara, CA; spring constant ranging 10–30 pN/nm) and purchased from Veeco Mertrology Inc. (Santa Barbara, CA). The VSMC image scanning and stiffness measurement were operated using contact mode in colorless DMEM solution without serum at room temperature. The radius of AFM tip for the VSMC image scanning is 15 ± 5 nm, and the
radius curvature of the probe is 7.5 ± 1 nm. The apparent dimensions of the samples obtained by AFM are usually much larger than the real dimensions because of the radius curvature of the probe, that is, the “magnification effect”. However, the size of measured VSMC is far larger than the AFM tip radius size, thus there are not any magnification effects in the VSMC images [27]. The AFM probe was put in the mid-site between VSMC margin and the nucleus for nano-indentation to measure WKY and SHR elasticity. The AFM probe was continuously indented 2 minute to collect force curves for determining the mean stiffness of individual WKY and SHR VSMC, and the experimental VSMCs from three rats were assessed then averaged together for the stiffness of WKYS and SHR. The force curves were interpreted using proprietary software NForceR (registration number TXu1–328-659), and the VSMC elastic modulus was translated from these force curves into Young’s modulus using a modified Hertz model. The calculation of the elastic modulus was Eq. (1) as follow:

\[
F = \frac{2E\delta^2}{\pi\left(1 - \nu^2\right)} \tan(\alpha)
\]

where the indentation force \( (F) \) was stated and described using Hooke’s law \( (F = \kappa\Delta x, \kappa \text{ and } \Delta x \text{ denote the AFM probe’s spring constant and the probe’s apparent deflection}) \). The indentation depth \( (\delta) \) is identified from the difference in the AFM piezo movement in z direction and the AFM probe deflection. \( E \) is the Young’s modulus of experimental cell as the value of elasticity, and \( \nu \) denotes 0.5 for cell as the Poisson ratio. The numerical \( \alpha \) is the semi-included angle of the cone for a pyramidal tipped probe and determined by the probe shape.

### 2.3 Dynamic stiffness in single VSMC measurement by AFM

The experimental VSMCs were nano-indented for the duration of 30 minute to examine the temporal characteristics of the cell stiffness, and then VSMCs were treated in micro-volume by a pipette with CD (10 μmol/L; Sigma, St. Louis, MO), with ML7 (10 μmol/L; Sigma, St. Louis, MO), with Y27632 (5 μmol/L; Sigma, St. Louis, MO), with LPA (2 μmol/L; Sigma, St. Louis, MO) for another 30 minute continuous AFM investigation. The curves were continuously recorded and collected during the whole measuring procedure, and applied to determine elastic stiffness, absence and presence of drugs. A spectral analysis procedure was exploited for analysis and following translation of the oscillation waveforms for elasticity data, and linear trends were evaluated and subtracted from each series ahead of a spectral analysis. To reveal the average group behavior of the oscillations, three values of amplitude, frequency and phase for every experimental subject were further investigated and averaged: phases \( (\phi) \) as a simple mean; frequencies \( (f) \) were converted to periods \( (1/f) \) ahead of averaging; amplitudes \( (A) \) were log10-transformed before averaging the mean. The mean period and mean log-amplitude were then transformed back to frequency and amplitude. A composite time series for each treatment set was constructed as Eq. (2):

\[
y(t) = \bar{A}_1 \sin(2\pi f_1 t + \bar{\phi}_1) + \bar{A}_2 \sin(2\pi f_2 t + \bar{\phi}_2) + \bar{A}_3 \sin(2\pi f_3 t + \bar{\phi}_3) + b_0 t + b_0 \quad (2)
\]

where \( b_1 \) and \( b_0 \) denote respectively the slope and intercept of the linear trend, and the bar above each component indicates the average value [13, 28]. A brief explanation for the singular spectrum analysis equation and application was provided in this report, and we detail stated and described the measurement of dynamic stiffness by AFM in single VSMC and the analysis of oscillation waveform by singular spectrum analysis.
2.4 Statistical analysis

Data are expressed as mean ± SEM for the number of samples reported in this report. Statistically significant differences between WKYs and SHRs were determined by Student's t-test. A value of P < 0.05 was considered a significant difference.

3. Results and discussion

3.1 VSMC AFM image and topography

The SHR developed from WKY rat as an animal model for specific studies of hypertension, thus we analyzed and compared heights and topographic images (Figure 1A) of VSMCs isolated from thoracic aorta of WKYs (n = 4, from 3 rats) and SHRs (n = 5, from 3 rats). The VSMC surface areas of WKYs vs. SHRs were 10695 ± 339 μm² vs. 12380 ± 483 μm², and the VSMC surface area of SHRs was significantly larger than WKYs (p < 0.05). The AFM height images obtained from the Z sensor signal are shown in Figure 1A. These images describe the vertical displacement of the cantilever tip when scanning the topography of the VSMC samples. The images portray a cytoskeletal structure at the VSMC surface of the WKY and SHR rodent animals. From Figure 1A images, it can also be reflected that the geometric characteristics of VSMC and the configuration of the entire model vary with the size and form of hypertension. For the height measurement, we set AFM to predetermined the line across the cell and take a 30 second period reading. Waited 600 seconds (10 minutes), and started recording line scans of height again for another 30-second period. We repeated this procedure for five times to obtain the VSMC height (Figure 1B). The VSMC topography and shape of SHRs showed to be larger and higher than WKYs (p < 0.05) due to α-SMA over production and
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**Figure 1.**
Topographic characterizations of WKY and SHR VSMCs. (A) Example of WKY TA (left) and SHR TA VSMC (right) AFM deflection and height image. (B) Scanning height data of WHK (n = 5, from 3 rats) and SHR (n = 5, from 3 rats). **p < 0.01 (SHR TA VSMC compared to WKY TA VSMC in different time regions).
F-actin over assembly. The expression of cytoskeletal actin in SHRs is obviously higher than (p < 0.05) WKYs at the same age and the denser actin filaments make a lot of crosslinking polymers inside VSMCs [29].

3.2 Drugs effect on VSMC elasticity

The VSMC elasticity data are consistent with the above topographical observations, and indicate that the intrinsic property of a single cell reflects its mechanical characteristics. By CD and ML7 evaluations, the elasticities of VSMCs were dramatically reduced and there were no significant differences between WKYs and SHRs [29]. The drug Y27632 (5 μmol/L) was performed to treat WKY and SHR VSMCs, VSMC elasticity of SHRs showed a higher value in presence of Y27632 in comparison to that of WKYs (p < 0.005, Figure 2A), whereas the drug lysophosphatidic acid (LPA) (2 μmol/L) increased VSMC elasticity in both WKYs and SHRs, but to a larger extent in SHR (p < 0.001, Figure 2A).

The time series behavior in VSMC elasticity of WKYs and SHRs with 10 μmol/L CD, 10 μmol/L ML7 (Figure 2B), 5 μmol/L Y27632 (Figure 2C) and 2 μmol/L LPA treatments in single cell level was further investigated by a spectral analysis approach. After 10 μmol/L CD treatment there were not any significant differences in three components of VSMC elasticity oscillatory behaviors between WKYs and SHRs. Interestingly, in the second component the amplitude of WKY was higher than that of SHR (p < 0.05) by CD treatment (Figure 3A). Possibly CD depolymerizes and disrupts actin filaments in SHR cells, and shows a lower amplitude in the second component. The mechanism will be further revealed. Additionally, ML7 is a drug to inhibit myosin light chain phosphorylation, and is applied to VSMC to
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**Figure 2.**
(A) VSMCs were treated with 5 μmol/L Y27632 to inhibit the ROCK, with 2 μmol/L LPA to increase integrin adhesion to ECM for 30 minute measurement. **P < 0.005 (WKY vs. SHR), ***P < 0.001 (WKY vs. SHR).**
(B) Examples of real-time cell elastic modulus for typical WKY (blue) and SHR (red) vascular smooth muscle cells using 10 μmol/L ML7 treatment and (C) 5 μmol/L Y27632 treatment are shown.
test its effect on SHR and WKY VSMC elasticity. After 10 μmol/L ML7 treatment, there were also not any significant differences between WKY and SHR VSMCs in three components of oscillatory behaviors. In three principle components, the frequencies and amplitudes of both WKYs and SHRs were not significantly different (p > 0.05) (Figure 3B).

From an individual cell point of view, SHRs strongly and vehemently responded to both LPA and Y27632 treatments. The spectral analysis clearly demonstrated the dynamic oscillatory behaviors in VSMC elasticity that are driven by actin–ECM interactions at the absence and presence of these two drugs. The drugs activate or inactivate VSMC elastic characters through a series of cascade responses, thus after drug treatments the frequencies and amplitudes of first spectral component (large visible oscillation, Figure 3C and D) between SHRs and WKYs existed significant differences (p < 0.05). Moreover, the amplitudes of the second spectral component between SHRs and WKYs existed significant differences (p < 0.05) (Figure 3C and D).

Rho kinase acts as a signaling molecule to influence VSMC stiffness via the Ca^{2+}-CaM-MLCK pathway and with some cascade cycles by phosphorylation and dephosphorylation. Rho kinase also regulates aortic VSMC stiffness via actin/serum response factor (SRF)/myocardin in hypertension [19]. The WKYs and SHRs are at 16–18 weeks of age, from the prior reports the basal expression level of myosin light chain (MLC) in both WKYs and SHRs was closed, but the expression of pMLC was found to be increased in SHRs [29]. The drug Y27632 inhibits Rho kinase to phosphorylate MLCK and dephosphorylates pMLC, indirectly keeps actin away from binding with myosin to depolymerize the establishment of actin-myosin complex and eliminates the VSMC elasticity [30]. In addition, the ECM-integrin-cytoskeletal axis is an important pathway to influence VSMC stiffness by regulating α-SMA expression, and the coordinate ability of ECM-integrin-actin is attenuated to produce hypertension [13, 15]. The cytoskeletal α-smooth muscle actin (α-SMA) importantly responds mechanical forces through ECM-integrin-cytoskeletal axis to mediate VSMC stiffness, and it is over expressed to be a decisive factor leading to an increase in aortic stiffness for inducing hypertension.

![Figure 3.](image)

Over a 30 minute period, mathematical analysis of the elastic modulus waveform in the presence of drugs indicated three principle components of oscillation by spectral analysis for WKY and SHR thoracic aorta vascular smooth muscle cells. (A) WKYs (5 cells from 3 animals) and SHRs (4 cells from 3 animals) treated by 10 μM CD. (B) WKYs (9 cells from 3 animals) and SHRs (5 cells from 3 animals) treated by 10 μM ML7. (C) WKYs (5 cells from 3 animals) and SHRs (6 cells from 3 animals) treated by 5 μM Y27632. (D) WKYs (5 cells from 3 animals) and SHRs (5 cells from 3 animals) treated by 2 μM LPA. F* and A* indicate that the frequency and amplitude of the component were significantly different from WKYs and SHRs in the presence of drugs, P < 0.05.
and polymerization in SHR VSMCs are obviously higher than WKYs at the same age [29]. Attenuating the stiffness of VSMC via several pathways, Y27632 gently damaged the crosslinking of α-SMA filaments and the contractility of myosin production in comparison to the drug CD and ML7, consequently VSMC elasticity of SHRs showed a higher value in presence of Y27632 in comparison to that of WKYs.

The drug lysophosphatidic acid (LPA) activates Rho kinase to phosphorylate MLCK and promote α-SMA polymerization [25]. Meanwhile, LPA enhances integrin to adhere to the ECM and activate Rho kinase. Increasing adhesion interaction between α5β1 integrin and fibronectin (one component of ECM) is related to increasing cell stiffness via ECM-integrin-cytoskeletal axis, and MLCK was also found to be over expressed in VSMCs of SHRs [23, 29, 31, 32]. LPA increases α5β1 integrin to adhere to ECM for promoting actin expression and polymerization. The interaction between α5β1 integrin and FN is specific and important in the mechanical transduction of VSMC, and α5β1 integrin is the major receptor for FN [33–35]. The α5β1 integrin provides the bio-mechanical linkage between α-SMA and fibronectin (FN) in extracellular space, and α-SMA responds the bio-mechanical forces through integrin-mediated cell-ECM interactions to alternate cytoskeleton system of VSMCs [36]. The ECM-integrin-cytoskeletal axis and the contractility of myosin production are two independent pathways to regulate the VSMC stiffness [14]. The α-SMA was highly expressed in the VSMC of SHRs, moreover, MLCK was also found to be over expressed in SHRs to stiffen the VSMC due to enhancing the VSMC contractile process [37], thus this analysis showed VSMC elastic moduli of SHRs were greater than (p < 0.05) those of WKYs.

Previous studies have shown that both internal and external biomechanical forces can act through the cytoskeleton, thereby affecting local elasticity and cell behavior [38, 39]. The differences in stiffness and time-dependent oscillations were largely influenced by actin cytoskeletal dynamics. Dynamical alternation of α-SMA constructs different high-level linkage structures in VSMCs, affecting cell elasticity and cellular stress relaxation behavior [40–42]. To further verify the internal characteristics of cells that reflect the mechanical properties of cells, various drug treatments that affect the cytoskeleton and corresponding vascular smooth muscle contraction mechanisms have been carried out on VSMCs for in-depth research. Three spectral components are determined in the oscillation mode, so it is reasonable to assume that more than one mechanism causes the spontaneous oscillation of cell elasticity, and therefore may play a role in the increased vascular stiffness observed in hypertension. The elastic oscillations of VSMCs represent the inherent characteristics of cells and involve the cytoskeleton structure responsible for the interaction of actin-ECM and actin-myosin. At the same time, the oscillation of VSMC elasticity reveals the polymerization and depolymerization of α-SMA. Different pharmacological mechanisms produced the different individual cell elastic behavior after the drug treatments. Spectral analysis showed that compared with WKY rats, SHRs usually have lower frequencies and larger amplitudes. The general pattern of slow, larger oscillations in SHRs and faster, smaller oscillations in WKY VSMCs [29]. After Y27632 treatment, the frequency of the first wave component is significantly reduced in SHR VSMCs, whereas the amplitudes of the first and second wave components are increased in SHR VSMCs. The frequency and amplitude showed not to be a significant difference between WKY and SHR VSMCs in the third wave component. All in all, the spectral analysis indicated that Y27632 gently attenuated VSMC stiffness. The drug LPA polymerizes α-SMA to increase VSMC stiffness, from the spectral analysis the amplitudes of all three wave components are enhanced in SHR VSMCs, and the frequencies of the first and second wave components are significantly reduced in comparison to WKY VSMCs. The drug CD breaks apart the actin cytoskeletal network and the drug ML7 dephosphorylates...
myosin light chain to block the interaction between actin and myosin. These two
drugs CD and ML7 strongly and irreversibly destroy the cross-linking of actin fila-
ments and the contractility produced by myosin. Both WKYs and SHRs completely
lose their elasticity, and therefore exhibit inactivity in the three components of the
oscillation.

In summary, cellular mechanisms underlying differences in VSMC stiffness were
investigated using AFM. For decades, pharmacists have developed many drugs for
the treatment of certain vascular diseases based on the role of the actin-integrin
axis in the mechanical properties of VSMCs, and AFM provides a way to manipulate
an individual VSMC due to its nano-sensitivity under physiological condition and
liquid environment. At present, people have used AFM in many applications to
study the mechanical properties of a single VSMC, and the intrinsic changes of
VSMC enable people to open up new therapeutic ways for the treatment of multiple
diseases and update our understanding of vascular biology [30, 43]. The future
trends of employing AFM tip coating techniques for adhesive assessment and
super-resolution fluorescence microscopy for cytoskeletal tracking will further
resolve individual VSMC elasticity and its role in physiological process of living
organisms [44]. The in vivo mechanism of how individual VSMC elasticity to regu-
late vascular processes is still unknown, thus the AFM detection in vitro combined
with the investigation in vivo by other techniques will also provide a perspective
view to describe the VSMC elastic characters in the coming researches [45, 46].

List of abbreviations

AFM atomic force microscopy
α-SMA α-smooth muscle actin
CD Cytochalasin D
DMEM Dulbecco’s Modified Eagle’s medium
ECM extracellular matrix
FBS fetal bovine serum
HEPES 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid
LPA lysophosphatidic acid
ML7 Hexahydro-1-[(5-iodo-1-naphthalenyl) sulfonyl]-1H-1,
4-diazepine
MLCK myosin light chain kinase
ROCK Rho-associated protein kinase
SHR spontaneously hypertensive rat
VSMC vascular smooth muscle cell
WKY wistar-kyoto normotensive rat
Y27632 (1R, 4r)-4-(((R)-1-aminoethyl)-N-(pyridin-4-yl)
cyclohexanecarboxamide
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Section 2

Raman Spectroscopy and Its Applications
Chapter 5

Deep Learning Approach for Raman Spectroscopy

M.H. Wathsala N. Jinadasa, Amila C. Kahawalage, Maths Halstensen, Nils-Olav Skeie and Klaus-Joachim Jens

Abstract

Raman spectroscopy is a widely used technique for organic and inorganic chemical material identification. Throughout the last century, major improvements in lasers, spectrometers, detectors, and holographic optical components have uplifted Raman spectroscopy as an effective device for a variety of different applications including fundamental chemical and material research, medical diagnostics, bio-science, in-situ process monitoring and planetary investigations. Undoubtedly, mathematical data analysis has been playing a vital role to speed up the migration of Raman spectroscopy to explore different applications. It supports researchers to customize spectral interpretation and overcome the limitations of the physical components in the Raman instrument. However, large, and complex datasets, interferences from instrumentation noise and sample properties which mask the true features of samples still make Raman spectroscopy as a challenging tool. Deep learning is a powerful machine learning strategy to build exploratory and predictive models from large raw datasets and has gained more attention in chemical research over recent years. This chapter demonstrates the application of deep learning techniques for Raman signal-extraction, feature-learning and modelling complex relationships as a support to researchers to overcome the challenges in Raman based chemical analysis.

Keywords: machine learning, deep learning, neural networks, fluorescence, data analysis

1. Introduction

Spectroscopy is an ubiquitous method in natural sciences and engineering for e.g. characterization of materials, molecules or mechanisms, kinetics and thermodynamics of chemical reactions. It is the study of the interaction between electromagnetic radiation and molecules/particles which involves either absorption, emission, or scattering. In Raman spectroscopy, it is the interaction of light with matter which is generating the Raman effect. This effect is the scattering of incoming radiation leading to a change of wavelength or frequency. A Raman spectrum is composed of peaks which show the intensity and wavelength of the Raman scattered light which is due to radiation interaction with individual chemical bond vibrations. These peaks are used to detect, identify, and quantify information about atoms and molecules. Raman spectroscopy is a prominent choice among other spectroscopic techniques, particularly in chemical systems containing
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water and/or polar solvents [1]. Weak Raman scattering of water enables in-situ analysis in aqueous chemical systems and in vitro and in vivo analysis in human and sensitive biological systems. While many analytical techniques require sample preparation (such as grinding, glass formation, or tablet pressing) before measurement, Raman analysis can be made on ‘as received’ samples. A measurement can be made within few seconds in a non-destructive, non-contact manner and therefore samples can be retained for other analysis if necessary. Raman scattering of light by molecules was first predicted using classical quantum theory by Smekal in 1923 [2] and experimentally observed by Raman and Krishnan in 1928 [3, 4]. After a century of first ever discovery of Raman fundamentals, today, different types of Raman spectrosopies have been developed such as time-resolved Raman spectroscopy, high pressure Raman spectroscopy, matrix-isolation Raman spectroscopy, Surface-Enhanced Raman Spectroscopy, Raman microscopy and Raman Imaging spectrometry [5]. Throughout the last century, major improvements in lasers, spectrometers, detectors, and holographic optical components have yielded Raman spectroscopy as a dominant tool for molecular verification in a wide range of scientific disciplines.

A primary role of scientists is the extraction of new knowledge from experimental data. Spectroscopic techniques produce profiles containing a high amount of data. It can take significant time and effort to read, interpret and model these data. Cozzolino [6] mentions that the three critical pillars that support the development and implementation of vibrational spectroscopy including Raman, are as the sample (e.g., sampling, methodology), the spectra and the mathematics (e.g., spectral analysis, algorithms, pre-processing, data interpretation, etc.). Thus, data analysis becomes the only flexible option that can be adjusted to assess data extracted from a specific application (i.e. sample) using a given spectroscopic method. Spectroscopic techniques are only as powerful as the information that can be extracted from the resulting spectral data. Simultaneous development of spectroscopy hardware components and data analysis throughout the last five decades, made a radical change for the propagation of spectroscopic techniques in different fields. In case of Raman spectroscopy, instead of having a spectrometer whose volume fills up an entire room including a group of scientists manually reading the spectra, today we have miniature spectroscopic analyzers supported by a computer and software which automatically read, treat, interpret, and summarize measurements within seconds (Figures 1 and 2).

The objective of this chapter is to show the role of data analysis to raise and expand the awareness of Raman spectroscopy. The chapter reviews key deep learning strategies under machine learning perspectives, that have been already applied in different Raman applications emphasizing how these strategies have contributed to solving Raman spectroscopic data challenges. The objective is to strengthen the role of data analysis to uplift the capability and standard of Raman spectroscopy.

Figure 1.
Raman spectroscopy combined with machine learning methods in different applications.
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“Deep learning” is a subset of machine learning in artificial intelligence. Many spectroscopists have a background in chemometrics and statistics for chemical analysis, but so far only a few are taking advantage of the potential provided by machine learning. There are many synergies and common concepts applied in between the areas of machine learning and spectroscopy which enhances productive inter-communication. The chapter provides comprehensions by showing how deep learning algorithms increase analytical insight into Raman spectra.

2. Deep learning

In a simplest way, deep learning can be introduced as a method which teaches computers to do a task. Very often this task is difficult to carry out by human brain due to limited brain capacities and limited time. It is a subset of Machine learning (ML) which is further a subset of artificial intelligence (AI).

Integrating data, information, machines, sensors, and software is a component of transforming conventional ways of human-oriented methods into more digitalized roots. It can level up efficiency and performance of an individual system and its related components by giving more deep insights. Artificial intelligence and machine learning persist to support this transformation.

Artificial intelligence (AI) compasses the science and engineering of making intelligent machines specially computer programs. Machine learning (ML) which is a subset of artificial intelligence, uses algorithms to optimize a certain task by using examples or experience and support AI to learn with explicit programming. Deep learning (DL) is a sub class of machine learning algorithms which consist of learning methods based on artificial neural networks (ANNs). Figure 3 shows the interconnection of AI, ML, DL and chemometrics. ML algorithms that are not deep learning are referred as shallow learning. A simple explanation to understand the difference between a shallow learning and deep learning algorithm is shown in Figure 4(a). It shows that in shallow learning, feature (useful patterns) extraction and classification are performed in two different stages. For instance, a general practice of a chemist who obtains a vibrational spectrum of an unknown chemical sample, starts with mapping individual peaks. Typically, this is performed by combining the knowledge of chemical vibrational modes and sample. There can be peaks that are not originated from sample chemical properties such as instrument noise or stray lights. The chemist will only utilize the peaks that reveal required
information about the sample. This process is called feature extraction in ML language. Next, the chemist will proceed to the next step of analysis such as regression or classification. Conversely, in deep learning, feature extraction and subsequent analysis are performed automatically inside the single boundary of DL algorithm.

### 2.1 Chemometrics

For scientists utilizing spectroscopy, chemometrics is a very familiar term linked to data analysis. Chemometrics was established at the beginning of the 1970s by Svante Wold, Bruce L. Kowalski, and D.L. Massart [8, 9]. It is a chemical discipline that uses mathematical, statistical, and other methods employing formal logic to design or select optimal measurement procedures and experiments, and to provide maximum relevant chemical information by analyzing chemical data [10]. Throughout the past 50 years chemometrics revolutionized in the field of spectroscopy through the applications of multivariate calibration, (re)activity modeling, pattern recognition, classification, discriminant analysis, and multivariate process modeling and monitoring [11]. Wold and Sjöström [11] point out two strong trends where the future success of chemometrics remains; 1). Ability of chemometrics to handle the number of ‘objects’ observations, cases, or samples which is fairly small, and tends to become even smaller with time and 2). Ability of chemometrics to handle big data sets and those which continuously updated with more addition of data in the future. Data sets often remain smaller when experimentation is demanding more resources like time, personnel, laboratory space, instrumentation, chemicals, solvents.
and hence is becoming more and more expensive. Big data sets are generated when more samples are measured or several experimental runs are propagated over time for examples in combinatorial chemistry and process monitoring. Vogt [8] explains that maintaining chemometrics as an active and widely recognized research field, requires opening new research areas for chemometricians and without the power of parallel computation, many new and exciting avenues will remain unfeasible. For instance, limiting chemometrics to linear methodologies imposes restrictions because many chemical systems are nonlinear. Chemometrics has its main territory is analytical and measurement science, however fundamentally it can also be considered as a subset of machine learning. The understanding of chemical systems, and the respective underlying behavior, mechanisms, and dynamics, can be facilitated by the development of descriptive, interpretative, and predictive models. Common examples of chemometric techniques which develop such models are principal component analysis (PCA), partial least squares (PLS), linear discriminant analysis (LDA) and support vector machine (SVM). Studies showing the possibility of combining routine chemometrics methods with machine learning algorithms influence to break the stagnancy of chemometrics tools in the chemical laboratory.

In spectral data analysis, the amount of data plays a decisive role. DL algorithms give better performance for big data sets and as more data are being added. On the other hand, performance of a system which is analyzed by human brain or conventional machine learning algorithms, is limited after a certain size and scale of data. Figure 4(b) shows the performance curve for traditional machine learning algorithms and deep learning algorithms. Performance curve for traditional algorithms is saturated after a certain number of data because they are based on handcrafted rules. Creating many rules manually is an erroneous task. For instance, linear regression and random forests (which are traditional ML), tend to plateau at large data volumes. On the contrary, deep learning uses more than one level of non-linear feature transformation and therefore the performance keeps increasing with added data.

Shallow machine learning methods, such as shallow neural networks [12], support vector machines [13, 14], or kernel methods [15], have been applied to Raman spectroscopy with higher success, for instance, for the prediction of the physical, chemical, or biological properties of systems. More complex models and deep machine learning methods become useful as more data becomes available and more complex problems are experienced. It allows users to make decisions as data are collected, without human-in-the-loop processing [16]. Different type of data can be input to a DL algorithm such as sound, text, images, time series and video. Raman spectroscopy generates time series data such as in resonance Raman and image data such as in Raman image microscope. DL can be applied for machine perception including classification, clustering, and predictions and also a preferred choice for unstructured data like images where manual feature extraction are difficult.

2.2 Neural networks

Neural networks (NN) make up the backbone of deep learning algorithms and therefore, it is important to understand common terms in a neural network such as layers, weights and activation functions. Figure 5(a) shows a representation of an artificial neuron. The first layers are called input layers which passes incoming data \((x_1, x_2, x_3, \ldots, x_n)\) into other layers. Output layer is the last layer of neurons that produces given outputs \((y)\) for the program.

All layers in between are called hidden layers. Weights \((w_1, w_2, w_3, \ldots, w_n)\) are the parameters within a neural network that transforms input data within the network's hidden layers. A layer is the highest-level building block in deep learning and is a
container that usually receives weighted input, transforms it with a set of mostly non-linear functions and then passes these values as output to the next layer. An activation function takes in weighted data ($x_jw_j$ - matrix multiplication between input data and weights) and outputs a non-linear transformation of the data [17]. In generally, an activation function is a function that is added into an artificial neural network to help the network to learn complex patterns in the data. The most important feature in an activation function is its ability to add non-linearity into the network. Activation functions are applied after every layer in deep neural networks and they should be computationally inexpensive to be calculated. Sigmoid, Softmax, Tanh and ReLU are examples for activation function. Figure 5(b) shows a simple neural network which has a one hidden layer and Figure 5(c) shows a deep neural network which has at least two hidden layers. The neural network calculation is performed through the connections, which contain the input data, the pre-assigned weights, and the paths defined by the activation function. If the result is far from expected, the weights of the connections are recalibrated, and the analysis continues, until the outcome is as accurate as possible. Examples for neural networks are perceptron, feed forward neural network, multilayer perceptron, convolutional neural network, radial basis functional neural network, recurrent neural network, LSTM – long short-term memory, sequence to sequence models, modular neural network [18].

2.3 Deep learning algorithms

The objective of this chapter is to give an understanding about the possibilities of deep learnings in the field of Raman spectroscopy. Not many publications
can be found since the connection between Raman data and machine learning is still under the development stage. Figure 6 shows some algorithms which have been applied for previous Raman data which the reader will find in the rest of the chapter. They are categorized under supervised, unsupervised and hybrid learning methods [19]. In supervised learning algorithms, we try to model relationships and dependencies between the target prediction output and the input features. The goal is to predict the output values for new data based on those relationships which it learned from the previous data sets. Therefore supervised algorithms are task driven. Supervised learning carries out tasks like regression and classification. A very common example for a supervised deep learning method is convolution neural network.

Unsupervised learning is a machine learning technique in which models are not supervised using training dataset. Instead, models itself find the hidden patterns and insights from the given unlabeled data. It can be compared to learning which takes place in the human brain while learning new things. It allows users to perform more complex processing tasks compared to supervised learning and is called a data driven approach. Dimensionality reduction, clustering and association are some tasks an unsupervised machine learning platform can deliver. The ability to apply deep learning algorithms for unsupervised learning tasks is an important benefit because in big data sets unlabeled data are more abundant than the labeled data. Autoencoder, sum product network, recurrent neural network and Boltzmann machine can be considered as unsupervised deep learning algorithms. Supervised learning algorithms seek to answer the questions like “Based on the Raman fingerprint of this new sample I have just collected, which class in my database does it (most likely) belong to?” and/or “What is the level of purity this substance has?” Meanwhile unsupervised learning algorithms seek to answer the questions like “How similar to one another are these samples based on their Raman fingerprints?”

3. Can deep learning contribute to the development of Raman spectroscopy?

Raman scattering use a technique to interrogate chemical samples in question in a fast and non-destructive way. However, it is a weak scattering and therefore not always give straightforward results. As highlighted in Section 1 three success pillars
of a spectral data analysis depends on “the type of sample to be measured”, “the quality of the spectra” and “the choice of data analysis method”. If any of these pillars fails, the final result will be weak in sensitivity, repeatability and reproducibility. Since we are interested about deep learning methods in this chapter, lets focus on issues related to spectral analysis and merge the contribution of deep learning to overcome those issues. Given below are four challenges that researchers have been experiencing when they analyze Raman fingerprints.

**i. Assigning correct vibrational modes**

Multicomponent chemical samples can contain vibrational peaks which look similar in shape and distribution over the Raman wavelength region. For instance, biological samples are composed of biochemicals such as lipids, proteins, nucleic acids, and carbohydrates. All the vibrations from these biochemicals are manifested in the Raman spectra of a biological sample making them convoluted and complex. Specially, for a fresh researcher, these spectra may appear very similar if analyzed by an untrained eye. Researchers working with Raman spectra of cells, tissues and bacteria also encounter the same problem. There are also incidents that different Raman spectrometers exhibit a small magnitude of change of Raman shift for the same component. This change can also be a significant problem if the spectra is crowded with several closely packed peaks.

**ii. Analyte is influenced by the background**

Weak Raman-active samples can be only analyzed if there is high spectral resolution, low spectral background, and high sensitivity. The relative intensities of the Raman bands of analytes change with solvents and are correlated with the absorption peak shift [20]. Occurrence of peaks from the matrix is true in many biomolecular Raman applications. For instance, paraffin fixed tissue may show a similar peak to a C–H stretch. Differentiating the actual spectra from the matrix therefore, becomes an equally important part before analysis.

**iii. Fluorescence problem**

One of the greatest challenge in Raman spectroscopy is that it is influenced by the turbidity, color, and fluorescence of the sample [21]. In spite of obvious advantages of Raman spectroscopy, the strong fluorescence background has so far restricted its use in many otherwise potential applications, for example, in the agricultural, food and oil industries, security control and crime investigations, for example. Marquardt [22] mentions that Raman biotech applications are currently is the most challenging because of the complex biological matrices and the associated fluorescence. Raman spectra are typically masked by a strong fluorescence background in most potential applications. This type of fluorescence intensity is normally several orders of magnitude larger than the Raman scattering signal, especially in biological samples. This is due to the fact that the probability of Raman scattering (cross-section) is much lower than that of fluorescence [23]. A strong fluorescence background gives rise to two problems. Firstly, it becomes the dominant element in the photon shot noise and thus detracts from the SNR (signal-to-noise ratio), and secondly, even if the Raman bands are narrow and the fluorescence has quite a smooth, featureless spectrum,
errors in the mathematical estimation and removal (background subtraction) of the fluorescence increase with increasing fluorescence levels and result in increasing errors in both material identification and concentration measurement applications [23]. Fluorescence can be dealt with a variety of techniques such as the utilization of confocal configuration, photobleaching and the deployment of laser excitation at longer wavelengths. These techniques could be generally grouped into time domain, frequency-domain, wavelength-domain, and computational methods [24]. Figure 7 shows three Raman spectra obtained from 514.5 nm laser, where the fluorescence effect of the original spectrum, a, could be reduced by increasing the irradiation effect as shown by spectra b and c. However, a key constraint to consider is the interaction between the laser wavelength and the sample, due to the effects of phototoxicity [25].

Computational methods can play a significant role for unmolding chemical Raman spectra from fluorescence spectra. Examples for such methods are polynomial fitting wavelet transform, and derivatives. Wei, Chen [24] describe pros and cons of polynomial fitting and derivative of Raman spectra. They mention that the optimal choice of order for polynomial fitting varies and the performance depends on the user's experience. The derivative of a measured Raman spectrum will eliminate the background components irrespective of their magnitudes and thus enhance the sharp Raman signal. However, high-frequency noises are often amplified by this method as well and the spectrum can be distorted because of the derivative process.

iv. Selection of optimum data processing technique

Understanding the system under study and making an informed judgment based on the experiments and correlating it with the available data is crucial for scientists. Selecting the correct signal processing method is a contributing factor towards understanding of the system. Improving the existing data analysis methods in Raman spectroscopy is a leading challenge. Preprocessing methods are very important to reduce inherent disturbances of a Raman spectrum such as baseline variation. Currently spectroscopists are limited to traditional chemometrics based preprocessing methods.
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**Figure 7.** Three Raman spectra of metallic paint showing the effect of fluorescence [7] (a) in normal measurement conditions (only fluorescence visible), (b) after irradiation for (b) 30 min and (c) 60 min at 50% laser power.
Models are calibrated using a fewer number of datasets, even in the situations where it is possible to use fairly a large calibration dataset. When the models are used for future large data sets these methods are limited in accuracy wise. For example, the instrument gives poor results when unknown interferences come with larger datasets such as spikes, cosmic rays and often require for re-calibration of the models time to time.

4. **Deep learning algorithms in Raman applications**

In this section, four deep learning algorithms and their derivations for different applications of Raman spectroscopy are described to provide an understanding of deployment of these methods as a means of strengthening computational methods and data analysis methods for Raman spectra.

4.1 **Autoencoder**

An autoencoder (AE) is an unsupervised type of artificial neural network used to learn efficient data coding. It consists of an encoder-decoder architecture as shown in Figure 8. Encoder consists of input data $x$ while decoder includes output data $x'$. $h$ usually referred to as code, latent variables, or latent representation and combines encoder and decoder. The aim of an autoencoder is to learn a representation (encoding) for a set of data, by training the network to ignore signal noise. Along with the reduction side of encoder, a reconstructing side is learned, where the autoencoder tries to generate from the reduced encoding a representation as close as possible to its original input $x$. This is done by training the AE to minimize the squared reconstruction errors $||x - x'||^2$. PCA is a linear transformation while auto-encoders are capable of modeling complex non linear functions (refer Figure 8(b)). PCA is faster and computationally cheaper than autoencoders. A single layered autoencoder with a linear activation function is very similar to PCA. The autoencoder weights are not equal to the principal components, and are generally not orthogonal, yet the principal components may be recovered from them using the singular value decomposition [26].

Advantages of autoencoder in Raman spectroscopy span in different areas such as dimensionality reduction, information retrieval, image processing and anomaly detection. Scientists have experimented several kinds of autoencoders such as convolution AE, denoising AE, sparse AE because they have different advantages. For

![Figure 8](image)

*Figure 8.* Explanation of (a) autoencoder (AE) system and (b) simple demonstration of linear dimensionality reduction by PCA an non-linear dimensionality reduction by AE.
instance, sparse AE prevents overfitting. Convolutional AE is generally applied in the task of image reconstruction. If the network is trained on corrupted versions of the inputs with the goal of improving the robustness to noise, it is called a denoising autoencoder [27].

4.1.1 Anomaly detection without actually testing samples using an autoencoder network

Anomaly (outlier) detection has been an important research topic in data mining and machine learning while it also provides practical benefits in many real-world applications. Outlier detection has been used in spectroscopic data to detect and remove anomalous observations (if required). Most of the process analytical instruments implemented in industrial plants can also be converted to perform outlier detection in addition to their main task; for instance to detect a fault on a factory production line by constantly monitoring specific features of the products and comparing the real-time data with either the features of normal products or those for faults. Outliers arise due to mechanical faults, changes in system behavior, fraudulent behavior, human error, instrument error or simply through natural deviations in populations [28]. Modeling anomalies are not easy in real datasets as they appear irregularly and not often. Since abnormal data points appear rarely it is very costly to collect those data from real world [29]. Hodge and Austin [28] shows a survey on different techniques for outlier detection in machine learning. They highlighted that correct distribution model, correct attribute types, scalability, speed, any incremental capabilities to allow new exemplars to be stored and the modeling accuracy must be considered when selecting a suitable algorithm for outlier detection. In machine learning, multiclass or multinomial classification is the problem of classifying instances into one of three or more classes (classifying instances into one of two classes is called binary classification). In one-class classification which is also referred as class-modeling, whether a sample is compatible or not with the characteristics of a single class of interest is considered. The study by Hofer-Schmitz [30], presents an one-class anomaly detector based on autoencoder for Raman spectra for a biological application, where it's very costly to collect spectra of the outlier class. They use two chemical data sets with 10,000 samples and over 2000 samples for their evaluation. Bio-chemical approach to identify and characterize outliers takes months and therefore they measured normal class and trained one-class model using Autoencoder network to learn the normal classes’ characteristics by minimizing the reconstruction error (score) with respect to the given loss function, similar to the learnt components of PCA. When using the learnt encodings to reconstruct irregular spectra, a sample’s reconstruction was considered as anomaly if it exceeds a standard deviation threshold.

4.1.2 Sample classification using an autoencoder network

Houston [31] used six classification algorithms to identify whether a set of chemical samples contain chlorinated solvents or not, based on their Raman spectra. Dataset included 230 Raman spectra of solvents and solvent mixtures. An additional dataset comprising 24 Raman spectra of carbohydrates was compiled for use as examples of possible outlier data. k-Nearest Neighbors (kNN), Support Vector Machine, Decision Tree, Fully Connected Neural Network (FCNN), Gaussian Naïve Bayes, Locally Connected Neural Network (LCNN) were the algorithms used. The ability of the autoencoder models to correctly identify negative outliers were further demonstrated. Their results showed that a two-step process, combining an outlier detector and LCNN binary classifier, have better performance.
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LCNN is quite the same as the Convolutional layer explained in Section 4.2. But has one (important) difference. In LCNN, there is a locally connected layer going from the inputs to the first hidden layer. In the Convolutional layer the filter is common among all output neurons. In Locally-Connected Layer, each neuron has its own filter. This type of layer let the network to learn different types of feature for different regions of the input, but if there is less number of data, it can also generate over-fitting.

4.1.3 Increasing signal-to-noise ratio (SNR) by convolutional denoising autoencoder (CDAE)

Obtaining the highest possible SNR and a good enough spectral resolution for a specific analysis are important factors while using Raman spectroscopy. The light of the Raman signal is refocused on a charge-coupled device (CCD) after dispersion by a diffraction grating which inevitably lower the signal. To obtain better Raman signals, generally, the excitation intensity is increased. However, this is not always practicable if the sample is sensitive to higher laser power. Physical and chemical properties of sensitive samples can be degraded by exposing to higher laser power. Therefore, in experimenting such, laser exposure times are extended while keeping a lower excitation intensity. As a result, stray light, environmental light, and the inherent interior noise of electronic or optical devices [13] result in noise adding up over longer integration time. These factors influence signal-to-noise ratio (SNR), thus further affecting the feature extraction of the valid signal. Fan, et al. [32] proposes a relevant automatic denoising method of convolutional denoising autoencoder (CDAE) to advance the SNR in Raman spectra without manual intervention. Figure 9 shows the CDAE model which includes three layers of convolution and max-pooling (the encoder) and three layers of upsampling and convolution (the decoder) proposed by the authors Fan, Zeng [32]. The proposed CDAE model was implemented using Keras and Tensorflow. The authors show that the CDAE method outperforms other classical denoising methods such as Savitzky–Golay filter and wavelet transform.

4.1.4 Stacked sparse autoencoder (SSAE) to extract features from the unlabeled Raman data

Sparse autoencoder (SAE) may include more (rather than fewer) hidden units than inputs, but only a small number of the hidden units are allowed to be active at the same time. This sparsity constraint forces the model to respond to the unique statistical features of the training data. Sparse feature learning

Figure 9.
The architecture of CDAE used to increase SNR in Raman spectra by fan, Zeng [32].
algorithms range from sparse coding approaches [33] to training neural networks with sparsity penalties. In the SAE, once the training process is performed, the decoder and reconstruction layer will be removed, and the features learned from the original data are preserved in the hidden layer. To extract high-level features, a stacked SAE (SSAE) is utilized. The SSAE consists of several SAEs, with the output of the previous SAE used as the input of a subsequent SAE (Figure 10) [34].

Feature extraction using a stacked sparse autoencoder integrated with a Softmax classifier (SMC) to extract the discriminative features from unlabeled Raman data of breath samples is proposed by Aslam [35]. They were successful to identify fifty peaks in each spectrum to distinguish the patients with gastric cancer and healthy persons. The architecture of this neural network comprises of two sparse autoencoder layers and the output of the stacked sparse autoencoder was wired into a Softmax layer as shown in Figure 11. This system reduces the distance between the input and output by learning the features and preserve the structure of the input data set of breath samples. The proposed deep stacked sparse autoencoder neural network architecture exhibits excellent results, with an overall accuracy of 98.7% for advanced gastric cancer classification and 97.3% for early gastric cancer detection using breath analysis.
4.2 Convolution neural network (CNN)

Several studies show that the convolution neural network (CNN) modeling method is potential to be used for spectral analysis. With the development of deep learning, CNN has become a major tool specially for image analysis. Independency from prior knowledge and human extraction is a feature of machine learning and CNN is one of best examples for that. In traditional algorithms, hand-engineered filters are used in preprocessing to understand the learning process, whereas in CNN, filters (or usually known as kernels) automatically learn the optimization without human intervention.

A typical CNN includes convolutional, pooling and fully connected layers as shown in Figure 12. Convolution is the process involving combination of two functions that produces the other function as a result. The convolution layers improve the performance of the network by shared weights and sparse connection. Pooling layer operates on each feature map independently. This reduces resolution of the feature map by reducing height and width of features maps, but retains features of the map required for classification. This is called Down-sampling. The output feature map(matrix) from pooling layer is converted into vector (one dimensional array) which is called flatten layer. Fully connected layer looks like a regular neural network. Soft-max is an activation layer normally applied to the last layer of network that acts as a classifier and it is used to map the non-normalized output of a network to a probability distribution.

4.2.1 CNN for predicting material properties and understanding composition-structure-property relationships

A CNN model was constructed by Umehara, et al. [37] in python using Keras package with Tensorflow backend to identify composition-property and composition-structure–property relationships that lead to fundamental materials insights through Raman spectra. They developed a model that could predict photoelectrochemical power density ($P$) of a solar fuels photoanode from materials parameters which were their composition and Raman signals of 1379 samples. Figure 13 shows the CNN model structure used for this study where they used 10 different layers to derive model predictions. In addition to the prediction of material property, they also analyzed gradients in the trained model which was useful to reveal key data relationships that were not readily identified by human inspection or traditional statistical analyses. For instance, what is the impact of performance of the...
photoanode by changing the concentrations of alloying elements? Authors have also highlighted that the human interpretation of these key relationships produces the desired fundamental understanding, demonstrating a framework in which machine learning accelerates data interpretation by leveraging the expertise of the human scientist.

### 4.2.2 Identification of chemical species by CNN without preprocessing

Liu, et al. [38] describes an unified solution for the identification of chemical species. They used a trained convolutional neural network to automatically identify substances according to their Raman spectrum without preprocessing. Most of the Raman based regression procedures demand for preprocessing such as cosmic ray removal, smoothing and baseline correction. CNN combines preprocessing, feature extraction and classification in a single architecture which can be trained end-to-end with no manual tuning [38].

They evaluated their approach using the RRUFF spectral database [39], comprising mineral sample data and a superior classification performance was demonstrated compared with other frequently used machine learning algorithms including SVM, kNN, gradient boosting, CNN and random forest. In addition, 512 raw minerals spectra from the RRUFF database were used together with six widely-used baseline correction methods: modified polynomial fitting, rubber band, robust local regression estimation, iterative restricted least squares, asymmetric least squares smoothing and rolling ball. Results are shown in Table 1 which indicates that the raw spectra on CNN achieved an accuracy of 93.3% and the second best method, kNN with rubber band baseline correction, achieved an accuracy of 82.5%.
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<table>
<thead>
<tr>
<th>Method</th>
<th>kNN ($k = 1$)</th>
<th>Gradient boosting</th>
<th>Random forest</th>
<th>SVM (linear)</th>
<th>SVM (Radial basis function)</th>
<th>CNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw</td>
<td>0.429 ± 0.011</td>
<td>0.373 ± 0.019</td>
<td>0.394 ± 0.016</td>
<td>0.522 ± 0.011</td>
<td>0.434 ± 0.012</td>
<td>0.933 ± 0.007</td>
</tr>
<tr>
<td>Assymmetric least squares</td>
<td>0.817 ± 0.010</td>
<td>0.773 ± 0.009</td>
<td>0.731 ± 0.019</td>
<td>0.821 ± 0.012</td>
<td>0.629 ± 0.016</td>
<td>0.927 ± 0.008</td>
</tr>
<tr>
<td>Modified polynomial</td>
<td>0.778 ± 0.007</td>
<td>0.740 ± 0.016</td>
<td>0.650 ± 0.016</td>
<td>0.785 ± 0.014</td>
<td>0.629 ± 0.016</td>
<td>0.920 ± 0.008</td>
</tr>
<tr>
<td>Rolling ball</td>
<td>0.775 ± 0.009</td>
<td>0.737 ± 0.008</td>
<td>0.689 ± 0.018</td>
<td>0.795 ± 0.011</td>
<td>0.624 ± 0.013</td>
<td>0.918 ± 0.008</td>
</tr>
<tr>
<td>Rubber band</td>
<td>0.825 ± 0.007</td>
<td>0.792 ± 0.015</td>
<td>0.741 ± 0.009</td>
<td>0.806 ± 0.015</td>
<td>0.620 ± 0.010</td>
<td>0.911 ± 0.008</td>
</tr>
<tr>
<td>IRLS</td>
<td>0.772 ± 0.010</td>
<td>0.710 ± 0.008</td>
<td>0.675 ± 0.007</td>
<td>0.781 ± 0.011</td>
<td>0.614 ± 0.010</td>
<td>0.911 ± 0.008</td>
</tr>
<tr>
<td>Robust local regression</td>
<td>0.741 ± 0.009</td>
<td>0.694 ± 0.008</td>
<td>0.667 ± 0.0012</td>
<td>0.759 ± 0.013</td>
<td>0.600 ± 0.013</td>
<td>0.909 ± 0.007</td>
</tr>
</tbody>
</table>

Table 1. Performance of different ML algorithms with and without baseline correction methods after applied on RRUFF Raman spectral data (of 512 minerals).
4.2.3 Tuning preprocessing of Raman spectra in one step by training a CNN model using simulated data

Wahl, et al. [40] show that a convolutional neural network can be trained using simulated data to handle several preprocessing steps automatically in a single step. These preprocessing methods include cosmic ray removal, signal smoothing, and baseline subtraction. Synthetic spectra were created by randomly adding peaks, baseline, mixing of peaks and baseline with background noise, and cosmic rays. Secondly, a CNN was trained on synthetic spectra and known peaks. Finally, a test set data which consisted of real Raman spectra of polyethylene, paraffin, and ethanol were used to evaluate the trained CNN model. The samples were placed on a polystyrene petri dish and their Raman measurements were taken so that the signals from the samples were mixed with signal from polystyrene. Measurements which only contained one cosmic ray were saved for the analysis. The performance of the CNN model was estimated by calculating the root mean squared error (RMSE). From 105 simulated observations, 91.4% predictions had smaller absolute error (RMSE). Authors also recommend that the similar simulation scheme for adaptations to problems with similar preprocessing challenges such as NIR, FT-IR, mass spectroscopy, and chromatograph and also take the benefit of the reduced computational time and time spent by an analyst in preparing data for the analysis. CNN preprocessing generated reliable results on measured Raman spectra from polyethylene, paraffin, and ethanol with background contamination from polystyrene.

4.2.4 CNN for bacterial detection, identification, and antibiotic susceptibility testing in a single step

Different bacterial phenotypes are characterized by unique molecular compositions. However they only lead to subtle differences in their corresponding Raman spectra. And due to the weak Raman scattering these subtle spectral differences are easily masked by background noise. Maintaining a higher signal-to-noise ratio by increasing the measurement time are often restricted in these types of samples. This challenge has been addressed by [41] using a trained convolutional neural network which can classify noisy bacterial spectra by using a very low measurement time of 1 second. The reference samples including bacterial and yeast isolates which generated 2000 spectra from a Raman microscope. Spectra were background corrected using a polynomial fit of order 5.

Figure 14 shows (a) spectral variation of Raman bacterial spectra and (b) the CNN architecture. CNN architecture used by these researchers consisted of an initial convolution layer followed by 6 residual layers and a final fully connected classification layer. Each residual layer contains 4 convolutional layers, and therefore the total depth of the network was 26 layers. The initial convolution layer has 64 convolutional filters, while each of the hidden layers has 100 filters. An identification accuracies of 99.7% was achieved by the researchers in this study when they validated the method using clinical samples.

4.3 PCANet

The principal component analysis network (PCANet), which is one of the recently proposed deep learning architectures, achieves the state-of-the-art classification accuracy in various databases [42]. It is also known as one of the simplest deep learning algorithms and can be adapted to small-scale data [43]. In the section below, application of PCANet deep learning for Raman spectroscopy is reviewed.
using some of prominent research studies. Architecture of the PCANet is shown in Figure 15. It typically consists with only two convolutional layers.

The main algorithm used to learn the convolutional filters in PCANet is principal component analysis (PCA) algorithm. PCA is a linear transformation method which transforms original data to a new orthogonal coordinate system with less dimensionality. Eigenvalues and eigenvectors are calculated from the covariance matrix of the original dataset. Eigenvectors which have the highest eigenvalues are always selected while discarding that of small values. In the convolutional layer of PCANet, all local patches are convolved with the selected eigenvectors to create a new set of data which focus on the most important features of the input data. The main flow of PCANet can be divided into three stages. The function of the first two stages is similar, and the principal eigenvector of input matrix is obtained through the cascaded multiple-PCA filter in these two stages. In the last stage, the principal eigenvectors are performed by binary hash encoding and then processed to the composed block-wise histogram. Afterward, the histogram is combined with the classification algorithms to obtain the predicted data.
4.3.1 Recognition and quantitation of drugs in human urine by PCANet

Weng, et al. [45] shows that deep learning networks perform better than the common machine learning methods (including kNN, SVM, RF, LR, and PLS) and provide feasible alternatives for the recognition and quantitation of SERS. In their study, deep learning networks were used as fully connected networks, convolutional neural networks (CNN), fully convolutional networks (FCN), and principal component analysis networks (PCANet) to determine their abilities to recognize drugs in human urine and measure pirimiphos-methyl in wheat extract in the two input forms of a one-dimensional vector or a two-dimensional matrix.

4.3.2 Rapid detection of impurities using PCANet

Surface-enhanced Raman spectroscopy (SERS) has affected many areas in analytical detection, surface property investigation, biological event and marker sensing and imaging, and environment monitoring and its application in analytical science, food science, environmental sciences and biomedical sciences is enormous [46]. The study by Weng, et al. [47] proposes the suitability of SERS over NIR and FTIR for the automatic analysis of hazardous pesticide residues (acephate) in rice due to the significant interference from the aqueous phase. They used 82 contaminated rice samples for the model development and 14 contaminated rice samples were randomly selected as the prediction set. Finally, they combined the modeling methods in PCANet with the regression algorithms as PLSR, SVM, or RF (PCANet_{PLSR}, PCANet_{RF}, and PCANet_{SVM}) to obtain the residue level.

4.4 Recurrent neural network (RNN)

Recurrent Neural Network (RNN) is a tool in deep learning for problems that deal with sequential data [48]. Although, RNN was firstly designed to deal with sequential information, today it shows applications in time series data, natural language and converting non-sequencing data like images to sequences. The most used recurrent units are long short-term memory (LSTM) and gated recurrent unit (GRU). LSTM is a deep learning system that avoids the vanishing gradient problems in RNN [49]. The GRU is like a LSTM but it has fewer parameters than an LSTM [50]. Some results indicate that GRUs can outperform LSTMs while others show
the opposite results. The RNN models are trained with back propagation through time (BPTT) method. There are variants of RNN such as bidirectional RNN and deep RNN.

Possibility of processing input of any length, model size which is not affected with size of input, computational ability which takes into account historical information and weights which are shared across time which makes an efficient data handling are the advantages of RNN. On the other hand, it also has the drawback of having a slower computation, difficulty of accessing information from a long time ago and inability to consider any future input for the current state (Figure 16).

4.4.1 Species identification and model transfer using RNN

Species identification of human and animal blood is of critical importance in the areas of custom inspection, forensic science, wildlife preservation, and veterinary purpose. High-performance liquid chromatography (HPLC), mass spectroscopy (MS), nuclear magnetic resonance (NMR), polymerase chain reaction (PCR) are DNA profiling suitable methods, but they require experienced experts and professional laboratory. FTIR is also a promising candidate for this purpose but the presence in water makes the spectral analysis is challenging. Considering the interference of water and the risk of contact of pathogen, Wang, et al. [52], used Renishaw inVia confocal Raman spectrometer and a laboratory-built Raman spectrometer to find a method to discriminate of 20 kinds of blood species including human, poultry, wildlife, and experimental animals. The Raman spectra pre-processing methods included cosmic ray removal, Savitzky–Golay filter, baseline removal, normalization and standardization. The processed spectra were randomly grouped into training dataset (80%), validation dataset (10%) and testing dataset (10%). Data was input to different deep learning models such as RNN, GRU, LSTM and CNN and performance was compared. This study also proposes a solution for the wavenumber drift during long term use of instruments. Analyzing the blood samples are affected by the wavenumber drift and therefore instruments are required for immediate calibration. The usual RNN model could not function well for these unexpected drifts and therefore augmented Raman spectra with certain wavenumber drift were included intentionally in this study. Another speciality of this study is the migration learning of model transfer between Raman spectrometers with different performance. This was achieved by training a cross-instrument RNN model with spectra from 2 Raman spectrometers (1463 spectra from Renishaw Raman spectrometer and 1621 spectra from laboratory-built Raman spectrometer), which could be used for identification of blood species. This combined model showed accuracy is 98.2%.
4.4.2 Gated recurrent unit coupled with MCNN

The study [53] proposes the use of a gated recurrent unit (GRU) and multiscale fusion convolutional neural network (GRU-MCNN) to analyze Raman spectra of patients infected with hepatitis B virus (HBV). Current commonly used method for the detection of HBV is polymerase chain reaction, but the shortcomings of this method such as the possibility of cross-contamination of samples during the analysis which can generate false results and using a carcinogenic dying agent for the sample preparation can be eliminated using Raman spectroscopy non-invasive analysis. Unlike traditional methods for extracting spatial features, the MCNN first transforms the original data sets into a pyramid structure containing spatial information at multiple scales, and then automatically extracts high-level spatial features using multiscale training data sets [54]. GRU-MCNN model developed by [53] showed accuracy, precision, sensitivity and specificity over 0.97 for unprocessed data and it is even a higher value that was recorded for processed data.

4.5 Performing a deep learning analysis for data

Various deep learning tools are available in the market today, such as Neural Designer, H2O.ai, DeepLearningKit, Microsoft Cognitive Toolkit, Keras, ConvNetJS, Torch, Gensim, Deeplearning4j, Apache SINGA, Caffe, Theano, ND4J, and MXNet. Which one is the best, depends on the user and application. Many of these machine learning algorithms are available as free software modules and/or libraries for programming environments like Python, R, C++ and C# [55–58] to mention some. In the python programming environment, Keras and TensorFlow modules are popular for deep learning. Microsoft has the free ML.NET machine learning environment that is supported using the Visual Studio tools. Matlab and Python are widely used in academics and use a GUI interface enabling ML without writing the code by the user, however, some programming skills are needed. If the user wants to explore ML in depth and write his own code from scratch, R is often preferred, but there is really no agreed consensus on this matter. Python is a programming language which consists of a large standard library. One major advantage with Python is that it is free. Matlab is most highly regarded as not only a commercial numerical computing environment, but also as a programming language. Matlab has many functions for data processing and plotting. It also contains toolboxes such as Deep Learning toolbox. Toolboxes in Matlab usually comes with added cost. R is free, open-source software designed to run statistical analyses and output graphics.

5. Conclusion

Most common procedure employed in spectroscopic data analysis is selecting proper tools, validating them, and highlighting their use in real-world applications by a series of examples. Getting inspiration by the field of computer vision will surely accelerate the development of more robust methods in this process. The next generation of Raman data analysis will be using more advanced algorithms to further improve the analytical performance of spectral classification, regression, clustering, and rule mining. In supplementary, it will also be the key factor to break the limitations of Raman spectroscopic applications.

For instance, literature shows that molecular spectra predictions can be made instantly using deep learning at no further cost for the end user. Spectra with
outliers are synthetically implemented and solved using autoencoders when such irregular spectra are costly or time consuming to obtain in reality. Scientists show that several Raman preprocessing steps can be performed using a single step by convolutional neural networks while in traditionally, combinations of preprocessing methods are performed as iterations to select the optimum preprocessing which demand time. Some DL algorithms show promising results by using raw spectra in entire wavelength as input for regression models region replacing monotonous variable selection methods. Classification problems in SERS and Raman spectra, have received the advantages of general image recognition deep learning methods which significantly improve selectivity and specificity over conventional classification methods. Unlabeled large Raman datasets which have been collected over years in clinical applications have been using to diagnose other diseases in addition for their main purpose where accuracy of the data interpretation are improved as dataset is being updated and heavier.

The classical linear methods of processing the extracted information from challenging Raman and SERS experiments no longer suffice. Deep learning is shaping up machine learning algorithms in many ways through carefully analyzing patterns and aberrations in those patterns. In analytical sciences, machine learning provides an unprecedented opportunity to extract information from complex datasets. Very often, the unfamiliarity of machine learning algorithms and definitions which is normally in the computer science domain, dictates the unpopularity of using them as tools in chemistry and analytical science. This chapter is aimed to elaborate the potential of deep learning methods with respect to its suitability in Raman spectral analysis. As these methods are applicable to other types of spectroscopies deep learning and artificial intelligence data processing in spectroscopy is bound to grow in the near future.
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Chapter 6

High-Wavenumber Raman Analysis

Shan Yang

Abstract

Raman spectra are molecule specific, and their peaks in the fingerprint region (200-2000 cm\(^{-1}\)) are often sufficient for material identification. High-wavenumber signals (> 2000 cm\(^{-1}\)) are rare in inorganic material but rich in organic materials containing light hydrogen atoms. Reports on high-wavenumber (HW) Raman signals are far less than fingerprint signals. This could be partially attributed to the difficulty obtaining HW Raman signals, especially from biological materials containing fluorescent proteins. The development and the availability of InGaAs array and the near-infrared (NIR) laser enabled the acquisition of distinct HW Raman from bio-materials. In this chapter, we will introduce recent applications of HW Raman spectroscopy on different materials, especially on biological tissues. Raman instrumentation based on multiple lasers or multiple spectrometers will also be discussed.

Keywords: High-wavenumber Raman, High-fluorescent, Dental Hard tissues, Hydration, Water analysis

1. Introduction

Raman scattering is the inelastic scattering of photons by a matter; specifically, it results from the interactions between the photons and molecular vibrations in the matter. In a simple scenario, a molecule is composed of two atoms, and the vibrational energy of such a diatomic molecule can be approximately treated as a simple harmonic oscillator with the energy states of \( E_n = \frac{(n + \frac{1}{2})h}{2\pi} \frac{\sqrt{E}}{\mu} \), where \( n \) is the vibrational quantum number that can take values of 0, 1, 2, and so on; \( k \) is a spring constant, and \( \mu = \frac{m_1m_2}{m_1 + m_2} \) is the reduced mass of the two atoms. This approximation indicates the vibrational energy inversely proportional to the square root of the reduced mass. Therefore, diatomic molecules composed of light atoms have higher vibration energies; in other words, their Raman signals appear at higher wavenumber regions than those consisting of heavier atoms. For complex molecules composed of multiple atoms, a bond connecting two atoms will be influenced by other atoms nearby; however, bonds connecting lighter atoms still yield Raman signals at higher wavenumber regions in general. Table 1 shows Raman signal positions of several common molecules and chemical bonds [1, 2].

Table 1
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Detection of high-wavenumber (HW) Raman signals is as simple as other Raman signals for most of the inorganic materials (e.g., water, graphene) and nonliving organic material (e.g., alcohol, glycerol etc.). However, obtaining HW Raman signals from biological tissues, which have auto-fluorescent emissions under laser excitation, has been challenging. As an inelastic scattering, the Raman effect can happen with lasers at any wavelength from UV lights to near-infrared. However, excitation with lasers at a shorter wavelength is preferred because the efficiency of Raman scattering is inversely proportional to the fourth-order of the incident wavelength. Reduce the excitation, e.g., by a factor of 2, could easily lead to the increase of signal intensity by a factor of 16, which is significant to most Raman studies with low scattering efficiency (in the order of one part per million) [3]. On the other hand, the higher energy photons of the shorter wavelength are more capable of producing fluorescence from materials (especially biological tissues) which could overwhelm the weak Raman signals of interests [4]. Excitation with lasers at longer wavelength has been shown to be a major practice that could alleviate the strong fluorescence from biological tissues [5]. Therefore, for a given material with high auto-fluorescence, exploring various excitation wavelengths may be employed to find the optimal one [6–10].

In addition to the need to balance lower fluorescence interference and higher collecting efficiency, several factors in Raman instrumentations (e.g., the availability of lasers and detectors) should also be considered for detecting HW Raman signals. The most critical component in Raman instrumentation is the Raman spectrometer, which varies from simple, compact version to user-adjustable complex version. Research grade Raman spectrometers allow users to modify componential configurations such as replacing detectors, changing gratings, adjusting slit width, repositioning focusing mirror, etc. The combination of small slit width, high groove density grating, and long focal distance can allow research-grade spectrometers to achieve sub-wavenumber (cm\(^{-1}\)) spectral resolution [11]. Compact Raman spectrometers have fixed spectral range and resolution and usually allow none/limited configuration modifications for end users. However, utilizing high-dispersion and high-efficiency volume phase transmission gratings, as well as sensitivity enhancement (through back illumination and special coating) and noise reduction (through one or two stages of thermal electric cooling), the compact spectrometers can achieve comparable and even higher signal to noise ratio than research-grade spectrometers under similar experiment conditions (e.g., laser power, integration time, and spectral resolution). In addition, having no moving parts in the device, compact spectrometers are generally robust and appropriate for fieldwork or on-site tasks.

The small dimension of the detector sensor/chip determines that the spectral resolution must compromise with the covered spectral range, especially for compact

### Table 1.
Raman frequencies of representative molecules and chemical bonds.

<table>
<thead>
<tr>
<th>Molecules or chemical bonds</th>
<th>Vibration modes</th>
<th>Raman frequency [cm(^{-1})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>H(_2)</td>
<td>stretch</td>
<td>4395</td>
</tr>
<tr>
<td>H(_2)O</td>
<td>symmetric stretch</td>
<td>3657</td>
</tr>
<tr>
<td>CO</td>
<td>stretch</td>
<td>2170</td>
</tr>
<tr>
<td>HCl</td>
<td>stretch</td>
<td>2990</td>
</tr>
<tr>
<td>NO</td>
<td>stretch</td>
<td>1904</td>
</tr>
<tr>
<td>OH of hydroxyapatite</td>
<td>OH stretch</td>
<td>3570</td>
</tr>
<tr>
<td>PO(_4) of hydroxyapatite</td>
<td>symmetric stretch</td>
<td>960</td>
</tr>
<tr>
<td>CH of CH(_4)</td>
<td>symmetric stretch</td>
<td>2914</td>
</tr>
</tbody>
</table>

Detection of high-wavenumber (HW) Raman signals is as simple as other Raman signals for most of the inorganic materials (e.g., water, graphene) and nonliving organic material (e.g., alcohol, glycerol etc.). However, obtaining HW Raman signals from biological tissues, which have auto-fluorescent emissions under laser excitation, has been challenging. As an inelastic scattering, the Raman effect can happen with lasers at any wavelength from UV lights to near-infrared. However, excitation with lasers at a shorter wavelength is preferred because the efficiency of Raman scattering is inversely proportional to the fourth-order of the incident wavelength. Reduce the excitation, e.g., by a factor of 2, could easily lead to the increase of signal intensity by a factor of 16, which is significant to most Raman studies with low scattering efficiency (in the order of one part per million) [3]. On the other hand, the higher energy photons of the shorter wavelength are more capable of producing fluorescence from materials (especially biological tissues) which could overwhelm the weak Raman signals of interests [4]. Excitation with lasers at longer wavelength has been shown to be a major practice that could alleviate the strong fluorescence from biological tissues [5]. Therefore, for a given material with high auto-fluorescence, exploring various excitation wavelengths may be employed to find the optimal one [6–10].

In addition to the need to balance lower fluorescence interference and higher collecting efficiency, several factors in Raman instrumentations (e.g., the availability of lasers and detectors) should also be considered for detecting HW Raman signals. The most critical component in Raman instrumentation is the Raman spectrometer, which varies from simple, compact version to user-adjustable complex version. Research grade Raman spectrometers allow users to modify componential configurations such as replacing detectors, changing gratings, adjusting slit width, repositioning focusing mirror, etc. The combination of small slit width, high groove density grating, and long focal distance can allow research-grade spectrometers to achieve sub-wavenumber (cm\(^{-1}\)) spectral resolution [11]. Compact Raman spectrometers have fixed spectral range and resolution and usually allow none/limited configuration modifications for end users. However, utilizing high-dispersion and high-efficiency volume phase transmission gratings, as well as sensitivity enhancement (through back illumination and special coating) and noise reduction (through one or two stages of thermal electric cooling), the compact spectrometers can achieve comparable and even higher signal to noise ratio than research-grade spectrometers under similar experiment conditions (e.g., laser power, integration time, and spectral resolution). In addition, having no moving parts in the device, compact spectrometers are generally robust and appropriate for fieldwork or on-site tasks.

The small dimension of the detector sensor/chip determines that the spectral resolution must compromise with the covered spectral range, especially for compact
spectrometers. Most commercial compact Raman spectrometers can only cover ~200-2000 cm$^{-1}$ with a resolution in the range of 6-12 cm$^{-1}$. Majority of modern Raman spectrometers are based on silicon-based CCD detectors, which usually have optimal responses between 400 and 900 nm. Although this range may be slightly extended through UV or NIR enhanced technologies [12–15], CCD-detector based UV and NIR Raman studies out the range of 400-900 nm are scarce. As the result of the consideration of factors mentioned above, i.e., the need to balance Raman efficiency and autofluorescence and the availability of lasers and detectors, the combination of the 785 nm laser excitation and a NIR enhanced CCD detector has been chosen for most biologically related Raman studies. The results turned out to be satisfactory in many cases, especially signals in the fingerprint region (i.e., 200 – 2000 cm$^{-1}$).

The high-wavelength Raman signals from chemical bonds involving hydrogen atoms (e.g., CH and OH) will appear above 2900 cm$^{-1}$ (see Table 1). With NIR enhanced silicon-based CCD detector, the CH groups appearing near 2900 cm$^{-1}$ may be weakly observed, but the OH related signal expecting near 3500 cm$^{-1}$ (corresponding to ~1090 nm) is hardly observable. Earlier literature reports on HW Raman signals from biological samples seemed primarily conducted by Fourier Transformed Raman spectroscopy (FT-Raman) [16–19]. FT-Raman is typically composed of Nd:Yag laser and germanium detector, it ghus has the great adavantages of fluorescence reduction and high resulution. However, because all the lights including the residuals of the laser simultaneously strikes the detector, FT-Raman is detector noise limited and typically requires much longer (up to 3 orders) integration time than dispersive Raman system [19, 20].

This explained why FT-Raman is still not very popular despite it has emerged over three decades.

Indium gallium arsenide (InGaAs) based arrays have emerged as a dispersive detector for spectroscopy devices around 2000 [21]. Unlike CCD, InGaAs has optimal sensitivity across 900-1700 nm, and has gained increasing interest for Raman applications based on 1064 nm laser as its great potential in further suppress the auto-fluorescence, especially from biological tissues. Unal et al. demonstrated that the InGaAs spectrometer designated for 1064 nm Raman spectroscopy can be combined with 852 nm laser to probe hydrations in bone tissues [22]. Yang and He et al. modified the system with a 866 nm laser and demonstrated water detection in other biological tissues, including animal skin, human teeth, and fruits [23–25].

For example, the Raman spectrum acquired with an InGaAs Raman spectrometer under 866/1064 nm dual excitation (red curve) shows strong signals from CH and OH bonds. Those signals were barely observable with Raman spectroscopy composing a 785 nm laser and a CCD detector (Figure 1).

2. HW Raman of non-living matters

Room temperature HW Raman signals typically result from chemical bonds formed by light atoms such as CO, CH, OH, CN. In contrast, the signals greater than 2500 cm$^{-1}$ mostly result from chemical bonds containing hydrogen atoms (e.g., CH and OH groups), except for second-order processes, e.g., the 2D signal in graphene. HW Raman signals of the majority of inorganic compounds and non-living organic materials can be illuminated with visible light (e.g., 532 nm or 633 nm) without exciting problematic fluorescence interference. For example, Raman signals from water can be acquired with Raman spectroscopy at any wavelengths from UV to NIR as long as the detector responds. The HW Raman signals from hydroxypapatite crystal, the primary component in human mineral tissues, can also be obtained under the illumination of a green laser at 515 nm [2].
Simple and small molecule organic materials with a low visible light absorption rate can generally be examined with visible Raman spectroscopy. Thus their full range Raman spectra covering the HW Raman signals can be acquired as easily as fingerprint signals. Despite the fingerprint Raman signals of these materials are sufficient for identification, HW Raman signals can provide additional information to understand the molecular dynamics. Nedić et al. studied water, methanol, ethanol dimer and trimers and found that both methanol and ethanol are better hydrogen bond donors and acceptors than water through investigating the red shift of HW OH signals [26]. In addition, Starciuc et al. were able to study the transitions of unclustered water to large water clusters through the analysis of highwavenumber and lowwavenumber Raman signals in mixed glycerol-water system [27].

3. HW Raman analysis on biological tissues using CCD detectors

Although the HW region Raman signals, including CH, NH, and OH bonds, are informative in analyzing biological tissues, as seen in many Fourier Transformed Infrared (FTIR) absorption spectrum, Raman studies in this region on biological tissues have been underperformed. Other than the few studies using FT-Raman spectrometer, there are several studies using CCD-based dispersive Raman spectrometers. Santos et al. investigated the effects of different optical fibers on 720 nm laser based Raman spectroscopy and demonstrated the system was capable of acquiring HW Ramang signals from sliced porce brain tissues [28]. Carvalho et al. demonstrated HW Raman signals may be obtained with 532 nm laser from oral cells immersed in distilled water [29]. Barroso et al. studied the difference of HW Raman signals between healthy and cancer oral tissues and found that water contents may be used as a biomarker for cancer diagnosis [30]. It is worth to note that all these biological tissues that was able to studied by the visible light do not produce intense fluorescence that overwhelm the Raman signals. Skin tissue is also one type of tisse that does not have problematic fluorescence under Raman study. Therefore, skin tissues especially the stratum corneum, have also been well studied in terms of HW Raman region. By using a confocal Raman micro-spectrometer to exclude out of plane fluorescence.

Figure 1.
Raman spectra of grape skin acquired with 785 nm (blue curve) excitation and CCD.
emissions, the HW regions Raman signals were able to be acquired from human skins. Caspers et al. used a confocal Raman micro-spectrometer based on 720 nm excitation to obtain Raman spectra of skin showing clear water profile and detailed CH structures [31, 32]. Later, Choe et al. deconvoluted the CH and OH groups of Raman signal and studied the profile variation of bound water affected by protein and lipids interactions at different depths [33]; while Quatela et al. observed variation of spectral markers including OH and CH groups among different individuals [34]. It is worth noting that in Choe’s work, two lasers operating at 671 nm and 785 nm were used. Such a dual-wavelength Raman setup is an alternative approach to acquiring the HW Raman signals when only a compact spectrometer with a fixed spectral range is available. For a compact Raman system designed for acquiring fingerprint region ~240-2000 cm⁻¹ (corresponding to 800-930 nm) under 785 nm excitation, send in a second laser beam operating at 671 nm will effectively extend the spectral range to cover the region of ~2400-4100 cm⁻¹ which include the main HW CH and OH groups.

In contrast to the study on the HW region Raman spectral variations with the depth of the skin tissue, Yang et al. investigated the lateral variations on the skin surface [25]. The team identified mainly two types of spots on the skin surface, i.e., high-water spots and low-water spots (Figure 2). Further analysis on other tissues, including muscle, fat, and tendons, the authors found that the skin tissues contain both fat and protein (keratin) and suggested the high-water spots on chicken skin are protein-rich while the low-water spots are lipids-rich. This suggestion is supported by the observation of the characteristic CH bonds (Figure 3) among these

Figure 2.
Raman spectra of chicken skin at representative (a) low-water spots and (b) high-water spots before (blue curve) and after 24-hour air drying (red curve). Peaks marked with vertical dashed lines from low to high were located at 2854, 2895, and 2934 cm⁻¹ respectively. The spectra were acquired with 85 mw, 866 nm laser light with 30 s exposure and 6 averages. All skin spectra were normalized according to the 2895 cm⁻¹ signal for easier comparison, while the spectrum of distilled water was rescaled to match the corresponding OH signal of the skin.
tissues and the fact that the muscle tissue has the highest OH (3412 cm\textsuperscript{-1}) to CH (2895 cm\textsuperscript{-1}) signal intensity ratio, while the fat tissue has the lowest one among those tissues under investigation. Additional investigations on dehydrated tissues indicated that protein-rich tissues were more capable of retaining water and more resistant to dehydration. In other words, the protein component is positively correlated with skin hydration, in contrast to the fat component.

4. Water contents in mineral tissues

As mentioned earlier, the combination of the NIR laser lights near 850 nm and the InGaAs detector-based spectrometer allowed the observation of water contents in mineral tissues, including dental hard tissues and bones [22, 23]. Mineral tissues appeared more fluorescent than stratum corneum, and were challenging for Raman measurement using visible lights. Unal et al. characterized several HW peaks, including CH group and OH group, and suggest bound water in bone could be interacting with both collagen and mineral matrix [22]. He et al. discovered similar HW Raman signals from dental hard tissues, including dentin and enamel [23]. The authors demonstrated the spectral profile not only varied between enamel and dentin tissues but also varied among different locations within enamel tissues. As shown in Figure 4, representative spectra from dentin and enamel were stacked for comparison (rescaled Raman spectrum of distilled water was also provided for reference). The spectra were taken from the sagittal surface. The lower wavenumber region containing the fingerprint 960 cm\textsuperscript{-1} signal was acquired under 1064 nm laser excitation, while the HW region was acquired under 866 nm laser excitation. The spectra were normalized according to the 960 cm\textsuperscript{-1} signal intensity, and the same factor was applied to the HW region for consistency. The differences between the spectra indicated that both enamel and dentin contain water that is not ‘free’ like in...
distilled water, and dentin contains a greater number of organic components than enamel, evidenced by the much greater C-H stretch peak located at 2943 cm⁻¹. The author suggested part of the water in dentin interacts with the surrounding environment, likely the organic matrix, evidenced by the appearance of an additional peak at 3328 cm⁻¹, which could be partially contributed by the N-H bond (but not all considering its intensity) [35].

**Figure 4.**
Representative Raman spectra from enamel (blue curve) and dentin (red curve) portions from the sagittal surface of a tooth. Spectra below 1200 cm⁻¹ were acquired under 20s 1064 nm excitation while the spectra above 3000 cm⁻¹ were acquired under (30s × 16) 866 nm excitation. Water spectrum was scaled down for easier comparison.

**Figure 5.**
Representative HW Raman spectra under linearly polarized laser excitation from internal and external surfaces of a tooth enamel. The inset shows the picture of the sagittal surface of a tooth, with dashed red line showing the approximate c-axis of HAP crystals of enamel layer. Experimental conditions are 30s × 16 integration time and 50 mW, 866 nm laser light illumination.
Another major difference between the enamel and dentin spectra is the appearance of a sharp 3570 cm$^{-1}$ Raman signal in enamel, but the same signal is barely noticeable in dentin. Additional spectra acquired from different spots on enamel showed that the signal varied with locations (Figure 5). Further, the signal intensity from the same spot will also change with the polarization of the incident light. Because a very similar signal appears in synthetic hydroxyapatite crystals, the authors assign the peak at 3570 cm$^{-1}$ to the OH radicals of hydroxyapatite crystals. This signal is polarization-dependent because most of the hydroxyapatite crystals align along the c-axis (see dashed red line in the inset tooth picture), which is roughly perpendicular to the external enamel surface. The difference in the signal between enamel and dentin tissues is mainly due to the sizes of hydroxyapatite crystals. The signal is stronger from internal enamel spots than external spots because the internal tissues keep better integrity.

The spectrum of enamel also showed a small difference between the internal and the external spots on enamel: a peak located at 3508 cm$^{-1}$ that only obviously appearing in the spectra from internal enamel spots. This signal is absent in the spectra of single hydroxyapatite crystals or any hydroxyapatite powders reported before. Based on its similar location as the 3570 cm$^{-1}$ signals this signal is suggested to be structure water bound to the mineral matrix of unaffected enamel tissue. In other words, this signal is likely the water that is bound to hydroxyapatite crystal, similar to how the OH radical forms during the crystal growth. The enamel may lose these bound waters when demineralization happens to the surface enamel.

5. HW Raman detection on pigmented biological materials

Pigmented tissues, from both animals and plants, are usually high fluorescent for Raman studies; thus, probing HW Raman signals from these tissues are difficult with visible lights. Muscle tissues showing in the previous section are one example

![Figure 6](image)

**Figure 6.**
Raman spectra acquired from skins of orange (a) and plum (b).
that requires NIR laser excitation (e.g., 866 nm). Santos et al. demonstrated acquiring HW Raman signals from pigmented skin lesions with 976 nm excitation [36]. Acquiring the HW Raman signals from orange and plum skins are two other examples of pigmented tissues, [24] as shown in Figure 6.

6. Options of InGaAs based Raman spectroscopy for HW signal detection

Based on the InGaAs spectrometer, there are basically three options to set up a Raman spectroscopy to acquire full range Raman spectrum. For a spectrometer that combined an InGaAs detector and a tunable spectrograph, one laser and one spectrometer will allow the acquisition of a full range Raman spectrum that includes the HW region. For a compact InGaAs spectrometer designed to work with a 1064 nm laser, it will typically have a fixed range starting ~1100 and ending ~1350 nm. In order to acquire a full range spectrum, one could add a second laser (e.g., 850 nm) to extend the range to cover the HW region. Alternatively, one could use a single laser (e.g., 850 nm) but use a second spectrometer (e.g., CCD detector based compact spectrometer) to record fingerprint region Raman signals. The advantage of the dual laser plus one spectrometer is it suppress the fluorescence to the maximum extent as 1064 nm is fluorescence free many biological tissues. The disadvantage is that the HW and fingerprint region must be taken consecutively, resulting in different sampling if the specimen is moving or changes with time. While the one laser plus two spectrometers will ensure HW and fingerprint regions are taken simultaneously on a same spot.
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Chapter 7

Resonance Raman Spectroscopy
Investigation of the Interaction of Molecules Adsorbed on Solid Acid Surfaces

Lucia Kiyomi Noda

Abstract

Many solid acids with very strong acid sites, as some zeolites, transition metal exchanged montmorillonites, sulfated metallic oxides, are known to have the oxidizing ability, which can be related to the catalytic activity of these materials. The interaction of these solid acids with aromatic molecules can give rise to several oxidation products. Intermediate species of aromatic molecules formed by interaction with strong solid acids had been reported, as radical cations, proving the oxidizing ability of the solids. Besides radical cations, charge transfer complexes between the solid acids and aromatic molecules can be formed. These radical cations and charge transfer complexes usually show absorption bands in the visible region, opening the possibility of studying these species by Resonance Raman Spectroscopy (RRS). Benzene and substituted benzenes, phenothiazine, t-stilbene, adsorbed on solid acids, are examples of molecules that had been investigated by RRS. Exciting the spectrum with suitable radiation makes it possible to observe the RRS of the species of interest even when its concentration is low, because of the preferential enhancement of the vibrational modes of the chromophore. A review of RRS studies of molecules adsorbed on solid acids is presented. RRS proved valuable in characterizing intermediate species as radical cations or charge transfer complexes formed on the solid acids.

Keywords: resonance Raman spectroscopy, solid acids, radical cation, charge transfer complex

1. Introduction

Solid acids are the most important solid catalysts nowadays, considering not only the total amount used but also the final economic impact. Solid catalysts have a great advantage over liquid catalysts. They are, in fact, generally almost fully recovered from reaction products without any operation or with quite easy procedures.

Probably infrared spectroscopy is the most largely used spectroscopy technique to study the adsorption of molecules on solid surfaces. Other techniques need an ultra-high vacuum, while IR spectroscopy can be investigated over a wide range of temperatures and pressures. However, most of the materials used as adsorbents, for instance, semiconductor and insulator surfaces, have strong IR signals, so the spectrum is predominantly that of the adsorbent, which is a disadvantage [1].
Recent Developments in Atomic Force Microscopy and Raman Spectroscopy for Materials...

Compared to infrared absorption spectroscopy, Raman scattering has an inherently low sensitivity. But this limitation was largely surpassed by the development of high-performance single-stage spectrometers combined with notch filters and CCD cameras. Moreover, the sensitivity of Raman spectroscopy can be increased by taking advantage of resonance effects, for example in resonance Raman spectroscopy, coherent anti-Stokes Raman spectroscopy (CARS), surface-enhanced Raman spectroscopy (SERS), or tip-enhanced Raman spectroscopy (TERS) [2].

The interaction of molecules adsorbed on solid acids can be weak or strong, but in solids with higher acidity, the interaction is often so strong that electron abstraction may occur, occurring in fact a redox reaction. It depends not only on the acidity of the solid acid but also on the ionization potential of the adsorbed molecule. Organic molecules with relatively low ionization potential can be ionized giving rise to radical cations. However, depending on some conditions, a charge transfer complex is observed. Radical cations of molecules with extended conjugation, as polyenes and some aromatic molecules, have electronic absorption shifted to the visible region of the spectrum, opening the possibility of exploring the Resonance Raman effect with the enhancement of the chromophore responsible for the electronic transition.

The theory behind the resonance Raman Effect will not be presented here, but for whoever is interested, the excellent article by Clark and Dines is recommended [3].

In the present review the interaction of organic molecules with high acidity solids and the species resulting from the interaction, observed through Resonance Raman spectroscopy (RRS), is presented. Three types of solid acids, zeolites, clays, and sulfated metallic oxides, are chosen because of the greater number of RRS studies with these solid acids.

2. Zeolites

Zeolites are crystalline aluminosilicates with general chemical composition $M_{x/n}^{x+}\left[Al_{x}Si_{y}O_{2(x+y)}\right]zH_2O$. Its lattice consists of a network of $SiO_4^{4-}$ and $AlO_4^{4-}$ tetrahedra with Si or Al atoms at the centers and oxygen atoms in each corner. The presence of aluminum atoms replacing silicon atoms in the zeolite network creates an excess negative charge. Charge-compensating cations (M⁺) are introduced into the structure to compensate for the negative charge. These readily exchangeable cations are not covalently bound to the zeolite framework [4].

The Si/Al ratio may vary from Si/Al = 1 (faujasite X) to Si/Al = ∞ (silicalite). The number of cations in the framework and the zeolite properties as the thermal and chemical stability or the polarity of the internal surfaces are determined by the Al content.

Electron transfer processes at interfaces are central to many important chemical processes and are vital to energy conversion and storage technologies. Investigations of the mechanism of electron transfer reactions at interfaces are often difficult to perform because of the heterogeneity of the surfaces and because the reaction intermediates, often radicals, are generally highly reactive and difficult to isolate for extended periods of time to allow detailed characterization [5].

A common way to stabilize these intermediates is their isolation in frozen rare gas or halocarbon matrices.

Zeolites and other porous solids are an alternative to the study of electron-transfer processes, allowing the stabilization of radical cations for longer periods of time [6]. Garcia and Roth had made an extensive review about the generation and reaction of organic radical cation in zeolites [7].

Some acid zeolites have the ability to generate spontaneously organic radical cations upon adsorption of organic electron donors or the radical cations can be
generated by the action of radiation or light. The restricted mobility within zeolite pores limits the tendency of free radicals or radical cations to dimerize and prevents access to reagents that typically would cause their decay in solution.

The spontaneous ionization depends on the ionization potential of the guest as well as on the ionizing capacity of the host, which is directly related to the Si/Al ratio and to the nature of the charge balancing cation. The highest yield was found from H⁺. Ramamurthy et al. showed that an increasing Al content enhanced the electron acceptor ability [4]. They reported the generation of stable radical cations from α,ω-diphenyl polyenes (trans-stilbene, trans, trans-1,4-diphenyl butadiene, all-trans 1,6-diphenylhexatriene, and all-trans 1,8-diphenyl-1,3,5,7-octatetraene upon inclusion in the channels of pentasil zeolites.

A systematic spectroscopic investigation of radical species of several organic molecules formed upon the interaction with zeolites was done by Moissette in the 2000s and 2010s. Most of the investigated molecules are aromatic, as trans-stilbene anthracene and other ones. UV–visible, ESR, and Raman spectra were obtained with excitation in and off-resonance, but in the present review, only the resonance Raman results of Moissette are presented. Only the Moissette results with t-stilbene and N, N, N’, N’-tetramethyl-p-phenylenediamine (TMPD) and N, N, N’, N’-tetramethylbenzidine (TMB) are included in this review, but Moissette investigated a larger number of molecules, as can be found in the literature.

### 2.1 Trans-stilbene

Many Moissette studies were done with trans-stilbene, a molecule considered as a prototype system for the photoisomerization reaction and as a model for photosensitized electron-donor structure [8]. Trans-Stilbene (E-1,2-diphenylethene, t-St) has a relatively low ionization potential value (Iₒ = 7.65 eV in the gas phase) and has the appropriate dimensions to enter the channels of medium-pore zeolites [9]. Moissette et al. investigated the formation of t-stilbene radicals in HZSM-5 and HFER zeolites, that differ in their pore size [10]. As HFER has a narrower pore size the radical cation is the only stable species while in the larger pore diameter HZSM-5, the electron transfers are faster and the radical cation (RC) evolves after several minutes/hours to a charge transfer complex (CTC). Three exciting laser lines, at 473, 515, and 633 nm, have been used to take advantage of the RR effect. The wavelengths have been chosen to correspond to the absorptions of the charge separated states and could give rise to resonance Raman enhancement of the specific vibrational modes of the radical cation or the charge transfer complex. The RC has a characteristic band at 475 nm, while the bands at 565 and 625 nm are characteristic of CTC 1 and the bands at 375 and 700 nm are characteristic of CTC 2. Exciting with 473 nm Raman bands at 1285 and 1605 cm⁻¹ and a weak band at about 1565 cm⁻¹ were observed. The spectrum excited with 515 nm presents the same main Raman bands characteristic of RC at 1290 and 1609 cm⁻¹ as well as the contributions at 1560 and 1550 cm⁻¹. The resonance effect of the RC species is not as marked as at 473 nm given that the excitation is in the lower energy side of the absorption band. A broadening is observed especially at about 1600 cm⁻¹ corresponding to the position of CTC contribution. Exciting with 633 nm broad and intense bands centered at 1596 cm⁻¹ and 1192 cm⁻¹ containing several contributions are observed. Several bands of lower intensity are also observed around 1320 cm⁻¹. These features were assigned to the resonance-enhanced bands of the CTC 1 species. The authors do not assign Raman bands to CTC 2 species, but the broadening of the Raman bands exciting with 633 nm may be a sign of the presence of another species.

When t-St was adsorbed in the medium size channel of nonacidic NaZSM-5 zeolite, the interaction between Na⁺ cation and t-St occurred through one phenyl group coordinated to the Na⁺ cation [11]. The similarity between Raman spectra of t-St in
solution and occluded in NaZSM-5 led the authors to conclude that the interaction was weak, with no radical formation. Only with laser UV (266 nm) photoionization t-St•+ was generated. Exciting with 4880 nm resonance Raman bands of the radical cation was observed. With 632 nm excitation, a different spectrum was observed, assigned to a primary t-St•+-electron pair. Contrary to Moissette that did not observe spontaneous ionization of t-stilbene in NaZSM-5 zeolite, Ramamurthy [4] reported the formation of radical cation species upon adsorption of t-stilbene on the zeolite. Ramamurthy made the adsorption of t-stilbene diluted in a trimethylpentane solution. As Moissette did the adsorption experiments in the solid-state, this fact may have led to differences in the adsorption behavior.

2.2 N, N, N′, N′-tetramethyl-p-phenylenediamine (TMPD) and N, N, N′, N′-tetramethylbenzidine (TMB)

N, N, N′, N′-tetramethyl-p-phenylenediamine (TMPD) and N, N, N′, N′-tetramethylbenzidine (TMB) were used as probes to characterize the nature of active sites in acid zeolite HZSM-5 [12]. These two amines are strong electron donors and are known to have low ionization potentials in the gas phase and to exhibit proton affinity. The rod-shaped N, N, N′, N′-tetramethyl-p-phenylenediamine (TMPD) and N, N, N′, N′-tetramethylbenzidine (TMB) molecules can penetrate within the porous void of ZSM-5 zeolites.

After several days of the mixing of TMPD and HZSM-5 powders, an intense UV–visible spectrum with the vibronic structure of TMPD•+ between 500 and 650 nm is observed. The vibrational progression of the TMPD•+ band (with peaks separated by ~1500 cm⁻¹) is assigned to the stretching mode of the aromatic ring. RR and off-resonance Ramana spectra of the mixed TMPD and H6ZSM-5 powders were obtained with 514.4 and 632.0 nm excitation and 1064 nm, respectively. All the spectra are very similar, with wavenumbers and intensities characteristic of the TMPD•+ species in solution. Raman bands assignable to neutral TMPD or protonated H2TMPD are absent, which provided evidence of complete ionization of TMPD upon sorption in the experimental conditions.

Exposure of HZSM-5 to TMB for several days led to an intense absorption around 465 and 900 nm with the vibronic structure of TMB•+ between 400 and 500 nm. After several weeks a shoulder around 500 nm is induced in the spectra. This last feature was previously assigned to the TMB2+ dication [13]. Raman spectra of TMB adsorbed on HZSM-5 after several days of exposure were obtained with excitation at 514.5, 488.9, and 1064 nm. Exciting at 5145 nm within the electronic absorption of TMB2+ the resonance Raman spectrum of the dication is observed predominantly, compared with the bands of the TMB•+ in solution as charge-transfer bromide salt. The Raman spectrum obtained with 4880 nm excitation shows the simultaneous presence of TMB•+ and TMB2+ in the porous void of the zeolite. However, it is not possible to give a quantitative estimation of the amount of dication. Nonetheless, the dication is probably a minor species as the FT-Raman spectrum displays only the radical cation. It should be noted that TMB2+ decomposes quickly in neutral organic solutions, but it can be stabilized in acid solution. The acidic property of HZSM-5 appears suitable to stabilize the dication. After 15 days of interaction between TMB and the zeolite the absence of a Raman band assignable to neutral TMB or protonated H2TMB provided evidence of complete ionization of TMB upon sorption under the experimental conditions.

2.3 Phenothiazine

Phenothiazines represent an important class of bioactive molecules. The photochemistry of phenothiazine (PTZ) (Figure 1) and its derivatives have been
extensively studied because of its pharmacological interest [14]. Due to the low oxidation potential of PTZ, it is proposed that its role is to donate electrons or to transfer charge to the drug’s receptor sites. This idea was corroborated by the discovery of many phenothiazine charge-transfer complexes. There has been an extensive study of the formation and reactivity of PTZ’s stable radical cations [15], which are involved in an alternative to the biological activity mechanism [16].

As reported by Hester et al., the most intense electronic transition of PTZ radical cation (PTZ•+) in the visible region can be found at 513 nm [17]. A resonance Raman investigation of PTZ•+ in an aqueous solution was carried out by the authors, following the contour of the band. An enhancement was observed in several Raman bands, with the most intensified one being the one at 476 cm\(^{-1}\). This band was tentatively assigned to a CNC angular deformation mode. A band at 644 cm\(^{-1}\), assigned to the C-N stretching mode was also enhanced. Both bands have frequencies shifted to higher values compared to the ground state of the parent compounds which led them to suggest that the electron density in the radical cation of phenothiazine is localized on the N atom.

An RRS of PTZ•+ obtained from the interaction of the neutral molecules with the mordenite zeolite, which has strong oxidizing sites was performed [18]. Phenothiazine is adsorbed in larger amounts in the acid sites of mordenite due to its larger pores. The observation of a pink color soon after PTZ was adsorbed on the mordenite is indicative of the formation of the radical cation PTZ•+. Figure 2 shows the strongest band in the PTZ visible spectrum, located at 516 nm, which was attributed by Hester et al. to the radical cation PTZ•+ [17]. The electronic spectrum calculated by the TDDFT method for PTZ•+ is also displayed (Figure 3).

The RR spectra were excited with laser lines close to the most intense electronic transition of PTZ•+ located at 516 nm.
Exciting with 457.9 nm radiation gives rise to the weakest Raman spectrum. Raman excitation with radiations near 514.5 nm (488.0 and 496.5 nm).

It was noticed that excitation with 457.9 nm radiation gave the weaker Raman signal, while other wavelengths led to the increase of the Raman signal, with characteristic PTZ•+ Raman bands showing up. Raman spectra excited near 514.5 nm (488.0 and 496.5 nm) also show enhancement of several vibrational modes, involving ring, CNC, and CSC vibrations, while with excitation at 514.5 nm there is a striking difference, giving the highest RR intensity and the best signal/noise ratio together with significative enhancement of the band at 476 cm⁻¹. This fact can be explained by the resonance with the electronic transition band at ca. 516 nm.

The most intensified Raman band at 476 cm⁻¹ was assigned to a CSC bending mode, according to DFT (density functional theory) B3LYP/6-31G(d,p) and TDDFT (time-dependent DFT) calculations, distinct from the previous assignment of Hester et al. Luchez et al. [19] also have obtained the PTZ•+ radicals in mordenite, HZSM-5, and H-FER zeolites, following the reaction by UV–visible and Raman spectra. Two wavelengths, 1064 nm and 6328 nm, were used to excite the Raman spectra, but none of them reached the energy of the main electronic transition of PTZ•+, so in this condition, it is not possible to obtain the RR spectrum of this species.

3. Clays

Clay minerals are aluminosilicates, most of them of layered structures with tetrahedral silicate and octahedral aluminate sheets. The tetrahedral cation, Si⁴⁺, can be replaced by Al³⁺ or Fe³⁺ cations, and the octahedral cations normally are Al³⁺, Mg²⁺, Fe²⁺, and Fe³⁺ [20].

Smectite clays, (which have been most often used in organic reactions), have a 2:1 layer type, where one octahedral sheet is sandwiched by two tetrahedral sheets. If in the 2:1 layer-type aluminosilicate, the Al³⁺ is substituted by divalent cations, as Mg²⁺ (montmorillonite) in an octahedral sheet, results in a negative charge [21]. To balance the layer charge, cations are introduced between the layers. These cations are hydrated and exchangeable. In natural clays they are typically Na⁺, K⁺ Ca²⁺, and Mg²⁺; similar ions can be exchanged with these ions. Smectite clays have the unique properties of...
cation exchange capacity, intercalation, and swelling ability, which are important factors in their activity for various reactions involving organic molecules. Clays dried to low water content can behave as acids [22, 23]. Cation-exchanged montmorillonites act as strong Brønsted acids, where the reactive protons are derived from the dissociation of hydrated water molecules because of polarization by exchangeable cations. This situation may be represented by the following equilibrium reaction (Eq. 1):

$$\left[ \mathrm{M(H_2O)_x} \right]^{n+} \rightleftharpoons \left[ \mathrm{M(OH)(H_2O)_{x-1}} \right]^{(n-1)+} + \mathrm{H^+}$$

Equilibrium reaction between $[\mathrm{M(H_2O)_x}]^{n+}$ and the respective species following dissociation of hydrated water molecule and $\mathrm{H^+}$.

Brønsted acidity results from the terminal hydroxy groups on the external surface and the hydrated cations in the space between the layers of the clay. Lewis acidity is due to central metal ions such as $\mathrm{Al^{3+}}$, $\mathrm{Mg^{2+}}$, and $\mathrm{Fe^{3+}}$ in the lattice and also from other metallic cations in the interlamellar space. Often the central metal ions are fully bonded to adjacent oxygen atoms in an octahedral site; so, these intact octahedra within the crystal arrays are unable of originating much Lewis acidity. Nevertheless, in the case of zeolites with small particle size, for instance, MMT K10 (typically 5–10 $\mu$m), what happens is that the sandwich layers are squashed to a remarkable extent, generating many broken edges of stacked layers, which contribute to Brønsted as well as Lewis acidity.

The Lewis acid sites interaction between the metal cation and adsorbed organic molecules, especially with electron-donating character, results in electron transfer from the organic molecule to metal cation [24] with the consequent formation of radical cations and the reduction of metal ions to lower valency.

Mortland and Pinnavaia reported the interaction of some aromatic organic molecules with transition metal ions ($\mathrm{Cu^{2+}}$, $\mathrm{Fe^{3+}}$) exchanged montmorillonite. They observed the formation of colored adsorption complexes, which was explained due to the electron transfer from the aromatic molecule to the metal ion [25, 26].

The formation of aromatic radical cations was also observed by Pinnavaia et al. upon the adsorption of aromatic molecules on $\mathrm{Cu^{2+}}$, $\mathrm{Fe^{3+}}$ and $\mathrm{VO^{2+}}$ cation exchanged layered silicates (hectorite). Electron spin resonance spectra were useful to identify the radical cations while UV absorption spectra showed the presence of two species. Besides the radical cation, a charge transfer complex between the metal cation and the aromatic molecule was also observed. Infrared spectra of the adsorbed samples also showed that after some days oligomers and polymers of benzene, toluene, and anisole were formed [27].

### 3.1 p-dimethoxy benzene

Y. Soma, M. Soma, and I. Harada investigated the interaction of several aromatic molecules with clays, mainly transition metal exchanged montmorillonites using Raman spectroscopy in order to characterize the chromophore responsible for the absorption in the UV–visible region. P-dimethoxy benzene was the first one chosen by the authors [28] because the RR spectra of the radical cation of this molecule in solution had already been investigated by Ernstbrunner et al. [29]. The Raman spectra of p-dimethoxy benzene adsorbed on $\mathrm{Cu^{2+}}$- and $\mathrm{Ru^{3+}}$- montmorillonite were similar to the respective spectrum of p-dimethoxy benzene radical cation reported by Ernstbrunner et al. for the species in solution. RR enhancement in the blue region (maximum with excitation at 4579 nm) was observed in agreement with the absorption band maxima at 435 and 450 nm. The most intensified band was the ring stretching at 1622 cm$^{-1}$. It is also noticeable that the ring breathing band at 820 cm$^{-1}$ which is the strongest band in the neutral molecule, is very weak in the cation. The
enhancement of the ring stretching mode and the weakness of the ring breathing mode are also observed in the adsorbed samples on Cu$^{2+}$- and Ru$^{3+}$-montmorillonite.

3.2 Anisole

When anisole is adsorbed on Cu(II)-montmorillonite, the interaction between the adsorbate and the clay gives rise to several species, depending on the presence of water [30]. In a dry atmosphere, the sample has a green-blue color. In the UV visible spectrum, a broadband from ~550 nm to ~850 nm and other bands with the maximum at ca. 470 nm are observed. The RR spectra with excitation wavelengths of 6100 nm and 4570 nm are shown in Figure 4(b) and (c), respectively, along with the Raman spectrum of liquid anisole. The RR spectrum excited with 6100 nm has bands at 995, 1208, 1325, 1528, and 1618 cm$^{-1}$, that resembles the spectrum of 4,4$'$-dimethoxybiphenyl but the inter ring CC stretching at 1325 cm$^{-1}$ is upshifted, indicating the formation of a radical cation species of this molecule, similar to observed in the spectrum of 4,4$'$-dimethoxybiphenyl on Cu$^{2+}$- and Ru$^{3+}$-montmorillonite, reported in the same article [30]. Exciting with 457.9 nm a more complex spectrum is observed, as can be seen in Figure 4(c). The authors made a deconvolution of the spectrum, which allowed the distinction of two spectra, the one in black is similar to the spectrum observed with 610.0 nm excitation, due to 4,4$'$-dimethoxybiphenyl radical cation, and the other in white has a resemblance with the spectrum of liquid anisole, but with shifts in some bands, as the ring breathing mode (925 cm$^{-1}$ compared to 995 cm$^{-1}$ in the liquid anisole spectrum). Another difference is the intensification of the ring stretching band at around 1600 cm$^{-1}$, which is a signal of radical cation formation.

Figure 4.

(a) Raman spectrum of liquid anisole with 524.5 nm exciting wavelength and RR spectra of anisole adsorbed on Cu(II)-montmorillonite with (b) 610.0 nm and c) 457.9 nm exciting wavelengths. Adapted from Soma et al. [30].
The authors proposed the following reactions to take place with anisole in the interlayer of the Cu(II)-montmorillonite (Figure 5).

The first reaction, a redox reaction forming Cu⁺ and the radical cation of anisole is favored in a dry atmosphere. In the second one anisole, radical cation reacts with neutral anisole, forming 4,4'-dimethoxybiphenyl radical cation.

3.3 Benzene

Soma et al. studied benzene adsorbed on Cu²⁺-montmorillonite by RR spectroscopy [31]. Two species were observed: type II (red form), formed upon adsorption in an exhaustively dried atmosphere, and type I (yellow form) when exposed to humid air. Type I has a band with an absorption maximum at 380 nm while type II has an absorption maximum at 520 nm, besides a strong broad absorption that begins at 800 nm and extends into the near-infrared region.

The RR spectra of benzene adsorbed on Cu²⁺−montmorillonite with excitation at 4579 and 5145 nm are very different from the Raman spectra of liquid benzene, resembling the spectra of p-phenylene molecules, e.g. p-terphenyl or p-quaterphenyl, indicating that oligomerization occurred on the clay surface. The presence of the inter ring C-C stretching at 1324 cm⁻¹ (type II) or 1240 cm⁻¹ (type I) is strong evidence of oligomerization. Type I and Type II are assigned to poly p-phenylene and poly p-phenylene radical cation, respectively, based on the results of RR spectra of poly p-phenylene (PPP) and AsF₅-PPP complex reported by Tzinis [32]. He observed a shift to a higher frequency of the inter ring C-C stretching in the complex compared to the bulk PPP. Based on the results of RR spectra and absorption spectra, it was concluded that benzene adsorbed on Cu²⁺-montmorillonite is polymerized to PPP cation (type II) and reversibly reduced to PPP in humid air (type I) as follows (Figure 6).

$$\text{kCu}^{2+} + \text{n(C}_6\text{H}_5\text{)}_{\text{phys}} \rightarrow \text{kCu}^{+} + \text{(C}_6\text{H}_4\text{)}_n^{k+} + \text{H}_2\text{O} \rightarrow \text{kCu}^{2+} + \text{(C}_6\text{H}_4\text{)}_n$$

Figure 6.
Reactions of benzene with Cu(II)-montmorillonite. Adapted from [31].

(C₆H₅)ₚhys means physically adsorbed benzene, (C₆H₄)ₙ and (C₆H₄)ₙ⁺⁺, PPP and its cation, respectively.

Benzene adsorbed on Fe³⁺- and Ru³⁺-montmorillonite was also investigated by RR spectroscopy and showed a similar behavior; two species being formed, type I in humid air and type II in the dry atmosphere [33]. The authors noted, however, a difference between benzene/Fe³⁺- and benzene/Cu²⁺-montmorillonite: for the first one the transformation of type II to type I in humid air did not occur easily mainly after repeating the reaction, in contrast to what was observed with Cu²⁺-montmorillonite complex.

3.4 Benzidine

Aqueous suspensions of benzidine and montmorillonite clay (BZ-MMT system) give rise to samples with blue, yellow, purple, and orange-brown colors, depending
on the pH of the suspension. In order to assign the species formed in these samples, in situ RR spectroscopy investigation was performed [34].

From pH 3 to 9, the main species responsible for the blue color is the radical cation of BZ (BZ(\(+\)\cdot)) which has $\lambda_{\text{max}}$ at 600 nm. At pH lower than 3, the major species that gives rise to the yellow color is the dication, BZ(2+) with $\lambda_{\text{max}}$ at 440 nm. Following the dehydration of the blue BZ-MMT slurry, a yellow color appears, which was assigned to BZ(\(+\)\cdot) and BZ(2+) species, according to its RR spectrum. At pH higher than 9, the orange-brown colored sample was characterized as poly(benzidine) (PBZ). When the blue BZ-MMT aqueous suspension was left standing for 3 weeks a purple color appeared and it was found to be from a mixture of BZ(\(+\)\cdot) and BZ(2+) species together with PBZ. Synthetic Syn1 and pillared MMT clays in aqueous suspensions at different pHs were also tested to investigate the possibility of BZ oxidation. In these acidic clays, only the BZ(\(+\)\cdot) was identified, BZ(2+) species was not observed probably due to the majority presence of the less reactive BZ(\(+\)\cdot). At pHs above 9, the benzidine polymerization through the reaction between unprotonated BZ(\(+\)\cdot) radical cations is catalyzed by the clay.

4. Sulfated metal oxides

The preparation and the highly acid properties of sulfated metal oxide were reported for the first time by Hino and Arata [35] and Hino et al. [36], who investigated the catalytic properties of sulfated TiO$_2$ and ZrO$_2$. These metal oxides were able to catalyze the isomerization of n-butane at room temperature, which only very strong acid catalysts are able to do. Thereafter they have been considered by some authors as superacids. In sulfated metal oxides, there are Lewis acid sites and Brönsted acid sites. The super acidity of these materials is attributed to the Brönsted and Lewis acid sites that have increased acidity due to the inductive effect of sulfate, which is coordinately bound to the Ti$^{4+}$. The sulfate group act as an electron-withdrawing group, making Ti$^{4+}$ more electron-deficient, that is, a strong Lewis acid site, which in turn also withdraws electron density from the -OH group, creating or increasing the Bronsted acid site, as can be seen in Figure 7.

The unusual catalytic properties of these materials are attributed to the presence of very strong Lewis or Brönsted acid sites or both types of sites or to their oxidative ability. The oxidative ability was postulated by Ghenciu and Farcasiu [38], who observed that benzene was oxidized when adsorbed on sulfated ZrO$_2$ and heated at 373 K. Several oxidation products, such as phenyl esters and phenols were formed, which were evidence of the presence of oxidizing sites [38].

![Figure 7](image_url)

**Figure 7.** Illustrative structure of sulfated titania, representing the sulfate linked to the metal on the chelate form and indicating the Lewis and Brönsted acid sites. [37].
The strong ionizing properties of sulfated ZrO$_2$ and its relation to the catalytic activity were investigated by Chen et al. [39]. Benzene was used as a probe to study to evaluate the strong ionizing properties of sulfated ZrO$_2$ due to its high ionizing potential value (9.24 eV). In the ESR spectrum, a hyperfine structured peak was observed and attributed to a biphenyl cation. They proposed the following explanation: a two-step process took place as a consequence of the interaction of benzene with sulfated ZrO$_2$. A CT complex between sulfated ZrO$_2$ and benzene was formed in the first step. Then a complete electron transfer from benzene to the ZrO$_2$ occurred, originating a benzene radical cation, this, in turn, reacted with a benzene molecule, forming the biphenyl radical cation.

As with sulfated ZrO$_2$, sulfated TiO$_2$ (a solid acid) also may have the ability to interact with aromatic compounds and form CT complexes and may oxidize aromatic molecules with the formation of radical cations.

4.1 Benzene

A RR spectroscopy study using a commercial sulfated TiO$_2$, following its interaction with benzene was reported by our group [40]. Besides the remarkable enhancement of $\nu$(CC) ring modes, the appearance of non-totally symmetric vibrations was observed in the Raman spectra. The presence of benzene was confirmed by the characteristic benzene ring breathing mode. The preferential enhancement of the $\nu$(CC) ring modes and the appearance of non-totally symmetric vibrations were explained by the RR enhancement due to benzene to Ti(IV) CT transition [41]. Negligible amounts of radicals were detected in the ESR spectrum, because of the moderate strength of the acid sites of the sulfated TiO$_2$ used in the study. The RR spectra of benzene on sulfated TiO$_2$ with 457.9 and 476.5 nm exciting wavelengths are shown in Figure 8. The bands of anatase TiO$_2$ (marked with asterisks) acts as an internal standard to measure the Raman signal intensification. It is noteworthy the striking enhancement of the band at ca. 1600 cm$^{-1}$, due to benzene ring CC stretching mode exciting with 476.5 nm. This wavelength corresponds to an absorption band in this energy range, assigned to a charge transfer transition. This sulfated TiO$_2$ was not able to oxidize benzene, a molecule with relatively high ionization potential, but a strong interaction occurred, as can be seen in the RR spectra.

The experimental Raman spectrum of the benzene radical cation is unknown. However, the Raman spectra of the phenylene oligomeric radical cations such as biphenyl [42] and p-terphenyl that are formed after adsorption on zeolites [43]
have been reported in the literature. These species present the RR effect as reported
in the literature for some radical cations.

We have performed an investigation of benzene adsorbed on a very highly acid
sulfated TiO$_2$, synthesized by sol–gel method [44] at room temperature. A tentative
assignment of the species formed from the interaction was done with Raman and
electron spin resonance (ESR) spectroscopy [45]. From the absorption spectra in the
visible and near-infrared (NIR), it was possible to identify these species as phenylene
oligomer radical cations. The UV–visible-near IR spectrum of benzene/sulfated TiO$_2$
sample shows two maxima, one between 400 and 500 nm and the other in the NIR
region that begins at ca. 1100 nm and increases towards the infrared. An explanation
to this spectrum is based on the RR spectroscopy study of the interaction of benzene
with Fe(III)-doped montmorillonite, reported by Soma et al. [31]. They observed two
types of spectra. The dried sample had an absorption band at 510 nm and was named
Type I. When moisture was allowed to contact the dried sample, the band at 510 nm
shifted to 380 nm and the spectrum was named Type II. Both types have an absorp-
tion that begins at 660 nm and extends to the NIR region. Type I and Type II are
assigned to PPP and PPP radical cation, respectively. The Raman spectra of benzene
with sulfated TiO$_2$, excited with several excitation wavelengths are seen in Figure 9.

It is evident that the spectra do not resemble the spectrum of liquid benzene, mainly
because of the absence of the ring breathing mode at 998 cm$^{-1}$, the most intense band
of neat benzene. It is noteworthy the intensification of some bands, notably the one
at ca. 1600 cm$^{-1}$, with the maximum of intensification using exciting wavelengths of
514.5 nm and 1064 nm. These two wavelengths correspond to the two absorptions in
the visible-near IR regions of the benzene/sulfated TiO$_2$ sample. The behavior is simi-
lar to that observed by Soma et al. RR spectra were observed and the species that gave
rise to these spectra are phenylene oligomers or phenylene oligomer radical cations.

5. Conclusions

Several examples of the use of RR spectroscopy as a tool to identify species
formed from the interaction of solid acids with several aromatic molecules were
presented. The solid acids have strong acid sites, which can oxidize molecules
adsorbed on them or originate charge-transfer complexes. The solid acids were zeolites, clays, and sulfated metal oxides, because of their strong acid sites. Selected works from the literature that report spontaneous ionization of molecules adsorbed on the solid acids and the follow-up of the intermediate species by RR spectroscopy were reported. The intermediate species are radical cations or charge transfer complexes that have absorptions in the visible and in some cases near the IR region. The RR spectra were able to characterize the intermediate species and also to provide information of the chromophore responsible for the electronic transition, because of the preferential RR enhancement of its vibrational modes.
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Chapter 8

Raman Spectroscopy for Characterization of Hydrotalcite-like Materials Used in Catalytic Reactions

Luciano Honorato Chagas, Sandra Shirley Ximeno Chiaro, Alexandre Amaral Leitão and Renata Diniz

Abstract

This chapter covers a brief review of the definition, structural characteristics and main applications of hydrotalcite, an interesting multifunctional material which finds applicability in different areas. Particularly, some catalytic reactions using hydrotalcite or mixed oxides derived from these materials are addressed (Ethanol Steam Reforming, Photochemical conversions, Hydrodesulfurization). The use of Raman Spectroscopy associated with other techniques, such as powder X-ray diffraction (XRD), Extended X-ray Absorption Fine-Structure (EXAFS), Temperature Programmed Reduction of hydrogen (H2-TPR), Fourier-Transform Infrared (FTIR) and Density Functional Theory (DFT) simulations, to characterize this type of material is addressed through examples described in the current literature. In this sense, multidisciplinary efforts must be made in order to increase the understanding of the properties of these materials and the catalytic behavior in the most varied reactions.

Keywords: hydrotalcite, heterogeneous catalysis, Raman spectroscopy, nanomaterials, photocatalysis

1. Introduction

Hydrotalcite is a hydroxycarbonate of magnesium and aluminum which occur in nature as a layered double hydroxide (LDH). The LDHs are represented by the general formula \([M^{2+}]_{(1-x)}M^{3+}_x(OH)_{2x}[A_{\text{in/n}}]^{n-}n\text{H}_2\text{O}\), where \(M^{2+}\) and \(M^{3+}\) are divalent and trivalent cations, respectively, and \(A^n-\) is a charge compensation anion. Their structure consists of brucite-type layers (Figure 1), with the substitution of divalent with trivalent cations resulting in a positively charged layer, compensated by interlayer anions [1, 2]. In addition, water molecules are present in interlayer spaces collaborating for the stabilization of the crystalline arrangement through varying hydrogen bonds.

The mineral hydrotalcite has the molecular formula \(\text{Mg}_6\text{Al}_2(\text{OH})_{16}\text{CO}_3\cdot 4\text{H}_2\text{O}\), however, the synthetic hydrotalcite-like materials can have a wide compositional cation variability, different cationic ratios and varying anions in the interlayer region.
Undoubtedly the LDH most used in several applications is the MgAl-LDH system containing carbonate as interlayer ions. However, several other cations and anions are part of countless possible compositions. Co-precipitation is the main preparation method of LDHs, which consists of slowly adding an aqueous solution containing the metal ions in a proper ratio over an aqueous solution containing the hydroxyl ions (usually NaOH) and the anion to be intercalated under vigorous stirring during a certain time. The obtained precipitate is filtered, washed with deionized water, and dried. This is the least cost method for producing LDH. Mostly the production requires strict control of temperature, stirring, and pH to avoid the formation of impurities such as simple hydroxides. In the industrial case, the separation of impurities can raise the price of the final product.

These materials can be prepared by several methodologies other than co-precipitation. An alternative is the hydrothermal method, which permits obtaining high particle size and high product purity [3, 4]. This method is similar to the co-precipitation, meantime, after stirring the suspension is transferred to a Teflon autoclave for hydrothermal treatment. The temperature and aging time influences directly in the crystallinity and morphology uniformity of the material [3–8]. Urea hydrolysis is a satisfactory example of hydrothermal synthesis in which urea is used as a source of carbonates and hydroxyls anions, providing better crystallinity due to very slow precipitation [9–11].

The ion exchange method is widely used; mainly for the intercalation of drugs [12, 13]. This method consists of inserting the precursor LDH in an aqueous solution containing the anion to be intercalated. The exchange of anions in the interlamellar space occurs after pH adjustment and constant stirring, generating a new LDH after the experimental procedures. The solid precipitate is then filtered, washed with deionized water, and dried in an oven. Increased interlayer distance may occur depending on the size of the intercalated ion, as exemplified in Figure 2.

The LDHs reconstruction method is known as the memory effect, an intrinsic property of this type of material, which is characterized by the regeneration of the lamellar structure after thermal decomposition (Figure 3).

The thermal decomposition of this type of material is a complex sequence of steps that involve dehydration, dehydroxylation (loss of hydroxyls), and loss of...
carbonate in the starting material [14]. The initial lamellar structure forms mixed metal oxides as the final products of thermal decomposition. When subjected to hydration, these oxides are capable of regenerating the initial lamellar structure. This method can also be used for ion exchange, since the solution used for rehydration may contain anions different from those contained in the initial LDH.

In addition to the aforementioned methodologies, the following deserve mention: sol–gel synthesis [15, 16], salt oxide method [17, 18], sonochemical assisted synthesis [19–21], and manual grinding method [22, 23]. The methodologies mentioned here do not exhaust the possibilities of synthesis of LDH. It should be noted that each method has its advantages and disadvantages and can be improved and applied according to the specifics of the desired product.
2. Applications of hydrotalcite-like materials

The great current interest in LDHs is due to the wide range of possible applications in different areas. This is reflected in a large number of recent reviews and papers published in high-impact journals from a variety of research fields. In the biomedical area, for example, Shirin et al. [24] described recent advances in the structure, properties, synthesis, functionalization, and drug delivery applications of LDHs. It was emphasized that compared to other nanomaterials, LHDs are better candidates for release a drug/gene in a controlled manner and deliver them efficiently in the target sites. This is due to its structure and high surface volume ratio. Moreover, the stability in a definite pH range, biocompatibility, high loading, and high anion exchange capacities improve the bioavailability and allow slow release of intercalated drug decreasing the frequency of drug administration.

Jin et al. [25] reported that the physicochemical properties of the LDH nanoparticles favor the high biocompatibility and low toxicity for use in the human biological system. The synthetic MgAl-LDH Talcid®, from Bayer, is a traditional example of this field. This worldwide commercialized stomach antacid and anti-pepsin has a structure analogous to that of the hydrotalcite mineral, being able to keep the stomach pH stable between 3 and 5. The intercalation of LDHs with anionic biomolecules, forming the so-called hydrotalcite nanohybrids, is also addressed in the work of Jin et al. [25]. DNA, small interfering ribonucleic acid (siRNA), anti-cancer drugs, and contrast agents are among the anionic bioactive molecules that can be intercalated in the hydrotalcite structure. Because it is naturally sensitive to the biological acid medium, LDH allows for controlled drug/gene delivery. In addition, its physicochemical properties such as particle size and morphology can be controlled by varying the synthesis conditions, enabling the minimization of toxicity.

Still, in relation to the use of LDHs in the biomedical area, Meirelles and Raffin [26] published a technological and scientific prospection related to patents and articles involving composites employed in therapeutic devices. Despite the growing interest in the area, the authors considered the number of patents low (on average less than 10 documents per year in the last decade), and attributed this to the lack of regulation on nanomaterials used in the development of medications. Additionally, for further advances in nanomedicine applications are necessary: to improve the synthesis methodologies to enable uniform particle size distribution; understand how the number/density of surface modifiers affects biological performance; increase the molecular selectivity; study long-term side effects; to develop diverse imaging modalities for studies at molecular level providing comprehensive biological information; and to develop functional LDHs loading multiple antigens and biological adjuvants [27].

Another extremely relevant sector where LDHs are widely used is the removal of contaminants from water. Access to clean water and an efficient basic sanitation system are essential factors for socioeconomic development and the reduction of millions of deaths annually worldwide. Certainly, this situation is further aggravated by the pandemic caused by the new corona virus. Moreover, the need for decontamination of rivers and fountains is increasing, due to pollution caused by industrial and human waste. In this sense, LDHs have been extensively researched for use in water purification [28–30]. Its anion exchange property associated with high surface area, compositional versatility, and higher adsorption capacity are characteristics that differentiate them from other mineral adsorbents such as aluminum or iron oxy-hydroxides [28]. Nevertheless, scientists in this field agree that more knowledge is needed to be able to apply these materials on a large scale [28–31]. Techniques of preparation, functionalization and thermal activation must
be improved aiming to increase the understanding of their behavior on an atomic scale. In this way, it will be possible to correlate structure, chemical composition, morphology, and surface properties to maximize the adsorption capacity and, consequently, achieve better performances in removing pollutants from water.

Polymer nanocomposites (PNCs) containing LDHs are also considered as an important alternative for water purification systems. These materials have the interesting ability to combine the characteristics of the polymeric matrix and the LDH, forming nanocomposites with multifunctional properties. Pandey et al. summarized eight methods used to water decontamination: adsorption, coagulation and flocculation, membrane separations, ion exchange, oxidation, advanced oxidation process, biodegradation, and microbial treatment [32]. The authors stated that is required a combination of processes to insure adequate quality of water, and PNCs can be used in all these processes, permitting efficient decontamination of metal ions, dyes, and microbes. Excellent arsenic absorption and regeneration ability were reported for PNCs, and factors like synthesis, calcination and LDH composition were pointed as crucial for achieve a better performance [33]. Wang et al. synthesized a functionalized hydrotalcite/graphene oxide hybrid nanosheets and used as nanofiltration membrane for water desalination. The exfoliated hydrotalcite and graphene oxide were incorporated into polyamide membrane, generating a material with singular characteristics, achieving enhanced water flux and superior water softening performance [34]. However, according to Mohapi et al. [31], there are challenging conditions for these materials to be manufactured and used efficiently, such as: the selection of appropriate nanomaterials that possess specific interfacial interaction, the compatibility of nanomaterials with polymer matrix, and the homogeneous dispersion of LDH particles in the polymeric matrix. Given the above, the use of LDHs or PNCs for water contaminants elimination requires a multidisciplinary knowledge of characterization techniques, whether they are X-ray diffraction, microscopic or spectroscopic.

The great interest in the application of LDHs and their composites with various substances is not limited only to the mentioned areas. A series of possible preparations, characterizations, and industrial applications were exemplified in some interesting reviews [35, 36]. The review of Yan et al. report the use of these materials in the selective catalytic reduction of NOx with NH3, which is one important task for non-power industry (steel, cement, waste incineration, etc.), capable of enabling energy conservation and emission reduction [37]. The uniform interlayer galleries of the LDHs allow its application as membranes for gas/liquid separations [38]. Their excellent anion exchange capacity stimulates the use as host-guest materials applied in the pesticide-related field [39]. The improved thermal, mechanical and rheological properties of PNCs containing LDHs significantly enhance the performance on flame retardancy and physical properties of the paper and epoxy resin [40, 41]. Low cost plastic films can be produced and used in agricultural area. The work of Xie et al. showed that PNCs composed by low density polyethylene and intercalated LDH with lauryl phosphoric acid ester potassium can be applied for this purpose [42]. Chatterjee et al. reported the synergistic effect present in bionanocomposites made from LDH and different biopolymers [43]. The importance of this theme is related to environmental protection, since biopolymers are environment friendly, fully degradable and sustainable materials. In the area of fertilizers, for example, Borges et al. [44] stressed the importance of new methods or products to achieve improvements in the management of nutrients and to reduce environmental impacts. The use of LDHs for corrosion protection of aluminum alloys has also been identified as a new alternative to replace chromate-based coatings due to the harmful action of chromium species on human health and the environment [45]. Electrochemical
capacitors, or supercapacitors, based on LDHs also have been studied as novel and sustainable energy storage technology [46]. Furthermore, the structural characteristics of hydrotalcite-like materials are identified as suitable for use as building materials in the construction industry in addition to factors such as low cost and high availability in mineral reserves [47]. Thus, LDHs find applications in these and in several other fields of research. In the next section, emphasis will be placed on its use in catalytic reactions.

3. Some catalytic reactions using hydrotalcite or mixed oxides derived from these materials

One of the areas in which LDHs find wide application is in catalysis. Particularly, in heterogeneous catalysis and photocatalysis, the LDHs are very used as a catalyst or, mainly, as a precursor of mixed oxides, which, in turn, can be used in various industrial catalytic processes [48–54]. Below will be highlighted some interesting catalytic reactions using hydrotalcite-like materials as catalyst or catalyst precursor. Examples of how Raman spectroscopy can be used to characterize these materials will also be discussed.

3.1 Ethanol steam reforming

The use of hydrogen as an alternative to fossil fuels is an area of great interest to industries, governments, and researchers worldwide. In addition to its pollution-free characteristic, the high energy value and rich resources further enhance research on this subject. The catalytic steam reforming is the technology applied industrially for the hydrogen production. Light hydrocarbons are used in this process, especially methane. In this case, the reaction occurs in two steps: firstly, methane reacts with water vapor generating CO and H2 after, CO undergoes water gas shift (WGS) reaction generating CO2 and more H2 Eqs. (1) and (2).

$$\text{CH}_4 + \text{H}_2\text{O} \rightarrow \text{CO} + 3\text{H}_2 \quad \Delta H^{\circ} = 206 \text{ kJ mol}^{-1}$$  (1)

$$\text{CO} + \text{H}_2\text{O} \rightarrow \text{CO}_2 + \text{H}_2 \quad \Delta H^{\circ} = -41 \text{ kJ mol}^{-1}$$  (2)

An alternative for the hydrogen production is the use of alcohols as source. Particularly, in relation to other alcohols, ethanol has some advantages from a socio-environmental point of view, such as ease of obtaining from renewable sources, large volume of production due to existing industrial facilities, ease of handling, and being non-toxic. The Eq. (3) summarizes the global ethanol steam reforming (ESR) reaction, but several other reactions such as WGS Eq. (2) and Boudouard reaction Eq. (4) occur concurrently [55].

$$\text{C}_2\text{H}_5\text{OH} + 3\text{H}_2\text{O} \rightarrow 2\text{CO}_2 + 6\text{H}_2 \quad \Delta H^{\circ} = 174 \text{ kJ mol}^{-1}$$  (3)

$$2\text{CO} \rightarrow \text{CO}_2 + \text{C} \quad \Delta H^{\circ} = -172.5 \text{ kJ mol}^{-1}$$  (4)

Several systems are tested in the ESR reaction and the most relevant results are obtained for catalysts containing noble metals such as Pt, Pd, Ru or Rh [56, 57]. On
the other hand, Ni, Co or Cu based catalysts can provide a better cost–benefit ratio. However, the greatest impediment to the industrial use of this process is to control the secondary reactions that occur and lead to the deactivation of the catalyst. The resolution for this involves the development of active, selective, and stable catalysts. Thus, mixed oxides formed from LDHs have been used for this purpose.

Passos et al. [58] combined Quick-EXAFS and Raman spectroscopies in operando conditions to monitoring activation, reaction, and deactivation of NiCu catalysts obtained from hydrotalcite-like precursors. The catalyst activation was performed by heating the LDH precursor under two steps. Firstly, the LDH precursor was calcined under air atmosphere until 210° C. After purge with He, the material was further heated up to 500° C under 5% of H2/He in order to form the metallic nanoparticles. The EXAFS and XANES analyzes showed that the activation method used is more efficient than the conventional one, as it completely reduces the copper and nickel particles producing metallic particles at lower temperatures.

Raman and mass spectroscopies were used to monitoring the evolution of ethanol conversion and products obtained during the ESR reaction. Full conversion was achieved during the initial 30 min, however several byproducts were observed revealing the occurrence of parallel reactions. After 50 min a decrease in ethanol conversion is accompanied by a decrease in selectivities to CO2 and H2. The catalyst deactivation was monitored by increase of D and G bands observed respectively at 1336 and 1586 cm⁻¹ in Raman spectra. These bands are respectively characteristics of large aromatic ring systems and ordered graphitic carbon species. Concomitantly, mass spectroscopy showed that these coke deposits originate from decomposition reactions of ethylene, acetaldehyde, and methane, in addition to the polymerization of ethylene and the Boudouard reaction. Besides filamentous and graphitic, amorphous coke species also were detected by Raman analysis, reaching 30% of coke deposits after 180 min on stream. The amorphous coke species were identified through vibrations at 1278 and 1500 cm⁻¹, by deconvolution of Raman signals. These species come from acetaldehyde and ethylene reactions, and encapsulate the metallic sites accelerating the deactivation process. Oxidative regeneration was performed and ESR reaction was restarted. Then, metallic particles were recovered (100% of Cu⁰ and 85% of Ni⁰) due to the H2 formed in the ESR reaction, leading to a second reaction cycle with performance equivalent to the first one.

Sikander et al. published a detailed review addressing the hydrogen production using hydrotalcite based catalysts [59]. Besides ESR reaction, emphasis was given to reactions such as: methane steam reforming, methanol steam reforming, dry reforming of hydrocarbons, methane partial oxidation, and sorption enhanced reaction process. The authors highlighted that the main drawback in conventional hydrogen production systems is the high carbon deposition on catalytic surface. In this sense, it is necessary to produce in situ catalytic regeneration conditions. Undoubtedly, the work of Passos et al. [58] represents a contribution in this regard. Indeed, the structure and high surface area of the LDH based catalysts are physicochemical characteristics that make these materials able to overcome these challenges. New compositions and the association of LDHs with other materials, forming nanocomposites, are pointed out as the future of catalysts for hydrogen generation.

3.2 Photochemical conversions

During a photocatalytic process, a semiconductor surface is excited by ultraviolet–visible radiation. After absorbing energy equivalent to or greater than its band gap, an electron (e⁻) is promoted from the valence band (VB) to the conduction band (CB), where holes (h⁺) are produced. Then, photocatalytic reactions occur
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through charge conductors, derived from this electronic promotion between bands, leading to the reduction of molecules adsorbed by the excited electrons present in the CB or to the oxidation of molecules by the positively charged holes in the VB (Figure 4). Thus, the generation of photoactivated electron–hole pairs allows conducting a widespread range of important chemical reactions [60–64] in an economical and environmentally sustainable manner as alternative to substitute the traditional processes. Because of low costs, recyclability capacity, wide light absorption range, and adjustable band gap, the hydrotalcite-like materials are intensively studied as photocatalysts.

As mentioned in Section 2, LDHs can be used for water purification. Major sources of environmental contamination are found in industrial waste, mainly from the dyeing industries, leading to problems such as low biodegradability, changes in color, smell and pH, in addition to low oxygen availability. The biological treatment is the most used for decontamination of water containing dyes, however it is considered slow and several poisonous molecules cannot be biologically treated. Other techniques are considered expensive and not all the usual techniques are capable of efficiently eliminating all toxic elements. In this regard, photocatalysis emerges as an alternative, enabling the development of more efficient and less environment harmful systems.

De Carvalho et al. [65] carried out the application of a niobium oxide catalyst supported on mixed oxide derived from LDH in the photodegradation of the methylene blue dye. The synthesis of ZnAl-LDH was performed by co-precipitation. After thermal decomposition, the precursor generated a mixed oxide, which was submitted to wetness impregnation for incorporation of niobium oxide. In the tests, after only three hours of sun exposure, the applied catalyst led to almost 100% degradation of the dye without the need for any additives. After degradation, the catalyst was recovered and reapplied in another three reaction cycles without significant loss of catalytic activity. This study showed the importance of using photocatalysis in advanced oxidation processes as a method for destroying water polluting molecules.

In another work, De Carvalho et al. [66] tested this system in oxidative and photochemical conversion of anilines to azoxybenzenes. Beyond ZnAl, MgAl and MgZnAl-LDH were also synthesized and tested as supports for niobium oxide, yet MgZnAl catalyst was more successful, leading to azoxybenzenes yields up to 92%. The XRD patterns showed wide profiles associated to mixed oxides with low crystallinity. In this case, the presence of niobium species on the support surface was verified through Raman spectroscopy coupled to an optical microscope with a CCD detector. The Raman mapping was measured in the region characteristic of

![Figure 4. Schematic representation of a reaction catalyzed by a semiconductor.](image-url)
niobium oxides (between 960 and 750 cm\(^{-1}\)). Integration of this area revealed that the relationship between zinc content and surface area is inversely proportional. This directly affects the dispersion of niobium oxide on the support surface, because the greater the amount of zinc in the support, the greater the number of NbOx clusters, that is, the lesser the dispersion. However, even with heterogeneity in the active phase distribution, the most effective catalyst was the one impregnated on the mixed oxide derived from MgZnAl-LDH. DFT calculations and acid-basic characterization tests showed that the balance between acidic and basic sites is responsible for the greater activity of this catalyst. Moreover, DFT calculations revealed that the charge transfer between nitrogen of aniline and niobium is the first step of the mechanism of photocatalytic synthesis of azoxybenzenes, suggesting chemisorption between the reactant and the catalyst surface. Anyway, this work is an example of how multidisciplinary efforts should be used to characterize materials and understand reaction mechanisms.

3.3 Hydrodesulfurization

In order to improve the air quality, governments in various countries have announced new regulations to reduce the level of sulfur, nitrogen, and other contaminants which are present in transportation fuels [67]. Therefore, refiners need to decrease the concentration of contaminants, particularly in gasoline and middle distillates [68]. Gasoline from fluid catalytic cracking (FCC gasoline), which represents 30–50% of the total gasoline pool, is by far the most important sulfur contributor in gasoline, up to 90% [69]. Although, the olefins, which are important contributors to the octane rating in commercial petrol, are also present in FCC fraction. As a result, FCC gasoline is the focus for sulfur reduction.

The conditions used in the catalytic hydrodesulfurization (HDS) process such as high pressure, high temperature, and high hydrogen consumption make the process expensive. Several alternative methods, such as adsorption or alkylation have been developed in recent years. However, the key technical problem for the HDS of FCC gasoline is to perform a deep sulfur removal and, at the same time, to reduce the loss of the olefins occurring in the HDS process, by minimizing the hydrogenation (HYD) [70].

To preserve the olefins responsible for the octane number, it is necessary to improve the selectivity of the conventional catalysts (sulfide CoMo/\(\gamma\)-Al\(_2\)O\(_3\)) without loss of octane number. In this connection, one of the key parameters which determine the activity of the CoMo HDS catalysts is the type of support. Aiming to reduce the loss of octane number, Zhao \textit{et al.} [70] used sulfide CoMo catalysts supported on the MgAl, CuAl and ZnAl mixed oxides obtained from hydrotalcite compounds. The authors observed that the catalysts give lower levels of olefin hydrogenation than the traditional \(\gamma\)-Al\(_2\)O\(_3\) supported catalyst. In this sense, Coelho \textit{et al.} reported a series of papers devoted to the preparation, characterization and catalytic evaluation of CoMgMoAl catalysts derived from LDHs [71–73]. Initially, the co-precipitation method was used to prepare terephthalate-intercalated CoMgAl-LDH. Next, the anion exchange process was used to substitution of terephthalate by polyoxometalate and preservation of the LDH structure. Then, the calcination of this LDH generates CoMgMoAl mixed oxide, which is precursor of the sulfide active phase. The sulfide characterizations and catalytic tests showed that olefin hydrogenation is associated with un-promoted Mo sites while the improvement in activity and selectivity for HDS is due to the increase in the number of Mo sites promoted by Co.

Presently, we characterize an MgAl-LDH and evaluate the use of their derived mixed oxide as support for HDS catalyst in comparison with \(\gamma\)-Al\(_2\)O\(_3\). The powder
X-ray diffraction (XRD), BET, Temperature Programmed Reduction of hydrogen (H₂-TPR), and Fourier Transform Spectroscopies (FTIR and FT-Raman) were used to characterize the materials. FTIR spectra were recorded on a BOMEN MB-102 spectrometer using pressed KBr pellets and 4 cm⁻¹ of spectral resolution to verify the vibrational modes present in the samples. Good signal-to-noise ratio was obtained from the accumulation of 128 scans. Raman spectra were acquired on a LabRAM HR-UV 800/Jobin-Yvon equipment, with He–Ne (633 nm) laser and CCD detector. The resolution was 2 cm⁻¹ in the range between 1200 and 100 cm⁻¹. Moreover, the hydrodesulfurization of thiophene and hydrogenation of cyclo-hexene were the reactions chosen to evaluate the activity and selectivity of CoMo sulfide catalysts.

The MgAl-LDH and Boehmite are commercial samples provided by Petrobras-Cenpes. These samples were calcined at 500°C for 3 h under air, to obtain the oxide supports (named as MgAl and γ-Al₂O₃, respectively). The supports were submitted to incipient wetness impregnation of solutions containing the Mo and Co salts using the appropriate amount of ammonium heptamolybdate and cobalt nitrate, to obtain catalysts with 10% of MoO₃ and 3% of CoO on the surface. After calcination at 450°C for 1 h, the oxide catalysts were denominated CoMo/MgAl and CoMo/γ-Al₂O₃.

The spectroscopic data obtained for the MgAl-LDH are shown in Figure 5. In the FTIR spectrum, the strong and wide absorption band centered at 3464 cm⁻¹ is due to the contribution of the asymmetric stretching modes of the lamellar hydroxyl groups (νOH) and of the interlamellar water molecules [74]. The shoulder at 3085 cm⁻¹ is characteristic of the νOH symmetrical stretching of water molecules interacting by hydrogen bonding with interlamellar carbonate ions. The poor absorption at 1633 cm⁻¹ is attributed to the deformation mode of water molecules (δOH). The band at 1354 cm⁻¹ is assigned to the asymmetric stretch mode, ν₃, of carbonate, and the small band at 1074 cm⁻¹ is assigned to the symmetrical mode, ν₁, of carbonates connected to OH groups, as suggested by absorption around 3000 cm⁻¹. This absorption is expected due to the decrease in the symmetry of the carbonate groups (from D₃h to C₂v), caused by different types of interaction of these anions with interlamellar water molecules and hydroxyl groups present in brucite-like layers [75, 76]. The band at 775 cm⁻¹ corresponds to the mode of deformation outside the plane of carbonate ions, and the mode of deformation in the plane is

![Figure 5. FTIR (a), and FT-Raman (b) spectra of MgAl-LDH.](image-url)
observed at 679 cm\(^{-1}\). Still in the region of low wavenumber, the absorption around 557 cm\(^{-1}\) is attributed to the vibration of the carbonate-water units [76], however this absorption can also be attributed to the M-O-M, O-M-O, and M-OH lattice vibration modes (where M is Mg or Al) [77]. Finally, the 451 cm\(^{-1}\) band is attributed to the contribution of the Mg-O and Al-O stretching modes.

All data obtained through infrared analysis are in agreement with that observed in the FT-Raman spectrum. This spectrum features three typical LDH bands [76, 78]. The three weak absorptions at 1064 cm\(^{-1}\), 562 cm\(^{-1}\), and 354 cm\(^{-1}\) are attributed as symmetrical stretching of the carbonate ion, CO\(_3^{2-}\) units linked by hydrogen interaction to interlamellar water molecules, and Mg-O stretching, respectively. Therefore, the vibrational study carried out using infrared and Raman spectroscopies suggests that carbonate ions are present in the crystalline network of the sample and are involved in hydrogen bonds.

In the infrared spectrum of the Boehmite sample, it is verified the presence of a band at 3315 cm\(^{-1}\) commonly attributed to the asymmetric stretching modes \(\nu_{\text{OH}}\) from water molecules and hydroxides (Figure 6a). In addition, a band at 3094 cm\(^{-1}\) is observed due to the symmetric stretching \(\nu_{\text{OH}}\) of hydroxyl groups interacting through hydrogen bonds. Around 1639 cm\(^{-1}\), absorption attributed to the \(\delta_{\text{OH}}\) mode is noted. The \(\delta_{\text{Al-OH}}\) mode is observed at 1074 cm\(^{-1}\). The \(\nu_{\text{Al-O}}\) vibrational modes, with maximum absorption at 625 cm\(^{-1}\), appear as part of a wide and intense band in the region between 900 and 600 cm\(^{-1}\), which in turn still contains the contribution of lattice vibrational modes [79].

In the Raman spectrum (Figure 6b), the 680 and 500 cm\(^{-1}\) bands are assigned to the asymmetric and symmetric stretch modes \(\nu_{\text{Al-OH}}\), respectively. In addition, the intense band at 364 cm\(^{-1}\) stands out, due to the \(\nu_{\text{Al-O}}\) stretching mode. Thus, these results corroborate with the infrared analysis, suggesting that the sample has a typical Boehmite spectrum.

All the peaks in the XRD patterns were indexed (Figure 7) [9, 80–84]. The cell parameters for the MgAl-LDH were refined using the Checkcell software [68] (Table 1). The input values were \(a = 3.0424\) and \(c = 22.6641\) Å of a rhombohedral \(R-3\ m\) space group. The interlayer distance value calculated from the more intense reflection \((d_{003})\) is consistent with the values found in the literature [9, 81].

Figure 6.
FTIR (a), and FT-Raman (b) spectra of Boehmite.
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Subtraction from this value of the brucite layer width (4.80 Å) provides an interlayer spacing around 2.70 Å, which is of the same order of magnitude of the size of carbonate anions in vertical orientation. This result agrees with Raman and FTIR data and suggests that these anions have reduced mobility in the crystal lattice as they are involved in strong electrostatic interactions with lamellar hydroxyls and water molecules located in the interlayer spaces [82, 83]. The other precursor exhibits a typical Boehmite profile; consisting of an orthorhombic unit cell with space group Cmcm [84–86].

The diffraction patterns obtained for the supports are also shown in Figure 7. The XRD profile of MgAl mixed oxide is typical of rock-salt phase [87–89]. The cell parameter $a$ (Table 1), lower than the pure MgO (4.211 Å), suggests an isomorphous Mg$^{2+}$/Al$^{3+}$ substitution, giving rise to an oxide solid solution containing Mg and Al [87–89]. In turn, the calcination of Boehmite led to the formation of $\gamma$-Al$_2$O$_3$, with spinel-type structure ($Fd-3 m$ space group).

The XRD patterns obtained for both CoMo catalysts show no major differences relative to the respective supports, despite the decrease of the peak intensities, indicating a decrease in crystallinity after impregnation (Figure 8). This aspect indicates good dispersion of the impregnated phases in accordance with surface areas, which decreased slightly in relation to the supports (from 191 to 175 m$^2$g$^{-1}$ for CoMo/MgAl, and from 240 to 201 m$^2$g$^{-1}$ for alumina based catalyst). However, in this case, the XRD technique does not allow the identification of the crystalline phases present on the supports. For this, Raman spectroscopy is extremely useful.

Typical Raman spectrum of the supported CoMo oxide catalysts is shown in Figure 9. The main bands around 995, 818, 665, 378, 337 and 291 cm$^{-1}$ are characteristics of MoO$_3$ [90, 91]. The most intense bands at 995 cm$^{-1}$ and 818 cm$^{-1}$ correspond to symmetric ($\nu_{Mo-O}$) and asymmetric stretching ($\nu_{Mo-O-Mo}$) vibrational modes, respectively [92]. Additionally, a low intense band assigned to CoMoO$_4$ phase is observed at 950 cm$^{-1}$ [93]. The CoMoO$_4$ oxide is known as a good precursor for HDS catalysts, because it could lead to the formation of the active CoMoS Type II phases [94]. Thus, the Raman spectrum suggests that CoMoO$_4$ and MoO$_3$ species coexist on the surface of the supported CoMo oxide catalysts.

![Figure 7](image_url)

**Figure 7.** X-ray diffraction patterns of (a) MgAl-LDH and MgAl, and (b) Boehmite and $\gamma$-Al$_2$O$_3$.

<table>
<thead>
<tr>
<th>CS (nm)</th>
<th>$a$ (Å)</th>
<th>$c$ (Å)</th>
<th>$d_{003}$ (Å)</th>
<th>Support</th>
<th>CS (nm)</th>
<th>$a$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>56.8</td>
<td>3.026 (7)</td>
<td>22.607 (5)</td>
<td>7.49</td>
<td>MgAl</td>
<td>11.4</td>
<td>4.149 (4)</td>
</tr>
</tbody>
</table>

**Table 1.** Crystallite size (CS) and lattice parameters for MgAl-LDH and its derived mixed oxide.
H₂-TPR technique was used to verify the reduction behavior of impregnated species on the supports. Figure 10 shows the H₂-TPR profiles of supported oxide catalysts. The CoMo/MgAl catalyst exhibit two peaks (375 and 556°C), while the CoMo/γ-Al₂O₃ catalyst display a peak at 460°C. In the literature, was reported that for catalysts containing only cobalt oxide dispersed on alumina (Co/γ-Al₂O₃) there is a peak around 340°C, assigned to the reduction of Co₃O₄, and peaks between 600 and 700°C, attributed to the reduction of Co²⁺ ions in different chemical environments [95]. When there is only molybdenum oxide on alumina (Mo/γ-Al₂O₃), the Mo⁶⁺ → Mo⁴⁺ reduction generally occurs at 500°C. This indicates that Mo⁶⁺ cations are easily reduced. Moreover, commonly above 800°C, are observed peaks related to different reduction steps (MoO₃ → MoO₂ → Mo⁰) [96, 97].

H₂-TPR profiles obtained in the present work suggest an interaction between cobalt and molybdenum species, considering that the first peak is observed between 375 and 460°C (temperature higher than Co/γ-Al₂O₃ and lower than Mo/γ-Al₂O₃ reductions). Furthermore, for both samples the second reduction occurs above
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800°C. The species reducing at slightly higher temperatures may have a somewhat stronger interaction with support surface. Thus, they cannot be reduced and they are therefore probably lead to inactive phases in the HDS reaction. Similar profile is observed in the work of Liu et al. [95], suggesting the formation of CoMoO₄ in addition to MoO₃ on both supports, corroborating the Raman results showed earlier. It is also observed that the reduction occurs primarily for the sample supported on mixed oxide derived from LDH. This suggests that the interactions of impregnated species with this support are weaker than with γ-Al₂O₃. Additionally, the hydrogen consumption in H₂-TPR analyses is 1.8 and 2.2 mmol g⁻¹ for CoMo/MgAl and CoMo/γ-Al₂O₃ respectively. This consumption is directly related to the amount of CoMo reducible species on the surface, which can be related to HDS activity.

For catalytic tests, the reactor was loaded with 300 mg of supported oxide catalyst and 900 mg of SiC (both 80–100 Tyler mesh) between quartz-wool plugs. The presulfiding of the supported oxide catalysts was carried out according to the following procedure: initially, the materials were dried at 150°C for 30 min under a 450 mL min⁻¹ nitrogen flow. Then, the supported oxide catalysts were presulfided using a mixture of 1.66% CS₂ in n-heptane (v/v). The liquid was fed to the reactor at 20 mL h⁻¹ under hydrogen flow (450 mL min⁻¹) and at atmospheric pressure. The sulfidation temperature was maintained at 280°C for 1 h, at 350°C for 30 min and, finally, at 400°C for 30 min. After sulfidation, the catalysts were tested at 280°C and 20 bar. The liquid feed consisting of 0.8% of thiophene and 17% of cyclohexene in n-heptane (v/v) was pumped to the reactor at 16.8 mL h⁻¹ with a 450 mL min⁻¹ hydrogen flow. The conversions were kept low in order to operate in differential regime.

The results show that the tested catalysts are active for both, HDS and HYD reactions, for which the main products were butenes and cyclohexane, respectively. Previous studies described calculations methods for the conversions of thiophene HDS and cyclohexene HYD, which were performed from the carbon balance for each of the reactants and the respective reaction products [73]. The results of catalytic performances are displayed in Figure 11. It is important to mention that the activity for HDS is practically the same for both catalysts, since thiophene conversions are around 14%. On the other hand, the catalyst supported on alumina has greater HYD activity than the catalyst supported on mixed oxide derived from LDH; in this case, the conversions of cyclohexene are 25 and 8.5%, respectively. Thus, the HDS/HYD ratios are 0.6 for sulfide CoMo/γ-Al₂O₃ and 1.7 for sulfide
As in the work of Trejo et al. [68], the supported MoO$_3$ content is approximately 10%. This amount of molybdenum disperses widely in supports containing magnesium, forming MgMoO$_4$ which are easily sulfided. After sulfidation, the type II CoMoS phase is formed, characterized by promoting high activity for HDS due to the weak interaction with the support, as revealed by Raman spectrum. The opposite effect occurs when the material is supported on alumina, forming connections of the Mo–O–Al type, responsible for making the material sulfidation difficult. The H$_2$-TPR results corroborate these hypotheses, showing that the catalyst supported on MgAl oxide is reduced at lower temperatures than that supported on alumina, indicating less interaction between this support and the oxide precursor of the active phase.

In summary, supports based on mixed oxides derived from LDHs can be an alternative for use in HDS reactions. Raman spectroscopy is useful in the characterization of the support precursors and, associated with other characterization techniques, it is important in the identification of the active phases.

4. Conclusion

An overview of hydrotalcite-like materials was presented and the most used preparation methods were described. The possibility of varied compositions and their unique structural characteristics make it possible to obtain materials with specific properties and applications in several areas of industrial interest. In catalytic systems particularly these materials are widely studied and several processes need further characterization. In this sense, Raman spectroscopy proves to be an extremely useful and versatile tool, as it can be used for the structural characterization of LDHs, derived mixed oxides, composites, and other materials used. Furthermore, Raman spectroscopy is a very sensitive technique that makes it possible to determine the chemical nature of reaction products, being able to monitor the entire catalytic process. Thereby, the association of Raman with other techniques will allow the evolution in the understanding of different materials and processes.
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Chapter 9

Raman Spectroscopy in the Analysis of Textile Structures

Dorota Puchowicz and Małgorzata Cieslak

Abstract

Raman spectroscopy as a non-destructive technique is very often used to analyze a historic or forensic material. It is also a very valuable method of testing textile materials, especially modified and functionalized. In the case of textiles, the advantages of this technique is the compatibility inter alia with FTIR, which is helpful in natural fibers identification or to distinguish between isomers and conformers of synthetic fibers. The work shows the possibility of special application of the Raman spectroscopy to the characterization of textile materials after modification and functionalization with nanoparticles. A functionalized textile structure with a metallic surface can provide a good basis for analytical studies using surface enhanced Raman spectroscopy as it was presented on the example of wool, cotton and aramid fibers.

Keywords: natural fibers, synthetic fibers, textile surface, functionalized textiles, SERS

1. Introduction

Raman spectroscopy is complementary method to FTIR Spectroscopy as both methods are based on detection of molecule vibrations. These spectroscopic techniques have different mechanism of vibrations detection and different physical phenomena are studied. Vibrations modifying the dipole moment of a molecule are active in IR spectroscopy, whereas vibrations modifying the polarizability of a molecule (i.e. stretching of C-C or C=C groups) are detected by Raman technique [1]. That is why Raman spectrum brings information about polymer backbone structure, conformation, orientation, crystallinity, density, etc. All this causes that Raman spectroscopy is a very useful tool in the analysis of polymers. As the intensity of Raman scattering does not depend directly on the volume of the tested sample application of the optical microscope together with the Raman spectrometer allows analysis of very small samples, including nanoparticles. Samples once studied in Raman spectrometer could be given for additional analysis by other techniques, if it is necessary. Therefore Raman spectroscopy is a valuable tool in analysis of ancient materials or forensic samples and also can be successfully applied in the textile materials study. Modern Raman spectrometers equipped with advanced software and volume mapping system allow the characterization of textile materials containing nanoparticles, their distribution on the surface of the material and inside the fiber analyzing its cross-section as well as in the case of colored materials, distribution of dyes, metal-dye interactions on the surface and inside the fiber structure [2–9]. The functionalization with metal nanoparticles and metal oxides plays now a special role, as it offers the possibility of giving textile products such
Recent Developments in Atomic Force Microscopy and Raman Spectroscopy for Materials... properties as: bioactivity, UV protection, catalytic or conductive properties [2–15]. Knowledge of the structure of the fibers, their physical, chemical properties as well as surface characteristics [2–5, 16–20] is extremely important in carrying out any modification. Application of nanoparticles is closely related to the use of advanced research methods necessary for the analysis of modified surfaces. Research on the fibrous structures modification using nanoparticles is the another area of analysis in which Raman spectroscopy can be successfully applied. Furthermore presence of noble metal nanoparticles on the fiber surface affects its Raman spectrum causing the effect of strengthening the Raman signal from the fiber itself and the contained substances (e.g. dye, modifier) [21–23]. Thus functionalized textile structure can be a good substrate for analytical studies using surface enhanced Raman spectroscopy.

2. Raman spectra of textile fibers

Raman spectroscopy, in general, is limited by fluorescence which often hides the Raman effect. However thanks to development of electronics and computing brought the possibility of Raman scattering enhancement, fluorescence minimalization, application different light sources in Raman spectrometers [24] significantly broadened analytical applications of this technique [25]. All Raman spectra presented in this chapter are performed on Raman Renishaw In via dispersive Spectrometer with Leica microscope. CCD detector of high quantum efficiency and extremely low intrinsic noise enabled to obtain Raman signal from textile substrate and 785 nm light excitation allowed overcome the fluorescence. Raman spectroscopy provides information about the structure of the fiber, e.g. the degree of crystallinity. Raman inter alia plays an important role in the analysis of hygroscopic fibers because, unlike FTIR, water does not affect the spectrum and is very useful in analysis of organic systems with C-C or C=C bonding.

2.1 Natural fibers

Cotton is the most commonly used natural plant fiber and the second most popular fiber, next to polyester [26]. The main component of the cotton fiber is cellulose over 88%, other component pectin, wax, proteins and other organic materials do not exceed 2% [27]. In Raman spectrum (Figure 1) the most intense bands are the stretching vibrations of symmetric and asymmetric COC glycosidic ring breathing, skeletal stretching; at 1099 cm\(^{-1}\) asymmetric and 1125 cm\(^{-1}\) symmetric. Another vibrations characteristic for cotton are at: 331 and 381 cm\(^{-1}\) of CCC ring deformations bending, at 438 and 460 cm\(^{-1}\) of CCC, CCO ring deformation and skeletal bending, at 520 cm\(^{-1}\) COC glycoside linkage and CCC ring deformation bending, at 901,1001 cm\(^{-1}\) HCC, HCO skeletal rotating. Stretching vibrations of CC and CO of glycosidic ring are at 1156 cm\(^{-1}\). Cluster of bands in the region between 1200 and 1500 cm\(^{-1}\) concerns the CH\(_2\) twisting at 1297 cm\(^{-1}\), CH\(_3\) wagging 1341 cm\(^{-1}\), CH\(_2\) bending at 1384 cm\(^{-1}\), CH\(_2\) bending scissors at 1484 cm\(^{-1}\) [28, 29]. In this cluster should be also bending vibrations of alcohol COH that are overlapped. In the spectrum there are also present stretching bands of CH vibrations at 2903 cm\(^{-1}\).

Wool and silk are animal protein fibers [30]. Wool consists mainly of keratin which is sulfur possessing protein. Silk consists mainly of fibroin protein. In analysis of wool and silk, by vibrational spectroscopy techniques, Raman spectroscopy is the method that allows for their unambiguous identification. IR Spectra of wool and silk are very similar (Figure 2). No significant differences, even in fingerprint region could be observed, even differences in relative peak intensities or wavenumber shifts are very subtle. Only the band shapes in the area over 2900 cm\(^{-1}\)
distinguishes these fibers. However, these slight differences are visible when the wool and silk spectra are aligned as it is shown in Figure 2a and b. Therefore, the use for the fiber identification the complementary method is recommended.
The Raman measurement on wool and silk will help to distinguish between the two protein fibers, as the spectra obtained are clearly different (Figure 3a and b). This is possible thanks to the sensitivity of this technique to differences in the organic structures, in this case the sequence of amino acids [30]. Silk fibroin is the protein mainly consists of alanine (44,1%) and glycine (26,5%). There are also present in smaller amounts serine (11,8%), tyrosine (4,9%), aspartic acid (4,7%) and arginine (2,6%). The content of other amino acids does not exceed 1%, and, at the same time there is no cysteine, that is one the basic components of wool keratin. Wool keratin in the protein that mainly consists of glutamic acid (11,9%), serine (10,4%), cysteine (10,3%), glycine (8,4%), leucine (7,7%), arginine (6,9%), proline (6,6%) and other amino acids [31]. The different sequence of amino acids directly translates into different Raman characteristics and the fingerprint of wool and silk differ substantially. The most important observed feature in Raman spectrum of wool is the presence of band at 512 cm\(^{-1}\) characteristic to S-S disulphide bridge coming from cysteine [31, 32].

While in case of silk there is sequence of amino acids skeletal vibrations in the region of 100–500 cm\(^{-1}\) and the dominating band of amide CH\(_2\) bending at 1228 cm\(^{-1}\) [33]. The more detailed description of wool and silk Raman characteristic bands is listed in Table 1.

### 2.2 Synthetic fibers

Today most textile products are made of synthetic fibers (approx. 62%) [26], therefore they are the subject of research, including functionalization. Over the 50% of all fibers on the world market are polyester fibers (PET) Another popular synthetic fibers are nylon, acrylic, polypropylene, aromatic polyamides: meta- and para-aramid. Aramid fibers due to their properties, such flame retardance, mechanical or thermal resistance are the class of heat resistant, flame retardant and...
Raman Spectroscopy in the Analysis of Textile Structures
DOI: http://dx.doi.org/10.5772/intechopen.99731

strong synthetic fibers. They are important in military applications i.e. for firefighters clothing or bullet resistant vests [34]. In the case of synthetic polymers, it is also important, that the intensity of Raman scattering is stronger than fluorescence. Raman spectra of Polyester (PET), nylon fibers (Polyamide 6 (PA 6) and Polyamide (6.6 PA 6.6), polypropylene (PP), polyacrylic fiber (PAN), meta-aramid (mAr) and para-aramid (pAr) are presented below and discussed.

In Raman spectrum of polyethylene terephthalate (PET) fiber [35–37] there are two dominating very intense bands: at 1615 cm⁻¹ that is C-C aromatic ring and at 1728 cm⁻¹ – carbonyl C=O stretching. Another characteristic bands of PET are: 278 cm⁻¹ deformation skeletal C-C, 702 cm⁻¹ ring C-C stretch, 859 cm⁻¹ C-C, COC bending, 998 cm⁻¹, 1096 cm⁻¹ C-O and C-C stretch, 1181 cm⁻¹ C-C ring stretch, 1289 cm⁻¹ CO-O stretch, 1416, 1463 cm⁻¹ CH₂ bending. Band at 142 cm⁻¹ belongs to TiO₂ which is often used in the processing of the fiber, as a matting agent.

In Raman spectrum of polyethylene terephthalate (PET) fiber [35–37] there are two dominating very intense bands: at 1615 cm⁻¹ that is C-C aromatic ring and at 1728 cm⁻¹ – carbonyl C=O stretching. Another characteristic bands of PET are: 278 cm⁻¹ deformation skeletal C-C, 702 cm⁻¹ ring C-C stretch, 859 cm⁻¹ C-C, COC bending, 998 cm⁻¹, 1096 cm⁻¹ C-O and C-C stretch, 1181 cm⁻¹ C-C ring stretch, 1289 cm⁻¹ CO-O stretch, 1416, 1463 cm⁻¹ CH₂ bending. Band at 142 cm⁻¹ belongs to TiO₂ which is often used in the processing of the fiber, as a matting agent.

Raman spectrum of PET gives information about the polymer form. Textile polymers are not 100% crystalline, they also have amorphous areas, therefore the degree of crystallinity is determined for them. In the crystalline state the ethylene glycol units of PET have a trans structure while the amorphous state PET has a gauche structure of the ethylene glycol units [35]. An intense peak at 1,096 cm⁻¹ indicates that analyzed PET fiber is in crystalline form. However, the carbonyl band at 1728 cm⁻¹ is considered a better marker of crystallinity [35]. The highly crystalline samples give a narrow carbonyl peak; whereas for the amorphous the band width is demonstrably broader. In presented spectrum (Figure 4) peak at 1728 cm⁻¹ is narrow, so the crystalline form is confirmed.

<table>
<thead>
<tr>
<th>WOOL [21]</th>
<th>SILK [23]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Raman shift [cm⁻¹]</strong></td>
<td><strong>Description</strong></td>
</tr>
<tr>
<td>512</td>
<td>SS stretching</td>
</tr>
<tr>
<td>643</td>
<td>CS stretching</td>
</tr>
<tr>
<td>752</td>
<td>CCC, stretching</td>
</tr>
<tr>
<td>852</td>
<td>CH₃, HCS bending, CCOO⁻ stretching</td>
</tr>
<tr>
<td>978</td>
<td></td>
</tr>
<tr>
<td>925</td>
<td>C-C skeletal bending</td>
</tr>
<tr>
<td>1003</td>
<td>NCH bending</td>
</tr>
<tr>
<td>1210</td>
<td>NH deformation, C-N elonging</td>
</tr>
<tr>
<td>1311, 1463</td>
<td>CH₂ bending, COO⁻ bending</td>
</tr>
<tr>
<td>1514, 1651</td>
<td>CH, NH bending</td>
</tr>
<tr>
<td>1665</td>
<td>C=O, COO⁻ stretching (Amide I)</td>
</tr>
<tr>
<td>2931, 2959</td>
<td>CH stretching</td>
</tr>
<tr>
<td>2935</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Raman characteristic bands of wool and silk.
Polyamides are polymers in which an amide group -NH-CO- joins the monomer units. Two most important commercially textile polyamides are Polyamide 6 (PA 6) and Polyamide 6.6 (PA 6.6). In both polyamides the monomeric units contains six...
carbon atoms. They can be distinguished most easily by examining the melting point. However, these analysis requires destruction of the sample. Raman spectroscopy is in this case very good method for polyamide type identification, used in practice i.e. in the carpet recycling [38]. Raman Spectrum of PA 6 (Figure 5a) shows CC deformation at 643 cm$^{-1}$, CCO stretching at 935 cm$^{-1}$, CC skeletal stretching at 1066, 1084 and 1132 cm$^{-1}$, CN stretching and NH bending of amide III at 1298 cm$^{-1}$, CH$_2$ twisting at 1308 cm$^{-1}$, CH$_2$ bending at 1448 cm$^{-1}$, 1643 cm$^{-1}$ C=O stretching and CH stretching at 2942 cm$^{-1}$ [39].

There is also present band at 143 cm$^{-1}$ of TiO$_2$ used in fiber processing. While in the Raman spectrum polyamide 6.6 (Figure 5b) CC deformation at 643 cm$^{-1}$, CCO stretching at 957 cm$^{-1}$, CC skeletal stretching at 1059 and 1134 cm$^{-1}$, NH deformation at 1238 cm$^{-1}$, CH$_2$ bending at 1446 cm$^{-1}$, 1643 cm$^{-1}$ C=O stretching and CH stretching at 2882 cm$^{-1}$ are present [39]. The Raman spectra of both polyamides differ from each other the presence of three skeletal CC bands (1066, 1084 and 1132 cm$^{-1}$) in the case of PA 6 and two CC skeletal bands (1059 and 1134 cm$^{-1}$) in the case of PA 6.6. Moreover PA 6,6 spectrum does not have an amide III band (C–N stretching and N–H bending) at 1298 cm$^{-1}$, which is present in PA 6 spectrum.

Polypropylene fibers are the most commercially important polyolefin fibers, whose polymer chain consists of olefin units. Raman spectrum of PP (Figure 6) contains: CH$_2$-CH-CH$_3$ torsions in the polymer backbone at 107 and 175 cm$^{-1}$ [40], CH$_2$ wagging and CH bending at 251 and 399 cm$^{-1}$, CH$_2$ wagging and CH bending at 320 and 455 cm$^{-1}$, CH$_2$ wagging, CH$_2$ bending and CCH$_3$ stretching at 528 cm$^{-1}$, CC backbone stretching, CH$_2$ wagging, CCH$_3$ stretching at 809 cm$^{-1}$, CC backbone stretching, CH$_2$ wagging, CCH$_3$ stretching, CH$_3$ bending at 847 cm$^{-1}$, CC backbone stretching, CH$_3$ rocking at 947 cm$^{-1}$, CH$_3$ rocking, CH$_2$ wagging, CH bending at 999 cm$^{-1}$, CC backbone stretching, CCH$_3$ stretching, CH bending at 1038 cm$^{-1}$, CC backbone stretching, CCH$_3$ stretching, CH bending and CH$_3$ bending at 1153 cm$^{-1}$.
CC backbone stretching, CH bending and CH₂ twisting at 1219 cm⁻¹, CH bending, CH₃ symmetric bending at 1361 cm⁻¹, CH₃ asymmetric bending at 1436 cm⁻¹, CH₃ asymmetric bending and CH₂ bending at 1460 cm⁻¹, symmetric CH₂ stretching at 2726 cm⁻¹, symmetric CH₁ stretching at 2844 cm⁻¹ and 2887 cm⁻¹, asymmetric CH₃ stretching and 2955 cm⁻¹ [41].

The skeleton C-C vibrations of PP are sensitive to conformation effects, thus the vibrations at 809 cm⁻¹ and 842 cm⁻¹ are connected to crystallinity of PP. The band at 809 cm⁻¹ corresponded to vibrations of the crystalline moieties, whereas the band at 842 cm⁻¹ to non-crystalline part [42].

Polyacrylic fibers used in the manufacturing of textiles are composed of at least 85% by weight of polyacrylonitrile and 4–10% of non-ionic comonomer and 0.5–1% of an ionic co-monomer [43]. This is due that fibers produced from 100% polyacrylonitrile have poor elasticity and they are difficult to dye [44]. Polyacrylonitrile (PAN) is produced by the polymerization of cyanoethene and nitrile CN group is the characteristic element of this polymer. In IR spectroscopy is the very useful method in the subclasses of acrylic distinguishing the additional comonomers and additives [39]. In Raman spectrum mostly polyacrylic polymer is visible. Presence of another monomers is not evident in Raman spectrum, they show only minor variations in band shapes [39].

In the Raman spectrum of PAN fiber (Figure 7) the dominant band is the nitrile CN stretching band at 2245 cm⁻¹. Another characteristic bands of PAN concern the CH₂ bending at 1455 cm⁻¹, CH bending at 1314 cm⁻¹, CN twisting at 1225 cm⁻¹, CC skeletal stretching at 1118 and 1102 cm⁻¹, CH₂ twisting and CCN stretching at 829 cm⁻¹, CN wagging and bending 638 cm⁻¹, CN bending at 516 cm⁻¹, CC backbone deformation at 397 cm⁻¹ and 283 cm⁻¹. Band at 142 cm⁻¹ belongs to TiO₂ used in fiber processing. Weak carbonyl band at 1737 cm⁻¹ belongs to vinyl acetate monomer [39].

![Figure 7. Raman spectrum of PAN fiber.](image-url)
Aramid fibers are made from aromatic polyamide polymers. Aramid chains possess amide groups which are directly connected to two aromatic rings: meta aramid (mAr) contains m-disubstituted benzene rings, para aramid (pAr) contains p-disubstituted benzene rings. Raman spectra of aramid fibers (Figure 8) are presented in the range 100–2000 cm⁻¹ for better readability, as no bands were recorded in the 2000–3000 cm⁻¹ area. Lack of the bands in the 2900–3200 cm⁻¹ region characteristic of CH and NH stretching vibrations was interpreted to be due to an orientational effects [45]. In the spectra of meta aramid (Figure 8a) characteristic Raman bands occur at 115 cm⁻¹ (CC in-plane bending), at 192 cm⁻¹ (ring out of plate CCC bending vibration), at 278 cm⁻¹ (ring CCC asymmetric deformation, CN in-plane bending), at 659 cm⁻¹ (ring puckering deformation, ring bending and asymmetric torsion, CH out-of-plane deformation), at 1003 cm⁻¹ (trigonal ring breathing vibration CH in plane bending, ring and ring CH deformation), at 1250 cm⁻¹ (NH bending and CN stretching), 1339 cm⁻¹ (CH in-plane deformation), at 1420 and 1442 cm⁻¹ (ring puckering vibration, aromatic CH bending), 1488 cm⁻¹ (CH in-plane and NH in-plane bending), at 1547 cm⁻¹ (NH in-plane bending), at 1606 cm⁻¹ (CC aromatic ring stretching), at 1655 cm⁻¹ (amide stretch C=O). In the spectrum of pAr (Figure 8b) characteristic Raman bands occur at 154 cm⁻¹, at 633 cm⁻¹ (CC ring in plane deformation), at 698 cm⁻¹ (CH out-of-plane deformation; CO bending), at 739 cm⁻¹ (CO in-plane bending; ring asymmetric CH deformation; CN stretching), at 789 cm⁻¹ (CH out-of-plane deformation, CCC ring puckering deformation), at 845 cm⁻¹ (CH out-of-plane deformation; ring CC stretching, ring bending and asymmetric torsion), at 919 cm⁻¹ (ring out-of-plane bending, CH in-plane bending, CH in-plane ring bending mode, CC stretching), 1186 cm⁻¹ (ring CH deformation), at 1280 cm⁻¹ (NH bending and CN stretching, CC stretching), at 1320 cm⁻¹ (ring CH bending, ring CC stretching), at 1414 cm⁻¹ (symmetric ring puckering/aromatic CH in-plane), at 1520 cm⁻¹ (ring CH bending), at 1576 cm⁻¹ (amide II vibration, bend (NH) and stretch (CN), ring CC stretching; NH bending), at 1615 cm⁻¹ (aromatic ring CC stretching), 1655 cm⁻¹ amide I (CO stretching) [45].

Figure 8.
Raman spectrum of aramid fibers: a) mAr, b) pAr.
Thus mAr could be identified by three characteristic Raman bands concerning CCC ring bending vibrations (at 115, 192 and 278 cm⁻¹), and the presence intense band of ring breathing vibration (at 1003 cm⁻¹). Spectrum of pAr exhibits characteristic Raman bands associated with p-substituted benzenes and may be identified by strong band at 154 cm⁻¹ (unassigned), ring deformation bands at 789 cm⁻¹ and 1182 cm⁻¹, NH bending and CN stretching band at 1280 cm⁻¹, ring CH bending and CC stretching at 1332 cm⁻¹ and the intense band of aromatic ring CC stretching at 1615 cm⁻¹. The Raman spectroscopy is a very good method for nondestructive and unambiguous identification of the aramid fibers as the spectra of mAr are sufficiently different from those of the pAr to enable a definitive distinguishing.

3. Textile modified structures

Growing market demand for functional textile materials has followed the development of research on the fibrous structures modification using nanoparticles [2–23]. Modern multi-functional textiles are based very often on fibers surface modified with nanoparticles. The most extensively studied nanomaterial for textile modification is nanosilver. Over 200 publications a year concerning the textile functionalization by nanosilver appeared between 2015 and 2020 [46]. The second most studied nanoscale material, just behind silver is TiO₂ with more than 100 publications per year since 2011 [46].

3.1 Characterization of functional textiles with silver nanowires (AgNWs)

Application of silver nanowires AgNWs for textile functionalization allows for obtaining bifunctional textiles with bioactive and conductive properties [4–5]. AgNWs colloid of 0,5% concentration was synthetized [4, 44, 46, 47] and nanowires were applied to the surface of the fabrics by dipping and drying method [4–5].

Raman rectangle map of functionalized cotton is presented on Figure 9. Characterization of cotton modified by AgNWs was described in publications [4, 12].

Figure 9.
Raman map of cotton fabric functionalized by AgNWs.
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Raman technique thanks to Raman mapping enables the characterization of the selected surface area on a micro scale. The analyzed area is visualized in terms of the intensity of the band characteristic for a given material or modifier. Two or even three dimensional maps (2D and 3D maps) show the distribution of the modifier on the analyzed area. Band characteristic for AgNWs is in the region 240–250 cm\(^{-1}\) and it is the result of Ag-O coordination band that is the effect of interactions between silver and oxygen adsorbed on the surface [4, 22, 48]. In the case of modified cotton AgNWs, no cotton bands are visible on the surface. All analyzed surface is covered with a metallic AgNWs coating. The map was made according to the characteristic band of Ag-O coordination at 238 cm\(^{-1}\).

Characterization of functionalized aramid fibers is presented on Figures 10 and 11. For the functionalized mAr, the most intense band of mAr is the ring breathing band at 1003 cm\(^{-1}\). Raman maps were performed according to the 1003 cm\(^{-1}\) band and according to AgNWs band which is represented by Ag-O coordination band at 238 cm\(^{-1}\) (Figure 10). Both maps are also presented in 3D form.

Whereas for the functionalized pAr, the characteristic band of mAr was the NH bending and CN stretching band at 1279 cm\(^{-1}\), characteristic band of AgNWs was Ag-O coordination band (Figure 11). In both figures (Figures 10 and 11), the blue color shows the area covered with nanowires, and the red color indicates that aramid predominates on the surface in the studied area.

3.2 Characterization functional textiles with TiO\(_2\) on the surface

Titanium dioxide (TiO\(_2\)) applied to the modification of textile materials can give them such properties as i.e. photocatalytic, self-cleaning, bioactive, UV protective etc. [2, 9, 49–52]. Raman map of TiO\(_2\) modified PP is presented on Figure 12.

Polypropylene as a one of the most used component of floorcoverings was also modified by TiO\(_2\). Titanium dioxide was applied to limit the environmental tobacco

![Figure 10](image_url)

*Figure 10.* Raman map of mAr modified by AgNWs.
smoke (ETS) sorption by the photocatalytic decomposition of ETS-derived nicotine (basic marker of tobacco smoke exposure) [50–52]. Thanks to Raman Surface mapping the TiO$_2$ distribution on the PP fiber can be evaluated. The analyzed area
is visualized in terms of the intensity of the 142 cm$^{-1}$ band that is characteristic for TiO$_2$ in anatase form [52]. The characteristics of functional fiber can be enriched by the cross-section map as it is shown on the Figure 13. The cross-section map illustrates the place of modification revealing whether the modification takes place on the surface, or in the volume of the fiber.

4. SERS effect on textile fibers surface

The functionalization of textile with silver nanoparticles causes formation of metallic layer on their surfaces and in consequence possibility of Raman signal enhancement [4, 21–23]. The research on the functionalization of fibers has shown that a textile material can be a good carrier for the SERS effect [22]. SERS effect on cotton brought not only designed functionalization effects. This method turned out to be the useful tool in the identification of the reactive dyes for cotton dyed with low color intensity. In the Figure 14 there is presented the Raman map on cotton fabric. Spectra presented below map are the reference spectra of cotton and reactive red dye. Red line is the spectrum detected on functionalized cotton surface. In addition to the band characteristic for AgNWs, the signal enhancement and in consequence increase in the intensity of the bands in the region of 1100–1600 cm$^{-1}$ is visible. This enhancement concerns main band of cotton at 1099 cm$^{-1}$ and the bands of reactive dye. When compare this spectrum with the spectrum of cotton modified by AgNWs shown in Figure 9, it can be noticed that the cotton and dye
bands became visible thanks to this signal enhancement. SERS effect on the cotton surface was accessible only when the thin layer of AgNWs was applied [22].

The SERS effect was also recorded on the wool fibers. The Raman maps of the AgNWs modified wool surface are shown in Figures 15 and 16. These maps were done according to a band characteristic of Ag-O coordination and confirm the presence of the AgNWs on the wool. Figure 16 shows a map of dyed wool and the reference spectra of wool and dye used (reactive red dye) are also presented. Raman maps collected on the wool surface, spectra made point by point, show in some places the enhancement of recorded bands.

Figure 14.
Raman map of functionalized cotton fabric. Red line is the measured spectrum, blue line is the reference spectrum of cotton, green line is the reference spectrum of reactive red dye.

Figure 15.
Raman 3D map of functionalized wool.
In the Figure 17 there is presented one of such enhanced Raman spectrum. Stars on the Figure 17 show strengthens bands. As the map is made on the surface of dyed wool, reinforcement of both the wool and the dye strands is observed. However, not all bands are strengthened equally, as at the same time additional SERS bands appear. Additional SERS bands that might be the effect of chemical enhancement of ring vibrations [21, 53]. The SERs effect accompanies the functionalization of
fibers with a rough surface and should be studied more deeply as it can be useful in the analysis of textile materials i.e. in the identification of the other elements on the surface.

SERS effect was also identified on aramid fibers, as it is shown in the Figure 18.

5. Conclusion

Raman spectroscopy is a valuable method in the analysis of textile materials enabling fiber identification and characterization of modification effects. Identification can be carried out for natural and synthetic fiber, both by analyzing their surface and inside the structure. This technique makes also possible to distinguish between the fibers, where IR spectroscopy does not give a definite answer (wool and silk or PA 6 and PA 6.6). Raman spectrum can be also useful in assessment of the textile polymer crystallinity. The Raman spectroscopy special application has found in the study of textile materials functionalized with nanoparticles. They can be analyzed on the surface and inside the fiber. New possibilities are opened by the use of the Raman mapping system which allows the characterization of textile materials with nanoparticles, including SERS analysis. A functionalized textile structure with a noble metal on the surface can be flexible substrates for the surface enhanced Raman spectroscopy (SERS) analysis.
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Chapter 10

Application of Raman Spectroscopy in Biomedical Diagnostics

Nikiwe Mhlanga, Phumlani Tetyana, Sanele Nyembe and Lucky Sikhwivhilu

Abstract

In vivo cellular imaging and in vitro assays or sensors are fundamentally used to study the spatiotemporal interaction of molecules at biological interfaces. The study of these interfaces informs various applications such as diagnostics/detection of foreign materials or processes in the biological system. Raman spectroscopy, an optical, non-destructive, label-free fingerprinting tool offers a wide array of applications in both in vitro and in vivo diagnostics owing to its relatively short acquisition time, non-invasiveness and ability to provide biochemical molecular information. It has been explored in tissue imaging, in vitro diagnosis, DNA/RNA analysis, metabolic accretions, single cell analysis photodynamic therapy, etc. The chapter details the application of the optical Raman platform in the detection and imaging of diseases/tissues. The challenges associated with SERS applications and the future outlook as a biomedical diagnostic tool are also discussed.

Keywords: Medical diagnostics, nanoparticles, Surface Enhanced Raman Spectroscopy, Surface Plasmon Resonance, Enhancement Factor

1. Introduction

The rapid and sensitive detection, identification, and quantitative analysis of bio-species at very low concentrations for pre-symptomatic and symptomatic diagnosis represent a new frontier in biomedical research, enabled by nanomedicine [1]. The surge to achieve such diagnostics has ushered in the exploration of various tools such as Raman optical spectroscopy. The emerging Raman spectroscopy tool has the potential to provide fingerprints of bio-species, quantify and differentiate biomarkers [2].

The vibrational modes of the bio-species are measured from inelastic Raman scattering and the analysis of these modes gives a molecular picture of the bio-species [2]. However, conventional Raman spectroscopy presents a weak signal due to a small scattering cross-section. Plasmonic metal surfaces mitigate the issue of the low signal and this phenomenon is known as surface-enhanced Raman spectroscopy (SERS) [2].

Several variants of Raman besides SERS have been developed to mitigate biomedical diagnostic issues presented by the conventional Raman. Resonance Raman spectroscopy improves the low signal by the use of a laser excitation wavelength that corresponds to the electron absorption maximum of the bio-species [3].
For *in vivo* applications the penetration depth of the Raman laser to the targeted tissues is usually a bottleneck. Nonetheless, spatially offset Raman spectroscopy (SORS) measures diffuse Raman scattering from regions away from the laser excitation and thus collects vibrational modes from deeper tissues. The SORS and SERS technique are integrated into the SESORS variant, a tool that will benefit biomedical *in vivo* diagnostics [3]. The Raman spectroscopy also falls short in resolving nanostructures. To enable sub-nanometer spatial resolution and signal enhancement a Tip-enhanced Raman (TERS) that combines SERS with apertureless near-field scanning optical microscopy using a metallic tip is used [4]. This chapter presents recent developments on some of the Raman variants in biomedical diagnostics, materials developments for the application, challenges, and forecasts into the future of Raman biomedical diagnostics.

2. Materials used in Raman diagnostics

2.1 Gold and silver colloidal nanoparticles: bottom-up

It is commonplace that many condensed-matter systems exhibit collective excitation modes involving coherent oscillations of the medium. As such surface Plasmon’s are known to be the collective excitation of free conduction electrons excited by electromagnetic radiation at the metal-dielectric interface [5]. Over the years the use of noble metal thin films or nanoparticles (NPs) surfaces has underpinned the success in this area. Despite all this, the study of the interaction between light and metallic nanostructures holds promise for this emerging research area of Plasmonic which is rapidly gaining traction [6–9]. Well-established targeted technologies to engineer Plasmonic nanostructures allows for better control and manipulation of visible light at the nanometer scale leading to new possible application areas with real life impact [10–12].

Although most noble metals exhibit Plasmonic properties and can potentially be used as SERS substrate gold and silver are the most widely used owing to their superior enhancement factors (EFs) and Plasmonic resonance in the visible and NIR regions [13–15]. Typically, these are used in their metallic form but also as composite with other materials. However, in order to attain the highest sensitivity and specificity these NPs materials must have the Plasmonic properties that include the resonance frequency of the surface Plasmon’s and the magnitude of the electromagnetic field that is generated at the surface. Inevitably, these properties are, in the main, influenced by the type, size, shape, composition, and dielectric environment [16–19]. Despite all this, Ag has proven to have higher EF than Au making it more attractive for various applications.

Typically SERS substrates are configured in two forms and these are colloidal suspensions (NPs) and solid substrates. NPs are the most commonly used form primarily because of simplicity of preparation and relatively high EFs. Interestingly, the most significant SERS enhancement is achieved when molecular structures are bound to noble metal nanostructures with a size range of 5–15 nm (Au and Ag NPs are shown in Figure 1). Furthermore, it must be noted that the nature of interaction between the molecules and nanostructured surfaces, as well as the charge properties of the molecular structure play a pivotal role in terms of performance of SERS-based Raman measurements. For example, when colloidal noble metal NPs are put to use the surface charge of the NPs and that of the molecules become fundamentally important [20, 21]. This implies that maximum SERS activity is attained when the detected molecule has the opposite charge to interacting colloidal NPs. This phenomenon is ascribed to the induced aggregation resulting from reduced zeta
potential of NPs [20]. Kahraman, et al. reported that the highest EF in the case of Ag NPs is achieved when the NPs have a pyramid-like shape [22]. On the other hand meticulously, controlling aggregation is useful for improving SERS enhancement as this could lead to a higher possibility of “hot spot” formation [23, 24]. In view of this, important consideration must be given to the fact that very large aggregates could abate the effective formation of surface Plasmons as a result of the deformations and dampening of the electron cloud within the aggregate leading to poor SERS activity. Data has shown that small-sized aggregates tend to greatly improve the EFs [25]. Furthermore, the methods of preparation are known to influence the SERS activity of Au and Ag colloidal NPs. This is because the structure of a substrate has an important role on the properties of these metal NPs and subsequently influences the applications of the substrate. Au and Ag colloidal NPs are sufficiently produced using chemical reduction method such as Citrate method.

2.2 Colloidal gold nanowires: bottom-up

Besides, the use of Au and Ag as gold standard for superior EF and possibly creating a stable platform for these metals by anchoring them on a support like graphene it is clear that the effect of changing the shape of the material on the EF is significantly large. Elongating the Au structures to very thin nanowires leads to improved enhancement owing to their large surface area and excellent molecule adsorption ability. The molecule adsorption is attributed to the fact that Au nanowires adsorb Raman active compounds via two mechanisms, namely, surface adsorption due to the surface reactivity of Au nanowires and network entrapping through their “web” network [26, 27]. The Au nanowires, as shown in Figure 2, reveal that ultrathin wires tend to form a spider web-like network with interstices smaller than 1 nm. These interstices have been reported to be responsible for further entrapment of adsorption molecules [27]. The spider web-like network are exclusively found in Au nanowires and not in the spherical Au NPs. Hence, Au nanowires are reported to have a relatively higher EF value compared to spherical NPs. Depending on the method of preparation for the NPs, geometrical parameters such as size distribution are not often well controlled as a result of production limitation such as random deposition or irreproducibility of size distributions leading to disordered samples.
However, in the case of nanowires reproducibility seems to be easily controlled leading to the presence of hot spots (highly localized area of intense electric field) resulting in significant enhancement and homogeneous SERS signal (reproducibility). This phenomenon is particularly important in terms of provision of unambiguous analyte quantification as the enhancement should be highly reproducible while it is necessary to optimize SERS efficiency in relation to Plasmon excitation conditions [28]. For example, the SERS signal is directly related to the excitation wavelength and Raman scattering wavenumber [28–36] or the coupling between nanostructures [37–39]. Furthermore, aggregation of Au nanowires is less likely than in the case of colloidal Au NPs.

The size of the nanowires and its potential influence on SERS signal is considered important. It is understood that the surface of Au nanowires increases with an increase in the diameter of the wires thereby inducing an increase in the number of adsorbed molecules and consequently leading to a larger Raman signal. In order to ensure a controlled enhancement as contribution by the nanostructures orientation of the wires is important [40, 41]. Although nanowires tend to self-assemble into dense bundles resulting from the electrostatic interaction the effect of SERS activity remains insignificant. Au nanowires with a well-controlled geometry provide well controlled and reproducible SERS signal. The high aspect ratio combined with the bundling yield structures with impressive SERS activity. Ultrathin colloidal Au nanowires are produced using facile modified chemical reduction method (citrate method) making them very affordable [42, 43].

2.3 Au/Au nanowires: top-down

Whilst the use of nanowires as SERS substrate seems to be gaining momentum on all fronts Sivashanmugana et al. reported on the fabrication of well-oriented Au/Ag multi-layered nanorod arrays using a focused ion beam techniques [44]. The study revealed that the shape, thickness, space between nanorods and size dimensions have influence on the performance of SERS. With good experimental
conditions these factors can be optimized before fabrication of the substrate and this is often done by varying the thickness of Au and Ag layers for optimum performance. Ag layer plays a pivotal role in respect to the improvement of SERS mechanism as it induces the electromagnetic effect at the Au surface [36–38, 44].

While SERS-active substrates are usually obtained either by the solvent-cast deposition of colloidal NPs [45, 46] or by lithography techniques such as electron beam lithography [46, 47], nanoimprint [48], and nano-indentation [49, 50]. These fabrication methods are based on high precision regular patterns. Consequently, most of these methods place emphasis on significant improvement on enhancement factors. However, they tend to yield low reproducibility and high cost, and they lack the essential characteristics required to make SERS a platform-enabling technology. Interestingly, the use of nanowires of a single entity or multiple has led to the construction of very reproducible SERS-active substrate, especially with gold nanorods arrays. The Localized Surface Plasmon Resonance (LSPR) from the nanorods and the lighting-rod effect of the Plasmonic field enhancement strongly depend on the shape and the spacing between the nanorods [33, 51–56].

The SERS method has great potential for the detection of Raman-active species, ranging from single molecules to biomolecules. The past five years have seen various approaches being developed for fabrication of SERS-active substrates with high sensitivity using noble metal nanostructures via bottom-up, top-down, or template-assisted routes. Nano-based substrates with relatively high SERS enhancement factors can be easily produced, with the EF largely dependent on the size and shape of the nanostructures that give rise to the effect. In order for SERS substrates to be used as a platform for applications such as bio-sensing or diagnostics various issues including sensitivity, selectivity, and intensity-concentration dependency must be addressed. The potential application of nano-based and shape-dependent (nanowires and NPs) SERS substrates in diagnostics will be discussed in the next section.

3. Application

3.1 Application of Raman spectroscopy in In-vitro diagnostics

In-vitro diagnostics (IVDs) are tests done on the external of the human body, on biological samples (blood or tissues) that are extracted from the human body or expressed to mimic the human body samples. IVDs serve healthcare through detection, cure, treatment and prevention of diseases. The test tube IVDs are crucial in healthcare and proffers the following merits: non-invasiveness; possible prevention of patient side-effect; a rapid diagnosis that facilitates earlier treatment even in remote areas [57]. The unique IVDs are characterized into 3 groups based on their applications: 1. Clinical laboratory IVDs – for samples that require a clinical laboratory with advanced instrumentations and specialized/trained personnel. A good example is the polymerase chain reaction (PCR) test. 2. Near-patient IVDs – advanced instrumentation is not required for these samples but a trained person is still needed to administer e.g. physician or a nurse. 3. In-home IVDs/Point of Care Testing (POCT) - test is simple, easy to use, does not require trained personnel or instrumentations. Examples of POCT devices include popular pregnancy test kits and glucose meters [57]. The last decade has propelled and translated the clinical and near-patient IVDs into the in-home (POCTs) IVDs to control and manage diseases. This translation is advantageous for early, rapid diagnosis even in remote World Health Organization (WHO) regions.

The fabrication or architecture of the IVDs devices mobilizes different scientific platforms and instruments. The optical Raman spectroscopy merited by its high
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chemical specificity, minimal to zero sample preparation, wide visible/near-infrared spectral range is inherently used in medical diagnostics. The capability of Raman spectroscopy to detect and quantify changes in cells, tissues and biofluids is an impetus for its application in IVDs [58]. The conventional Raman spectroscopy is however insufficient due to low inelastic Raman photons. SERS mitigates the low inelastic Raman photons. SERS uses roughened Plasmonic noble metal surfaces to amplify or enhance the Raman signal [57, 59]. Application of SERS in IVDs is driven by its high sensitivity, fingerprinting, large dynamic range, and multiplexing competencies [57, 60], molecular specificity, non-invasiveness, potential to resolve the composition of complex molecular bio-analytes [61].

SERS IVDs immunoassays started with the classical ELISA mimicking sandwich assay on a solid support or free floating and recently advanced to automated systems such as lateral flows (LFAs) and lab on chip (microfluidics) [60]. The choice of the SERS substrate discussed in the materials section is vast and offers sufficient choices for the detection of bio-analytes [61] which in turn serves in clinical practices for the prognosis and diagnosis of diseases [5, 61].

<table>
<thead>
<tr>
<th>SERS IVDs</th>
<th>Bioanalyte/disease</th>
<th>SERS substrate</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Label-free SERS IVDs</td>
<td>Cancer (blood plasma protein)</td>
<td>Ag NPs</td>
<td>Lin et al. [62]</td>
</tr>
<tr>
<td></td>
<td>Quantification of hepatitis B DNA</td>
<td>Ag NPs</td>
<td>Batool et al. [63]</td>
</tr>
<tr>
<td></td>
<td>HIV-1</td>
<td>Ag nanorods</td>
<td>Yada et al. [64]</td>
</tr>
<tr>
<td></td>
<td>Nasopharyngeal cancer DNA</td>
<td>Negatively charged Ag NPs</td>
<td>Lin et al. [65]</td>
</tr>
<tr>
<td></td>
<td>Breast cancer tissue</td>
<td>Ag NPs</td>
<td>Shen et al. [66]</td>
</tr>
<tr>
<td></td>
<td>Sjogren’s syndrome from saliva</td>
<td>Cl-Ag NPs</td>
<td>Moisoiu et al. [67]</td>
</tr>
<tr>
<td></td>
<td>Track biological injuries caused by radiation from serum and urine samples of mice</td>
<td>Au NPs spurted on the nano tip of a canonical anodic aluminum oxide template</td>
<td>Muhammad et al. [68]</td>
</tr>
<tr>
<td></td>
<td>Huma tear uric acid</td>
<td>Polymethylsiloxane film layered with polystyrene, SiO₂ and Au</td>
<td>Narasimhan et al. [69]</td>
</tr>
<tr>
<td></td>
<td>Ovarian and endometrial cancer extracellular vesicles</td>
<td>biosilica/Ag NPs composite substrates</td>
<td>Rojalin et al. [70]</td>
</tr>
<tr>
<td></td>
<td>creatinine</td>
<td>Nano-Au on Ag film nanostructures</td>
<td>Su et al. [71]</td>
</tr>
<tr>
<td>Labeled-SERS IVDs</td>
<td>DNA and microRNA</td>
<td>Au core/stellate shell</td>
<td>Wang et al. [72]</td>
</tr>
<tr>
<td></td>
<td>Plasmodium falciparum DNA</td>
<td>Magnetic beads</td>
<td>Ngo et al. [73]</td>
</tr>
<tr>
<td></td>
<td>mouse IgG</td>
<td>Au NPs</td>
<td>Frimpong et al. [74]</td>
</tr>
<tr>
<td></td>
<td>SARS-coV-2 IgM/IgG</td>
<td>SiO₂@Ag</td>
<td>Liu et al. [75]</td>
</tr>
<tr>
<td></td>
<td>Myocardial infarction biomarker</td>
<td>Ag@Au NPs</td>
<td>Zhang et al. [76]</td>
</tr>
<tr>
<td></td>
<td>HIV-1 DNA</td>
<td>Au NPs</td>
<td>Fu et al. [77]</td>
</tr>
<tr>
<td></td>
<td>Single prostate cancer cells</td>
<td>Au NPs</td>
<td>Willner et al. [78]</td>
</tr>
<tr>
<td></td>
<td>Estrogen receptor alpha</td>
<td>Au NPs</td>
<td>Kapara et al. [79]</td>
</tr>
</tbody>
</table>

Table 1. SERS IVDs.
SERS immunoassays inherit a labeled/indirect or label-free configuration. In Label-free SERS, the Raman reading comes from the fingerprint of the bio-analyte while with labeled SERS, the characteristic spectra is that of a Raman tag [61]. The label–free is simple as opposed to the labeled system which incorporates the tag on the metallic nanostructures. Both systems have been used in the detection of proteins, nucleotides, and fatty acid/lipids. Changes or alterations in these bio-samples inform the diagnosis of communicable and non-communicable diseases [61]. Table 1 [62–79], list a few examples of bio-analytes or diseases detected using SERS IVDs.

3.1.1 Traditional sandwich SERS IVDs

The traditional sandwich SERS immunoassay is characterized by a SERS substrate and a SERS immunoprobe and inherits the ELISA principle. It is crafted with SERS surfaces (Plasmonic metals structures), which could be supported on a platform i.e., solid support (metal, non-metallic) or the new flexible supports, or free-floating in colloidal form. Several research papers have reported on the solid substrates [80–85]. We have fabricated immune SERS substrates on solid supports (glass and silicon wafer) [86] and a schematic of the preparation of the SERS substrates is shown in Figure 3. Noble metal NPs (Au/Ag) are self-assembled onto solid support using wet chemistry methods [86]. These SERS substrates are applied in the detection and quantification of malaria plasmodium falciparum antigens. A capture and detection p. falciparum antibodies sandwiches the pf antigen and it could be confirmed indirectly via a 4-mercaptobenzoic acid SERS tag [87]. Figure 4 schematically details the SERS
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**Figure 3.**
Schematic representation of the preparation of SERS immune substrates on solid support. Reprinted with permission from ref. [86].
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**Figure 4.**
SERS immunoassay schematic. Reprinted with permission from ref. [87].
probe. The labeled SERS sandwich assay proves the capability of the SERS IVDs for the quantitative and qualitative detection of bio-analytes; Figure 5 shows the SERS spectra of the SERS IVDs tested on WHO malaria specimens from different regions with known bacterial loadings.

The next section will highlight a few examples of the upcoming flexible SERS substrate. The flexible SERS substrates include polymers, graphene, graphene oxide and nanowires [88]. The lack of biodegradability and non-uniformity presented by the conventional solid SERS substrates and lithography approaches, respectively, is an impetus for the flexible substrates [89].

Fan et al. [90] reports on a reproducible label-free SERS hybrid of graphene oxide conjugated to popcorn shaped Au NPs. The ultrasensitive graphene oxide-Au SERS probe is used for testing of HIV DNA and MRSA bacteria and has a detection limit of 10 DFU/mL for the latter. Korkmaz et al. [91] demonstrated an affordable simple development of a porous biosilica Plasmonic composite flexible SERS substrates. The technique involved deposition of the materials on a regular office-grade adhesive tape. The characterization of the novel material reveals unique properties: pore size, Plasmon resonance, Raman enhancement suitable for biosensing. The usability of the platform was tested on bioanalytes; proteins and bacteria. However, due to the porous nature of the nanocomposites, smaller proteins and nanostructures disperse within the substrate and afford a reduced particle density for optical detection. Hence, low analyte concentrations cannot be detected with the exclusion of particles larger than 100 nm. The platform is useful in the detection of bacteria and other bio-analytes of nano- to micro-meter sizes.

He et al. [92] explored the use of graphene in SERS immunoassays. A SERS-active substrate of Au NPs grown on graphene using chemical vapor deposition is developed and used for multiplexing detection of DNA. The presence of both the Au metallic substrate and graphene leads to an enhanced signal. The Au NPs enables assembly of DNA capture probes which is normally problematic on the graphene. The SERS Au-graphene SERS platform showed extraordinarily high sensitivity and
specificity for DNA detection with a detection limit of 10 pM. The multiplexing capability is tested with the simultaneous detection of two DNA targets.

3.1.2 Automated SERS IVDs

Automated SERS IVDs include LFAs and microfluidics synergized with the SERS phenomenon. LFAs are cemented for POCT due to their simplicity, user-friendliness, long-term stability, rapid detection which makes them a suitable choice for remote WHO regions. Incorporation of the SERS component into the LFAs results in SERS/LFAs IVDs. The SERS-LFAs principle is still the same as that of the classical LFAs with an addition of a Raman tag. The SERS tag is conjugated to the Plasmonic metal nanostructures, which are mostly Au NPs [93].

The SERS-LFAs improves sensitivity and enable both qualitative and quantitative detection of bio-analytes, an improvement of the traditional LFAs [93]. Ma et al. [94] capitalizing on the flexibility, portability and simplicity of polydimethylsiloxane (PDMS) used it as a matrix/support of SERS Plasmonic metallic substrates for SERS-LFAs. A novel PDMS-based SERS-LFAs for ultra-sensitive and quantitative detection of ferritin (FER), a liver cancer biomarker, is developed. The hydrophilic-hydrophobic Ag/PDMS strip is prepared and anti-FER is mobilized on the Ag strip (test line, control line 1 and control line 2). The FER bio-analyte flowed smoothly into the hydrophobic PDMS substrate coupled with SERS immonoprobes of raspberry-shaped Au NPs conjugated to 4-MBA SERS tag and anti-FER results in the detection of FER with a detection limit of 0.41 pg./ml.

Microfluidics pertains to the science and technology of handling fluids and the micro/nanofluidics devices are an ensemble of miniaturized components such as pumps, channels, valves, mixers and separators to facilitate the movement of the fluids [95].

The application of microfluidics in diagnostics proffers the following advantages: high-to-volume ratio, precise fluid control, low sample consumption and high integration with functional components [96].

For the detection of bio-analytes, microfluidics is coupled with optical, electron chemical, or electrical techniques [96]. Raman spectroscopy is one such optical technique and the synergy results in SERS-microfluidics devices [96]. The SERS/microfluidics are used for the analysis of various biospecies.

Pallaoro et al. [97] proved the capability of the SERS/microfluidics platform in the detection of cancer from flowing cells. A mixture of cells, cancerous (prostrate) and non-cancerous from bodily fluids are incubated with label-mediated SERS probes. The SERS probes are based on Ag NPs dimer core labeled with SERS tag and paired with an affinity-biomolecule. They are circulated continuously in the microfluidics channel and exposed to Raman laser which differentiates the cells based on their characteristic fingerprints.

3.2 Application of Raman spectroscopy in In-vivo diagnostics

Raman spectroscopy has gained much popularity over the years in applications that determine the biochemical composition of cells and tissues. This technique has advanced significantly and has found widespread use outside the laboratory in applications such as materials analysis, process control and environmental monitoring amongst others. Recently, Raman spectroscopy has found use in clinical applications such as in vivo diagnostics and monitoring, through coupling with other diagnostic systems. Initially, most applications of Raman spectroscopy that relate to biochemical analysis are mostly based on ex-vivo or
in vitro assays, but until recently, there has been a great migration from ex-vivo to in-vivo applications [98, 99].

Raman scattering occurs as a result of a change in the polarization of molecules due to light. This technique provides quantitative assessment of the biochemical composition of biological tissues. When a spectra is obtained during assessment, the peaks are highly specific to the molecular chemistry of the specimen under investigation, with intensities directly proportional to the molecular content. This allows for the investigation of concentrations and ratios of constituents within the specimen under investigation [100, 101].

Thus, Raman spectroscopy provides chemical fingerprints of biological materials such as cells, tissues or biological fluids through inelastic scattering of light by vibrating molecules [58, 102, 103]. This fingerprint represents molecular vibrations brought about by chemical bonds, thus deciphering the samples chemical or biochemical composition. The spectra is collected in the fingerprint region from 400 and 1800 cm⁻¹, as depicted in Figure 6. Collection of the Raman spectra does not disrupt the cellular environment. This is considered one of the advantages that have made Raman spectroscopy superior amongst other optical diagnostic tools [100, 104].

Some of the properties that have made Raman spectroscopy suitable for use in in-vivo applications include its excellent chemical specificity which result in the formation of a fingerprint like spectrum without interference from water, minimal or lack of sample preparation and its ability to employ advanced optical technologies in both the visible and near infrared spectral ranges [58, 98, 105, 106]. Water is known to be a weak Raman scatterer and shows no interference with the spectra of solutes in aqueous solution. Water absorbs in the region between 2000 and 4000 cm⁻¹ in the Raman spectra, which is in the infrared (IR) and near infrared (NIR) regions, and thus falls beyond the fingerprint region in which the molecules of interest absorb [106, 107].

3.2.1 Instrumentation requirements for In vivo applications

Although Raman spectroscopy has been found to yield exceptional results in in-vivo applications, certain adjustments and additional components are required for optimum performance. According to Ramirez-Elias and Gonzalez [108], in vivo measurements require an integrated system capable of providing spectral
acquisition and analysis in real time. Such a system includes a light source (lasers), light delivery system, Raman probe, signal delivery, and a signal detection system, as shown in Figure 7 [110]. For in vivo applications, it has been reported that a spectra of sufficient signal-to-noise ratio (SNR) should be obtained within a few seconds on the signal collection time, or even faster. Thus, the instrumentation for in vivo applications should have an improved signal detection system and also be able to minimize noise contributions [111].

Raman spectroscopy has gained much popularity over the years in applications that determine the biochemical composition of cells and tissues. This technique has advanced significantly and has found widespread use outside the laboratory in applications such as materials analysis, process control and environmental monitoring amongst others. Recently, Raman spectroscopy has found use in clinical applications such as in vivo diagnostics and monitoring, through coupling with other diagnostic systems. Initially, most applications of Raman spectroscopy that relate to biochemical analysis were mostly based on ex-vivo or in vitro assays, but until recently, there has been a great migration from ex-vivo to in-vivo applications [98, 99].

3.2.2 Excitation or light source

A light source is used to deliver power or energy to the sample to generate Raman scattered photons. Raman scattering is known to be a relatively weak phenomenon and thus it is vital to ensure that sufficient power is directed towards the test sample. Laser is the most commonly used light source in the Raman spectroscopy system due to their narrow bandwidth and high power output [110]. Raman scattering is dependent on a variety of factors including signal to noise ratio, maximum permissible exposure and an increase in temperature [112]. Various lasers have been used in optical systems and only lasers offering the following characteristics are desired for use in in vivo applications; the first characteristic to consider is the line width of the emission. According to Sato et al., the line width of the emission must be narrow [99]. This requirement ensures that laser line broadening does not propagate into Raman bands through convolution, which results in irrevocable adjacent Raman peaks [113, 114].
Secondly, the wavelength of the laser light and its intensity should be stable or carefully selected. For in vivo applications, excitation with ultraviolet or visible light is not recommended. When UV light is used for excitation, there is a risk of photochemical damage to the tissue being investigated. Also, when visible light is used for excitation, there is a strong auto-fluorescence that is generated in the biological sample under investigation. Thus, near infrared (NIR) excitation sources are commonly used. This has been chosen since only a few biological fluorophores are known to have peak emission in this region of the spectrum thereby reducing background autofluorescence and absorbance and further simplifying signal processing needed for extracting the Raman bands [107, 112].

### 3.2.3 Fiber optic probes

During tissue examination, excitation or illumination light needs to be delivered to the tissue and Raman signals emitted from the tissue should be transmitted back to the detectors. This is done through the use of optical fibers which enhance signal collection and lessen interfering signals. Interfering signals include signal-to-noise ratio and also includes both the Raman signal and photoluminescence generated within the optical fibers [115]. The design of the probe is mostly dependent upon the envisaged use. The following parameters are considered: Raman configuration, location of organ under investigation, microanatomy of the tissue, and the pathophysiology of the disease [112]. A probe suitable for in vivo applications should have the following characteristics; The probe should be inexpensive and sterilizable if its reusable, output of the laser delivery fiber should be filtered to prevent the Raman signal induced from the fiber reaching the sample, high signal collection efficiency, light emitted from the sample should be filtered to avoid Raman signal contributions from the fiber material [98, 111, 116].

### 3.2.4 Signal detection or spectrograph

A Raman detection system that is used for clinical applications consist of an imaging spectrograph linked with a charge-couple device (CCD). For in vivo Raman applications, a spectral acquisition of no more than a few seconds is required, and can be achieved through the use of a fast spectrograph and a highly sensitive detector. A suitable detection system for in vivo applications requires an appropriate imaging spectrograph that is linked to the sample interface, such as optic fibers, on one end and the CCD on the other end. Other components that form part of the detection system include rejection filters that are responsible for eliminating any laser light or elastically scattered light from the signal [112].

### 3.2.5 Raman spectra in in vivo diagnosis and monitoring

This section captures some of the biomedical applications that have employed Raman spectroscopy as an in vivo diagnostic tool, in conjunction with other techniques.

#### 3.2.5.1 Breast cancer diagnosis and monitoring

Saha et al. demonstrated the diagnosis of early stage breast cancer by the real time detection of microcalcifications during stereotactic breast core needle biopsies. They performed their study on 159 tissue sites in 33 patients in order to detect microcalcifications in breast tissue biopsies. The authors used ordinary least squares fitting to approximate spectra that had been acquired with a breast model that
had been developed previously. They demonstrated the possibility of distinguishing between various microcalcifications based on the appearance of vibrational bands that represent calcium oxalate in the fingerprint region at positions 912 and 1477 cm\(^{-1}\), as depicted in Figure 8(a). The location where the spectrum was collected in the biopsy is shown in Figure 8(b). Figure 8(c) shows the appearance of the peak or band at 960 cm\(^{-1}\) which represents the presence of calcium hydroxyapatite (microcalcification type II), with Figure 8(d) showing the exact position on the biopsy [98, 117].

3.2.5.2 Diagnosis of skin cancer

The use of Raman spectroscopy in the in vivo diagnosis of skin cancers has been sought after due to the easy optical access to skin. Lieber and colleagues demonstrated the possibility of using Raman in the diagnosis of skin cancers through the use of a fiber optic Raman probe which recorded a sensitivity of 100% and a specificity of 91% [118]. Recently, Raman spectroscopy is coupled with autofluorescence (AF) imaging and used to diagnose basal cell carcinoma of the skin using multimodal spectral imaging, as shown in Figure 9. AF is used to investigate the main spatial features of skin resections for use in selecting and prioritizing sampling points in Raman spectroscopy. Skin resections are collected during Mohs surgery, and proper investigation of resection margins is obtained using 500–1500 Raman spectra and without sectioning, staining or any other form of sample or tissue preparation step [58].
4. Limitations of SERS in biomedical diagnostics

An effective SERS application for biomedical diagnostic requires a Plasmonic substrate. The metal substrates are the most superior as they produce relatively higher EFs. Plasmonic substrate play dual role in SERS technique, firstly, it interacts directly or indirectly with the targeted molecules, secondly, it amplifies the Raman signal [119]. One of the limitations often reported for SERS technique is irreproducibility of its results mostly associated with the substrate being irreproducible, quasi-ununiformed and unstable [120]. In recent decades with nanotechnology taking center stage in various areas of science, the SERS surface have shifted from bulk solid metals to colloidal nanoparticles [120]. The nanoparticles offer higher surface area and tailored optical properties over bulk solid metals leading to higher reaction “hotspots” for better enhancement of SERS signal [121].

However, the use of colloidal metal NPs does not come without its own disadvantages. Metal NPs synthesized without any stabilizing agent often have unacceptably wide particle size distribution and a mixture of undesired morphologies. Hence compromising the reproducibility of SERS application [122]. Contrary, stabilized NPs offer controlled particle size and uniformity. However, it can block the targeted molecule from adsorbing to the metal surface through steric hindrance leading to suppressed SERS signal [123].

In general the success of SERS activity is dependent on the interaction between the adsorbed molecules and the surface of Plasmonic nanostructures. This means that if the two are mismatched activity is compromised leading to poor or no enhancement factor. It is a requirement that the analyte must adsorb on the surface effectively. Thus, it should have a higher SERS cross-section than any possible interference of contaminants. It must be noted that the influence of the metal substrate on both the physical and chemical properties of the metals and the stability including the reversibility or reusability of the same material remains a major drawback in respect to applicability [122]. On the other hand many methods used to produce nanostructured materials fail to produce materials with narrow size distribution leading to poor reproducibility of the SERS substrate.
Even though stabilized metal nanoparticles offers a better Plasmonic surface to bulk metals but it compromises the interaction with the targeted analyte. Therefore, to further advance this technology commercially, the retention of Plasmonic properties in the presence of stabilizing agents of colloidal nanoparticles will be key [124].

5. Future prospects of surface enhances Raman Spectroscopy in biomedical diagnostics

SERS interest has catapulted in the research community in the past couple of decades owing to its capability of quantitative analysis of very low concentrations and fingerprints of bio-species [125–130]. Over the past 4 decades SERS technique has blossomed into various areas of research and technology due to reasons discussed in details in the previous sections. However, further efforts are still required to further advance this technique commercially [131, 132]. In this section the highlights of future prospects of SERS real world applications in selected areas of research, application and technology will be discussed. General issues hindering this technique would also be briefly highlighted in order to understand its true potential.

The new and novel areas of application of SERS in the near future include ultraviolet-SERS, tip enhanced-SERS and biological sensing [132–136].

5.1 Ultraviolet surface enhanced Raman Spectroscopy (UV-SERS)

SERS applications are largely based on the enhancement of Raman scattering molecules that are either physically or chemically adsorbed onto a Plasmonic surface. The most effective surfaces for Raman reporters has been metallic surfaces such as Ag, Au and Cu because they produce superior enhancement factors [137–139]. However, they are limited to the visible and near infrared region of the spectrum, which limits the use of SERS in the same region. The use of SERS technique in the ultraviolet region is highly desirable and remains an unexplored terrain [132, 140–143]. UV SERS would enable resonance detection of molecules in the UV wavelength range such as protein residues, DNA bases etc. Analysis of these molecules are currently analyzed with other techniques which are often not as sensitive as SERS technique. The challenge of achieving UV SERS is finding a Plasmonic material that support surface enhancement in the UV region. Research has been on going in this area, however, there has been no success in finding a material that absorbs in the UV region that outperforms or close to the enhancement factors offered by Au, Ag and Cu metals [133, 142–144]. The potential of UV SERS outweighs the current challenges and with the rapid advancement in material nanotechnology, There is hope that the ideal material will be found in the near future.

5.2 Tip enhanced Raman Spectroscopy (TERS)

Merging of SERS technique with one of the microscopic techniques such as atomic force microscopy or scanning tunneling microscopy has led to the discovery of TERS, which is an advanced and powerful imaging tool. TERS is one of a very promising spectroscopic method that can analyze a variety of samples with sub diffraction limit imaging capabilities [145–147]. In TERS technique, the electromagnetic field enhancement is located at the sharp metallic/semiconducting cantilever tip that is eradicated with a laser beam. A localized region of SERS enhancement is created when the cantilever tip is brought in close proximity to the sample of interest; this enables structural and compositional analysis of the sample [145]. Spatial resolution achieved through this hybrid technique is far superior to any other
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microscopic techniques commercially available. This method has been used for over a decade, initially for analysis of strong Raman scatterers such as buckyballs and dye molecules. However, the TERS technique has rapidly grown into characterization of more sophisticated and diverse samples such as single stranded RNA, individual single walled carbon nanotubes, hydrogen bonding in DNA [147], single particle dye sensitized solar cells, amongst others [146]. Few issues are still holding this technique from being routinely used commercially such as the difficulty of calculating the enhancing region for single molecules, hence the resolution and the enhancement factor. In the near future this issue would be solved since analysis of individual biomolecules is crucial for understanding and managing deadly diseases.

5.3 Biological diagnostic and sensing

SERS application has catapulted biosensing into new heights in the past decade. However, the prospects of becoming a commercial clinical diagnostic technology has stagnated. This is due to its low tissue penetration depth achievable [148, 149]. However, there are clinical areas where SERS have shown superiority and advantages over other techniques such as fluorescence imaging, MRI etc. The future of imaging single cells is likely to be via SERS based technology because of better brightness, high sensitivity and lack of photo bleaching [149]. Furthermore, SERS offers far better resolution in the micrometer range compared to commercially used MRI which offers resolution in a range of a few millimeters. The risk of using the low resolution MRI, for example, in detection of cancer cells would require 100 000 cancers cells in a tumor to be detectable via MRI technique [150]. This might render this detection too late for some aggressive tumors. Advantages offered by SERS in biosensing are likely to be leveraged in the future to make this technique a diagnostic technique with true clinical reach.

SERS is one of the most sensitive analytical methods which offers detection of molecules in low concentrations (ppb) and provides rich structural information. In this section some of the SERS applications that are likely to be commercially used outside of the laboratory while also demonstrating the versatility of this technique have been discussed. We envisage great extension of SERS technique and an advent use of UV SERS and TERS in biological diagnostic, sensing and imaging.

6. Conclusions

In this chapter recent advances relating to the use of SERS in biomedical applications were reviewed and reported. The point of departure was to concisely introduce the fundamentals of Plasmonics and SERS in respect to the enhancement of the Raman signal of molecules that are closest to the metallic nanostructures. For this reason, various metallic nanostructures that could be used to achieve the highest possible SERS enhancement factors were discussed. Discussion on the SERS efficiency of Plasmonic substrates made of gold nanowires prepared using a chemical route (bottom-up) was made. This was followed by the influence of the geometrical parameters (diameter and length of the wires or aspect ratio) on the SERS signal as a way to optimize it.

Emphasis was placed on the development of SERS as potentially dynamic technique for point-of-care diagnostics taking from its high sensitivity and multiplexing capabilities. The approach was to compare different methodologies that can be translated across various types of biomarkers. Techniques such as sandwich SERS and automated SERS for in vitro diagnostics have been elucidated. Moreover, progress made in respect to strong capture ligands such as DNA that are also specific
has been unpacked and holds promise for a much needed solution. These techniques have been used in both the detection and quantification of various diseases including malaria, cancer, hepatitis B, etc. using different bioanalytes such as antigens, protein, DNA, respectively. On the other hand developments on diseases diagnosis based on label-free sensing techniques that are sensitive to low analyte concentrations found in the physiological environment were elucidated as they offer hope for therapeutic intervention. It is relatively acceptable that most disease states usually start with small changes in cellular processes that ultimately augmented as the disease progresses without medical intervention. Although SERS sensitivity can be excellent in vivo measurements require an integrated system that is capable of providing spectral acquisition and analysis in real time.

Although SERS is undoubtedly a promising technique for diagnostic purposes and for uses as POC devices the success rests on overcoming the barriers through further advancements in the fabrication of SERS substrate, assays, platforms, and making them cost-effective.

The discussion has shown that SERS allows for the continuous and highly sensitive detection and quantification of various biomarkers and end-products of disease states, making it an excellent option in the diagnosis and treatment of various diseases that are cause health concerns. However, with advances in the development of different types of novel techniques such as UV-SERS and TERS, SERS will remain an indispensable technique showing a great promise for in vitro and in vivo disease detection.
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Section 3

Raman Spectroscopy for Low Dimensional Materials
Raman Spectroscopy and Mapping Analysis of Low-Dimensional Nanostructured Materials and Systems

Karthikeyan Krishnamoorthy and Sang-Jae Kim

Abstract

This chapter describes the use of Raman spectroscopy and mapping analysis for the characterization of low dimensional nanostructures, including 2D sheets (graphene oxide, graphene sheets, MoS$_2$, siloxene), and one-dimensional carbyne chains. The Raman mapping analysis and their application towards understanding the molecular level interactions in these low dimensional materials, nanostructured polymer composites, and nanopaints are also discussed. The stoichiometric composition and structure of these low dimensional materials were correlated with the Raman spectral and mapping analysis. Further, Raman spectroscopy for understanding or probing the mechanism of mechanical to electrical energy harvesting properties of carbyne films via the structural transformation from cumulene to polynyne networks of carbyne is demonstrated.

Keywords: Raman spectroscopy, Raman mapping, graphene oxide, graphene, MoS$_2$, siloxene, carbyne, nanocomposites

1. Introduction

Raman spectroscopy is a promising non-destructive testing of materials to understand their crystallinity, chemical bonding vibrations and effects of surface defects [1, 2]. The Raman spectroscopy becomes an important technique for the characterization of nanostructured materials, especially the two-dimensional (2D) materials (such as graphene, MoS$_2$, siloxene, metalenes), biomaterials, composites, and for understanding energy-conversion process in the recent years [3–5]. Additionally, these techniques are useful for criminological & forensic applications, biomedical applications, and as well as bio-sensors for health care sectors [6–8]. The basic principle of Raman spectroscopy relies on the “Raman effect”, i.e., the inelastic scattering of light which can directly probe vibration and rotational-vibration states of any molecules and/or materials [9]. In 1923, Smekal et al. predicted the Raman scattering of light using molecules explained via classical quantum theory which was experimentally observed by Raman and Krishnan in 1928 [10]. Based on this principle, nearly 25 types of Raman spectroscopic techniques are available for characterization of different materials for various applications. Some of them are (i) spontaneous Raman, (ii) hyper-Raman scattering, (iii) Fourier-transform
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Raman scattering, (iv) Raman-induced Kerr-effect spectroscopy and (v) stimulated-coherent Raman and so on [9]. There are numerous works discussed the fundamental principles and theory of Raman spectroscopy and their working mechanism were available in literature [11, 12]. In addition to these, Raman mapping is often used for identification of various information such as crystallinity, homogeneity, defect sites and molecular level bonding for materials science research [13, 14]. This book chapter focus on the use of Raman spectroscopy and mapping analysis for studying the molecular level vibrations in the 2D materials, composites, solid electrolyte entrapped in piezo-polymer matrix, low-dimensional materials such as carbyne chains, and probing method for elucidating the mechanism of energy harvesting in carbyne via mechanical stimuli.

2. Experimental section

2.1 Preparation of graphene oxide with different oxidation levels, graphene sheets and graphene nanopaint

The modified Hummers method is used for the preparation of graphene oxide sheets using the chemical reaction between graphite powders with potassium permanganate, and sulfuric acid. The oxidation degree of graphene oxide was varied via changing the concentration of potassium permanganate by keeping the remaining parameters constant as reported in our earlier work [15]. The graphene sheets were prepared via the reduction of graphene oxide using hydrazine hydrate in presence of ultrasound irradiation [16]. The graphene based nanopaint was obtained by mechanical milling process for 12 h using appropriate amount of graphene sheets (pigment) and alkyd resin binder. The graphene paint was coated on glass substrate using brush coating [17].

2.2 Preparation of 2D molybdenum disulphide nanosheets and quantum sheets

A hydrothermal method is used for the formation of MoS$_2$ on the surface of Mo foil (Mo source) using thiourea (sulfur source). The hydrothermal reaction process is carried out for 24 h at a temperature of 180 °C. The detailed experimental procedure can be seen from our reported work [18].

2.3 Preparation of 2D siloxene sheets

The siloxene nanosheets was obtained via topochemical de-intercalation reaction between calcium disilicide and conc. Hydrochloric acid at a temperature of 0 °C for four days [19].

2.4 Preparation of 2D antimonene

The 2D antimonene with nanodendrites structures anchored on the surface of the Ni foam was achieved via a facile electrochemical deposition process as mentioned in literature [20].

2.5 Preparation of proton conducting solid electrolyte-piezoelectric PVDF hybrids

The piezo-polymer electrolyte nanocomposite film made of phosphotungstic acid (PTA) solid electrolyte and PVDF were obtained by ultrasound irradiation
followed by solvent casting method [16]. Appropriate amount of PVDF was dis-
solved in dimethylacetamide and acetone with the use of ultrasonication in which
different weight ratios (5–25 wt%) of PTA electrolyte was added under mechanical
stirring and ultrasound irradiation process. Then, the entire solution was trans-
ferred into a Petri dish and allowed to dry at 70 °C for complete evaporation of the
solvents which led to the formation of PTA-PVDF piezo-electrolyte film via peel-off
process.

2.6 Preparation of free standing carbyne-enriched carbon (CEC) films

The CEC film was prepared by immersing the free-standing PVDF film in a
solution containing dehydrohalogenation mixture (potassium ethylate and tetrahy-
drofuran) in presence of ultrasound irradiation for 2 h [21, 22]. The change in color
from white (PVDF) into black (CEC) confirms the occurrence of dehydrohaloge-
nation process. Then, the CEC film was rinsed with ethanol to removal chemical
impurities and dried at 60 °C. The entire reaction was performed inside an Ar-filled
glove box.

2.7 Raman spectral and mapping acquisition

The Raman spectral and mapping acquisition of the samples were carried out
on a LabRam HR-Evolution Raman spectrometer (Horiba Jobin-Yvon, France). The
Raman system used an Ar+ ion laser operating at a laser power of 15 mW with an
excitation wavelength of 514 nm. The Raman mapping of samples were performed
over the desired area to obtain spectral arrays. The results are processed and
analyzed using software. The spectral arrays map was processed and analyzed using
classical least squares (CLS) fitting (multivariate analysis) method on LabSpec
(Ver. 6.2) software.

3. Results and discussion

3.1 Raman spectral studies of graphene oxide with various levels of oxidation

This section focused on the use of Raman spectroscopy as a promising tool for
characterizing graphene-based materials and their system. It is well known that
graphene sheets emerged as a material of this decade due to their wide-spread
properties and applications in variety of sectors [23]. For preparation of gram-
scale graphene sheets, researchers often used graphitic oxide or graphene oxide as
a starting material that is originally synthesized a century ago [24]. Graphene is a
one-atom thick sheet in which hexagonal carbon chains are present laterally [25].
The structure of graphene oxide is similar to that of graphene in which the carbon
atoms are bonded with different functional groups (hydroxyl, carbonyl, carboxyl,
and epoxide) [26]. The formation of these groups occurred because of oxidation of
graphite and removal of these groups lead to the formation of chemically derived
graphenes.

In general, the Raman spectrum of graphite possess G band (first order scatter-
ing of the $E_{2g}$ mode), D band cm$^{-1}$ (defects), and 2D band (c-axis stacking order)
at 1570, 1354, and 2700 cm$^{-1}$, respectively [1]. Figure 1(A) shows the Raman
spectra of graphene oxide sheets with different oxidation degrees (S1-S6 shows
the low to high oxidation content). It shows that the increase in oxidation degree
results in the shift of G band position (in comparison with graphite) towards
higher wavenumber and reaches to 1596 cm$^{-1}$ for the heavily oxidized graphene
oxide (Figure 1(B)) [15]. The full-width half maximum (FWHM) of the G band raised from 45 to 124 cm⁻¹ with increase in oxidation level (Figure 1(B)). The shift in G band position and increase in FWHM is due to the formation of different levels of sp³ hybridized carbons with respect to the oxidation process. Likewise, the D band in graphene oxide is broadened (increased FWHM) and highly intense in comparison with graphite, i.e., due to the formation more defects and disorders as a result of oxidation process [27]. The intensity of the 2D band reduces after oxidation process because of breaking of stacking order and new band is observed around 2950 cm⁻¹ that is denoted as D + G band. At much higher oxidation levels, the peak broadening of 2D band is observed. Figure 1(C) shows the plot of $I_{(D)}/I_{(G)}$ and $I_{(2D)}/I_{(G)}$ ratio versus the oxidation degree of graphene oxide. The $I_{(D)}/I_{(G)}$ ratio rises with initial increase in oxidation and decreased/saturated at higher degrees that is compensated by the higher FWHM. The variation of $I_{(2D)}/I_{(G)}$ ratio (Figure 1(C)) against the oxidation degree of graphene oxide indicating that they tend to decrease up to S-3 and increases at higher oxidation levels. These changes indicated the decrease in crystallinity and increase in amorphous nature in graphene oxide with increase in oxidation ranges. Further, the observed changes in overtone bands (2D, D + G and 2G), confirms the disruption of the stacking order in graphene oxide at higher oxidation level. The average crystallite size ($L_a$) of the sp² domains present in the prepared graphene oxides was determined in accordance with the method given by Cancodo et al. [28]. The $L_a$ values are 18.2, 11.2, 9.6, 15.6, 14.0, and 13.7 nm for the different graphene oxides (from S-1 to S-6), and these values are lesser than the $L_a$ of graphite (122 nm). These results indicated that there is no linear relation to quantify the amounts of sp³ and sp² domains present in graphene oxide with different oxidation degrees. Altogether, the Raman analysis showed the occurrence crystalline to amorphous transition with disruption of stacking order when graphite is oxidized into graphene oxide.

3.2 Raman spectral and mapping studies on graphene-based nanopaint

This section describes the use of Raman mapping for the identification of pigment dispersion in alkyd resin-based paint coating which utilizes graphene sheets as pigment and/or conductive agent. These electrically conductive paints are
of high significance with applications ranging from electromagnetic interference shielding, static charge dissipation, and space [29, 30]. The comparative Raman spectrum of graphene paint and alkyd resin is given in Figure 2(A). The spectrum of graphene paint coatings indicating the presence of G band (1585 cm⁻¹), and D band (1350 cm⁻¹) which confirms the presence of graphene sheets dispersed well in the alkyd resin binder [31, 32]. There were no bands related to the alkyd resin were observed in the Raman spectrum of graphene paint coating since the vibrations arise from graphene sheets overwhelms the vibrations of alkyd resin. The peak position and intensity ratios of finger imprint modes were used to study the spatial distribution of graphene sheets in the paint matrix. Figure 2(B)–(D) presents the peak position maps of graphene’s finger imprint bands such as D band (1350–1370 cm⁻¹), G band (1584–1590 cm⁻¹) and 2D band (2710 to 2730 cm⁻¹), respectively. In comparison with the Raman spectrum of bare graphene sheets alone, the G band is red shifted as a result of molecular level bonding between the graphene sheets with the functional groups of alkyd resin [17]. Additionally, G and 2D bands of graphene sheets were seen over the entire mapped regime of the paint coatings that is responsible for the observed electrical conductivity. Figure 2(E) shows the intensity ratio map of I_D/I_G band in the range from 0.20 to 0.55 (blue to yellow) revealed the interconnection between of sp² domains of graphene with alkyd resin counterparts in the prepared paint coating. The I_D/I_G ratio map (Figure 2(F)) is from of 0.25 to 0.65 (blue to yellow) indicating the restacking of graphene sheets (c-axis) occurred in the paint coating. This uniform distribution of restacked graphene sheets inside the alkyd resin matrix provides enough conductive channels to facilitate the electrical transport in the graphene paint [17].

3.3 Raman analysis of 2D materials directly grown on conductive substrate

In this section, we discuss about the use of Raman spectroscopy as a prominent tool understanding the crystallinity and layer numbers of 2D materials that are randomly or vertically oriented on the conductive substrates. Generally, binder-free electrodes neglecting the inclusion of insulating polymers are of great significance in electrochemical energy conversion and storage devices since they offer enhanced...
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electrochemical active sites [33, 34]. Usually, atomic force microscope (AFM) is
used for the understanding the thickness of the 2D sheets whereas this technique is
suitable only for laterally oriented sheets [35]. The AFM technique is not suitable for
measurements for samples such as randomly or vertically aligned sheets on conduc-
tive substrates due to the structural issues [18]. Herein, Raman spectroscopy and
mapping analysis are promising for these types of binder-free electrodes that are
mainly used in electrochemical energy devices.

In recent years, MoS2 sheets are considered as structural analogue to graphene
due to their structural integrity in which the covalently bonded S-Mo-S layers
were separated by Van der Waals forces [36]. These layered structure and redox
properties of Mo transition metal led to superior electrochemical charge-storage
properties (supercapacitors) which is extensively studied during this decade [37].
Additionally, the presence of band gap in MoS2 that make them as an ideal can-
didate for optoelectronic, field effect transistor, and photoelectrochemical cells
[38]. The specific capacitance of MoS2 electrode fabricated using conventional
slurry coating method is in the range of 80 to 120 F g−1 [39]. To boost the specific
capacitance, binder-free MoS2 electrodes were fabricated via growing MoS2
directly on conductive substrates such as Mo foil, and Ni foam. Interestingly,
the specific capacitance of MoS2/Mo foil increases upto 192 F g−1 that is higher
compared to many of the reported MoS2 based planar supercapacitor electrodes
and these electrodes possess better Columbic efficiency than others [18]. To
understand the structural properties of MoS2/Mo binder-free electrodes, Raman
mapping analysis were performed. Figure 3(A) shows the Raman spectrum of
MoS2 sheets randomly aligned on Mo foil. The presence of Raman fingerprint
bands of MoS2 at 381 cm−1 (E1 2g mode) and 405 cm−1 (A1g mode) is observed in
Figure 3(A). The intensity ratio between these bands, and their band positions
can be directly correlated to their thickness [40]. Figure 3(B) shows the integral
intensity ratio map of E1 2g/A1g modes shows that their ratio varies from 0.1 to 0.7.
Bulk MoS2 possess an intensity ratio of 0.7 whereas tri-, bi-, and mono- layered
MoS2 have an intensity ratio of 0.6, 0.3 and 0.1 based on previous works [41].
Therefore, Figure 3(B) confirms the presence of minor fractions with single-
layer MoS2 (blue color), major fractions with bi-layered MoS2 (green color),
few layered (n < 6) MoS2 (red color) and some bulk counterparts (yellow color)
present in the MoS2/Mo foil [18]. Figure 3(C) and (D) shows the peak position
maps of A1g and E1 2g modes which shows their variation from 403 to 410 cm−1
(bulk to single-layer) and from 380 to 386 cm−1 (bulk to single-layer), respectively
[18]. The presence of bulk and few-layered MoS2 is due to the initial phase of the
reaction due to Kirkendall effect and secondary phase resulting in the randomly
oriented sheets. Altogether, the Raman mapping analysis confirmed the presence
of few-layered MoS2 sheets (n < 5) and some bulk counterparts were grown on the
Mo foil.

Likewise, in our recent study, Raman spectroscopy coupled with mapping is
effectively used to quantify the thickness of the antimonene nanodendrites grown
on the surface of nickel foam via electrochemical deposition technique [20].
Antimonene is one of the important materials from the family of 2D metalenes
(P, Sb, As, and Bi) due to their semi-metallic properties [42], high carrier mobility
[43], oxidation resistant nature, and tuneable band gap that make them as alterna-
tive candidate for application in solar cells [44], CO2 reduction [45], biological
applications, supercapacitors, and batteries [20, 46]. Usually, antimonene sheets
can be prepared via exfoliation methods (mechanical or liquid phase) like other 2D
materials, whereas the yield is low. Recently, chemical/physical vapor deposition
techniques were used to grow antimonene on conductive substrates [47]. In our
recent work, we demonstrated the use of electrosynthesis route for the preparation of antimonene nanodendrites grown on nickel foam and these electrodes showed excellent charge-storage properties with a high specific capacity (1618 mA g\(^{-1}\)) than of the reported binder-free electrodes [20]. Herein, Raman mapping analysis is used for the identification of layer numbers in antimonene. Based on the \(\text{E}_{2g}/\text{A}_{1g}\) intensity ratio map of antimonene nanodendrites that showed a ratio values vary from 0.41 to 0.49, the presence of few-layered sheets in the prepared antimonene/Ni foam binder-free electrodes were confirmed [48].

### 3.4 Raman analysis of siloxene sheets

Siloxene sheets are one of the emerging materials from the 2D silicon family that can be prepared via topochemical reaction (given in Section 2.3) between CaSi\(_2\) (Figure 4(A)) with conc. HCl that results in the dissolution of calcium ions and oxidation of Si sheets (Figure 4(B)) [19, 49]. The structure of siloxene consists of Si\(_6\) rings interconnected through Si–O–Si bridges with the addition of surface-terminated hydroxyl groups as seen in Figure 4(C) [19]. Siloxene sheets can be explained as an oxidized form of silicene sheets, and the latter is known for their excellent conductivity comparable to that of graphene [50]. Further, the 2D siloxene or silicene sheets are highly useful for micro-electronic devices since existing technology is established based on silicon [19]. Recent studies on siloxene sheets shows that they are promising candidate for applications in water splitting, Li-ion batteries, supercapacitors, electrochemical sensors, and biomedical fields [51–54]. However, the structure of siloxene is quite complicated and there are different models (such as Weiss structure, chain-like structure, and Kautsky structure) were proposed till date [54]. The Raman spectrum of siloxene sheets (Figure 4(D)) showed the presence of two bands viz. (i) Si-O-Si (495 cm\(^{-1}\)) and Si-Si ((520 cm\(^{-1}\))

![Figure 3. Raman characterization of MoS\(_2\) nanosheets grown on Mo foil. (A) Raman spectrum, (B) \(\text{E}_{2g}/\text{A}_{1g}\) intensity ratio map, (C) \(\text{A}_{1g}\) peak position map, and (D) \(\text{E}_{2g}\) peak position map.](image-url)
which showed that Kautsky structure of siloxene [52]. The minor bands present at 375 cm\(^{-1}\) is due to \(\nu(\text{Si-Si})\) and others located at 640 and 740 cm\(^{-1}\) are originated from \(\nu(\text{Si-H})\). The peak position maps of Si-O-Si and Si-Si (Figure 4(E) and (F)) vibrations shows that they vary from 495 to 505 cm\(^{-1}\) and from 518 to 526 cm\(^{-1}\), respectively. Here, the Si-Si and Si-O-Si bonds relates to the crystalline and amorphous domains of the siloxene sheets [19], and therefore, their intensity ratio map was constructed as shown in Figure 4(G). The intensity ratio map of Si-O-Si/Si-Si bands revealed that they vary from 0.3 to 2.0 over the entire mapped region. This highlighted the heterogenous distribution of Si-O-Si bridged over the Si\(_6\) rings in the structure of siloxene and confirmed the presence of Kautsky structure [55].
3.5 Raman analysis of solid electrolyte-piezopolymer nanocomposite

Polymer electrolyte composites play a key role in a variety of electrochemical energy conversion-, storage, and delivery devices [56]. Recently, solid electrolyte entrapped piezo polymeric separators were developed by few researchers for direct applications in self-charging power (supercapacitor or battery) cells [57]. Herein, Raman spectral and mapping analysis are used to study the distribution of electrolyte ions inside the polymer matrix and also to understand the role of electrolyte ions on the self-poling properties to yield the electroactive phase in the PVDF [58]. The piezo-polymer electrolyte nanocomposite film was prepared via the method given in Section 2.5 which contains PTA electrolyte distributed in the PVDF matrix. Initial studies on the Raman spectrum of bare and electrolyte incorporated films showed the presence of α-phase (765 & 880 cm\(^{-1}\)) and electroactive β-phase (842 cm\(^{-1}\)) in the bare PVDF whereas the presence of band due to W-O stretching (1011 cm\(^{-1}\)) were found in the composite films [16]. The Raman spectral analysis of the piezo-electrolyte film shows that there were no changes found in the electroactive phases of PVDF due to the addition of PTA. Additionally, Raman mapping analysis is performed over an area of \(-1 \times 1 \mu m^2\) with acquisition of 100 spectral arrays to study the distribution of the PTA in the PVDF polymer. Figure 5(A) depicts the 3D array map of PTA-PVDF revealing the presence of γ (811 cm\(^{-1}\)) and β (842 cm\(^{-1}\)) phase of PVDF and W-O vibrations (1011 cm\(^{-1}\)) of PTA electrolyte [16]. The peak position map of β-phase (Figure 5(B)) shows that their positions vary from 838 to 839 cm\(^{-1}\) (blue to red regime) whereas the position of the W-O vibration (Figure 5(C)) ranged from 1006.6 to 1007.5 (blue to red regime). Figure 5(D) and (E) presents the Raman intensity maps of β-phase PVDF (842 cm\(^{-1}\)) and (W-O 1011 cm\(^{-1}\)) respectively. The intensity ratio maps of \(I_{W-O}/I_β\) (given in in Figure 5(F)) shows that these values are in the range from 1.198 (blue) to 1.202 (red) indicating a high order of homogeneity [16]. There is no drastic variation in the intensity ratio from which it can be concluded that PTA electrolyte is homogeneously dispersed well in the PVDF matrix [16].

3.6 Raman spectroscopy as a tool to probe the mechanical to electrical energy transduction process in CEC film

The digital photographs of the bare PVDF and CEC film (Figure 6(A)) shows the transformation of white to black-colored films as a result of dehydrohalogenation process [59]. The predicted structures of linear carbyne chain present in the CEC film in horizontal and vertical orientation is provided in (Figure 6(B) and (C). The 3D Raman array map of CEC film (Figure 6(D)) shows the presence of β-carbyne (cumulene) and carbonoid (sp, sp\(^2\), and sp\(^3\) hybridized carbon) networks at 1140 and 1540 cm\(^{-1}\), respectively [60]. The formation of sp\(^2\) and sp\(^3\) hybridized carbon can be explained via cross-linking reactions of adjacent sp-hybridized carbon in the carbyne chains during chemical reaction [22, 61]. The position map of the cumulene (Figure 6(E)) shows the width of about 40 cm\(^{-1}\) (blue to red-yellow color) as an indication of uniform distribution of \((\text{\textbackslash}text{\textasciicircum}C\text{=C\text{\textasciicircum}}\text{\textasciicircum})_n\text{\textbackslash})\) chains in the entire region of the CEC film. The carbonoid position map (Figure 6(F)) lies between 1525 and 1560 cm\(^{-1}\) (blue to red color) revealing the existence of sp- carbon in the mapped area. Figure 6(G) and (H) shows the intensity maps of cumulene and carbonoid bands of CEC. Figure 6(I) depicts the intensity-ratio map of cumulenic/carbonoid type carbon present in the CEC is in the range of 0.20 to 0.75, thus, confirmed the presence of uniformly distributed cumulene chains randomly oriented in the carbonoid species of the CEC [22].
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Figure 7(A) and (B) summarizes the mechanical to electrical energy transduction properties of the CEC film when subjected to an applied force. The CEC film generates an electrical voltage and current outputs of ~6.4 V and ~10 nA while...
subjected to an external applied force of 0.2 N [22]. The electrical output ranges were increased linearly with respect to an increase in forces, demonstrating their ideal electromechanical stability [62]. The observation of mechanical to electrical energy harvesting properties in carbon-based materials are not new. For instance, these types of properties were observed earlier in graphene sheets, graphene oxides, lithiated carbon fibers, carbon nanotubes (CNT), twisting CNT yarn, and graphene nitrides very recently [63–66]. However, the mechanism of energy harvesting in these carbons are different to each other. Very recently, Raman spectroscopy is used to probe the presence of alkene/alkyne transition as a cause for the electrochemical actuation process involved in graphdiyne [67]. Considering the physical properties of carbynes that can be tuned upon subjected to any form of external stimuli, and the recent theoretical studies, it is possible that chemical bonding/structural transformation can be occurred in CEC when subjected to mechanical deformation. Therefore, ex-situ Raman spectral analysis of CEC (in deformed state) as shown in Figure 7(C) is analyzed to understand their detailed mechanism of energy transduction process. In comparison to the Raman spectrum of CEC film recorded at normal states, the ex-situ Raman analysis obtained at deformed state showed interesting observations as follows: (i) The cumulenic band is retained in the CEC even at deformed condition, (ii) the origin of D band (~1370 cm\(^{-1}\)) as a
result of deformation induced defects at the surface states [68, 69], (iii) occurrence of band splitting of the carbonoid band into G̀ (1540 cm\(^{-1}\)) and Ǵ (1590 cm\(^{-1}\)) bands due to origin of semiconducting behavior [68, 70], and (iv) the appearance of new bands over the region 1750 to 2300 cm\(^{-1}\) corresponding to the polynne type sp\(^2\)-carbon [71, 72]. These findings demonstrated the structural transformation of carbonoid type carbon in the CEC into semiconducting-type and polynne-type carbons via mechanical deformation which is the reason for the observed mechanical to electrical energy conversion in CEC. Moreover, these experimental results support the theoretical analysis on “electronic flexoelectricity” in low-dimensional carbon nanostructures subjected to mechanical deformation [73, 74].

4. Conclusions

This chapter describes the use of Raman spectroscopy and mapping analysis for the characterization for low-dimensional nanostructured materials, paint coatings, and solid electrolyte- piezo-polymer composites. Further, utilization of Raman spectroscopy to monitor the molecular level changes occurred in carbyne-enriched carbyne film based mechanical energy harvester when they are subjected to applied force is also described. Overall, this chapter provides a novel insight for the use of Raman spectroscopy and mapping as an important tool for characterization of low-dimensional nanostructures.
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Chapter 12

Tip-Enhanced Raman Spectroscopy of 2D Semiconductors

Mahfujur Rahaman and Dietrich R.T. Zahn

Abstract

Two-dimensional (2D) semiconductors are one of the most extensively studied modern materials showing potentials in a large spectrum of applications from electronics/optoelectronics to photocatalysis and CO₂ reduction. These materials possess astonishing optical, electronic, and mechanical properties, which are different from their bulk counterparts. Due to strong dielectric screening, local heterogeneities such as edges, grain boundaries, defects, strain, doping, chemical bonding, and molecular orientation dictate their physical properties to a great extent. Therefore, there is a growing demand of probing such heterogeneities and their effects on the physical properties of 2D semiconductors on site in a label-free and non-destructive way. Tip-enhanced Raman spectroscopy (TERS), which combines the merits of both scanning probe microscopy and Raman spectroscopy, has experienced tremendous progress since its introduction in the early 2000s and is capable of local spectroscopic investigation with (sub-) nanometer spatial resolution. Introducing this technique to 2D semiconductors not only enables us to understand the effects of local heterogeneities, it can also provide new insights opening the door for novel quantum mechanical applications. This book chapter sheds light on the recent progress of local spectroscopic investigation and chemical imaging of 2D semiconductors using TERS. It also provides a basic discussion of Raman selection rules of 2D semiconductors important to understand TERS results. Finally, a brief outlook regarding the potential of TERS in the field of 2D semiconductors is provided.

Keywords: TERS, Raman spectroscopy, 2D semiconductors, TMDC, MMC, plasmonics, nanoscale chemical imaging, local heterogeneities

1. Introduction

The ability of isolating stable, atomically thin monolayers of layered materials stimulated a new field of atomic-scale interface physics, with tremendous potential for novel quantum optoelectronic applications [1]. Graphene, the first isolated 2D material consisting of an atomically thin carbon sheet provides much stronger mechanical strength and electrical or heat conductivity compared to its bulk counterpart graphite [2–4]. Thus, graphene was predicted to have great impact on devices with ballistic charge transport or quantum anomalous Hall effect [5]. However, the lack of a bandgap coupled with challenges and consequences associated to the attempts of bandgap opening hinders its application as an active material in
semiconducting devices [6]. In this context, 2D semiconductors have attracted significant attention owing to their suitable bandgap required for optoelectronic applications. Some of these semiconductors already possess carrier mobilities that can outperform existing Si CMOS technology at the scaling limit, although they are affected by some other limiting factors [7]. Therefore, extensive research is going on to gain both fundamental understanding of these materials and to explore new 2D semiconductors for potential applications.

One of the novel aspects of 2D semiconductors is that their optical properties can be tuned as a function of layer number [8]. The most famous 2D semiconductors in this respect are the transition metal dichalcogenides (TMDCs). For example, in bulk TMDCs are indirect bandgap semiconductors, which can be tuned upward ~1 eV with decreasing layer number down to monolayer. More importantly, the nature of the bandgap also changes from indirect to direct at the monolayer thickness [9]. Density functional theory (DFT) predicts that the direct excitonic transition energy at the Brillouin zone (BZ) K point in TMDCs hardly shows any dependence with respect to the layer thickness [9]. However, the indirect transition along the \( \Gamma - Q \) (valence band – conduction band) direction (the smallest energy gap in the bulk, \( i.e. \) the bandgap) increases monotonically as the layer number decreases. Therefore, at monolayer thickness the direct transition becomes smaller than the indirect gap and hence the TMDC becomes a direct bandgap semiconductor. Black phosphorous (BP) also exhibits a similar behavior (from 0.3 eV in bulk to 1.5 eV in monolayer) whereas the nature of the bandgap remains direct due to strong interlayer coupling [10]. Other 2D semiconductors such as, metal monochalcogenides (MMCs) are direct bandgap semiconductors in bulk and turn into indirect bandgap semiconductor at some thicknesses as the layer number decreases [11, 12].

Even though these semiconductors are few atoms thick, some of them can absorb up to 15% of light in the visible range due to strong light-matter interaction [13]. The dramatically reduced dielectric screening in the out-of-plane direction creates strongly bound excitons with binding energies in the range of few hundreds of meV [14, 15]. Therefore, their optical response is dominated by excitons or multi-particle complexes at room temperature (RT) [16, 17]. Atomically flat dangling bond free surfaces of these materials are free from career scattering caused by surface roughness, which can lead to high performance optoelectronic devices with large on–off ratio (~10^8), photoresponsivity (~ 10^7 mAW^-1), and career mobility (10^5 cm^2V^-1 s^-1) at RT [7, 18, 19]. Both few layer BP and InSe based field effect transistors show comparable career mobility (10^3 cm^2V^-1 s^-1) at RT suggesting they can outperform Si based CMOS at the scaling limits [20]. However, BP suffers from poor stability in air [21] and the polar nature of InSe leads to layer dependent Fröhlich interaction [22] and thus optical phonon limited career mobility.

For all the extraordinary optoelectronic properties of 2D semiconductors, the influence of local heterogeneities such as edges, grain boundaries, defects, strain, doping, chemical bonding etc. are very crucial due to the strong Coulomb screening in these systems [23, 24]. Therefore, a powerful analytical technique, which is capable of studying chemical structures, phase, stress, impurities, molecular interaction etc. at the nanoscale, is essential to understand the underlying physics important for device applications. Raman spectroscopy meets all criteria when it comes to measure these heterogeneities at the micro-scale. It has been frequently applied as a non-destructive and straightforward to measure technique to study 2D semiconductors over the last decade [25]. However, the major disadvantages of this technique are its low sensitivity and optical diffraction limited spatial resolution. While typically one in every 10^5–10^7 scattered photons is counted for Raman scattering, the typical spatial resolution of conventional micro-Raman scattering is in the range of 0.5 to 1 \( \mu \)m. Hence, both of these characteristics limit Raman
spectroscopy from acquiring the local heterogeneous information stated above. Therefore, tip-enhanced Raman spectroscopy (TERS) has become a popular analytical technique for studying 2D semiconductors in recent years [26]. It combines the benefits of both scanning probe microscopy (SPM) and Raman spectroscopy, thus permits a very good spatial resolution and high sensitivity for local spectroscopic investigation and chemical imaging. In this chapter, we start with discussing the principle of TERS by explaining the technical aspects of it. Then, recent developments and applications of TERS of 2D semiconductors are discussed. Finally, conclusions and future directions of TERS of 2D semiconductors are addressed.

2. Principle of TERS

Raman scattering is at the core of TERS, which is light inelastically scattered by elementary excitations such as vibrational modes (phonons) in the material probed. Consequently photons are emitted that are shifted in energy with respect to the energy of the exciting light. The shifts are directly correlated to the phonon frequencies of the material. This effect was first observed by C. V. Raman in 1928 and thus named after him [27]. The fundamentals and the various aspects of Raman scattering are comprehensively covered e.g. in the book series “Light Scattering in Solids I-IX” [28, 29]. Here, we would like to point out a few facts, which are relevant for TERS. First, the Raman process in matter involves the instantaneous absorption of a photon, excitation of the electronic system, scattering of electron or hole by a vibrational mode or phonon, and relaxation of the excited state accompanied by the emission of a photon. This higher order process has an extremely weak Raman scattering cross section (typically $10^{-26}$ to $10^{-31}$ cm$^2$) [30, 31]. The intensity of the inelastically scattered Raman light is thus orders of magnitude weaker than the elastically scattered Rayleigh light, which imposes the need of strong reduction of the elastically scattered light by the Raman spectrometers. The weakness of Raman scattering is especially critical if the amount of matter and/or the available scattering volume are very small as is the case for low-dimensional structures such as quantum dots or 2D semiconductors. For such samples, enhancement mechanisms are employed. An important one is resonance enhancement, for which the exciting light is tuned to a real electronic transition of the sample leading to strong optical absorption and consequently stronger Raman scattering (typically two orders of magnitude). However, this may not be sufficient for low-dimensional systems and thus further enhancement e.g. by using surface-enhanced Raman scattering (SERS) is required. SERS has seen tremendous increase in applications in recent years [32]. Compared to conventional Raman cross sections SERS cross section can be up to ten orders of magnitude larger allowing e.g. single molecule detection [33–35]. SERS uses metallic nanostructures to create a very strong electric field via localized surface plasmon resonances (LSPR) or lightening rod effects also known as plasmonic effects [36]. Besides a local electromagnetic (EM) field enhancement, photo-driven charge transfer (CT) mechanisms can also lead to an additional enhancement factor of up to $10^3$ [34]. Despite the remarkable improvement compared to conventional Raman scattering, SERS still suffers from the optically diffraction limit and is restricted to resolve spatial chemical information beyond 200 nm [26]. TERS can also be esteemed as the ultimate case of SERS with the SPM tip acting as the single metallic nanostructure enhancing the Raman cross section. The photon emitted in the Raman process is shifted in energy with respect to the photon energy of the exciting light towards higher (anti-Stokes) or lower energy (Stokes) by the energy of the elementary excitation (phonon) depending on whether a phonon is absorbed or emitted. The Stokes-shifted part of the Raman
spectrum is predominantly probed in Raman experiments. As the Raman shift directly reflects the energy of the elementary excitation (phonon), it can directly be used to identify materials. Moreover, the intensity (under non-resonant conditions) is related to the number of scatterers (scattering volume), while the energy position and the lineshape can be influenced by parameters such as temperature, strain, doping, and crystallinity. Finally, the Raman scattering process obeys symmetry selection rules, which are represented by the so-called Raman tensors (derivative of the polarization tensors with respect to the phonon elongation). By choosing the polarization of the incident and scattered light it is possible to probe distinct components of the Raman tensor. The Raman selection rules can be altered by e.g. electric fields, strain, and by reduced dimensionality as well as by the presence of the SPM tip inducing strong electric field gradients.

TERS works using the same principal as SERS, i.e. it utilizes the plasmonic enhancement around a sharp metallic tip. However, unlike SERS it employs a single SPM tip to collect local phonon information by taking advantage of the lateral resolution of SPM [37, 38]. When excited by a suitable photon energy, the collective oscillation of the conduction band electrons in the sharp metallic tip amplifies and confines the optical field in the vicinity of the tip apex. The resulting enhancement of the EM field then produces Raman scattering from a nanoscopic volume of the sample under the apex. The general schematic of the TERS mechanism is shown in Figure 1a. For simplification the tip apex can be assumed as shown in the schematic to be a metal sphere acting as the metal nanostructure prerequisite for the plasmonic enhancement. When an EM wave with \(E\) field parallel to the tip long axis excites the tip, a strong plasmonic field (also known as local electric field or simply local field) is created around the apex since the metal nanostructure can facilitate both LSPR and lightening rod effect. A finite element method (FEM) simulation of the plasmonic field enhancement around the Au tip apex with a radius of 10 nm at 638 nm excitation is presented in Figure 1b. The local field amplitude is enhanced by a factor of 5 at the tip apex. Since, the Raman scattering is approximately proportional to the fourth power of the excitation field, TERS can thus amplify the local Raman information by a factor of 625 under these simulated conditions. The lightning rod effect is introduced by the anisotropy of the tip geometry (the larger the anisotropy, the stronger the field enhancement) and thus independent of the excitation wavelength. However, the LSPR is created due to the collective oscillation of conduction band electrons at the metal surface. Therefore, several factors influence the LSPR energy and oscillator strength, such as material, size, shape, and dielectric interface [36, 39, 40]. Gold and silver are the two most widely used noble metals for TERS tips. Both metals reveal small dielectric loss, stability in air, and tunability of the LSPR in the visible spectrum. Importantly, they both have some advantages and disadvantages, which become critical deciding factors for
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**Figure 1.**
Schematic representation of TERS (a) and FEM simulation of the plasmonic field enhancement at the tip apex for an Au tip (b).
TERS applications. For example, silver shows a more pronounced plasmonic effect but gold provides a better environmental stability. Thus, the latter makes gold the more popular material for TERS tips. Additionally, for the same size and shape of the apex, the LSPR of a tip made of Ag lies at a higher energy than that of an Au tip [36]. Therefore, Ag tips are more commonly in use for green excitation and Au tips are more suitable for red and near-IR TERS applications.

The TERS schematic shown in Figure 1a is also known as conventional TERS, in which the local electric field is created by the tip dipole oscillation. The TERS sensitivity (i.e., enhancement factor, EF, and spatial resolution, SR) is moderate in a conventional TERS geometry. Hence, a usual practice of increasing TERS sensitivity multifold is to introduce a metal substrate, which then creates an image dipole inside the substrate [41]. Thus, the combined tip-substrate system acts as a dimer and enhances the sensitivity to a great extent such that the EF can reach more than three order of magnitude higher values than that in the conventional TERS [42]. This way of enhancing the TERS sensitivity is also known as gap-mode TERS configuration.

Figure 2a displays the schematic of the gap-mode TERS configuration. The strength of the dimer coupling and consequently the gap-mode TERS sensitivity depend on the tip-substrate distance \( d \). A comparison of generated local electric field distribution around an Au tip apex in conventional TERS and gap-mode TERS is presented in Figure 2b and c. As can be seen, the enhancement of the local electric field amplitude in the case of conventional TERS is almost 20 times smaller than that in the gap-mode TERS configuration. The spatial resolution of gap-mode TERS is also superior to that of the conventional TERS. The full width at half maximum (FWHM) of the local electric field \( E_{loc} \) distribution around the tip apex in conventional TERS is proportional to \((\sim 1.345(R + d))\), where \( R \) is the tip radius and \( d \) is the distance between the sample surface and the tip apex [41]. However, in the case of gap-mode TERS the FWHM of the \( E_{loc} \) distribution is given by \( 2\sqrt{Rd} \) as shown in Figure 2d [37]. Since the TERS intensity is proportional to the fourth power of \( E_{loc} \), the TERS SR also turns out to be much smaller than that in the conventional geometry. The analysis of SR can be performed using the schematic shown in Figure 2a. The potential drop between the tip sphere and the image sphere can be written as \( \Delta V = |E_{loc}|d \); whereas the potential difference between two
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**Figure 2.** Schematic of the gap-mode TERS configuration (a). Comparison of local electric field distribution between conventional (b) and gap-mode TERS (c). Local electric field amplitude (d) and TERS enhancement (e) in a gap-mode configuration shown in (c) calculated for a tip-substrate distance of 1 nm. TERS EF (f) and SR (g) in a gap-mode TERS configuration as a function of tip diameter. The tip-substrate distance was kept at 1 nm.

Figure (a) to (e) reproduced from ref. [37] with permission from the Royal Society of Chemistry and (f) and (g) from ref. [38].

Tip-Enhanced Raman Spectroscopy of 2D Semiconductors
DOI: http://dx.doi.org/10.5772/intechopen.99817
sites in the absence of these two spheres can be expressed as $\Delta V = |E_0|(2R + d)$, $E_0$ is the incident field. Since, the spheres are equipotential, we can thus write

$$\Delta V = |E_0|(2R + d) = |E_{loc}|d$$

(1)

For a certain tip-substrate geometry both $R$ and $d$ are fixed at the smallest distance from the tip apex to the sample surface being $d$, which is along the center of the electric field lines. Therefore, the lateral offset of the electric field from the center can be written as [38].

$$|E_{loc}(x)| = \frac{\Delta V}{2R + d - 2\sqrt{R^2 - x^2}}$$

(2)

For the TERS intensity Eq. (2) becomes

$$|E_{loc}(x)|^4 = \left(\frac{\Delta V}{2R + d - 2\sqrt{R^2 - x^2}}\right)^4$$

(3)

At $x = 0$, $|E_{loc}|^4$ has a maximum of $(\Delta V/d)^4$. Hence, at half maximum we can write

$$2d^4 = \left(2R + d - 2\sqrt{R^2 - x^2}\right)^4$$

(4)

For a very small $d$ and $R\gg d$, we can neglect the terms containing $d^2$. Thus, the SR of gap-mode TERS becomes

$$SR = 2\sqrt{\left(\sqrt{2} - 1\right)Rd} \approx 0.87\sqrt{Rd}$$

(5)

A more detailed theoretical study of the TERS enhancement and spatial resolution in gap-mode TERS as a function of tip diameter is shown in Figure 2f–g. The tip-substrate distance $d$ was kept fixed at 1 nm in the simulation. Both the calculated TERS EF and SR under 638 nm excitation show two distinctive regimes, one below and the other above a tip size of 28 nm. The sharp increase of the TERS EF and SR below 28 nm of the tip diameter is due to the lightning rod effect. On contrary, the slow increment of both EF and SR above 28 nm is the result of the LSPR of the tip apex. The red asterisks in the SR graph (Figure 2g) represent the results of Eq. (5) in very good agreement to the SR calculated from the LSPR contribution of the tip apex. Eq. (5) clearly indicates that for a given tip radius both EF and SR can be amplified by reducing the distance $d$. However, at very small $d$, the quantum mechanical effects such as non-local screening effects and electron tunneling weaken the TERS sensitivity and impose an unavoidable limiting factor avoiding a singularity at $d = 0$ [43, 44].

3. Surface selection rules of TERS in 2D semiconductors

According to the FEM simulations, the overall electric field intensity beneath the tip apex is zero for an incident beam polarized along the XY plane as shown in Figure 3a. Therefore, for an incident beam polarized along the $z$-direction (along the tip long axis) the intensity enhancement matrix can be written as [26].
The above enhancement condition is also applicable for the gap-mode TERS configuration. Hence, for a side-illumination geometry at an incident angle, which satisfies the tip polarization condition, a tip in gap-mode TERS configuration confines and enhances the $E_{\text{loc}}$ along $z$-direction as shown in Figure 3b. Thus, the TERS intensity can be expressed as

$$I_{\text{TERS}} \propto |G_{\omega_a} \cdot \alpha'_{zz} \cdot G_{\omega_s}|^2$$

(7)

$G_{\omega_a}$ and $G_{\omega_s}$ are the intensity enhancement matrices for incident and scattered light. $\alpha'_{zz}$ is the Raman tensor involved in a vibrational mode along the $z$-direction, which can be derived from the $3 \times 3$ matrix of the anisotropic polarizability tensor associated to the phonon vibrations as follows

$$\alpha = \begin{pmatrix} \alpha_{xx} & \alpha_{xy} & \alpha_{xz} \\ \alpha_{yx} & \alpha_{yy} & \alpha_{yz} \\ \alpha_{zx} & \alpha_{zy} & \alpha_{zz} \end{pmatrix}$$

(8)

The idea of surface selection rules was first conceptualized by Moskovits on flat metallic surfaces [45]. Due to the adsorption of molecules on a flat metal surface, they will experience a different electric field, since incident light is reflected off the metal substrate. Assuming both $s$- and $p$-polarized incident light causing Raman scattering, the scattered radiation at any given angle of incidence, $\phi$, consists of superposition of two waves as given by [45]

$$E'_s = (1 + r'_s) p_s$$
$$E'_p = p_p \left(1 - r'_p\right) \cos \phi' + p_s \left(1 + r'_p\right) \sin \phi'$$

(9)

The primes are associated to the scattered radiation, $r_s$ and $r_p$ are the respective Fresnel reflection coefficient, and $p_i$ is the polarization inside the molecule expressed by $p = aE$, where $a$ can be derived from Eq. (8). The four components associated to the Raman experiment are $ss$, $sp$, $ps$, and $pp$, the first and second letters refer to the incident and scattered light polarization, respectively. In the limit of a very good reflector, all the components except pp reduce to zero, since $r_s \approx 1$ and $r_p \approx 1$. Therefore, the effective Raman scattering intensity becomes

Figure 3. Incident light polarization dependent $E_{\text{loc}}$ distribution around the tip apex (a). Schematic of the gap-mode TERS in the side-illumination geometry (b). The dashed line projects the normal to the basal plane of 2D semiconductor at any given geometrical situation, which is inclined at an angle $\theta$ to the z-axis.
According to Eq. (10) the effective Raman scattering depends on the $z$-component of the Raman tensor, normally not measured in ordinary Raman spectroscopy. However, in the gap-mode TERS configuration the coupling between the phonon with tensor elements having $z$-component and the $E_{loc}$ changes the TERS intensity dramatically leading to so-called TERS selection rules.

In a real situation, the normal to the 2D material basal plane is parallel to the direction of $E_{loc}$ (i.e. $\theta = 0$ in Figure 3b) in a Raman backscattering geometry. Therefore, one can expect that the TERS signal is only associated to the $\alpha_{0zz}$ component. However, if the normal to the 2D basal plane is tilted by an angle $\theta$ due to local structural deformation, other components of the Raman tensor also contribute to the overall TERS response.

It is also worth noting that above mentioned assumption is a simplified model, which does not consider interface chemistry. For example, in the case of chemisorption the molecular geometry or orientation may alter significantly leading to the breaking of the Raman selection rules. In such cases, some Raman inactive modes can become Raman active [46]. Moreover, light-plasmon coupling in a nanocavity between the tip and the metal substrate can lead to the alteration of classical Raman selection due to photon tunneling through perturbation of the evanescent field [47].

In polarization dependent Raman measurements we observe the scattered light intensity as a function of polarization directions of both the incident and scattered light. The Raman intensity can be written as

$$I \propto |e_s^\ast R e_i|^2 \quad (11)$$

Here, $e_s$ and $e_i$ are the unit vectors of the electric field of the scattered and incident light and $R$ is a second rank tensor also called Raman tensor derived from Eq. (8). There is plenty of literature including text books available discussing polarization and Raman tensors in conventional Raman measurements [25, 50–52]. In this chapter, we revisit the Raman tensors of first order Raman modes in 2D semiconductors, which are important to understand the TERS selection rules. Group theory analysis tells us that the Raman active phonon modes belong to the irreducible representations, the basis function of which contain quadratic terms of $x$, $y$, $z$. Thus, to have non-zero Raman intensity at a given $e_s$ and $e_i$ geometry, $R$ should have a non-zero matrix element. The Raman tensors of three first order Raman modes in 2D semiconductors ($D_{3h}$ point group) are presented below [25, 50].

$$R(E', xy) = \begin{pmatrix} 0 & d & 0 \\ d & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}$$

$$R(E', x^2 - y^2) = \begin{pmatrix} -c & 0 & 0 \\ 0 & -c & 0 \\ 0 & 0 & 0 \end{pmatrix}$$

$$R(A'_1, x^2 + y^2 and z^2) = \begin{pmatrix} a & 0 & 0 \\ 0 & a & 0 \\ 0 & 0 & b \end{pmatrix} \quad (12)$$
There is one more doubly degenerate Raman mode with $E''_0$ ($E_1g$) symmetry available in 2D semiconductors, which is forbidden in backscattering geometry. Therefore, the discussion of this mode is omitted here. Interested readers can learn more about this phonon feature in this review [50]. From Eq. (12) it is clear that the out-of-plane, $A_{1g}$ ($A_{1g}$) phonon mode has a Raman tensor component along $z$-direction ($\alpha_{zz}$). Therefore, the $A_{1g}$ Raman mode is strongly sensitive to the TERS geometry. Since other modes are active in cross polarization geometry, they can still be observed in side-illumination TERS configuration, even though the TERS intensity is not as enhanced as for the out-of-plane Raman mode. An experimental demonstration of TERS selection rules on MoS$_2$ is shown in Figure 4 [48, 49]. In the case of few layer MoS$_2$ on an Au surface and resonantly excited by a 638 nm laser the far-field contribution on the substrate close to the flake shows comparable intensity of the in-plane $E_{2g}$ and out-of-plane $A_{1g}$ mode (Figure 4a). However, as the tip approaches the flake, the out-of-plane $A_{1g}$ mode enhances significantly [48]. Similarly, a marked TERS enhancement of the $A_{2u}$ mode is observed from the monolayer MoS$_2$ deposited on Au nanodisc arrays on Si substrate and excited by 785 nm excitation (Figure 4b). Due to the below bandgap excitation (bandgap of monolayer MoS$_2$ is $\approx 660$ nm) only the in-plane $E_{2g}$ mode is observed in micro-Raman spectra. In contrast, TERS spectra of monolayer MoS$_2$ on Au nanodisc show a significant modification with a giant enhancement of the $A_{2u}$ mode. Together with other factors (as discussed later in this chapter), the TERS selection rules amplify multifold the out-of-plane phonon modes [49].

Another important aspect of TERS selection rules is demonstrated by the enhancement of the infra-red (IR) active out-of-plane $A_{2u}$ mode in both works. As shown in Figures 2 and 3, the tip-substrate dimer system creates a strong dipole moment in the nanocavity (or even sub-nanocavity) resulting in a strong out-of-plane $E_{loc}$. Therefore, IR active phonon modes, which induce a transition dipole moment parallel to the $E_{loc}$, can also be strongly enhanced. Since the IR active $A_{2u}$ phonon vibration creates a transition dipole moment perpendicular to the MoS$_2$ basal plane, it couples to the $E_{loc}$ at the tip-substrate nanocavity polarized along $z$-direction. This is remarkable since the $A_{2u}$ phonon mode is Raman forbidden and only observed in resonant Raman conditions. Therefore, Voronine et al. [48] could still see this mode on the substrate as a far field contribution. However, the strong plasmonic field created at the tip-nanodisc nanocavity is able to not only excite this Raman forbidden IR mode, but also amplify it significantly under non-resonant 785 nm excitation as shown in Figure 4b [49].
4. Local phonon properties in 2D semiconductors

4.1 Strain induced local bandgap modulation

Strain plays an important role in manipulating optoelectronic properties of 2D semiconductors. The remarkable strength of 2D semiconductors such as TMDCs compared to other conventional semiconductors makes them well suited for straintronics applications. For example, a MoS2 monolayer can sustain a large biaxial strain >10%; whereas bulk silicon usually breaks at a strain of ~1.5% [53]. This extraordinary property of 2D semiconductors has led to burgeoning research of strain engineered optoelectronic properties in recent times [53–55]. Among them, most of the studies provide macro/microscale information of strain induced optoelectronic manipulation using conventional optical spectroscopy. In contrast, the local modification of band structures due to spatially inhomogeneous strain distribution on the nanoscale is much less explored. Like the band structure, phonons in 2D semiconductors are directly affected by a wide range of parameters including strain [56, 57]. Therefore, Raman spectroscopy, one of the most frequently used non-destructive spectroscopies, becomes a powerful technique to investigate the different components of strain and their effect on optoelectronic properties of these semiconductors. Due to energy and momentum conservation, phonons participating in first order Raman scattering processes need to satisfy the wavevector condition \( q \approx 0 \) (i.e. near the \( \Gamma \) point in the crystal). Though, phonons with non-zero \( q \) can also contribute to the Raman signals. However, they require two or more scattering processes assisted by a real electronic transition, a process called resonant-Raman scattering [58]. Hence, monitoring both the first order and the higher order Raman modes can provide quantitative knowledge of strain and its impact on the electronic structure of 2D semiconductors. Additionally, both tip enhanced photoluminescence (TEPL) and TERS can be performed simultaneously and can be used as complementary techniques to investigate local strain effects on the excitonic response. Though, special care needs to be taken to interpret the results since PL intensity, lineshape, and spectral position also depend on other local heterogeneities [24].

The two well-studied first order Raman modes in TMDCs are in-plane \( E_{2g} \) and out-of-plane \( A_{1g} \). Using the combination of both experiments and \textit{ab initio} calculations shows that the in-plane \( E_{2g} \) mode is more sensitive to uni- or bi-axial strain than the out-of-plane \( A_{1g} \) mode [56, 60]. TERS reveals similar behavior for multilayer and monolayer TMDCs when probing highly localized strain at the nanoscale. Rahaman \textit{et al}. studied local strain heterogeneities in 3 L MoS2 caused by a nanostructured gold substrate using TERS with a spatial resolution of less than 25 nm [59]. TERS measurements were performed in a side-illumination geometry under 638 nm excitation. When deposited on hexagonal periodic arrays of gold nanotriangles, 3 L MoS2 underwent local deformations on top and in between the nanotriangles as shown in Figure 5a. Hence, this is an ideal system to study the local flexibility at the nanoscale. Looking at the AFM topography and the 2nd order derivative of it, which represents the local curvature image (Figure 5b), it is clear that a variety of deformations caused strain inhomogeneities in MoS2. The center of the valley is unstrained and the twisted areas between two gold nanotriangles is most strained. The corresponding TERS map together with selective TERS spectra of the MoS2/Au heterostructure are presented in Figure 5c and d. As explained in the previous section the out-of-plane \( A_{1g} \) mode is found to be more enhanced than the in-plane \( E_{2g} \) mode due to TERS selection rules. After deconvoluting all the spectra using voigt functions, the frequency shift of the in-plane \( E_{2g} \) mode agrees
well with the local curvature image and a maximum strain of 1.4% is determined in the twisted regions from the frequency shift of 4.2 cm$^{-1}$. However, at the corner of the nanotriangles the strain is calculated to be $\sim 0.9\%$ from a frequency shift of 2.6 cm$^{-1}$ of the $E_{2g}$ mode. The same authors then studied monolayer MoS$_2$ on top of gold nanodiscs and observed a similar amount of strain at the rim of the discs [49]. It is important to note that the above described TERS experiments were performed in resonant Raman condition with 638 nm excitation (excitation close to the $A_1$ optical transition in MoS$_2$) [61]. Therefore, there are as many as seven Raman features observed in the TERS spectra together with the two first order Raman modes ($E_{2g}$ and $A_{1g}$). The Raman band around 378 cm$^{-1}$ is the in-plane $E_{2g}(M)$ [62]. However, some reports argued that Davydov splitting of the in-plane $E_{2g}(\Gamma)$ should appear around this frequency position as well [13]. The feature around 390 cm$^{-1}$ is a Raman inactive $E_{1u}$ excited due to the resonant Raman condition in the TERS configuration [63]. The Raman mode around 410 cm$^{-1}$ is an out-of-plane $A_{1g}$ phonon in the vicinity of the $M$ point of the BZ and analogous to the mode $E_{2g}(M)$. The frequency around 420 cm$^{-1}$ is attributed to a two phonon process involving a successive emission of a dispersive longitudinal quasi-acoustic (QA) phonon and a dispersionless transverse optical (TO) phonon along the $c$-axis [64]. The broad feature around 450 cm$^{-1}$ is a convolution of minimum three modes. The first one around 440 cm$^{-1}$ is $E_{2g}(\Gamma) + A_{1g}(\Gamma)$ [62]. The frequency centered around 450 cm$^{-1}$ involves two phonons of the longitudinal acoustic branch with opposite momenta at the $M$ point of BZ ($2LA(M)$) [65], and the third feature around 460 cm$^{-1}$ is the infrared active $A_{2g}$ mode as discussed in the previous section.

The rich variety of second order Raman features in MoS$_2$ in resonant Raman condition also yields important information about its physical properties and the electronic band structure. Zhang et al. performed similar TERS experiments on monolayer MoS$_2$ deposited on gold nanopyramids and by combining TERS and TEPL they probed the nanoscale variation of the electronic band structure induced by strain [60]. Under resonance excitation, a few of the second order Raman features in MoS$_2$ were assigned to longitudinal acoustic (LA) and/or transverse acoustic (TA) phonons. These Raman bands scatter light through intervalley resonant scattering of the excited electrons by phonons when excited near the $B$ exciton.
energy. The process is known as double resonance Raman scattering (DRRS) and is similar to the process that leads to the creation of the $D$ and $2D$ band in graphene/graphite [66, 67]. The DRRS process is explained by the schematic shown in Figure 6a. After the excitation of an e-h pair near the $K$ valley of BZ, the excited electron is inelastically scattered from $K$ to the $K'$ valley by the emission of a phonon. In the relaxation process the excited electron is then inelastically scattered back to the $K$ valley by the emission of a second phonon, where the e-h pair recombines and emits a photon. In $\text{MoS}_2$, the Raman mode around 420 cm$^{-1}$ and the $2LA$ mode around 450 cm$^{-1}$ are the results of DRRS processes. Zhang et al. observed that together with the shift in peak position of these second order features, the peak intensities are also inhomogeneously modified due to local strain [60].

Their DFT calculations of the phonon dispersion for acoustic branches show that DRRS processes are sensitive to the changes in the momentum and energy conservation constraints that govern which transitions and states in the BZ participate in the resonant interactions. Thus any distortion in the band structure caused by strain is reflected in the DRRS processes. With positive hydrostatic strain, the calculated phonon dispersion indicates a negative shift in peak position for both $LA$ and $TA$ modes at the $K$ point in the BZ due to increasing lattice constants. On the other hand, the increase in peak areas associated to the DRRS processes depends on the relative position of the conduction band minima at the $K$ and $Q$ point in the BZ. In an unstrained monolayer $\text{MoS}_2$, the $K$ point conduction band minima is lower in energy than the $Q$ point conduction band minima. Therefore, the $K - K'$ transition mediated by the $q_{-K}$ acoustic phonons are much more prominent than the $K - Q$ transition mediated by $q_{-M}$ phonons. However, when tensile strain is applied, the difference in energy between the $K$ and $Q$ point conduction band minima decreases. Hence, more transitions mediated by the $q_{-M}$ phonons satisfy the constraints on a DRRS process, which in turn increases the respective peak area.

Like externally induced strain via transferring TMDCs monolayers on nanostructured substrates as discussed above, direct evaporation of a metal, for example gold on monolayer $\text{MoS}_2$, can cause large strain ($\sim 5\%$) at the interface due to lattice mismatch. Combining various SPM techniques and TERS Jo et al. demonstrated that

Figure 6.
Illustration of the DRRS process in 2D semiconductors (a). AFM topography of monolayer $\text{MoS}_2$ deposited on gold NTs (b). A line profile is created from the topography along the dashed line and presented in (c). Integrated Raman peak area of the DRRS triggered $2LA$ mode in $\text{MoS}_2$ (d) taken at the arrow positions along the line profile shown in (c). Adapted from ref. [60] (© 2018 American Physical Society).
large tensile strain induced at the interface in this process reduces the bandgap of MoS$_2$ and thus influences the contact resistance as a consequence [68].

TERS has become a powerful technique to probe local strain variation in 2D semiconductors, which in turn helps us to understand the inhomogeneities in optoelectronic response of these materials.

4.2 Effect of variance in atomic registry on electronic properties

The reduced dimensionality of 2D semiconductors makes them susceptible to structural variations near the internal and external boundaries. Parameters, such as impurities, defects, and grain boundaries interfere strongly with intrinsic properties resulting in highly inhomogeneous optoelectronic response [23, 69, 70]. While conventional optical spectroscopy leaves a confusing picture regarding the effect of these heterogeneities [71], near-field optical studies can help us to understand the correlation of local structural heterogeneities with nano-optical response. In recent years, the combination of TEPL and TERS has been successfully introduced to investigate these heterogeneities. In TMDCs, the out-of-plane $A_{1g}$ Raman mode is particularly sensitive to changes in carrier concentration (or doping) via strong electron–phonon coupling [72]. Therefore, by comparing the peak positions of both in-plane $E_{2g}$ and out-of-plane $A_{1g}$ modes it is possible to separate the local doping effect from other heterogeneities [49]. Additionally, the Raman intensity of the out-of-plane $A_{1g}$ mode is also affected by the physical and chemical irregularities such as doping, atomic vacancies, bond strain, grain boundaries (GB) at the atomic level [73]. Understanding the variations of atomic registries are especially important for 2D semiconductors as Park et al. showed that the excitonic behavior differs at the edges, nucleation sites (NS), and twin boundaries (TB) [24]. Using the combination of TERS, TEPL, and atomic force local strain microscopy they studied the PL response of PVD grown WSe$_2$ and the results suggest that the defect concentration and stoichiometry of W and Se atoms in different sites can result in different excitonic mechanisms.

Due to their extraordinary physical properties, many groups are now synthesizing 2D semiconductors by CVD and other deposition techniques with the vision of industry scale production. However, in terms of crystal quality these deposition processes still require further optimization to be able to use them in electronic applications. CVD grown 2D semiconductors often reveal several structural heterogeneities as discussed in this section. Therefore, proper understanding is the key for the optimization of the deposition process and hence improving the crystal quality. While confocal micro-Raman spectroscopy is unable to obtain locally heterogeneous information, TERS can uncover them with nanometer precision. Smits et al. studied the growth mechanism, GB, and defects in CVD grown monolayer MoSe$_2$ using TERS [74]. Their investigation revealed that CVD MoSe$_2$ monolayers have nano-domains of MoO$_3$, which are invisible in confocal Raman spectroscopy. They also observed that the TERS intensity was strongly suppressed at GBs, which was attributed to the fast degradation of the GBs in ambient conditions due to the presence of higher defect concentration.

For optoelectronic devices the physics of semiconductor–metal interfaces is critical, since they are at the core of charge separation and collection. Jariwala et al. directly probed interfaces between WSe$_2$ and noble metals such as gold and silver to investigate the influence of intrinsic doping on electronic properties using the cross-correlated spatial mapping of contact potential difference (CPD), photocurrent, TERS, and TEPL [75]. Their TERS map acquired with 638 nm excitation showed two distinct regions with domains of 10–100 nm lateral size, which correlated with...
CPD images as well. The regions of lower CPD exhibited non-resonant TERS spectra with a single Raman mode around 250 cm$^{-1}$. This single Raman band corresponds to the combination of $E_{2g}$ and $A_{1g}$ modes of WSe$_2$. In contrast, TERS spectra representing higher CPD regions exhibited resonant Raman scattering with a number of additional features. It is important to note that the laser line 638 nm overlaps with the broad shoulder on the high-energy side of the $A$ exciton in WSe$_2$. Therefore, Raman spectra acquired with this laser line induces resonant Raman response in this material with a number of additional peaks including DRR features, which are not observed with other excitation wavelengths. Later, by performing photocurrent measurement they observed that both higher and lower CPD areas generated higher photocurrents, but with opposite signs. Therefore, they concluded that the areas showing resonant Raman behavior are intrinsically n-type, while non-resonant areas are p-type.

4.3 Semiconducting to metallic phase transition

The stable crystal structure of TMDCs is the 2H semiconducting phase. However, these materials are known to form also metallic $1T$ or $1T'$ phases (though not stable) due to high density of charge donation or electron doping [76, 77]. Due to strong light matter interaction TMDC monolayers, when integrated with plasmonic antennas, show great potential via modulation of their optoelectronic properties [78]. Generated hot electrons from plasmonic nanostructures can be injected into the conduction band of these 2D semiconductors due to favorable Schottky barrier heights at the interface and a large oscillator strength of these hot electrons [22, 79]. The concept of the doping induced structural phase change is illustrated in Figure 7a. According to the crystal field theory, the semiconducting 2H phase consists of M (M = Mo/W) outermost $d$ orbitals of a $D_{3h}$-MX$_6$ (X = S, Se) unit into three groups creating the stable 2H lattice structure [80]. The doping via hot electrons first destabilizes the 2H phase and induces a splitting of the metal
outermost $d$ orbitals to form metallic $O_6$-MX$_6$ units into two groups as shown in Figure 7a [81–83]. The unoccupied orbitals then accommodate the extra electrons crossing the Schottky barrier (Figure 8).

Milekhin et al. studied the extremely localized site dependent transient reversible $2H$ to $1T$ phase change in monolayer MoS$_2$ using TERS. Monolayer MoS$_2$ was deposited on periodic arrays of gold nanodiscs, thus sandwiched between the nanodisc and the tip to conduct this experiment [49]. Hence, the tip-nanodisc system creates a strongly coupled dimer, which then pumps a high concentration of electrons into the conduction band of MoS$_2$. As demonstrated by the high resolution TERS images and later by FEM simulations by Rahaman et al. [37] the coupling is the strongest between the tip and the rim of the nanodiscs. Therefore, the rim of the nanodiscs became the strongest source of hot electron doping in MoS$_2$, which consequently showed the transition from the $2H$ to $1T$ phase via the appearance of an additional Raman mode in TERS spectra. Metallic MoS$_2$ has three additional Raman modes around 156, 226, and 333 cm$^{-1}$ known as $J_1$, $J_2$, and $J_3$, respectively [84]. Due to strong increasing Rayleigh background, Milekhin et al. [49] were able to observe only the $J_3$ Raman mode around 333 cm$^{-1}$. As can be seen in Figure 7b, the transition from $2H$ to $1T$ is extremely site dependent with an area limited by the spatial resolution, which was $\sim 2$ nm.

4.4 Probing edge related properties

TMDCs have two distinct edges in the form of armchair and zigzag, which possess different electronic properties. For example, the zigzag edge in MoS$_2$ is metallic, whereas the armchair is semiconducting [85]. Therefore, quantitative measurements or characterization of these edges are important for effective edge engineering, especially for edge contacts for electronic device applications. Huang et al. studied edge related properties of atomically thin MoS$_2$ using TERS [69]. Their local Raman measurements aided by strong plasmonic enhancement of either gold or silver tips probed different Raman features of the edge defects in mono- and bilayer MoS$_2$ corresponding to the unique lattice vibration and electronic properties of the respective edge.

A broad Raman feature around 220 cm$^{-1}$ was observed along the edges (full of dangling bonds) and absent on the wrinkles and main body (Figure 9a). The peak was assigned to the defect (dangling bonds) induced acoustic $LA$ with a DRRS feature as explained in Section 4.1. More interestingly, the TERS spectra taken along
the edges of the bilayer and the step between mono- and bilayer exhibits an additional feature around 396 cm$^{-1}$. This particular feature is explicitly observed in bulk at cryogenic temperature and assigned to the $LA(M) + TA(M)$ acoustic mode [86]. This Raman mode involves a DRRS process between the $K$ and $Q$ valleys with wavevector $q_M$ and thus the Raman cross section of this mode depends on the relative energy position of the conduction band minima at the $K$ and $Q$ points in the BZ. Since in bulk the conduction band minima at the $Q$ point is lower than the $K$ point, the Raman scattering efficiency of this mode becomes larger. Therefore, this mode is absent in the basal plane of mono- and bilayer MoS$_2$. However, along the edges, especially in the case of bilayer MoS$_2$ the modification of the electronic band structure leads to the considerable lowering of the conduction band energy at the $Q$ point resulting in the activation of the DRRS process of the $LA(M) + TA(M)$ mode.

Another important observation of this study is the edge dependent local Raman sensitivity. The frequency position of the out-of-plane $A_{1g}$ mode showed either upward or downward shift compared to the basal plane when probed along the armchair or zigzag edges, respectively. The AFM topography of monolayer MoS$_2$ presented in Figure 9b shows edges terminated with different angles. For an angle of 60° both edges have the same structure (either armchair or zigzag) and for an angle of 90° the edges are different. The TERS spectra acquired along a line crossing both zigzag and armchair edges show a clear pattern, namely that the $A_{1g}$ mode downshifts at one of the edges and upshifts at other one (Figure 9c). According to the DFT calculations the local strain introduced by the two edge structures cause this opposite direction of the frequency shift as shown in Figure 9d.
5. Conclusion and outlook

TERS has developed into a versatile characterization technique for a wide range of materials. In recent years we have witnessed chemical mapping of single molecules with a spatial resolution of the bond length using TERS. For 2D semiconductors, an excellent SR of ~2 nm in TERS helped us to understand local heterogeneous behavior of monolayer MoS$_2$ and demonstrate its tremendous capabilities. In this chapter, we explained the basic principal of TERS and described the surface selection rules in regards to the 2D semiconductors important for understanding the near-field Raman spectra. We also reviewed the recent progress of this technique in the 2D semiconductor field. The potential of TERS certainly guarantees new breakthroughs in the 2D semiconductor field in the near future. One of the recent direction of 2D semiconductors is to create heterostacks like Lego, which promises exotic physics due to the creation of moiré superlattices. The size of a moiré unit cell varies from nm to few 10s nm depending on the lattice mismatch and rotation angle. The moiré superlattice forces the constituent monolayers into phonon renormalization, also known as moiré phonons. TERS can be used to probe these moiré phonons, thus resolving the moiré supercell critical for understanding the moiré physics. Besides, there is a lot of information yet to be resolved on how local heterogeneities control the optical response such as strain induced exciton funneling, defects induced excitonic response, or single photon emitters etc. in 2D semiconductors, for which TERS can be a powerful tool to achieve a thorough understanding.
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Chapter 13

Raman Features of Linear-Carbon-Chain and Multiwall Carbon Nanotube Composites

Yahachi Saito and Koji Asaka

Abstract

Structural and electronic properties of multiwall carbon nanotubes (MWCNTs) containing linear carbon chains (LCCs), which were produced by arc-discharge between carbon electrodes in an atmospheric pressure, have been studied by Raman spectroscopy as well as electron microscopy. Spectral features of Raman scattering from the LCC/MWCNT composites were reviewed with emphasis on the spectra obtained with a low energy photon (1.58 eV, 785 nm) excitation, which have not been described in detail so far. Characteristic frequencies of LCC stretching modes with the 785 nm laser excitation are observed at around 1740, 1759, and 1789 cm⁻¹. In a low frequency region, radial breathing modes (RBMs) of the innermost tube within MWCNTs are observed at specific frequencies of 293, 341, 402, and 510 cm⁻¹; the highest RBM frequency is tentatively assigned to a tube with the chiral index (4,3), whose diameter is expected to 0.50 nm. LCC bands observed with various excitation wavelengths from 488 to 785 nm show that the band consists of several peaks, and the relative intensities of constituent peaks change with the excitation wavelengths due to the resonance effect; the higher the excitation photon energy is, the higher the intensity of high-frequency LCC modes.

Keywords: carbyne, linear carbon chain, carbon nanotube, Raman, resonance

1. Introduction

Carbon exists in a variety of allotropes: e.g., diamond, graphite, fullerene, and carbon nanotube (CNT). Besides these well-known allotropes, carbyne, an infinite carbon chain, has attracted much interest with significant controversy since the late 1960s [1–5]. Linear carbon chains (LCCs) in its own forms are unstable in an ambient environment. In solution, LCCs up to C₁₂H₂ are formed [6]. When both ends of carbon chains are anchored by bulky molecules, polyyne consisting of carbon atoms up to 44 have so far been chemically synthesized [7, 8]. Recently, LCCs confined inside CNTs have been discovered in multiwall CNT (MWCNT) produced by arc discharge [9], in high-temperature annealed double-wall CNTs (DWCNT) [10], and in single-wall CNT (SWCNT) suffered from electric discharge [11]. The structural and electronic properties of the encapsulated LCCs have been mainly measured by transmission electron microscopy (TEM) and
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Raman scattering spectroscopy, and it has been revealed that the length of LCC inside CNTs exceeds 30 nm (i.e., more than 230 carbon atoms).

LCC corresponds to a long polyene with effectively infinite length, in which the sp-hybridized orbitals form alternated single and triple bonds between carbon atoms in the one-dimensional (1D) chain, and thus an electronic band gap is open at the Fermi level. The electronic energy gap of hydrogen-capped polyynes \( C_{2m}H_2 \) is expected to be in a range from 4.1 eV for \( 2m = 8 \) to 2.2 eV for an infinitely long polyene [12]. Reflecting the energy gap in 1D materials, strong resonance Raman scatterings are expected. Actually, Raman scattering characteristic to LCC (called “LCC bands”) has been observed from 1750 to 1855 cm\(^{-1}\), depending on incident photon energies (1.6–2.6 eV). The LCC bands originate from one-dimensional stretching vibration of triple-bonded carbon atoms [6, 13–15].

Raman spectroscopy is a powerful and effectual technique to characterize nano-carbon materials including LCC and CNT. In measuring LLCs encapsulated in CNTs by Raman, the wavelengths of incident lasers employed so far were mainly in a visible region [9, 10, 16–18], because strong scatterings from LCCs are observed owing to resonance Raman. In this report, focusing to Raman spectra obtained with a long wavelength (near infrared) incident laser of 785 nm, which have not been reported in detail so far, characteristic features of LCC bands and radial breathing modes of MWCNTs at various incident wavelengths (785, 633, 532 and 488 nm) are presented. The materials studied here is MWCNTs encapsulating LCCs, which were produced by carbon arc-discharge being blown with inactive gases in the atmosphere [19].

2. MWCNT encapsulating LCC prepared by arc discharge

MWCNTs encapsulating LCC were synthesized by arc-discharge between carbon electrodes in the atmospheric pressure. The LCC/MWCNT composite materials investigated in the present study was supplied from JFE Engineering Corporation. The details of the production procedure have been described in the public patent documents [19]. Briefly, the anode is a hollow carbon rod (outer diameter 10 mm, inner diameter 4 mm), and the cathode is a fat carbon rod (diameter 35 mm) which executes a motion of rotation around its axis (1.5 rotation/min), as shown in Figure 1(a). The anode translates (35 mm/min) parallel to the axis of the cathode, keeping a gap between the anode end and the cathode surface constant (ca. 1 mm). Arc discharging (DC 100A, 20 V) was fired in the gap between the anode and the

Figure 1.
(a) Schematic diagram of an arc-discharge apparatus for MWCNT production, and (b) photograph of produced ribbons consisting of MWCNT encapsulating LCC.
cathode. During the discharge, Ar gas was flowed through the inner hole of the anode toward the arcing gap, and also a cooling gas (e.g., N₂) was blown to the gap in order to cool and remove carbonaceous deposits formed on the cathode surface. The carbon deposit produced after the discharge had a form of thin tape (2–5 mm wide, and 10–20 μm thick) as shown in Figure 1(b).

3. Surface morphology observed by SEM

As shown later by micro-Raman spectroscopy, in a tape of LCC/MWCNT composite, there are two types of regions; one contains abundant LCCs while the other scarce LCCs. Hereafter, the former region is called the “A” region, and the latter the “B” region. The surface morphology of the MWCNT tape at various places are observed by a scanning electron microscope (SEM) using a ThermoFisher Prisma-E operated at 15–20 kV. Figure 2(a) and (b) show SEM images of surfaces of the “A” and “B” regions, respectively. In both regions, abundant MWCNTs are observed, and no outstanding difference between the SEM images is apparently found. By close-inspection, however, the surface of the “A” region (Figure 2(a)) is found to be rugged and show a blanket-like surface, while the “B” region (Figure 2(b)) looks smooth and contains small particles (possibly, carbon nanoparticles).

Figure 2.
SEM images of (a) the area “A” with the blanket-like surface morphology and (b) the area “B” with smooth appearance. Insets show high magnification images of each area.

Figure 3.
TEM images of (a) MWCNT encapsulating LCCs inside the innermost tube, and (b) MWCNT with the empty innermost tube with diameter of ca. 0.47 nm. Arrows in (a) point LCGs encapsulated in the core of the MWCNT.
4. TEM observation of LCC encapsulated in MWCNT

Transmission electron microscopy (TEM) was also performed to investigate the detailed inner structure of MWCNTs encapsulating LCCs by using a JEOL JEM-2010 operated at 120 kV. The TEM samples were prepared by dropping MWCNTs dispersed in isopropyl alcohol onto a microgrid for TEM. The diameter of individual MWCNTs is in a range from 7 to 20 nm, as revealed by high resolution transmission electron microscopy, and the length exceeds 1 μm. **Figure 3(a)** shows a MWCNT encapsulating a LCC inside the innermost tube. Arrows point LCCs encapsulated in the core of the MWCNT. The length of the LCC is over 20 nm, and the diameter of the innermost tube is about 0.7 nm. **Figure 3(b)** shows a MWCNT with an empty innermost tube with diameter of ~ 0.47 nm. The innermost diameters in the present sample is smaller than those (4–10 nm) of ordinary MWCNTs [20] prepared by other methods, e.g., ordinary arc-discharge in He gas, catalyst-assisted thermal decomposition of hydrocarbon gases and so on.

5. Raman spectra of LCC/MWCNT composite at different excitation lasers

Raman spectroscopy was carried out using a Renishaw inVia confocal Raman microscope with 488, 532, 633, and 785 nm excitation lasers. A piece of the LCC/MWCNT composite tape adhered to an Al plate was placed on the microscope stage, and Raman spectra were measured at room temperature. Objective lenses employed were mainly 50× and 20×, and the spot size of laser on a sample was approximately 1 μm. Laser power on sample surfaces was in a range from 0.2 to 3.0 mW for 488, 532, and 633 nm, and in a range from 0.25 to 5.2 mW for 785 nm.

Typical Raman scattering spectra from the region “A” of the LCC/MWCNT composite obtained with four different excitation lasers, 488, 532, 633, and 785 nm are shown in **Figure 4**. In addition to D and G bands, strong peaks at higher frequencies (1750–1850 cm⁻¹) labeled LCC, attributed to stretching vibrations of triple bonds in one-dimensional carbon chains, are observed; the peak height is much stronger than the G-band for 488, 532, and 633 nm excitations. The enhanced peaks of LCC are attributed to resonance of the band gaps of LCCs with the incident photon energies.

A band of LCC observed from the tape-shaped sample (coagulated dense sample) is relatively wide in frequency (~50 cm⁻¹) and exhibits multiple peaks and/or shoulders, as found conspicuously in **Figure 4(b)** and (c). Micro-Raman investigation of a finely dispersed thin sample showed that only one peak with a narrow FWHM (full width at half-maxima) of about 10 cm⁻¹ was observed [21] when one or a few MWCNTs containing a LCC were shined by a focused incident laser.

In a low frequency region (< 600 cm⁻¹), radial breathing modes (RBMs) are clearly observed even for MWCNTs. RBM, whose frequency is inversely proportional to the diameter of CNT [22], is a characteristic signature for SWCNT and thin DWCNT, but even MWCNT shows this mode when the inner-most tube in it is extremely small, e.g., less than 1 nm [23]. Observable RBM frequencies depend on the excitation photon energies; CNTs which are in resonance with the incident photon energy (i.e., when optically-allowed transition gaps between van Hove singularities match with the photon energy) expose RBM peaks in Raman spectra. **Figure 5** shows a Raman spectrum extending up to 6000 cm⁻¹ with the 532 nm
Figure 4.
Raman scattering spectra of LCC@MWCNT composite with 488, 532, 633, and 785 nm laser excitations.

Figure 5.
Raman spectrum showing overtones of LCC with 532 nm laser excitation.
excitation, exhibiting overtones of the LCC band. Appearance of the strong 2nd and 3rd overtones, being labeled “2LCC” and “3LCC”, respectively, indicates the resonance of LCCs with the incident photon energy.

Figure 6(a) and (b) show Raman mappings of the LCC bands with the 532 nm excitation in the areas “A” and “B”, respectively. In the area “A”, as shown in Figure 6(a), the distribution of LCCs is relatively uniform, revealing the presence of LCCs over the area. In the area “B” (Figure 6(b)), on the other hand, the LCC peaks are rarely observed.

6. Raman scattering from the near-infrared 785 nm laser

As shown in Figure 4, the intensity of LCC band for the 785 nm excitation is much low compared to those for the shorter wavelength excitations. This may be owing to the weak resonance with this long wavelength (or low photon energy) laser. Electronic band gaps of LCCs depend on their lengths; the longer the length of LCCs is, the narrower the electronic energy gap of the LCC [12], suggesting that the population of long LCCs whose energy gaps match with the 785 nm (1.58 eV) laser in the present sample is much lower than those of shorter LCCs which resonate with the other shorter wavelength (633, 532, and 488 nm) lasers.

In Raman spectra from ordinary CNTs (i.e., no LCC inside) excited at 785 nm laser, weak peaks appear in a region from 1700 to 1900 cm⁻¹, which were assigned to an overtone of out-of-plane transversal optical mode (2oTO) and a combination mode of in-plane TO and longitudinal acoustic modes (iTO+LA) [24]. The vibrational frequencies of these modes show a dispersion (i.e., the frequencies change with the incident wavelength) and fall in a region of LCC modes at 785 nm excitation, as shown in Figure 7. The spectrum in Figure 7(a) is obtained from a LCC abundant region (A), and that in Figure 7(b) from a LCC-absent region (B). The peak at 1889 cm⁻¹ in Figure 7(a) is considered to originate from the iTO+LA mode of carbon nanotubes, because the vibration frequency (1889 cm⁻¹) is too high for the LCCs. Concerning the peak at 1789 cm⁻¹, a large portion of its intensity come from the 2oTO mode of carbon nanotubes, but there may be some contribution from LCCs because the peak height (relative to that of iTO+LA) in Figure 7(a) is apparently higher than that in Figure 7(b). Fine peaks and shoulders, which are absent in Figure 7(b), are observed in Figure 7(a). These additional peaks/shoulders are signals from LCCs.
7. Observable LCC vibration modes changing with the incident photon energies

Figure 8 shows a diagram displaying the observed Raman frequencies and intensities of LCC bands as a function of the incident photon energy. A tendency that the LCC frequency becomes lower with the decrease of the excitation photon energy is found; the observed LCC frequencies distribute from 1740 to 1820 cm\(^{-1}\).
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for the lowest photon energy 1.58 eV (785 nm), from 1770 to 1840 cm\(^{-1}\) for 1.96 eV (633 nm), from 1800 to 1850 cm\(^{-1}\) for 2.33 eV (532 nm), and concentrate to a band from 1810 and 1855 cm\(^{-1}\) for the highest photon energy 2.54 eV (488 nm). The change of LCC frequencies with the excitation photon energy is caused by the resonance of the energy gaps of LCCs with the incident photon. The vibrational frequency as well as the energy gap of LCC depends on its length [12, 25]; the longer the length is, the lower the vibrational frequency and the narrower the energy gap are. Lower-energy photons resonate with the longer LCCs and manifest lower-frequency vibrational modes. The incident photon dependence suggests that the energy gaps of LCCs in the present sample extend from 1.58 eV to at least 2.54 eV. The local environment inside a CNT is expected to modify the vibrational frequency as well as the energy gap due to the interaction between the LCC and CNT walls. At present, the effects of CNT hosts on the energy gap and the vibrational frequency of LCCs as a function of the LCC length are not thoroughly known, though the shifts in the band gap and the chain mode frequency depending on the diameter and the chirality of CNT hosts are reported [26].

8. Raman spectra of LCC/MWCNT composite with 785 nm excitation at different laser powers

Figure 9 shows Raman spectra obtained with the 785 nm excitation at different incidence powers from 0.25 to 5.2 mW. Broadening of the peaks and thus burring/disappearance of fine structures in the G and LCC bands are obviously discerned with the increase of incidence laser power. At low powers, satellite peaks (1520 and
1642 cm\(^{-1}\)) on both sides of the G-peak are clearly observed. These satellites are not identified yet. To the best of the authors’ knowledge, no reports on the assignment of these satellites are found. Possibility of any combination modes of the G and the shear (a telescope and a rotary mode for MWCNT, 49 and 58 cm\(^{-1}\), respectively [27]) should be accessed in the future study.

The peaks of the D and G bands shift to lower frequencies with the increase of laser power, as shown in Figure 10(a) and (b), respectively. The shifts of these modes are caused by the temperature rise owing to the incidence laser. According to the previous report on the temperature dependence of the G-band frequencies of CNTs [28], the temperatures of the LCC/MWCNT sample shined by the 785 nm laser are estimated to be room temperature, 320 K, 400 K, and 610 K for Figure 9(a)–(d), respectively. The temperature dependence of LCC and RBM frequencies is weak in this temperature range, as shown in Figure 10(c) and (d).

In the low frequency region of Figure 9, radial breathing modes (RBMs) are observed even for MWCNTs. RBMs are commonly observed for SWCNTs (with diameter \(d\) less than \(\sim 1.5\) nm) [29] and DWCNTs with a small inner CNT (\(d < \sim 1\) nm) [30], but the ordinary MWCNTs whose innermost tube is large, typically 4–10 nm, do not exhibit RBMs. The appearance of RBM in the present MWCNTs indicates the presence of small tubes (\(d < 1\) nm) in the core of MWCNTs [23]. RBMs at 402 and 510 cm\(^{-1}\) observed in Figure 9 suggest the presence of extremely small core–tubes with diameters 0.63 and 0.50 nm, respectively, according to the relation between the RBM frequency \(\nu_R\) and the diameter, \(\nu_R = 254/d\) [31]. The smallest tube

![Figure 10](image)

**Figure 10.** Peak frequencies of (a) D, (b) G, (c) LCC, and (d) RBMs at 294, 341, 403, and 520 cm\(^{-1}\) as a function of the irradiating laser power.
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giving the highest RBM of 510 cm$^{-1}$ is tentatively assigned to the tube with a chiral index (4,3). The diameters estimated from Raman are consistent with the TEM observation, as shown in Figure 3.

9. Conclusions

Multiwall carbon nanotubes (MWCNTs) consisting of several to ten-something walls, which were produced by carbon arc-discharge in the atmospheric pressure with blowing inactive gases, contain long linear carbon chains (LCCs) whose length exceeds 20 nm. Signatures of LCCs in Raman scattering appear at a high frequency region from 1740 to 1855 cm$^{-1}$, depending on the wavelength of incident lasers. The longer the wavelengths of excitation lasers are, the lower the observed LCC frequencies are. Visible light lasers (633, 532, and 488 nm) show strong LCC-bands due to resonance Raman scattering. Even the 785 nm laser exhibits LCC signatures in a frequency range from 1740 to 1820 cm$^{-1}$, though their intensities are low. The incident photon-energy dependence signifies the energy gaps of LCCs extend from 1.58 eV to at least 2.54 eV. In a low frequency region, RBMs were also observed, indicating the presence of extremely small tubes in the core of MWCNTs. RBMs at 402 and 510 cm$^{-1}$ suggest the diameters of innermost tubes are 0.63 and 0.50 nm, respectively. The diameters estimated from Raman are consistent with the TEM observation.
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