The theory of modern dynamical systems dates back to 1890 with studies by Poincaré on celestial mechanics. The tradition was continued by Birkhoff in the United States with his pivotal work on periodic orbits, and by the Moscow School in Russia (Liapunov, Andronov, Pontryagin). In the 1960s the field was revived by the emergence of the theory of chaotic attractors, and in modern years by accurate computer simulations. This book provides an overview of recent developments in the theory of dynamical systems, presenting some significant advances in the definition of new models, computer algorithms, and applications. Researchers, engineers and graduate students in both pure and applied mathematics will benefit from the chapters collected in this volume.
Supporting open minds since 2005
We are IntechOpen, the world’s leading publisher of Open Access books
Built by scientists, for scientists

5,300+
Open access books available

132,000+
International authors and editors

156M+
Downloads

156
Countries delivered to

Top 1%
Our authors are among the most cited scientists

12.2%
Contributors from top 500 universities

WEB OF SCIENCE™
Selection of our books indexed in the Book Citation Index in Web of Science™ Core Collection (BKCI)

Interested in publishing with us?
Contact book.department@intechopen.com

Numbers displayed above are based on latest data collected.
For more information visit www.intechopen.com
Bruno Carpentieri obtained a Laurea degree in Applied Mathematics from Bari University in 1997 and a Ph.D. in Computer Science from the Institut National Polytechnique de Toulouse (INPT), France. After some post-doctoral experiences, Dr. Carpentieri served as an assistant professor at the Bernoulli Institute for Mathematics, Computer Science and Artificial Intelligence, University of Groningen, the Netherlands, and as a reader in Applied Mathematics at Nottingham Trent University, England. Since May 2017 he has been an associate professor of Applied Mathematics, Faculty of Computer Science, Free University of Bozen-Bolzano, Italy. His research interests include applied mathematics, numerical linear algebra, and high-performance computing. Dr. Carpentieri served as a member of several scientific advisory boards in computational mathematics. He is an editorial board member of the Journal of Applied Mathematics, an editorial committee member of Mathematical Reviews (American Mathematical Society) and a reviewer of about thirty scientific journals in numerical analysis. He has co-authored about fifty publications in peer-reviewed scientific journals.
Contents

Preface

Chapter 1 1
Text Mining for Industrial Machine Predictive Maintenance with Multiple Data Sources
by Giancarlo Nota and Alberto Postiglione

Chapter 2 13
Vibrations of an Elastic Beam Subjected by Two Kinds of Moving Loads and Positioned on a Foundation having Fractional Order Viscoelastic Physical Properties
by Lionel Merveil Anague Tabejieu, Blaise Roméo Nana Nbendjo and Giovanni Filatrella

Chapter 3 33
Chaotic Dynamics and Complexity in Real and Physical Systems
by Mrinal Kanti Das and Lal Mohan Saha

Chapter 4 61
Invariants for a Dynamical System with Strong Random Perturbations
by Elena Karachanskaya

Chapter 5 83
Stochastic Theory of Coarse-Grained Deterministic Systems: Martingales and Markov Approximations
by Michel Moreau and Bernard Gaveau

Chapter 6 105
Qualitative Analysis for Controllable Dynamical Systems: Stability with Control Lyapunov Functions
by Adela Ionescu
## Contents

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Title</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preface</td>
<td></td>
<td>X III</td>
</tr>
<tr>
<td>1</td>
<td>Text Mining for Industrial Machine Predictive Maintenance with Multiple Data Sources</td>
<td>Giancarlo Nota and Alberto Postiglione</td>
</tr>
<tr>
<td>2</td>
<td>Vibrations of an Elastic Beam Subjected by Two Kinds of Moving Loads and Positioned on a Foundation having Fractional Order Viscoelastic Physical Properties</td>
<td>Lionel Merveil Anague Tabejieiu, Blaise Roméo Nana Nbendjo and Giovanni Filatrella</td>
</tr>
<tr>
<td>3</td>
<td>Chaotic Dynamics and Complexity in Real and Physical Systems</td>
<td>Mrinal Kanti Das and Lal Mohan Saha</td>
</tr>
<tr>
<td>4</td>
<td>Invariants for a Dynamical System with Strong Random Perturbations</td>
<td>Elena Karachanskaya</td>
</tr>
<tr>
<td>6</td>
<td>Qualitative Analysis for Controllable Dynamical Systems: Stability with Control Lyapunov Functions</td>
<td>Adela Ionescu</td>
</tr>
</tbody>
</table>
Preface
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The book includes six chapters. Chapter 1 presents an innovative methodology that integrates physical devices and machinery with text mining technologies to identify anomalous behaviors, even of minimal entity, rarely perceived by other strategies in a machine tool. Chapter 2 presents a vibrations analysis of elastic beams based on the constitutive equation of Kelvin-Voigt type, which contains fractional derivatives of real order. Chapter 3 discusses the emergence of chaos and complex behavior in real and physical systems, reviewing problems such as the complexity of Child's swing dynamics, chaotic neuronal dynamics, complex food-web dynamics, financial models, and others. Chapter 4 considers the invariant method theory for stochastic systems with strong perturbations, representing modern approaches to describe dynamical systems having a set of invariant functions. Chapter 5 presents a study of a mesoscopic stochastic process derived from deterministic dynamics studied by Kolmogorov and others in the stationary case, and extends their methods and some of their results considering the non-stationary process, which stems from a non-invariant initial measure. Finally, Chapter 6 introduces recent developments on the stability analysis of dynamical systems using the powerful tool of control Lyapunov functions.
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Chapter 1

Text Mining for Industrial Machine Predictive Maintenance with Multiple Data Sources

Giancarlo Nota and Alberto Postiglione

Abstract

This paper presents an innovative methodology, from which an efficient system prototype is derived, for the algorithmic prediction of malfunctions of a generic industrial machine tool. It integrates physical devices and machinery with Text Mining technologies and allows the identification of anomalous behaviors, even of minimal entity, rarely perceived by other strategies in a machine tool. The system works without waiting for the end of the shift or the planned stop of the machine. Operationally, the system analyzes the log messages emitted by multiple data sources associated with a machine tool (such as different types of sensors and log files produced by part programs running on CNC or PLC) and deduces whether they can be inferred from them future machine malfunctions. In a preliminary offline phase, the system associates an alert level with each message and stores it in a data structure. At runtime, three algorithms guide the system: pre-processing, matching and analysis: Preprocessing, performed only once, builds the data structure; Matching, in which the system issues the alert level associated with the message; Analysis, which identifies possible future criticalities. It can also analyze an entire historical series of stored messages. The algorithms have a linear execution time and are independent of the size of the data structure, which does not need to be sorted and therefore can be updated without any computational effort.

Keywords: industrial machine tool, predictive maintenance, log message, text mining, efficient algorithm

1. Introduction

The concept of Predictive Maintenance [1–4] foresees the carrying out of maintenance activities before the equipment failure. The primary goal of predictive maintenance is to reduce the frequency of equipment failures by preventing the failure before it actually occurs [5]. This strategy helps to minimize breakdown costs and downtime (loss of production) and increase product quality, well known thanks to [6] and recently reiterated by [4]. Obviously [7] predictive maintenance is different from corrective maintenance, as action will be taken here to "anticipate" the error before it actually occurs. Predictive maintenance is primarily about detecting hidden and potential failures. It does not replace, but joins the Preventive Maintenance in the strict sense, which is linked to the execution of a specific protocol (often agreed with the machine manufacturer) intended to periodically...
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1. Introduction

The concept of Predictive Maintenance [1–4] foresees the carrying out of maintenance activities before the equipment failure. The primary goal of predictive maintenance is to reduce the frequency of equipment failures by preventing the failure before it actually occurs [5]. This strategy helps to minimize breakdown costs and downtime (loss of production) and increase product quality, well known thanks to [6] and recently reiterated by [4]. Obviously [7] predictive maintenance is different from corrective maintenance, as action will be taken here to “anticipate” the error before it actually occurs. Predictive maintenance is primarily about detecting hidden and potential failures. It does not replace, but joins the Preventive Maintenance in the strict sense, which is linked to the execution of a specific protocol (often agreed with the machine manufacturer) intended to periodically
check, or after a certain amount of work, the state of use of the machine, without any signs of behavioral anomalies having actually occurred. According to [8], if the maintenance strategy only involves interventions that react to failures, the maintenance costs are relatively low but the losses could be high. If preventive and predictive maintenance is introduced, maintenance costs increase: for example, some activities must be carried out using overtime, detectors for predictive maintenance are introduced, time is dedicated to training activities for operators and maintenance workers. Some clues for defining the algorithms on which the cyber-physical system presented here is based derive from research in the field of computational linguistics, which have appeared on papers presented at various important international conferences [9–14].

Here we present a discrete dynamic system, based on events represented as textual messages to which an alert level has been associated and whose data structure is a graph. The system is dynamic because the data structure adjusts itself without additional computational costs if a new message is issued by the machine, which has never appeared before and that is not yet included in the set of known messages. The new message must in any case be validated by a human expert, who must associate the message with an adequate alert level.

This paper is structured as follows: in section 2 we present the main characteristics of the data emitted by the data sources associated with an industrial machine tool, and how they are represented in the system. In section 3 we present the system. In particular, in section 3.1 we present the model for a machine tool, in section 3.2 we give an overview of the system, while in section 3.3 and in section 3.4 we present the two main phases of the system: pre-processing, to be performed only once, and runtime; in section 3.5 and in section 3.6 we present the main algorithms and their theoretical performances; in section 4 we report a brief summary of the results of a prototype of the system applied to a simple, but real, case study. The paper ends in section 5 with some conclusions.

2. Industrial machine tool data

In the following, the term “machine data” defines an information message emitted by any “data source” associated with a machine tool (for example a sensor), which concerns an event that occurred during the activity of the machine itself. Machine data are the log files emitted by the machine itself, but also all data emitted by external entities such as event sensors, sensors for speed, temperature, acceleration and so on.

In order to reconstruct in detail the “history” of the messages, machine tool data must be raw and immutable (as opposed to classical structured and aggregated Relational Databases data). Data is never deleted or updated (except in very rare cases, for example to comply with regulations), it is only added. The main disadvantage of this management is that the stored data tends to become very large. From this point of view we can talk about big data. To avoid misinterpretation of the data, they are not stored in a free format, but are “semantically normalized”, that is, remodeled in a standard format, even if not strictly structured.

Machine tools data are represented through the “fact-based model” (see Figure 1): a graph where each message corresponds to a single fact. In this graph, each node corresponds to a machine tool data source entity (e.g. Sensor Y on machine M) and each arc can represent information about an entity (dashed connecting line) or a relationship between two entities (continuous line). Each single message is identified by its timestamp plus the identification of the machine (M) and the identification of the entity that emits the message (Sensor Y).
Physically, we assume that each source message emitted by a machine tool is in a semi-structured text format (a sort of simplified JSON): that is, it is a succession of text fields, divided by a field terminator. This provides simplicity and flexibility with the greatest possible space savings. It is possible to store anything within the main dataset, as long as each data has the same information placed in the same order, with the same data type format; otherwise it will be necessary to carry out a pre-processing of the source messages before storing them, downloading the data that do not conform to the expected format in a separate archive.

3. System description

3.1 The model for machine tool

Manufacturing systems organize machine tools, material handling equipment, inspection equipment, and other manufacturing assets in a variety of layouts. With the advent of Industry 4.0 technologies, these manufacturing resources can be networked, and cyber-physical manufacturing systems can be implemented that integrate hardware and software with mechanical and electrical systems designed for a specific purpose. The model of Figure 2 shows a representation of the main components of a generic industrial machine from the point of view of data collection and is sufficiently general to be applied to many industrial machines that can be part of process, cellular and line layouts.

The generic machine Mi receives from the network a command message known as part program. It is a set of detailed step-by-step instructions executed by the CONTROL system (CNC, PLC) that direct the actions implemented by the actuators. The actuators act as transducers changing a physical quantity, typically electric current, into another type of physical quantity such as rotational speed of an electric motor. During the execution of a part program, the machine tool operates and the CONTROL system produces a log containing data about the executed instructions as well as control messages that indicate some particular machine state. In the meantime, execution data captured by the sensors are sent via the communication
network to the factory control system. Here, the feedback loop is closed, and feedback actions can eventually be taken.

The generic sensor is represented by its two constituent parts: the transducer (Ti) and the control electronics (CEi); this distinction is useful because even if the sensor is a unified whole, the transducer and the control electronics can be placed into different areas of the machine tool. For example, the accelerometer transducer can be placed on the spindle while its control electronics is usually placed within the cabinet together with other control subsystems.

3.2 System functionality

The event-based dynamic cyber-physical system proposed here integrates physical devices with advanced Text Mining analytical technologies and is very general, therefore adaptable to any production domain. It needs the ontology of the messages emitted by the data sources of a machine tool during its normal operation and is able to intercept its (even slightly) anomalous behaviors, which allow to evaluate whether it is moving towards a failure state such as to require the activation of safeguard procedures.

The system consists of a design pre-processing phase to create the main message ontology and which is performed only once for each data source (for example a sensor), and an algorithmic runtime phase. Each message corresponds to an event of the data source, has the form of a text messages and has associated an adequate alert level.

3.3 Pre-processing design phase

The pre-processing phase is performed only once for each data source and allows you to create the initial ontology of the messages. It consists of four main steps.

In the first step of the pre-processing phase, for each data source the set of all messages that it can emit is identified and normalized. In particular, for each industrial machine and for each data source associated with that machine, the possible types of messages that can be issued must be identified; then, these data
must be interpreted, choosing only the pertinent ones; finally, the data must be semantically normalized, to adapt it to a common data semantics.

In the next step of the pre-processing phase, the system associates an alert level, based on a chromatic scale, to each of the messages coming from the previous step. The levels are as follows:

- **White** Level (no problem).
- **Yellow** Level (warning): There have been sporadic, but not serious, anomalies and the system is able to continue without problems.
- **Orange** Level (serious): some serious anomalies, or some cluster of anomalies, have been found in the system, which could affect the future of work.
- **Red** Level (very serious): Very serious anomalies were found in the system, capable of affecting, in the very near future, the production activity.
- **Black** Level (immediate stop): the system runs the immediate risk of irreparable equipment or product failures.

In the third step of the pre-processing phase, to be carried out only if there are several data sources associated with the machine tool, composite messages are created, obtained by composing the messages with at least an yellow alert level, a composite message. The order in which messages are juxtaposed is predefined and must be the same as it will appear at runtime. At this point, a general alert level is associated with each composite message.

Finally, a digital data structure is built containing all composite messages: a text dictionary, in which each line contains a composite message and the relative general alert level.

Steps 1 and 2 must be performed for each of the data source entities associated with a specific machine tool. Identifying alert levels requires the help of the machine tool expert, thus steps 2 and 3 need the help of a machine tool expert.

The whole data design process is reported in **Figure 3**.

### 3.4 Runtime phase

In the runtime phase, the real data coming from a machine tool are collected and normalized according to the specifications identified in the pre-processing phase. Then, all messages with a compatible timestamp are aggregated into a line of text to

![Figure 3. Data design process.](http://dx.doi.org/10.5772/intechopen.96575)
form a single composite message that has the same layout as the composite messages in the dictionary. The layout of a composite message from a machine tool and \( n \) Data Sources, is as follows:

- Machine ID + Timestamp.
- + DS\(_1\) ID + DS\(_1\) Message.
- + DS\(_2\) ID + DS\(_2\) Message.
- + ...
- + DS\(_n\) ID + DS\(_n\) Message.

The algorithms look up this compound message in the dictionary of all compound messages and extract its global alert level. They identify all occurrences of all messages in the text, even if they are overlapped (partially or completely).

At this point the system analyzes the alert levels found, their frequency and, possibly, their relative positioning both in time and in space, and predicts possible future malfunctions.

The system implements different types of analysis algorithms. The simplest algorithm catalogs the entire cluster of messages and identifies the warning levels that appear most frequently. A more sophisticated algorithm analyzes smaller homogeneous clusters of these composite messages. Another algorithm identifies the presence of sub-clusters, even small ones, which indicate a possible future malfunction of the machine.

The software is written in DELPHI (Visual Development Environment), is highly parameterized (to allow quick modification) and is composed of about 2,000 lines of code structured in 30 operating modules, different methods for managing the interface and uses a large number of predefined libraries.

### 3.5 Detailed algorithms description

The system at runtime is fast and accurate in identifying possible anomalous situations of a machine tool. It consists of a pre-processing step (to be performed only once, when the program starts) which has the purpose of building the entire data structure (the dictionary of all messages with their relative alert level) and an actual processing step.

The system is independent on the dictionary size. It reads the input text, consisting of one or more messages, one character at a time and scrolls through a finite automaton; when it encounters a final state (corresponding to the end of a message), it emits the alert level associated with that message. The number of state transitions is proportional to the number of characters read in input.

The steps are:

**Pre-processing.** The system builds the data structure that the algorithms will use when running. Pre-processing only needs to be done once, at startup. In particular, the system constructs, in the central memory, a finite state automaton from all the elements of the dictionary, and its behavior is completely determined by a (small) set of states and by some simple functions.

**Matching.** The finite state automaton continuously reads the messages from the input log file, character by character. When it reaches a final state, the automaton shows the alert level of the message corresponding to this state. The algorithm is able to identify all occurrences of all messages, even if they were partially or totally overlapping. Lines with no messages (i.e. with “blank” content) are ignored.

**Analysis.** In this step, the system analyzes a set of alert levels identified in the previous phase. Normally, it analyzes a group of alarms, usually those issued in a period; then, based on the frequency and “severity” of the alerts extracted, it makes
a classification of the health of the machine. The system warns if the analysis of the message cluster indicates a possible future malfunction of the machine tool. The system can also provide an immediate response if a single alert is very critical.

3.6 Performance analysis of algorithms

The pre-processing step (i.e. the construction of the FA) requires a time linearly proportional to the sum of the lengths of all the messages present in the dictionary, i.e. the total number of characters in the dictionary.

The matching algorithm for a set of textual log messages with a total length of \( k \) characters requires \( n \) state transitions \( (n \leq 2k) \). Therefore, the analysis of a message takes a linear time with respect to the number of characters, and this is a lower limit, whatever the algorithm used among those who read the message character by character, since all characters of the message must be read.

Algorithms with an approach different from the one proposed here, should refer to the method that considers a whole input message as a single entity. These methods look for a message in the set of all possible messages (the dictionary). From the literature [15], we know that no algorithm in that class can use less than \( O(\log n) \) steps to look up a single message in a dictionary of \( n \) messages.

Therefore, the algorithms used here are independent of the size of the dictionary, which can be as large as we want without worsening the search time, while the classical algorithms are dependent on the size of the dictionary: the larger it is, the more time it takes to search for a message within it.

The differences are even greater by admitting the possibility of editing the dictionary. With our approach, the dictionary does not need to be sorted, so adding, changing, or deleting one or more dictionary entries is done at virtually no computation cost. On the other hand, with the classical approach, the dictionary must be kept orderly. Therefore, in case of cancelation, insertion or modification even of a single entry, the dictionary must be reordered, and this costs at least \( O(\log n) \) operations, possibly with physical movement of the entries from one memory area to another.

Another advantage of our approach is of a technical nature: the algorithms are all executed in central memory, while a classical method largely uses secondary memories (which are much slower by several orders of magnitude).

In addition, each log message (dictionary entry) is made up of (many) words and other non-alphabetic symbols and this means that the dictionary size can be very large and, furthermore, the search algorithms need the messages to be well delimited and not superimposed, while our approach is able to identify even totally overlapping or non-delimited messages and present within plain text sentences.

4. A simple case study

We have also implemented a prototype of the cyber-physical system presented in this paper. In this section we report the results of some preliminary tests we conducted on some data coming from a machine tool currently operating in an important company, operating in Southern Italy, which produces metal molds for other national and international companies.

In particular, we analyzed a log file relating to a period of 194 hours of continuous work of a machine tool, from 4:25 on 13 / Feb / 2019 to 21:34 on 20 / Feb / 2019, in which it issued approximately 300,000 log messages.

In the preliminary testing phase, we used data from a single data source from a single machine tool, then we considered simple, not composite messages, because our initial interest was to verify the feasibility of algorithmic message search in ontology.
4.1 Case study data description

A log is the sequential and chronological recording of the operations and events coming from a specific industrial machine tool. Log messages are stored in text format in one or more files, one record per line with each line containing only one message. Generally, these registrations are done in an automated way. Each record stores everything that happens on the machine, so a log file holds both information about normal machine operation and about errors and problems or even slight deviations from the norm.

This section shows the actual data relating to the case study examined, but the information contained in a log file of a generic machine tool is approximately the same, regardless of the machine; at most it could slightly change the data format in each individual field or their mutual position in the log file.

Therefore, the case study presented here is representative of many industrial machines.

Here, there is an example of the industrial machine log file from the case study. Each message is identified by ID + Date/time. Each message corresponds to a single fact and, associated with each message, there is the level of warning issued.

![Example of log file](image)

By adding the ID of the data source to the message, it is possible to integrate messages from different data sources that insist on the same machine.

The log file has four blocks of useful data and a fifth block that is not useful for analysis. Each field is separated from the next by the semicolon symbol (;). The essential information contained in the first four blocks of the first row (the one in bold) of the example above are:

<table>
<thead>
<tr>
<th>Date/time of recording of the event</th>
<th>Process PID, i.e. the identification of the running process,</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSG_SYS;</td>
<td>Scrive;</td>
</tr>
<tr>
<td>Fine corsa asse.., Y+;</td>
<td>Fine corsa asse.., Y+;</td>
</tr>
<tr>
<td></td>
<td>Fine corsa asse.., Y+;</td>
</tr>
<tr>
<td></td>
<td>Fine corsa asse.., Y+;</td>
</tr>
<tr>
<td></td>
<td>Fine corsa asse.., Y+;</td>
</tr>
</tbody>
</table>

As described in the following section, we have extracted all the different messages from the 300,000 input lines; therefore we have assigned, with the assistance of the machine tool technician, an alert level to each single different message.

A single log record stored in the dictionary is a line containing the following information, separated by an hashtag:

**“Machine ID” + Date/Time # Process PID # Oper. Done # Result # “Warning Level”**

Machine ID is a code that allows to identify the single machine. Since the same message can be emitted several times on the same machine, but never at the same instant, each message is identified by ID + Date/time. Each message corresponds to a single fact and, associated with each message, there is the level of warning issued. By adding the ID of the data source to the message, it is possible to integrate messages from different data sources that insist on the same machine.

4.2 System prototype run and results

In the preliminary phase, we had to identify the different types of messages emitted by the machine for which we had the log files. We analyzed 300 log files, each containing 1000 messages, from 4:25 on Feb/13/2019 to 21:34 on Feb/20/2019.
Of the 300,000 messages (the non-empty ones are actually 299,998), which we have inserted in a single file, those with different “semantic” content are 1,499. To achieve this we have eliminated every message that does not have useful information and the first 20 characters (date and time) of each remaining line and then we have identified all the different messages. At the end of this first pre-processing phase, we have a file that contains all and only 1,499 different messages.

In the next step, with the assistance of the machine tool technician, we assigned an ALERT level to each of the 1,499 different messages. The alert levels are ordered according to the increasing level of severity: white, yellow, orange, red and black.

The final document contains the associations between the 1,499 messages and the related warning level. We report here the screen of the test sent by us on the log file and the first part of the list of messages encountered with the relative multiplicity and alerts: In Figure 4 there is the final report of a week’s analysis of log messages from a real industrial machine.

During this week there were three times when groups of messages occurred that required the supervision of experienced personnel, but none of these alarms turned into a request to stop the machine. Two interventions were due to a red alert and another due to an anomalous aggregation of orange and yellow alerts in a short period. At the end of the week, during a planned machine downtime, some adjustments were made, suggested by the presence of some clusters of messages relating to a slight deviation of the machine performance, compared to the estimated one.

Since the messages can be analyzed in real time, if clusters of “dangerous” messages occur during the operation of the machine, the machine experts would be able to intervene in time to prevent irreparable damage. Note that the message cluster can also be formed by several messages of mild severity issued, however, in an anomalous configuration or within very short times.

5. Conclusions

We have presented here an innovative methodology and an associated fast and efficient software system prototype, for the algorithmic prediction of industrial machine tools malfunctions, adaptable to any type of company. It integrates
machinery and physical devices with the analytical technologies of Text Mining and allows the identification of anomalous behavior of a machine tool, even of minimal entity, rarely perceived by other strategies.

The system performs its analysis without waiting for the end of the shift or a machine stop. After recognition, it can initiate automatic safeguard procedures, call a human expert, or schedule some minor tuning operations. The system works without waiting for the shift to end or the machine to stop.

The algorithms require linear execution time on the number of input characters, run on a data structure completely on RAM and are independent on the data structure size, which can be modified without actual computational costs, as it is not sorted. A classic approach, on the other hand, requires searching for a message in a set of possible messages using efficient algorithms, which work largely on secondary memories and depend on the size of the data structure that need to be, necessary, sorted, and therefore it takes time, not irrelevant, to add, modify or delete an entry in it, possibly by physically moving items from one memory area to another.

Last, but not least, is the fact that a classic approach is inadequate because a log message is made up of many words and others non-alphabetic symbols and the data structure size could be very large.

We believe that this approach can bring significant competitive advantages to a company in which the effective and precise predictive analysis of machine tools is a necessity to be pursued by spending as little time as possible, obtaining as precise a result as possible, limiting false recognition errors, as much as possible.
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Vibrations of an Elastic Beam Subjected by Two Kinds of Moving Loads and Positioned on a Foundation having Fractional Order Viscoelastic Physical Properties
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Abstract

The present chapter investigates both the effects of moving loads and of stochastic wind on the steady-state vibration of a first mode Rayleigh elastic beam. The beam is assumed to lay on foundations (bearings) that are characterized by fractional-order viscoelastic material. The viscoelastic property of the foundation is modeled using the constitutive equation of Kelvin-Voigt type, which contain fractional derivatives of real order. Based to the stochastic averaging method, an analytical explanation on the effects of the viscoelastic physical properties and number of the bearings, additive and parametric wind turbulence on the beam oscillations is provided. In particular, it is found that as the number of bearings increase, the resonant amplitude of the beam decreases and shifts towards larger frequency values. The results also indicate that as the order of the fractional derivative increases, the amplitude response decreases. We are also demonstrated that a moderate increase of the additive and parametric wind turbulence contributes to decrease the chance for the beam to reach the resonance. The remarkable agreement between the analytical and numerical results is also presented in this chapter.
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1. Introduction

There is a large amount of vehicles passing through in-service bridges every day, while sizable wind blows on the bridge decks. Vibrations caused by the service loads is of great theoretical and practical significance in civil engineering. In this chapter, it follows a list, by no means exhaustive, of research related to this kind engineer problem. To start with, Xu et al. [1] have explored the basic dynamics interaction between suspension bridges and the combined effects of intense wind and a single...
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1. Introduction

There is a large amount of vehicles passing through in-service bridges every day, while sizable wind blows on the bridge decks. Vibrations caused by the service loads is of great theoretical and practical significance in civil engineering. In this chapter, it follows a list, by no means exhaustive, of research related to this kind engineer problem. To start with, Xu et al. [1] have explored the basic dynamics interaction between suspension bridges and the combined effects of intense wind and a single
moving train; however, the interaction between the wind and the train dynamics has been altogether neglected. In this limit the suspension bridge response is dominated by wind force. The coupled dynamic analysis of vehicle and cable-stayed bridge system under turbulent wind has also been recently conducted by Xu and Guo [2] under the other limit of low wind speed. In the same view, the both effects of turbulent wind and moving loads on the bridge response are investigated numerically by Chen and Wu [3]. Another interesting results related to the problem of the dynamics of bridges subjected to the combined dynamic loads of vehicles and wind are presented in Refs. [4–6]. To summarize: from the standpoint of bridge engineering the disturbances, either due to wind (in low or high speed limits), passage of heavy loads (single massive trains or disordered aggregates of smaller freight carriers, result in a complex interaction with the bridge vibrations. However, the elastic properties of the bridges are enhanced by the insertion of bearings (the part ranging between the bridge deck and the piers) as a possible protection against severe earthquakes. For if one wants the bearings to protect the bridge, they should isolate the structure from ground vibrations and/or transfer the load to the foundation [7]. Noticed that the bearings can be constituted by some elastic or viscoelastic material. In the literature, the dynamics analysis of bridges with elastic bearings to moving loads has received limited attention. nevertheless, some authors like Yang et al. [8], Zhu and Law [9], Naguleswaran [10] and Abu Hilal and Zibdeh [11] have addressed a very interesting resultats about this subject. There are investigated the pros, and the cons, of the elastic bearings.

The bearings can also be constituted by some viscoelastic materials (such as elastomer) [12]. Therefore, The viscoelastic property of the materials may be modelled by using the constitutive equation of Kelvin-Voigt type, which contain fractional derivatives of real order. In this Chapter we aim to investigate first the pros, and the cons, of the viscoelastic bearings and second the turbulence effect of the wind actions on the response of beam. To accomplish our goal some methods (analytical [13–15] and numerical [13–16]) are used.

2. Structural system model

2.1 Mathematical modelling

In this chapter, a simply supported Rayleigh beam [17, 18] of finite length L with geometric nonlinearities [19, 20], subjected by two kinds of moving loads (wind and train actions) and positioned on a foundation having fractional order viscoelastic physical properties is considered as structural system model and presented in Figure 1.

As demonstrated in (Appendix A) and in Refs. [16, 19, 21], the governing equation for small deformation of the beam-foundation system is given by:

\[
\rho S \frac{\partial^2 w(x,t)}{\partial t^2} + EI \frac{\partial^4 w(x,t)}{\partial x^4} - \frac{3}{2} EI \frac{\partial^2}{\partial x^2} \left[ \left( \frac{\partial w(x,t)}{\partial x} \right)^2 \right] - \rho I \frac{\partial^4 w(x,t)}{\partial x^2 \partial t^2} + \mu \frac{\partial w(x,t)}{\partial t} = \rho S \frac{\partial^2 w(x,t)}{\partial t^2} - \frac{ES}{2L} \frac{\partial^2 w(x,t)}{\partial x^2} \bigg|_0^L \left( \frac{\partial w(x,t)}{\partial x} \right)^2 dx + \sum_{j=1}^{N_p} \left( k_j + c_j D_i^{\alpha_j} \right) w(x,t) \delta \left[ x - \frac{jL}{N_p + 1} \right] = F_{ad}(x,t) + P \sum_{i=0}^{N-1} e_i \delta \left[ x - x_i(t-t_i) \right].
\]
In which $\rho S, EI, \rho I, \mu, w(x,t)$, are the beam mass per unit length, the flexural rigidity of the beam, the transverse Rayleigh beam coefficient, the damping coefficient and the transverse displacement of the beam at point $x$ and time $t$, respectively. In Eq. (1), $\rho S \frac{\partial^2 w(x,t)}{\partial t^2}$ represents the inertia term of the beam per unit length, $\rho I \frac{\partial^4 w(x,t)}{\partial x^4 \partial t^2}$ is the rotary inertia force of the beam per unit length, $\mu \frac{\partial w(x,t)}{\partial x}$ is the damping force of the beam per unit length, $\sum_{j=1}^{N_{j\ell}} (k_j + c_j D_{\ell j}') \delta(x) \delta(x-t) \frac{\partial w(x,t)}{\partial x}$ is the foundation-beam interaction force (per unit length of the beam’s axis), $EI \frac{\partial^4 w(x,t)}{\partial x^4}$ and $\frac{3}{2}EI \frac{\partial^2 w(x,t)}{\partial x^2} \left( \frac{\partial w(x,t)}{\partial x} \right)^2$ are the linear and the nonlinear term of the rigidity of the beam essentially due to Euler Law. The nonlinear term is obtained by using the Taylor expansion of the exact formulation of the curvature up to the second order [19, 22, 23]. 

\[
F_{ad}(x,t) = \frac{1}{2} \rho_d b U^2 \left[ A_0 + A_1 \frac{\partial w(x,t)}{\partial t} + A_2 \left( \frac{\partial w(x,t)}{\partial t} \right)^2 \right],
\]

where $\rho_d$ is the air mass density, $b$ is the beam width, $A_j$ ($j = 0, 1, 2$) are the aerodynamic coefficients ($A_0 = 0.0297, A_1 = 0.9298, A_2 = -0.2400$) [24]. $U$ is the wind velocity which can be decomposed as $U = \bar{U} + u(t)$, where $\bar{U}$ is a constant (average) part representing the steady component and $u(t)$ is a time varying part representing the turbulence. It is assumed in this work that $(\bar{U} \gg u(t))$.

According to Figure 1, the boundary conditions of the beam are considered as [27]

\[
w(0,t) = w(L,t) = 0; \quad \frac{\partial^2 w(0,t)}{\partial x^2} = \frac{\partial^2 w(L,t)}{\partial x^2} = 0.
\]

The next section deals with the reduction of the main equation Eq. (1).
2.2 Reduced model equation

According to the Galerkin’s method [27, 28] and by taking into account the boundary conditions of the beam, the solution of the partial differential Eq. (1) is given by:

$$w(x, t) = \sum_{n=1}^{\infty} q_n(t) \sin \left(\frac{n \pi x}{L}\right),$$  

(4)

where $q_n(t)$ are the amplitudes of vibration and $\sin (n \pi x/L)$ are modal functions solutions of the beam linear natural equation with the associated boundary conditions. It is convenient to adopt the following dimensionless variables:

$$\chi_n = \frac{q_n}{l_r}, \quad \tau = \omega_0 t, \quad \xi = \frac{u}{u_c},$$  

(5)

the single one-dimensional modal equation with $\chi_n = \chi(\tau)$ is given as:

$$\ddot{\chi}(\tau) + (2\lambda + \theta_1) \dot{\chi}(\tau) + \chi(\tau) + \beta \chi^3(\tau) + \eta \sum_{j=1}^{N_p} (k_j + c_j \omega_0^2 D_j) \sin^2 \left(\frac{j \pi}{N_p+1}\right)$$

$$= \theta_2 \chi^2(\tau) + \theta_0 + (\theta_0 + \theta_1 \dot{\chi}(\tau)) \dot{\xi}(\tau) + f_0 \sum_{i=0}^{N-1} e_i \sin \Omega \left[\tau - i \frac{d\omega_0}{v}\right].$$  

(6)

With

$$\Omega = \frac{\pi v}{L \omega_0}, \quad f_0 = \frac{2PL^3}{E_l \pi^4}, \quad \eta = \frac{2L^3}{EI \pi^4}, \quad \beta = \frac{l_r^2}{4} \left[\frac{S}{T} - \frac{3}{2} \left(\frac{\pi}{L}\right)^2\right],$$

$$\theta_1 = \frac{\rho_p b L^3 A_1 U}{2 \pi^2 \sqrt{EI \rho [L^2 S + 1 \pi^2]}}, \quad \theta_0 = \frac{2 \rho_p b A_0 U^2 L^4}{3 [L^2 S + 1 \pi^2]}, \quad \theta_2 = \frac{2 \rho_p b L^2 A_2 l_r}{3 [L^2 S + 1 \pi^2]},$$

$$\theta_0 = \frac{2 U \rho_p b L^4 U_{A_0}}{E l_r \pi^5}, \quad \theta_1 = \frac{\rho_p b L^3 A_1 U_c}{2 \pi^2 \sqrt{EI \rho [L^2 S + 1 \pi^2]}}, \quad \lambda = \frac{\mu L^3}{2 \pi^2 \sqrt{EI \rho [L^2 S + 1 \pi^2]}}.$$  

(7)

And

$$\omega_0 = \frac{\pi^2}{L} \frac{EI}{\rho (L^2 S + 1 \pi^2)}, \quad l_r = \frac{L}{2}.$$  

(8)

According to Refs. [29, 30], Eq. (6) becomes:

$$\ddot{\chi}(\tau) + (2\lambda + \theta_1) \dot{\chi}(\tau) + \chi(\tau) + \beta \chi^3(\tau) + \eta \sum_{j=1}^{N_p} (k_j + c_j \omega_0^2 D_j) \chi(\tau) \sin^2 \left(\frac{j \pi}{N_p+1}\right)$$

$$= \theta_2 \chi^2(\tau) + \theta_0 + (\theta_0 + \theta_1 \dot{\chi}(\tau)) \dot{\xi}(\tau) + F_{0N} \sin (\Omega \tau) - G_{0N} \cos (\Omega \tau).$$  

(9)
Where

\[ F_{0N} = P_0 \left[ 1 + \frac{2 \sin \bar{\tau}_0 \sin ((N - 1)\bar{\tau}_0)}{1 - \cos (2\bar{\tau}_0)} \cos (N\bar{\tau}_0) \right], \quad \bar{\tau}_0 = \frac{d\pi}{2L}, \quad \tag{10} \]

\[ G_{0N} = \frac{2P_0 \sin \bar{\tau}_0 \sin ((N - 1)\bar{\tau}_0)}{1 - \cos (2\bar{\tau}_0)} \sin (N\bar{\tau}_0). \]

### 3. Analytical explanation of the model

#### 3.1 Effective analytical solution of the problem

In order to directly evaluate the response of the beam, the stochastic averaging method [13–15] is first applied to Eq. (6), then the following change in variables is introduced:

\[ \chi(\tau) = a_0 + a(\tau) \cos \psi, \quad \dot{\chi}(\tau) = -\Omega a(\tau) \sin \psi, \quad \psi = \Omega \tau + \phi(\tau), \quad \tag{11} \]

Substituting Eq. (11) into Eq. (9) we obtain:

\[
\begin{align*}
\dot{a} \cos \psi - a\phi \sin \psi & = 0 \\
\dot{a} \sin \psi - a\phi \cos \psi & = -\frac{1}{\Omega} [M_1(a, \psi) + M_2(a, \psi)].
\end{align*}
\quad \tag{12}
\]

where

\[ M_1(a, \psi) = F_{0N} \sin (\psi - \varphi) - G_{0N} \cos (\psi - \varphi) + (2\lambda + \theta_1)a\Omega \sin \psi a - \frac{1}{4} \beta a^3 \cos 3\psi \]

\[- \left[ 1 + \eta \sum_{j=1}^{N_p} k_j \sin^2 \left( \frac{j\pi}{N_p + 1} \right) + 3\beta a^2 + \frac{3}{4} \beta a^2 - \Omega^2 \right] \cos \psi + \frac{a^2}{2} \left[ \theta_2 \Omega^2 - 3\beta a_0 \right] \cos 2\psi, \]

\[ M_2(a, \psi) = -\eta \sum_{j=1}^{N_p} c_j \omega_0^2 \sin^2 \left( \frac{j\pi}{N_p + 1} \right) D_{i}^{2j}(a \cos \psi) + (\theta_0 - \theta_1 \Omega a \sin \psi) \xi(\tau). \]

According to Eq. (13) The derivatives of the generalized amplitude \( a \) and phase \( \phi \) could be solved as:

\[
\begin{align*}
\dot{a} & = -\frac{1}{\Omega} [M_1(a, \psi) + M_2(a, \psi)] \sin \psi \\
\dot{a}_0 & = -\frac{1}{\Omega} [M_1(a, \psi) + M_2(a, \psi)] \cos \psi.
\end{align*}
\quad \tag{14}
\]

\( a_0 \) satisfies the following non-linear equation:

\[ \beta a_0^3 + \left[ 1 + \frac{3}{2} \beta a^2 + \eta \sum_{j=1}^{N_p} k_j \sin^2 \left( \frac{j\pi}{N_p + 1} \right) \right] a_0 = \theta_0 - \frac{1}{2} \theta_2 \Omega^2 a^2. \quad \tag{15} \]

Then, one could apply the stochastic averaging method [13–15] to Eq. (15) in time interval [0, T].
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\[
\begin{align*}
\dot{a} &= -\lim_{T \to \infty} \frac{1}{T} \int_0^T \frac{1}{\Omega} [M_1(a, \psi) + M_2(a, \psi)] \sin \omega d\psi \\
\dot{\phi} &= -\lim_{T \to \infty} \frac{1}{T} \int_0^T \frac{1}{\Omega} [M_1(a, \psi) + M_2(a, \psi)] \cos \omega d\psi
\end{align*}
\]  

(16)

According to this method, one could select the time terminal \(T\) as \(T = 2\pi/\Omega\) in the case of periodic function \((M_1(a, \psi))\), or \(T = \infty\) in the case of aperiodic one \((M_2(a, \psi))\). Accordingly, one could obtain the following pair of first order differential equations for the amplitude \(a(\tau)\) and the phase \(\phi(\tau)\):

\[
\begin{align*}
\dot{a} &= -(2\lambda - \theta_1) a + 2\eta a \sum_{j=1}^{N_p} c_j \omega_0^{\Omega^p} \sin^2 \left( \frac{j \pi}{N_p} \right) \sin \left( \frac{\alpha_j \pi}{2} \right) + \frac{1}{2\Omega} [G_{ON} \sin \varphi - F_{ON} \cos \varphi] \\
&\quad + \frac{\pi \Omega a}{8} [S_{\xi}(2\Omega) + 2S_{\xi}(0)] + \frac{\pi \Omega a}{2\Omega^2} S_{\xi}(\Omega) + \sqrt{\frac{\pi \Omega a}{4} [S_{\xi}(2\Omega) + 2S_{\xi}(0)]} \xi_{\tau}(\tau),
\end{align*}
\]

and

\[
\begin{align*}
\dot{\phi} &= \frac{a}{2\Omega} \left[ 1 + 3\beta \omega_0^{\Omega^p} - \Omega^2 + \frac{3}{4} \beta \omega_2^2 + \eta \sum_{j=1}^{N_p} (k_j + c_j \omega_0^{\Omega^p} \cos \left( \frac{\alpha_j \pi}{2} \right) ) \sin^2 \left( \frac{j \pi}{N_p} \right) \right] \\
&\quad + \frac{1}{2\Omega} [G_{ON} \cos \varphi + F_{ON} \sin \varphi] - \frac{\pi \Omega a}{4} \Psi_{\xi}(2\Omega) + \sqrt{\frac{\pi \Omega a}{4} S_{\xi}(\Omega) + \frac{\pi \Omega a}{4} S_{\xi}(2\Omega) \xi_{\tau}(\tau)}.
\end{align*}
\]

(17)

(18)

Here \(S_{\xi}(\Omega)\) and \(\Psi_{\xi}(\Omega)\) are the cosine and sine power spectral density function, respectively [31]:

\[
\begin{align*}
S_{\xi}(\Omega) &= \int_{-\infty}^{+\infty} R(\zeta) \cos (\Omega \zeta) d\zeta = 2 \int_{0}^{+\infty} R(\zeta) \cos (\Omega \zeta) d\zeta = 2 \int_{-\infty}^{0} R(\zeta) \cos (\Omega \zeta) d\zeta, \\
\Psi_{\xi}(\Omega) &= 2 \int_{0}^{+\infty} R(\zeta) \sin (\Omega \zeta) d\zeta = -2 \int_{-\infty}^{0} R(\zeta) \sin (\Omega \zeta) d\zeta, \\
&\quad \int_{-\infty}^{+\infty} R(\zeta) \sin (\Omega \zeta) d\zeta = 0; \ \ R(\zeta) = E[\xi(\tau)\xi(\tau + \zeta)].
\end{align*}
\]

(19)

In this work, \(\xi(\tau)\) is assumed to be an harmonic function with constant amplitude \(\sigma_i\) and random phases \(\gamma_i B_i(\tau) + \theta_i\). So, according to Refs. [31–33] the following model of \(\xi(\tau)\) has been chosen:

\[
\xi(\tau) = \sum_{i=1}^{m} \sigma_i \cos [\omega_i \tau + \gamma_i B_i(\tau) + \theta_i].
\]

(20)
this model of the turbulent component of the wind \( \xi(\tau) \) amounts to a bounded or cosine-Wiener noise, whose spectral density is given by:

\[
\Phi_\xi(\omega) = \sum_{i=1}^{m} \frac{\sigma_i^2 r_i^2 (\omega^2 + \omega_i^2 + \gamma_i^2 / 4)}{4\pi \left[ (\omega^2 - \omega_i^2 - \gamma_i^2 / 4)^2 + \gamma_i^2 \omega^2 \right]}.
\]  

(21)

The next sections of this chapter will present the analytical developments that we have made in order to express the beam response as a function of the system parameters. Then, let’s start with the case where the beam is subjected to the moving loads only.

### 3.2 Analytical estimate of the beam response under moving loads only

We first consider system (1) with only deterministic moving loads \( F_{ad}(x,t) = 0 \) neglecting wind effects on the beam. If \( \theta_1 = \theta_0 = \theta_1 = 0 \), Eqs. (15) and (16) become:

\[
\dot{a} = -\lambda a - \frac{1}{2} \eta a \sum_{j=1}^{N_p} c_j \omega_j^2 \Omega_j^{-1} \sin^2 \left( \frac{j\pi}{N_p + 1} \right) \sin \left( \frac{\pi \alpha_j}{2} \right) + \frac{1}{2\Omega} [G_{0N} \sin \phi - F_{0N} \cos \phi],
\]

and

\[
a \phi = \frac{a}{2\Omega} \left[ 1 - \Omega^2 + 3\beta a^2 + \frac{3}{4} \beta a^2 + \eta \sum_{j=1}^{N_p} \left( k_j + c_j \omega_j^a \Omega_j \cos \left( \frac{\pi \alpha_j}{2} \right) \right) \sin^2 \left( \frac{j\pi}{N_p + 1} \right) \right] + \frac{1}{2\Omega} [G_{0N} \cos \phi + F_{0N} \sin \phi].
\]

(22)

(23)

By substituting \( a = A, \phi = \Phi \) and \( \dot{a} = 0, \dot{\phi} = 0 \) in Eqs. (22) and (23), algebraic manipulations give for the steady-state vibrations of the system response \( A \) the following non-linear equation:

\[
\frac{9}{16} \beta^2 A^6 - \frac{3}{2} \beta \Theta_1(\alpha_j) A^4 + \left[ \Theta_1(\alpha_j) + \Theta_2(\alpha_j) \right] A^2 = F_{0N}^2 + G_{0N}^2,
\]

(24)

with

\[
\Theta_1(\alpha_j) = \Omega^2 - 1 - 3\beta a^2 - \eta \sum_{j=1}^{N_p} \left( k_j + c_j \omega_j^a \Omega_j \cos \left( \frac{\pi \alpha_j}{2} \right) \right) \sin^2 \left( \frac{j\pi}{N_p + 1} \right),
\]

(25)

\[
\Theta_2(\alpha_j) = 2\Omega \lambda + \eta \sum_{j=1}^{N_p} c_j \omega_j^a \Omega_j \sin \left( \frac{\pi \alpha_j}{2} \right) \sin^2 \left( \frac{j\pi}{N_p + 1} \right).
\]

The stability of the steady-state vibration of the system response is investigated by using the method of Andronov and Witt [34] associated to the Routh-Hurwitz criterion [35]. Thus, the steady-state response is asymptotically stable if Eq. (26) is satisfied and unstable if Eq. (27) is satisfied:
\[
\left( \frac{\Theta_2(\alpha_j)}{2\Omega} \right)^2 + \frac{1}{4\Omega} \left[ \frac{3\beta}{4} A^2 - \Theta_1(\alpha_j) \right] \times \left[ \frac{9\beta}{4} A^2 - \Theta_1(\alpha_j) \right] > 0, \quad (26)
\]

\[
\left( \frac{\Theta_2(\alpha_j)}{2\Omega} \right)^2 + \frac{1}{4\Omega} \left[ \frac{3\beta}{4} A^2 - \Theta_1(\alpha_j) \right] \times \left[ \frac{9\beta}{4} A^2 - \Theta_1(\alpha_j) \right] < 0. \quad (27)
\]

The trivial solution of Eq. (15) is \( a_0 = 0 \).

What about the case where the beam is subjected to the stochastic wind loads?

### 3.3 Approximate solution of the beam response subjected to wind loads only

In this case \( F_{\text{ad}}(x,t) \neq 0 \) and \( F_{0N} = G_{0N} = 0 \), Eqs. (22) and (23) become:

\[
da = \left\{ - (2\lambda - \theta_1) \frac{a}{2} - \frac{1}{2} \eta a \sum_{j=1}^{N_N} c_j a_0 c_{\alpha_j} \Omega^{\alpha_j-1} \sin^2 \left( \frac{j\pi}{N_p+1} \right) \sin \left( \frac{\alpha_j \pi}{2} \right) + \frac{\pi \theta_2 a^2}{\Omega} \frac{a}{2} |\psi_0(2\Omega) + 2\psi_0(0)| dW_1(\tau) \right\} d\tau
\]

and

\[
d\psi = \frac{1}{2\Omega} \left\{ 1 + \frac{3}{4} \beta a^2 - \Omega^2 - \frac{1}{2} \eta a \sum_{j=1}^{N_N} c_j a^2 \Omega^{\alpha_j-1} \cos \left( \frac{\alpha_j \pi}{2} \right) \sin^2 \left( \frac{\alpha_j \pi}{2} \right) + \frac{\pi \theta_2 a^2}{\Omega} |\psi_0(2\Omega) + 2\psi_0(0)| dW_2(\tau) \right\} d\tau
\]

(28)

(29)

Here \( W_1(\tau) \) and \( W_2(\tau) \) are independent normalized Weiner processes. In order to evaluate the effects of wind parameters on the system response, we derive an evolution equation for the Probability Density Function (PDF) of the variable amplitude \( a(\tau) \). The Fokker-Planck equation corresponding to the Langevin (Eq. (28)) reads:

\[
\frac{\partial P(a,\tau)}{\partial \tau} = -\frac{\partial}{\partial a} \left[ -(2\lambda - \theta_1) \frac{a}{2} - \frac{1}{2} \eta a \sum_{j=1}^{N_N} c_j a_0 c_{\alpha_j} \Omega^{\alpha_j-1} \sin^2 \left( \frac{j\pi}{N_p+1} \right) \sin \left( \frac{\alpha_j \pi}{2} \right) + \frac{\pi \theta_2 a^2}{\Omega} |\psi_0(2\Omega) + 2\psi_0(0)| \right] P(a,\tau)
\]

\[
-\frac{\partial}{\partial a} \left[ \frac{\pi \theta_2 a^2}{8} (3\psi_0(2\Omega) + 2\psi_0(0)) P(a,\tau) \right] + \frac{1}{2} \left( \frac{\pi \theta_2 a^2}{4} |S_0(2\Omega) + 2S_0(0)| \right) \frac{\partial^2 P(a,\tau)}{\partial a^2}.
\]

(30)

In the stationary case, \( \frac{\partial P(a,\tau)}{\partial \tau} = 0 \), the solution of Eq. (30) is:

\[
P_s(a) = Na(G_0 + a^2 \Gamma_1)^{-(Q+1)},
\]

(31)

where

\[
G_0 = \frac{\pi \theta_2 a^2}{4} S_0(2\Omega), \quad \Gamma_1 = \frac{\pi \theta_2 a^2}{4} |S_0(2\Omega) + 2S_0(0)|, \quad Q = \frac{G_1 - 2\Gamma_2}{2\Gamma_1},
\]

\[
\Gamma_2 = \frac{1}{2} (2\lambda - \theta_1) - \frac{1}{2} \eta a \sum_{j=1}^{N_N} c_j a_0 c_{\alpha_j} \Omega^{\alpha_j-1} \sin^2 \left( \frac{j\pi}{N_p+1} \right) \sin \left( \frac{\alpha_j \pi}{2} \right) + \frac{\pi \theta_2 a^2}{8} (3\psi_0(2\Omega) + 2\psi_0(0)).
\]

(32)
Above \( N \) is a normalization constant that guarantees \( \int_0^\infty P_\text{t}(a) da = 1 \).

What about the case where the beam is subjected to the both moving vehicles and stochastic wind loads?

### 3.4 Approximate solution of the beam responses subjected to the both moving loads

Finally, the case where the beam is subjected to the series of lumped loads and the wind actions is investigated. For the analytical purposes, we assume that the beam is linear and it is submitted to only the additive effects of the wind loads. Thus, Eqs. (22) and (23) become:

\[
a = \left[ -(2\lambda - \theta_1) \frac{a}{2} - \frac{1}{2} \sum_{j=1}^{N_p} c_j \omega_0^2 \Omega e^{-j} \sin^2 \left( \frac{j\pi}{N_p + 1} \right) \sin \left( \frac{\alpha j\pi}{2} \right) \right] d\tau + \frac{1}{2\Omega} \left[ G_{0N} \sin \varphi - F_{0N} \cos \varphi \right] d\tau + \sqrt{\Gamma_0} dW_1(\tau),
\]

and

\[
d\varphi = \frac{1}{2\Omega} \left[ 1 - \Omega^2 + \eta \sum_{j=1}^{N_p} \left( k_j + c_j \omega_0^2 \Omega e^{-j} \cos \left( \frac{\alpha j\pi}{2} \right) \right) \sin^2 \left( \frac{j\pi}{N_p + 1} \right) \right] d\tau + \frac{1}{2\Omega a} \left[ G_{0N} \cos \varphi + F_{0N} \sin \varphi \right] d\tau + \frac{1}{a} \sqrt{\Gamma_0} dW_2(\tau).
\]

The averaged Fokker-Planck-Kolmogorov equation associated with the previous Itô Eqs. (33) and (34) is

\[
\frac{\partial P(a, \varphi, \tau)}{\partial \tau} = -\frac{\partial}{\partial a} \left( \bar{a}_1 P(a, \varphi, \tau) \right) - \frac{\partial}{\partial \varphi} \left( \bar{a}_2 P(a, \varphi, \tau) \right) + \frac{1}{2 \partial \varphi^2} \left( \bar{b}_{22} P(a, \varphi, \tau) \right),
\]

where

\[
\bar{a}_1 = -(2\lambda - \theta_1) \frac{a}{2} - \frac{1}{2} \sum_{j=1}^{N_p} c_j \omega_0^2 \Omega e^{-j} \sin^2 \left( \frac{j\pi}{N_p + 1} \right) \sin \left( \frac{\alpha j\pi}{2} \right) + \frac{1}{2\Omega} \left[ G_{0N} \sin \varphi - F_{0N} \cos \varphi \right] + \frac{\Gamma_0}{a}
\]

\[
\bar{a}_2 = \frac{1}{2\Omega} \left[ 1 - \Omega^2 + \eta \sum_{j=1}^{N_p} \left( k_j + c_j \omega_0^2 \Omega e^{-j} \cos \left( \frac{\alpha j\pi}{2} \right) \right) \sin^2 \left( \frac{j\pi}{N_p + 1} \right) \right] + \frac{1}{a} \left[ G_{0N} \cos \varphi + F_{0N} \sin \varphi \right]
\]

\[
\bar{b}_{11} = \bar{\Gamma}_0
\]

\[
\bar{b}_{22} = \bar{\Gamma}_0 \frac{a}{\Omega}
\]

Applying the solution procedure proposed by Huang et al. [36], one obtains the following exact stationary solution

\[
P_t(a, \varphi) = N' a \exp \left\{ \frac{\bar{\Gamma}_2 a^2}{\bar{\Gamma}_0} - \frac{a}{\Omega (\bar{\Gamma}_0 + \bar{d}_0)} \left[ \left( d_0 G_{0N} + F_{0N} \bar{\Gamma}_0 \right) \cos \varphi + \left( d_0 F_{0N} - G_{0N} \bar{\Gamma}_0 \right) \sin \varphi \right] \right\}
\]

(37)
where \( N' \) is a normalization constant and

\[
\begin{align*}
I_2' &= -\frac{1}{2}(2\lambda - \vartheta_1) - \frac{\eta}{2} \sum_{j=1}^{N_p} c_j \alpha_0^a \Omega^{a_j} \sin^2\left(\frac{j\pi}{N_p + 1}\right) \sin\left(\frac{\alpha_j \pi}{2}\right), \\
I_3 &= \frac{1}{2\Omega} \left[ 1 - \Omega^2 + \eta \sum_{j=1}^{N_p} \left( k_j + c_j \alpha_0^a \Omega^{a_j} \cos\left(\frac{\alpha_j \pi}{2}\right) \right) \sin^2\left(\frac{j\pi}{N_p + 1}\right) \right].
\end{align*}
\]

(38)

4. Numerical analysis of the model

All the parameters concerning the chosen models of beam, of foundation and of the aerodynamic force are presented in Ref. [21]. These parameters clearly help to calculated the dimensionless coefficients defined in Eq. (7). It is well know that the validation of the results obtained through analytical investigation is guarantee by the perfect match with the results obtained through numerical simulations. Thus, The numerical scheme used in this chapter is based on the Grunwald-Letnikov definition of the fractional order derivative Eq. (39). [37–40] and the Newton-Leipnik algorithm [37, 38]

\[
D_\alpha^\tau \chi_{n f} \approx h^{-\alpha} \sum_{l=0}^{n_f} C_\alpha^l \chi_{n_f-l},
\]

(39)

where \( h \) is the integration step and the coefficients \( C_\alpha^l \) satisfy the following recursive relations:

\[
C_\alpha^0 = 1, \quad C_\alpha^l = \left(1 - \frac{1 + \alpha}{l}\right) C_\alpha^{l-1}.
\]

(40)

Now we display in some figures the effects of the main parameters of the proposed model. For example, Figure 2(a) shows the effect of the number of the bearings on the amplitude of vibration of the beam. This graph also shows a
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**Figure 2.** Effects of the number of the bearings \( N_p \) (a) and number of moving loads \( N_v \) (b) on the amplitude response of the beam when driving frequency \( \Omega \): Analytical curves (-), numerical curves (o). All The parameters are given in [21].
comparison between the results from the mathematical analysis (curve with dotted line) and the results obtained from numerical simulation of Eq. (9) using Eq. (39). The match between the results shows a good level of precision of the approximation made in obtaining Eq. (24). This figure also reveals that the vibration amplitude of the beam decreases and the resonance frequency of the system increases as the number of bearings increases. Figure 2(b), shows the effect of loads number on the beam response. It is observed that as the value of $N_v$ increases, the amplitude of vibration at the resonant state merely increases.

Looking at the effects of the order of the fractional derivative $\alpha$ on the amplitude of the beam, we obtain the graph of Figure 3. Small value of $\alpha$ leads to large value of the maximum vibration amplitude. It is also clearly shown that the system is more stable for the highest order of the derivative. The multivalued solution appears for small order and disappears progressively as the order increases. The resonance (a peak of the amplitude) appears as the parameter $k^*_0$ increases, see Figure 3(a)-(d). The good match between the analytical and the numerical results gives a validation of the approximations made.

Also, the stochastic analysis has allowed to estimate the probabilistic distribution as a consequence of the wind random effects. The beam response, and more specifically the stationary probability density function $P_s(a)$ of its amplitude $a$, can also be retrieved (Figures 4 and 5). This type of analysis indicates that as the additive wind turbulence parameter increases, the peak value of the probability density function
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**Figure 3.**
Effect of the fractional order on the amplitude of the beam $A$ when the dimensionless stiffness $k^*_0$ varying: Analytical curves (-), numerical curve (o). All The parameters are given in [21].
decreases and progressively shifts toward larger amplitude values, while the average center position stays in the same position. Thus, the additive ($\theta_0$) and parametric ($\theta_1$) wind turbulence decreases the chance for the beam to quickly reach the amplitude resonance. It is also demonstrated that the PDF has only one maximum situated in the vicinity of $a_m = 0.2$. We have plotted curves Figure 6(a) and (b) that presents the stationary probability distribution function $P_f(a, \phi)$ versus the amplitude $a$ and the phase $\phi$. This graph just confirm the results obtained in Figures 4 and 5 and the highest value of the PDF is more visible.

Figure 7 presents the times histories of the maximum vibration of the beam. The case where the beam is subjected to moving loads ($a$), to wind actions ($b$) and to the both wind and loads ($c$).

5. Conclusions

In this Chapter we have revised some aspects of the response of viscoelastic foundation of bridges to a simplified model of moving loads and wind random perturbations. The results have been compared to the numerical solution for the modal equation, obtained with the deterministic and stochastic version of Newton-Leipnik algorithm. The analysis has begun modeling the steady-state vibration of the beam suspensions made of a fractional-order viscoelastic material. The resulting mathematical model consists of a component for the beam, and the Kelvin-Voigt foundation type containing fractional derivative of real order, as well as a stochastic
decreases and progressively shifts toward larger amplitude values, while the average center position stays in the same position. Thus, the additive ($\theta_0$) and parametric ($\theta_1$) wind turbulence decreases the chance for the beam to quickly reach the amplitude resonance. It is also demonstrated that the PDF has only one maximum situated in the vicinity of $a = 0.2$. We have plotted curves Figure 6(a) and (b) that presents the stationary probability distribution function $P_s(a,\phi)$ versus the amplitude $a$ and the phase $\phi$. This graph just confirms the results obtained in Figures 4 and 5 and the highest value of the PDF is more visible. Figure 7 presents the times histories of the maximum vibration of the beam. The case where the beam is subjected to moving loads ($a$), to wind actions ($b$) and to the both wind and loads ($c$).

5. Conclusions
In this Chapter we have revised some aspects of the response of viscoelastic foundation of bridges to a simplified model of moving loads and wind random perturbations. The results have been compared to the numerical solution for the modal equation, obtained with the deterministic and stochastic version of Newton-Leipnik algorithm. The analysis has begun modeling the steady-state vibration of the beam suspensions made of a fractional-order viscoelastic material. The resulting mathematical model consists of a component for the beam, and the Kelvin-Voigt foundation type containing fractional derivative of real order, as well as a stochastic term to account for wind pressure. We have highlighted the simplifications. Perhaps the most significant, in the very model formulation, has been the assumption that the load passage consists of concentrated masses, spatially periodic and moving at constant speed. This simplification is crucial to reduce the full partial differential equation to a single smode model — Wind load is modeled as the aerodynamic force related to the wind that blows orthogonally to the beam axis with random velocity. The whole system has then been modeled with a partial differential equation that can be reduced to a one-dimensional modal equation. The beam response under moving and/or stochastic wind loads has been estimated analytically assuming that
the first mode contains the essential information, and using the stochastic averaging method. The analysis has therefore some limitations, namely the limited values of parameters that have been explored, and to have retained the first mode only in the Galerkin’s method. Also, the vehicles’ train has been (over?) simplified as a simple periodic drive. With this limitations in mind, let us summarize the main findings. To start with, in this framework it is possible to investigate how the main parameters of the moving loads and of the bearings affect the beam response, and especially how the driving frequency, the loads number, the stiffness coefficient, fractional-order of the viscosity term and the number of bearings affect the dynamic behaviour of the beam. The resonance phenomenon and the stability in the beam system strongly depends on the stiffness and fractional-order of the derivative term of the viscous properties of the bearings. There are a number of quantitative results that are worth mentioning. Firstly, as the number of moving loads increases, the resonant amplitude of the beam increases as well. Secondly, it has been established that as the number of bearings increases, the resonant amplitude decreases and, more importantly, shifts toward larger frequency values. Thirdly, the system response becomes more stable as the order of the derivative increases, for the multivalued solution only appears for the smallest order and quickly disappears as the order increases. All the above results are a consequence of the analysis of the oscillations. However, the stochastic analysis has allowed to estimate the probabilistic distribution as a consequence of the wind random effects. The beam response, and more specifically the stationary probability density function of its amplitude, can also be retrieved. This type of analysis indicates that as the additive wind turbulence parameter increases, the peak value of the probability density function decreases and progressively shifts toward larger amplitude values, while the average center position stays in the same position. Thus, the additive and parametric wind turbulence decreases the chance for the beam to quickly reach the amplitude resonance.

Numerical simulations have confirmed these predictions. This behavior is depicted in Figures 2–5, which have practical implications, on which we would like to comment. To make an example, the beam system frequency $\Omega$ displays the bridge response as the vehicles speed changes, see Eq. (7). In principle it could be possible to avoid large oscillations by controlling the speed of the freight vehicles,
albeit in practice it is more realistic to set a maximum speed at which the bridge should be crossed. In other words, to keep resonance at bay, it is necessary to set a speed limit below the resonance insurgence. Analogously, one could think to limit the vehicles number, not to have a minimum number of vehicles across the bridge. We conclude the parameters analysis, namely the stiffness and the viscoelastic properties of the foundations, noticing that such parameters can be optimized with an appropriated tuning, see e.g., Figure 3, or the analogous indications that stems from the results of Figures 4 and 5 for the wind features $\theta_0$ and $\theta_1$.

By way of conclusion, let us summarize that the special properties of the viscoelastic foundations and of the time dependent perturbations, vehicles and wind, interact. As a result also the construction and management parameters are not to be considered independent procedures, for they are deeply interwoven if safe transportation is to be guaranteed.

Acknowledgements

Part of this work was completed during a research visit of Prof. Nana Nbendjo at the University of Kassel in Germany. He is grateful to the Alexander von Humboldt Foundation for financial support within the Georg Forster Fellowship.

Appendix A

To deal with the modelling, let us consider the dynamic equilibrium of a beam element of length $dx$; $u = u(x,t)$ and $\theta = \theta(x,t)$ be the transversal displacement and the angle of rotation of the beam element respectively. We denote the internal bending moment by $M$, the internal shear force by $V$, the inplane strain due to the inplane strain, issue of the assumed negligible longitudinal displacement of the beam by $T$, the foundation-beam interaction force (per unit length of the beam’s axis) by $Q_F(x,t)$ and the external distributed loading by $F_{ad}(x,t)$ and $f(x,t)$.

Setting the vertical forces on the element equal to the mass times acceleration gives:

$$\frac{\partial V}{\partial x} = Q_F(x,t) - f(x,t) - F_{ad}(x,t) + \rho S \frac{\partial^2 w(x,t)}{\partial t^2}$$

(41)

While summing moments produces:

$$\frac{\partial M}{\partial x} = V - \rho I \frac{\partial^2 \theta(x,t)}{\partial t^2} - T \frac{\partial u(x,t)}{\partial x}$$

(42)

For small rotation $\theta(x,t) \approx \frac{\partial u(x,t)}{\partial x}$, Eq. (42) becomes:

$$\frac{\partial M}{\partial x} = V - \rho I \frac{\partial^2 w(x,t)}{\partial t^2} - T \frac{\partial u(x,t)}{\partial x}$$

(43)

Combining Eq. (41) and Eq. (43) then yields:

$$\frac{\partial^2 M}{\partial x^2} = Q_F(x,t) - f(x,t) - F_{ad}(x,t) + \rho S \frac{\partial^2 w(x,t)}{\partial t^2} - \rho I \frac{\partial^2 w(x,t)}{\partial t^2 \partial x} - T \frac{\partial^2 w(x,t)}{\partial x^2}$$

(44)
From the geometry of the deformation, and using Hooke’s law $\sigma_x = E\varepsilon_x$, one can show that (see reference [19]):

\[
M = \frac{EI}{R} = -EI \frac{\partial^2 w(x,t)}{\partial x^2} \approx -EI \frac{\partial^2 w(x,t)}{\partial x^2} \left[ 1 + \frac{3}{2} \left( \frac{\partial w(x,t)}{\partial x} \right)^2 \right] + O \left( \frac{\partial w(x,t)}{\partial x} \right)^2
\]

\[
\approx -EI \frac{\partial^4 w(x,t)}{\partial x^4} \left[ 1 + \frac{3}{2} \left( \frac{\partial w(x,t)}{\partial x} \right)^2 \right] + O \left( \frac{\partial w(x,t)}{\partial x} \right)^2
\]

(45)

where the Taylor expansion of the inverse of the radius of curvature $\frac{1}{R}$ up to the second order is carried out. According to the assumed negligible longitudinal displacement of the beam, the tension in the beam $T$ can be determined as (see the details of their derivation in Ref.[19]).

\[
T = \frac{ESL}{2L} \int_0^L \left( \frac{\partial w(x,t)}{\partial x} \right)^2 dx
\]

(46)

Finally taking into account the dissipation ($\mu \frac{\partial w(x,t)}{\partial t}$), putting Eq. (44), Eq. (45) and Eq. (46) together gives the new desired result (Eq. (1) of the manuscript)

\[
\rho S \frac{\partial^2 w(x,t)}{\partial t^2} - \rho l \frac{\partial^4 w(x,t)}{\partial x^4 \partial t^2} + EI \frac{\partial^4 w(x,t)}{\partial x^4} \frac{\partial w(x,t)}{\partial t} + \mu \frac{\partial w(x,t)}{\partial t} \left[ \frac{\partial^2 w(x,t)}{\partial x^2} \left( \frac{\partial w(x,t)}{\partial x} \right)^2 \right] - \frac{ES \partial^2 w(x,t)}{2L} \int_0^L \left( \frac{\partial w(x,t)}{\partial x} \right)^2 dx + Q_p(x,t) = F_{ad}(x,t) + f(x,t)
\]

(47)

where:

\[
f(x,t) = P \sum_{i=0}^{N-1} \varepsilon_i \delta[x - x_i(t-t_i)]
\]

\[
Q_p(x,t) = \sum_{j=1}^{N_P} (k_j + c_j \frac{\partial^2}{\partial t^2}) w(x,t) \delta \left[ x - \frac{jL}{N_P + 1} \right]
\]
From the geometry of the deformation, and using Hooke’s law \( \sigma_x = \frac{E \epsilon_x}{1 + \frac{\partial}{\partial x} \varepsilon_{xx}} \), one can show that (see reference [19]):

\[
M = \frac{EI}{R} = \frac{EI}{\partial^2 w(x,t)/\partial x^2 + \varepsilon_{xx}(x,t)\partial^2 w(x,t)/\partial x^2}\]

where the Taylor expansion of the inverse of the radius of curvature up to the second order is carried out. According to the assumed negligible longitudinal displacement of the beam, the tension in the beam \( T \) can be determined as (see the details of their derivation in Ref.[19]).

\[
T = \frac{ES}{L^2} (\frac{\partial w(x,t)}{\partial x})^2 (46)
\]

Finally taking into account the dissipation \( \mu \partial \varepsilon_{xx}(x,t)/\partial t \), putting Eq. (44), Eq. (45) and Eq. (46) together gives the new desired result (Eq. (1) of the manuscript)

\[
\rho S \frac{\partial^2 w(x,t)}{\partial t^2} = \rho I \frac{\partial^4 w(x,t)}{\partial x^4} + \frac{EI}{\partial^2 \partial^2 \partial w(x,t)/\partial x^2} + \frac{\mu}{2} \varepsilon_{xx}(x,t)\partial^3 w(x,t)/\partial x^3 + QF(x,t) = F_a(x,t) + f(x,t) (47)
\]
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Chapter 3

Chaotic Dynamics and Complexity in Real and Physical Systems

Mrinal Kanti Das and Lal Mohan Saha

Abstract

Emergence of chaos and complex behavior in real and physical systems has been discussed within the framework of nonlinear dynamical systems. The problems investigated include complexity of Child’s swing dynamics, chaotic neuronal dynamics (FHN model), complex Food-web dynamics, Financial model (involving interest rate, investment demand and price index) etc. Proper numerical simulations have been carried out to unravel the complex dynamics of these systems and significant results obtained are displayed through tables and various plots like bifurcations, attractors, Lyapunov exponents, topological entropies, correlation dimensions, recurrence plots etc. The significance of artificial neural network (ANN) framework for time series generation of some dynamical system is suggested.

Keywords: chaos, Poincarè map, bifurcation, Lyapunov exponents, topological entropy, correlation dimension, permutation entropy, neural network

1. Introduction

In this chapter, we investigate the dynamical complexity of several real physical systems. We present our analysis of various problems considered here and present results graphically based on actual numerical simulation for various system. We revisit the analysis of complexity of nonlinear pendulum dynamics and its application to unravel the complex oscillations observed in a swing pumped by a child. For the analysis, we use various tools e.g., phase plot, bifurcation diagram, Poincare surface of section and maps, Lyapunov exponent (LCE) etc., of theory of nonlinear dynamical system. Next we consider the problem of prey-predator system with Allee effect and introduce correlation dimension and topological entropy to characterize the fractal structure and the associated complexity in its dynamics. Further, beside the normal analysis used to understand the complex neuronal dynamics, say using Fitzhugh-Nagumo model (FHN), recurrence plots (RPs) have been used along with the phase plot analysis and bifurcation diagram to picturise the transition of spike occurrence from periodic to quasi-periodic and chaotic oscillations in the presence of external periodic stimulation. Significance of multi-scale permutation entropy analysis to characterize nonlinear dynamical complexity of real system is also suggested while analyzing a financial system involving interest rate, investment demand and interest rates. Finally, we describe the utility of time series generation of dynamical variables of chaotic system, such as Lorentz system, using artificial neural network.
2. Pendulum motion and dynamics behind a swing

2.1 Pendulum motion

Motion of nonlinear driven pendulum with friction are widely discussed through numerous literature in Physics and applied Mathematics, (e.g. here, [1–3]). The nonlinear analysis of driven nonlinear pendulum provides a basis for understanding the complexity of various nonlinear dynamical systems. Regular and chaotic motions are observed in such pendulums depending on the numerical values assigned to the parameters associated in their equations of motion. A swing dynamics is very similar to that of nonlinear driven pendulum, [4–7]. In the present text regular and chaotic motion of a pendulum and that of the child’s swing is discussed mathematically. Numerical results are presented in various forms of graphics. The equation of motion of a driven pendulum having angular displacement, $\theta$, from vertical with linear damping expressed as

$$\frac{d^2 \theta}{dt^2} + k \frac{d \theta}{dt} + \omega_0^2 \sin \theta = F \cos (\omega t)$$  \hspace{1cm} (1)

where $F$ and $\omega$ are respectively the amplitude and frequency of the driving force and $k$ is the damping coefficient and $\omega_0 = \sqrt{\frac{g}{L}}$ is the natural frequency for free small-amplitude oscillations. Here $g$ refers to acceleration due to gravity and $L$ the length of the pendulum. Often it is convenient to express frequency in units of $\omega_0$ by setting $\omega_0 \rightarrow 1$ and rescaling the time unit accordingly. The periodic force $F \cos \omega t$ is active and influence the motion of the pendulum.

The Eq. (1) can easily be replaced by equation

$$\frac{d^2 \theta}{dt^2} + 2\beta \frac{d \theta}{dt} + \omega_0^2 \sin \theta = f \omega_0^2 \cos (\omega t)$$  \hspace{1cm} (2)

Here $k = 2\beta$, $\beta = \frac{L}{m}$, i.e., ratio of damping coefficient per unit mass $m$, $\omega_0^2 = \frac{g}{L}$ and $f = \frac{F}{\omega_0^2}$. One obtains a bifurcation diagram for Eq. (2), shown in Figure 1. Bifurcation scenario indicates a period doubling phenomena followed by chaos. This implies the pendulum oscillations may be regular or chaotic depending on the magnitudes of external forcing.

System (1) or (2) are very common structure with very few degrees of freedom. The simple forced pendulum is periodic in $\theta$ when the driving force applied is
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*Figure 1.* Bifurcation scenario of damped and driven pendulum for values $\beta = 0.75$, $\omega = 2\pi$, $\omega_0 = 3\pi$ and $1.06 \leq f \leq 1.09$.
smaller than a certain threshold $f_c$ and chaotic when the force $f$ is greater than this threshold. An interesting case would also be when the driving force becomes comparable to the weight.

Keeping fixed values for $k = 0.125$, $\omega_0 = 1$, $\omega = 2/3$ and then varying forcing amplitude $F$, following regular (periodic) and chaotic motion of the pendulum is observed:

Case (a): for a value $F = 0.2$, a time-series plot, phase plot, surface of section and Poincaré map, are drawn as shown in Figure 2.

Case (b): for a value $F = 0.8$, corresponding figures of case (a) are obtained as a time-series plot, phase plot, surface of section and Poincaré map, are drawn as shown in Figure 3.

The plots shown in Figure 3 indicate at a value $F = 0.8$ the pendulum oscillation is chaotic and this leads to unpredictability. Pendulum may be whirling irregularly or overturn or show very irregular oscillations.

As an application of the foregoing analysis, in the following section, we extend the formalism to discuss the problem of swing oscillation where the length of the pendulum varies periodically.

2.2 Problem of Swing oscillation

Oscillations of a swing pumped by a child is very familiar to us. Every time the swing passes through its lowest point the child pumps it over and again. The dynamics of weightless rod with a point mass sliding along the length mimics like a pendulum swing whose length varies periodically with time. The motion of the swing governed by the dynamical system written as [5]:

$$\frac{d}{dt} \left[ ml^2 \frac{d\theta}{dt} \right] + \gamma l^2 \frac{d\theta}{dt} + mgl \sin \theta = 0$$

(3)
where $m$ is the mass, $l$ is the length, $\theta$ is the angle made by the swing from the vertical position and $g$ is the acceleration due to gravity. As the length of the swing varies periodically with time, one assumes

$$l = l_0 + a\phi(\Omega t)$$  \hspace{1cm} (4)

where $l_0$ is the mean length of the swing and is constant, $a$ and $\Omega$ are, respectively, the amplitude and frequency of excitation. The function $\phi(\Omega t)$ should be a periodic function of time. Then, by introducing the following dimensionless parameters and variables

$$\tau = \Omega t, \quad \varepsilon = \frac{a}{l_0}, \quad \Omega_0 = \sqrt{\frac{g}{l_0}}, \quad \omega = \frac{\Omega_0}{\Omega}, \quad \beta = \frac{\gamma}{m\Omega_0},$$

equation of motion of the swing in dimensionless form written as:

$$\ddot{\theta} + \left[\frac{2\varepsilon \phi(\tau)}{1 + \varepsilon \phi(\tau)} + \beta \omega^2\right] \dot{\theta} + \frac{\alpha^2}{1 + \varepsilon \phi(\tau)} \sin \theta = 0$$ \hspace{1cm} (5)

where $\{,\}$ in Eq. (5) corresponds to differentiation with respect $\tau$.

Since $\phi(\tau)$ is a periodic function, we may take $\phi(\tau) = A \sin (\lambda \tau)$ and thus the foregoing equation may be rewritten as:

$$\ddot{\theta} + \left[\frac{2k \lambda \cos (\lambda \tau)}{1 + k \sin (\lambda \tau)} + \beta \omega^2\right] \dot{\theta} + \frac{\alpha^2}{1 + k \sin (\lambda \tau)} \sin \theta = 0$$ \hspace{1cm} (6)

where $k = \varepsilon A$.

For stability of motion of the swing a linear stability analysis is applied. We may write Eq. (6) as the following two first order equations:

Figure 3.

Time-series plot, phase plot, surface of section and Poincaré map for periodic motion for $F = 0.8$.
\[
\dot{\theta} = u = f(\theta, u)
\]
\[
\dot{u} = -\left[\frac{2k\lambda \cos(\lambda t)}{1 + k \sin(\lambda t)} + \beta \omega\right] u - \frac{\omega^2}{1 + k \sin(\lambda t)} \sin \theta = g(\theta, u)
\] (7)

The Jacobian for the above system may be written as,

\[
J = \begin{pmatrix}
0 & \frac{1}{1 + k \sin(\lambda t)} \\
-\frac{\omega^2}{1 + k \sin(\lambda t)} \cos \theta & -\left[\frac{2k\lambda \cos(\lambda t)}{1 + k \sin(\lambda t)} + \beta \omega\right]
\end{pmatrix}
\]

When an external periodic force \(F \cos(\theta \tau)\) is applied to pump the swing, final form of the equation of motion stands as

\[
\dot{\theta} + \left[\frac{2k\lambda \cos(\lambda t)}{1 + k \sin(\lambda t)} + \beta \omega\right] \dot{\theta} + \frac{\omega^2}{1 + k \sin(\lambda t)} \sin \theta = F \cos(\theta \tau)
\] (8)

2.3 Regular and Chaotic motion of the swing

The swing, Eq. (8), oscillates in regular motion for significant contribution of friction, (i.e. when the frictional coefficient \(\beta\) has sufficiently higher value) and it is in chaotic motion in case of small friction and higher values of driving force. Figures 4 and 5 showing the case of regular motion.

When the frictional contribution is insignificant, swing oscillations are chaotic and unpredictable. Figure 6 stands for such chaotic motion of the swing when \(\beta = 0\). Figure 7 show chaotic oscillation when \(\beta\) is not zero but small. Surface of section and Poincaré map shown in this figure are interesting showing typical chaotic behavior.

We may thus conclude that the swing oscillates smoothly when the frictions are higher but for no friction or insignificant friction, swing oscillations would be

Figure 4.
A time-series and phase plots and plots of surface of section and Poincaré map for regular motion of the swing for \(F = 0.8\), \(\beta = 0.5\), \(k = 0.1\), \(\lambda = 0.05\), \(\omega = 1\), \(\theta = 2/3\).
Figure 5.
Regular two periodic motion of the swing when $F = 0.9$, $\beta = 0.5$, $k = 0.3$, $\lambda = 1$, $\omega = 1$, $\theta = 2/3$.

Figure 6.
Chaotic oscillation of the swing when $F = 0.2$, $\beta = 0$, $k = 0.1$, $\lambda = 0.05$, $\omega = 1$, $\theta = 2/3$.

Figure 7.
Chaotic oscillation of the swing when $F = 0.2$, $\beta = 0.01$, $k = 0.1$, $\lambda = 0.05$, $\omega = 1$, $\theta = 2/3$. 
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chaotic or unpredictable. In such a case whirling, overturn or any unpredictable situation may happen.

Beside the application of bifurcation diagram, phase plot and Poincare surface of section technique, we introduce the idea of Lyapunov characteristic exponents (LCE), correlation dimension and topological entropy which provide further insight of a complex dynamical system. In the following section, we analyze the complexity of Prey-predator system using such tools.

3. Complexity in prey-predator system with Allee effect

In recent years many type of predator-prey problems, originated in Biological sciences, investigated which depend on various environmental and social conditions, [8–11]. Some problems solved by the application of Allee effect, which is an interesting phenomenon, to some predator-prey systems appear to be very interesting, [12–16]. The Allee effect on prey-predator system is a phenomenon in biology which characterizes certain correlation between population size or density and the mean individual fitness of a population or species. In the following study we investigate the complexity in a predator – prey problem with the Allee effect.

3.1 Discrete prey-predator model

A model for the prey-predator problem with Allee effect can represented as

\[
X_{n+1} = X_n + rX_n(1 - X_n)(1 - \exp(-\varepsilon X_n)) - aX_nY_n
\]

\[
Y_{n+1} = Y_n + aY_n(X_n - Y_n) \left( \frac{Y_n}{\mu + Y_n} \right)
\]

where \(X_n\) and \(Y_n\) refers to the density of prey and predators. Further, \(r\) correspond to the growth rate parameter of the prey population and \(a\) the predation prameter. Here,

- \(1 - \exp(-\varepsilon X_n)\) stands for mate finding Allee effect on prey population, here \(\varepsilon\) is defined as the Allee effect constant and the term

- \(\frac{Y_n}{\mu + Y_n}\) stands for the Allee effect on predator and here, \(\mu\) is the Allee effect constant. Bigger \(\mu\) means the stronger the Allee effect on predator population.

For assumed values of parameters \(a = 2.0, r = 2.4\), fixed points of system (9) are obtained, approximately, as \(P_1^* (0, 0), P_2^* (1, 0), P_3^* (0.545455, 0.545455)\) and by using stability analysis, we find all are unstable.

3.2 Bifurcation diagrams

The phenomena of bifurcation provide a qualititative change in the behavior of a system during evolution. Such a change occurs when a particular parameter is varied while keeping other parameters constant. Bifurcation diagram shows the splitting of stable solutions within a certain range of values of the parameter. During the processes of bifurcation, one observes different cycles of evolution which leading to the chaotic situation. Phenomena like bistability, periodic windows within chaos etc. may also be observed for some systems. A bifurcation can be taken as a
tool to analyze the regular, chaotic as well as complexity within the system. For $a = 2.0$ and $1.8 \leq r \leq 2.4$, Figure 8 shows bifurcation of system (9), where some interesting phenomena observed that the system is not producing a period doubling bifurcation scenario which is very common for many nonlinear systems.

3.3 Numerical simulations

Simulation of the foregoing models provides,

3.3.1 Attractors

Keeping parameters $a$ and $r$ fixed viz., $a = 2.0$, $r = 2.4$, attractors for different cases are obtained through numerical technique [16], and shown in Figure 9.

Looking plots of attractor of Figure 9, one finds a chaotic attractor, figure (a), when Allee effect is not in consideration, for $a = 2.0$, $r = 2.4$. But, the application of Allee effect to either of the population or to both population, system returned to regularity, e.g. figures (b), (c) and (d) are no more chaotic. This also follow from the plots of LCEs given below.

3.3.2 Lyapunov exponents (LCEs)

The phase space dynamics of a nonlinear chaotic physical system is very complex in general. One of the important feature of such a system is its sensitivity to initial conditions i.e., two very nearby trajectory in phase space show divergence exponentially. Such divergence are characterized by LCEs. To indicate chaotic and regular evolution, an appropriate measure is to find Lyapunov exponents (LCEs) which are obtained for different cases by using appropriate procedure. Plots of LCEs are shown in Figure 10.

3.3.3 Correlation dimension

Lorenz attractor provides an example of a fractal object with noninteger dimension. The correlation dimension permits us to quantify the space filling property and provides the measure of dimensionality of the chaotic attractor. It is expressed as

$$D^c = \frac{d \log C(R)}{d \log (R)}$$

where $C(R)$ is defined as

$$C(R) = \frac{1}{n(n-1)} \sum_{i=1}^{n} \sum_{j=1}^{n} \Theta(R - \|x[i] - x[j]\|)$$

corresponds to the correlation sum and is a measure of total number of points contained within a hypersphere of radius $R$ as a function of $R$ normalized to the total number of points squared. Using the algorithm [17, 18], the correlation dimension can be determined from the scaling region found in the plot of log $C(R)$ as a function of log $(R)$. For the Lorenz system with parameters $\sigma = 10$, $\rho = 28$ and $b = 8/3$, the correlation dimension $D^c$ is found to be 2.069. The correlation dimension of the chaotic attractor Figure 9(a) is found to be $D^c = 0.571$ (Figure 11).
The correlation contained within a hypersphere of radius $D_c$ is a tool to analyze the regular, chaotic as well as complexity within the system. For advances in dynamical systems theory, models, algorithms and applications, the correlation dimension of the chaotic attractor is an important feature. It expresses the space filling property and provides the measure of dimensionality of the chaotic attractor. It is a fundamental property and establishes a steady state situation.

As explained in the beginning, topological entropy measures the complexity of the system. More topological entropy implies system is more complex. Presence of complexity does not mean the system is chaotic and vice versa. In Figure 12, we have plots of topological entropy for different cases. In figure (a), topological entropy increases for $r > 2$ but bifurcation diagrams and calculations of LCEs indicate the system is regular within $2.0 \leq r \leq 2.2$. Similar observation can be made looking at figures (b) and (c). In figure (d) one finds no fluctuations of topological entropy, it establishes a steady state situation.
The results obtained through bifurcation plots, Figure 8, and those of LCEs plots, Figure 10, show that the Allee effect stabilize the motion from chaos to regularity. The correlation dimension of the chaotic attractor is obtained as $D_c \approx 0.571$. Through this study we find the existence of complexity within the system, even when system behavior is regular, we find significant amount of increase in topological entropy. This implies the fact that the system may be regular but may exhibit complexity.

![Figure 10](image1.png)

**Figure 10.**
Plots of Lyapunov exponents for $a = 2.0, r = 2.4$ and (i) figure (a) without Allee effect, (ii) figure (b) with $\varepsilon = 4.5, \mu = 0$, (iii) figure (c) Allee effect on predator only with $\mu = 0.1$, (iv) Allee effect on both populations $\varepsilon = 4.5, \mu = 0.1$.

The results obtained through bifurcation plots, Figure 8, and those of LCEs plots, Figure 10, show that the Allee effect stabilize the motion from chaos to regularity. The correlation dimension of the chaotic attractor is obtained as $D_c \approx 0.571$. Through this study we find the existence of complexity within the system, even when system behavior is regular, we find significant amount of increase in topological entropy. This implies the fact that the system may be regular but may exhibit complexity.
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**Figure 11.**
Plot of correlation integral data.
The results obtained through bifurcation plots, Figure 8, and those of LCEs plots, Figure 10, show that the Allee effect stabilize the motion from chaos to regularity. The correlation dimension of the chaotic attractor is obtained as $D_c \approx 0.571$. Through this study we find the existence of complexity within the system, even when system behavior is regular, we find significant amount of increase in topological entropy. This implies the fact that the system may be regular but may exhibit complexity.

Figure 11. Plot of correlation integral data. Figure 10. Plots of Lyapunov exponents for $a = 2.0$, $r = 1.8 \leq r \leq 2.6$ : (i) figure (a) with no Allee effect, (ii) figure (b) when $\varepsilon = 4.5$, $\mu = 0$, figure (c) with Allee effect on predator only $\mu = 0.1$, (iv) when $\varepsilon = 4.5$, $\mu = 0.1$.

4. Recurrence plot

Natural system exhibits periodicities and also irregular cyclicities. Usually measures such as Lyapunov characteristic exponent (LCE), correlation dimension, Kolmogorov- Sinai (KS) entropy etc., have been used to characterize the complexity of observed nonlinear dynamical behavior of a system. But the analysis based on application of the foregoing tools inherently assumes the system to be noise free and stationary. An alternative framework based on the idea of recurrence plot was introduced in [19] for visualization of the dynamical behavior of a system in phase space and subsequently the formalism has been extended to quantify the recurrence plots to unravel the observed complexities i.e., regular, quasi-periodic, chaotic transition etc. For a discrete time series $P$ with $N$ data points such that

$$P : \{x_1, x_2, x_3, \ldots, x_N\},$$

where $x_i, i = 1, 2, \ldots, N$ refers to observed values at time $t_1, t_1 + \Delta t, \ldots, t_1 + n\Delta t$. If the system has true dimension $m$, a sequence of vectors may be constructed from the time series as:

$$X_i = (x_{i}, x_{i+r}, x_{i+2r}, \ldots, x_{i+(m-1)r}) \quad i = 1, 2, \ldots, n; \quad n = N - (m - 1)r$$

where $r$ corresponds to time lag or delay and $m$ - the embedding dimension of the phase space. By considering the distances in $m$- dimensional reconstructed points, we construct a recurrence plot (RP). In fact RP is an $n \times n$ symmetrical array where a dot is marked at a point $(i,j)$ if $X_i$ is close to another point $X_j$. We may write
\[ R_{ij}(r) = \Theta(r - \|X_i - X_j\|); \quad i, j = 1, 2, \ldots, n \]  

where \( \Theta \) is a Heavyside function, \( r \) is a small threshold distance between neighboring points and \( \| \cdot \| \) is an Euclidean norm.

A characteristic pattern emerges in RPs which characterizes a dynamical system. The method of RP is suitable for both stationary and non-stationary dynamical system. Since a trajectory may return to a point or close to it in phase space, the deterministic dynamical system shows recurrent behavior and RP therefore exhibits both horizontal and vertical lines. For a stochastic dynamical system, such lines in RP are of very small size and in fact appear by chance. Therefore the distribution of such points appear to be homogeneous. In case of periodic system the RP is filled with longer diagonal lines. Various measures that quantify RPs are mainly, \( RR, DET, ENT, DIV, LAM, TT \) which refers to density of recurrence points, determinism, divergence, entropy, laminarity and trapping time respectively. For a periodic system diagonal lines are longer which for chaotic system RP shows broken short lines. Recently [20] has provided a very useful description of applying RPs and recurrence quantification analysis to unravel the complex dynamics of general problem of three species interaction in ecology. In the following section, we extend the analysis of complexity to the problem associated with neuronal dynamics, an area of current interest in neuro-bio-science [21]. We however restrict ourselves to only RPs to supplement the analysis of complexity using phase portrait, bifurcation diagram etc.

5. Regular and Chaotic neuronal dynamics

The neuronal communication is known to be mediated by electrical pulses called spikes. Studies of various spiking patterns reveal nonlinear characteristics of slow-fast neuronal dynamics. A considerable amount of information regarding neuronal activity has been obtained by studying the dynamics of spiking pattern [22]. The phenomenon of tonic firing, mixed mode (bursting and spiking) etc., are typical responses exhibited by an excitable neuron [23]. Cortical neurons have been reported to show tonic bursting wherein the neurons periodically switches between firing state and resting state. The mixed mode firing is observed in mammalian neocortex [24]. Spike generation in fact depends on the firing threshold and the stimulus intensity. In recent years, the perception regarding constancy of neuron’s firing threshold has changed to dynamic [21]. In this work, we first briefly introduce the Fitzhugh-Nagumo model (FHN) that have been proposed for spike generation like well known Hodgkin-Huxley model. It is however to be noted that FHN model reproduce the experimental results less accurately. Our interest in FHN model emanates mainly due to its showing complex spiking pattern even though it is mathematically simple. The basic FHN model assumes the threshold to be constant. We also study the changes caused in the spiking pattern as a result of time varying threshold. This study assumes significance as such a model may throw insight into the model the dynamics of cortisol secretion from hypothalamus [25]. It is to be noted that the neuronal firings may take place at regular interval or randomly due to inherent mechanism or may be due to its interaction with the neighborhood neurons or result of exogenous stimulus [26–28].

5.1 Basic dynamics of FHN model

The FHN model describes the interaction between the voltage \( v \) across the axon membrane driven by input current \( I \) and the recovery variable \( w \). The recovery
variable $w$ is the result of mainly the reflecting outward potassium current ($K^+$) that results in hyperpolarization of the axon after each spike occurrence. We may write the FHN model equation as [28–30]:

$$\frac{dv}{dt} = \alpha(v - b)(v - b_0) - \sigma w + I$$

$$\frac{dw}{dt} = \varepsilon(v - \delta w)$$

where $\delta > 0$ and the parameter $\alpha > 0$ scales the amplitude of the membrane potential $v$, and $\varepsilon$ is used here to control the recovery variable $w$ with respect to action potential $v$. The parameter $b_0$, i.e., $0 < b_0 < 1$, corresponds to the threshold value that controls the excitability behavior of the neuron. Also $\beta$ and $\sigma$ are constants for the system.

In our analysis of Eq. (13), we take $\beta = \sigma = 1$ and for the case of no external input current, $I = 0$ the dynamical system (13) has three equilibrium points or fixed points $(v_e, w_e)$ as:

$$E_1 = (0, 0),$$

$$E_{2,3} = \left(\frac{1 + b_0}{2}\right) \pm \sqrt{\frac{(1 - b_0)^2 - \frac{4}{\alpha \delta}}{2}}.$$  

It may be noted that if

$$(1 - b_0)^2 - \frac{4}{\alpha \delta} < 0,$$  

then the system possess $E_1$ as the only equilibrium point. Further defining

$$h(v) = v(1 - v)(v - b_0)$$

the Jacobian matrix $J$ of the system may be written as:

$$J = \begin{vmatrix} \frac{ah'(v)}{\varepsilon} & -1 \\ \varepsilon & -\varepsilon \delta \end{vmatrix}.$$  

For the equilibrium or fixed points $(v_e, w_e)$, the eigenvalues $\lambda_{1,2}$ of the Jacobian matrix are given by

$$\lambda_{1,2} = \frac{-\varepsilon \delta - ab_1 \pm \sqrt{(\varepsilon \delta - ab_1)^2 - 4 \varepsilon (1 - ab_1 \delta)}}{2}.$$  

where $b_1 = h'(v_e)$.

Therefore (1) if $ab_1 \delta < 1$, the equilibrium point $(v_e, w_e)$ is asymptotically stable if $ab_1 < \varepsilon \delta$, a repeller if $ab_1 > \varepsilon$, (2) if $ab_1 \delta > 1$ the equilibrium point is a saddle point and (3) if $ab_1 \delta = 1$ then the equilibrium point is stable (unstable) if $ab_1 < \delta \varepsilon (ab_1 > \delta \varepsilon)$.

In case the parameters of the system are such that condition Eq. (14) holds then using Eq. (17) we find the equilibrium point $E_1$ i.e., origin, to be asymptotically stable if
Based on Routh’s criteria we may write equivalently

\[ ab_0 + \epsilon \delta > 0, \]  
\[ \alpha \delta b_0 + 1 > 0. \]  

(19)

Therefore if origin is the only fixed point of the system, then following [30], it is observed that the system has no limit cycle if \((b_0 - \frac{1}{2})^2 + \frac{3}{4} - \frac{3 \epsilon}{4} < 0\). This result however assumes \(ab_0 + \epsilon \delta > 0\). In case \(ab_0 + \epsilon \delta < 0\), the origin becomes unstable and the system can be shown to exhibit one stable limit cycle. It is noted here that on varying the threshold parameter \(b_0\), the system may exhibit Andronov-Hopf bifurcation when \(ab_0 + \epsilon \delta = 0\) as per Eq. (18) and at this point the origin of the system becomes unstable causing a bifurcation to at least one stable limit cycle. It is to be noted that gaps exist in parameter space when origin is the only asymptotically fixed point and where limit cycles may exists. Interestingly, we numerically show the existence of bistable behavior [18, 30] in terms of occurrence of double cycle bifurcation by taking \(\epsilon = 0.015\), \(\delta = 3.5\), \(\alpha = 1.0\) and allowing the threshold value \(b_0 < 0\) i.e., \(-0.044\) (Figure 13).

For the case of \(I \neq 0\), the equilibrium points may be one, two or three and their stability may be analyzed following the foregoing analysis. Taking the parameter values: \(a = 0.06\), \(b_0 = 0.50\), \(\epsilon = 14\), as in [29], the phase portrait were obtained using numerical integration of the system, Eq. (13), for different \(I\) values (Figure 14). The appearance of limit cycle behavior is due to supercritical Hopf bifurcation and as a consequence of loss of stability of the unique equilibrium point that exist for \(I < 4.2\) [29]. Figure 14 also suggest that the amplitude of limit cycles first increases and subsequently decreases with increase in values of \(I\). At around \(I \sim 12.45\) the second bifurcation occurs and system is led to a stable equilibrium. [29] has provided a detailed discussion on the richness of various bifurcation event as \(I\) is varied.

\[
Re \left[ -(ab_0 + \epsilon \delta) \pm \sqrt{(ab_0 + \epsilon \delta)^2 - 4\epsilon(\alpha \delta b_0 + 1)} \right] < 0. \tag{18}
\]

Figure 13.
Phase portrait of FHN system showing bistability between limit cycle and stable fixed point.
5.2 FHN neuron in the presence of external periodic electrical stimulation

Chaotic systems exhibit complexity and are sensitively dependent on initial condition of the system under investigation and also unpredictable. Chaos as a nonlinear phenomenon has attracted researchers from different disciplines e.g., physics, biology, ecology, neurobiocience etc. In this section, we investigate the effect of periodic electrical stimulation on the dynamics of an FHN system, Eq. (13).

The basic equation that governs the dynamics of FHN system in the presence of external periodic stimulation, $I(t)$, may be written as:

$$\frac{dv}{dt} = \alpha(v - \nu)(v - b_0) - \sigma w + I(t),$$

$$\frac{dw}{dt} = \epsilon(v - \delta w). \quad (20)$$

Here, we take the external periodic stimulation as given by $I(t) = \left[ I_0 \right] \cos(2\pi \nu t)$, where $I_0$, $\nu$ refers to the amplitude and frequency of the input stimulus. Further, we present the simulation results of the system, Eq. (20), by taking $\alpha = 10$, $\beta = 1$, $b_0 = 0.10$, $\delta = 0.25$, $\epsilon = 1$, and $\sigma = 1$ and varying both $I_0$ and $\nu$. The variation of both amplitude and frequency of the external periodic stimulus is found to result in the membrane potential $v$ exhibiting regular or chaotic temporal behavior. The regular or periodic neuron spiking could be classified as $p : q$ phase-locking, where $p$ and $q$ corresponds to the number of spikes and number of periodic stimuli per unit response period. For instance Figures 15 and 16 illustrates respectively the response of the neuronal spiking corresponding to $1 : 1$ and $1 : 2$ phase locked rhythm.

The response of the single FHN neuron to external periodic response could also be chaotic for certain values of the amplitude $I_0$ and frequency $\nu$ of driving stimulus i.e., i.e., $I_0 = 0.183$, $\nu = 0.1931$, as shown in Figure 17.

The observed dynamical transition from regular/periodic to chaotic of membrane potential $v$ with increase in amplitude and frequency of external could be
further seen by constructing the RPs. The construction of RP, discussed earlier in section 4, involves the reconstruction of phase space using a time series of a dynamical variable, say the membrane potential $v$, based on the information regarding the delay parameter $\tau$ and the embedding dimension $m$. The delay parameter $\tau$ for the time series of $v$ could be obtained using the method of mutual information (MI) [31] and the embedding dimension $m$ may be determined using the algorithm of [32, 33]. The time series of Figures 15–17 for the membrane potential $v$ have been used to construct the RP shown in Figure 18. The change in spiking patterns caused by external periodic stimulation from regular to chaotic is well indicated in RP of almost equally spaced diagonal lines to irregularly occurring broken diagonal lines of varying length.

### 5.3 FHN neuron with time varying threshold

The dynamics of cortisol secretion from hypothalamus could be modeled using FHN system with time varying threshold [25]. Complexities of spike dynamics of FHN neuron has been earlier investigated in [34] incorporating the time varying
further seen by constructing the RPs. The construction of RP, discussed earlier in section 4, involves the reconstruction of phase space using a time series of a dynamical variable, say the membrane potential $v$, based on the information regarding the delay parameter $\tau$ and the embedding dimension $m$. The delay parameter $\tau$ for the time series of $v$ could be obtained using the method of mutual information (MI) [31] and the embedding dimension $m$ may be determined using the algorithm of [32, 33]. The time series of Figures 15–17 for the membrane potential $v$ have been used to construct the RP shown in Figure 18. The change in spiking patterns caused by external periodic stimulation from regular to chaotic is well indicated in RP of almost equally spaced diagonal lines to irregularly occurring broken diagonal lines of varying length.

5.3 FHN neuron with time varying threshold

The dynamics of cortisol secretion from hypothalamus could be modeled using FHN system with time varying threshold [25]. Complexities of spike dynamics of FHN neuron has been earlier investigated in [34] incorporating the time varying Figure 15.

Figure 17.
1:1 phase locking rhythm of spiking neuron. (a) Time series of membrane potential with $I_0 = 0.183$, $\nu = 0.1931$. (b) $v-w$ phase portrait with same parameters as in (a).

Figure 18.
RP of membrane potential with (a) 1:1 phase locking rhythm, (b) 1:2 phase locking and (c) chaotic rhythm.
threshold. Models of observed tonic firing and spike bursting were simulated by considering both periodic and noisy form of the threshold variation. The effect of a mixed mode threshold on the spiking FHN system was also investigated. Here we present results of bifurcation analysis of different states of neuronal firing of FHN neuron by considering a discrete form of the system [34, 35]. Following [34], the discrete form of the FHN system may be written as:

\begin{align}
    v_{n+1} &= v_n + \Delta \alpha [-v_n(v_n - 1)(v_n - b_n) - w + I] \\
    w_{n+1} &= w_n + \Delta (v_n - \delta w_n)
\end{align} \tag{21}

where \(\Delta\) refers to the integral step size and is treated here as a bifurcation parameter.

In case of mixed mode threshold variation, the membrane potential \(v\) exhibits a complex behavior as shown in bifurcation diagram (Figure 19a). It is readily observed that the temporal behavior is chaotic in the region \(0.42 \leq \Delta \leq 0.68\). Thereafter windows of regular and chaotic regimes are observe till \(\Delta = 0.8\) for \(I = 0\). A slight increase in \(I\) changes the dynamics to a more complex behavior as shown in

\begin{figure}[h]
\centering
\includegraphics[width=0.4\textwidth]{figure19a.png}
\caption{(a) Bifurcation of membrane potential. (a) \(I = 0\); (b) \(I = 1\).}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.4\textwidth]{figure19b.png}
\caption{(a) Bifurcation of membrane potential. (a) \(I = 0\); (b) \(I = 1\).}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.4\textwidth]{figure20a.png}
\caption{(a) Phase portrait showing quasiperiodic behavior for (a) \(I = 0\) and chaotic behavior for (b) \(I = 1\).}
\end{figure}
Figure 19b wherein windows of quasi-periodic behavior that sets sets in say at $\delta \sim 0.68$ for $I = 0$ (Figure 20a) make a transition to chaos as shown in Figure 20b.

In the following section, we study the complex dynamics in economics, an area actively pursued by researchers, by introducing another measure called ‘multi-scale permutation entropy’ by considering a nonlinear financial model.

6. Chaotic dynamics in finance model

In mainstream economics, economic dynamics has assume great importance in recent years in view of the availability of market and other data. Economic dynamics has therefore influenced both micro- and macroeconomics. Therefore lot of research output has poured in explaining irregular micro-economic fluctuation, erratic business cycles, irregular growth and aperiodic behavior of economic data etc. Nonlinear systems provides an alternative simple and deterministic framework that easily can explain aperiodic or chaotic behaviors of various financial systems.

One of the important features of nonlinear system is that the irregular/chaotic behavior supports an endogenous mechanism for the observed complexity in economic time series. As a result nonlinear dynamic framework has been applied to economic modeling and several examples are available in [36–46].

In the present work we revisit the synthetic chaotic financial model discussed in [45, 46] which is based on interest rate, investment demand and price index as dynamical variables. We numerically explored and analyze the complexity of the model using the multiscale entropy (MPE) frame work. In this section, we briefly describe the chaotic financial model and its basic characteristics. We also outlines the procedure of MPE for analyzing the complexity of the finance model.

6.1 Chaotic financial model

We consider a dynamic finance model composed of three coupled first order differential equation. This model describes the temporal evolution of the state variables viz. the interest rate $X$, the investment demand $Y$ and the price index $Z$. The model is described as [39]:

$$\frac{dX}{dt} = Z + (Y - a)X,$$

$$\frac{dY}{dt} = 1 - bY - X^2,$$

$$\frac{dZ}{dt} = -X - cZ.$$  \hspace{1cm} (23)

Here $a$, $b$ and $c$ are positive constants and represent the saving amount, cost per investment and elasticity of demand of the commercial markets. First equation appears, representing the changes in $X$, as a result of contradiction in the investment market and structural adjustment from the goods prices. Second equation representing the changes in $Y$ appears due to proportionality to the rate of investment and also to an inversion of the cost of investment and interest rate. The third equation emerges due to contradiction between supply and demand in commercial markets which is influenced by interest rates.

Eq. (23) has been numerically integrated using fourth-order Runge-Kutta method to obtain the time series of the dynamic variables $X$, $Y$ and $Z$, shown in Figure 21 with $a = 3.0$, $b = 0.1$, $c = 1.0$ and initial condition $(X_0, Y_0, Z_0) = (2, 3, 2)$. Similar choice of the parameter were made in [45].
The representation of two dimensional phase portrait \(X, Y\) and the attractor are shown in Figure 22. Obviously they represent chaotic dynamics of the temporal behavior shown in Figure 22.

6.2 Complexity analysis using multiscale permutation entropy (MPE) method

The multiscale permutation method involves two steps. A “coarse graining” is applied first to a time series \(X_i, i = 1, N\) to construct a consecutive coarse-grained time series. The coarse-grained process involves averaging a successively increasing number of data points in non-overlapping windows. The elements of each of the coarse grained time series \(y_j^{(s)}\) is computed as,

\[
y_j^{(s)} = \frac{1}{s} \sum_{i=j}^{j+s-1} X_i (24)
\]

where \(1 \leq i \leq N/s\) and \(s\) defines the scale factor. Each time series length is of size that is an integral multiple of \(N/s\). For \(s = 1\), the coarse-grained time series is just the original time series.

The second step involves the computation of permutation entropy for each of the coarse-grained time series. For a coarse-grained time series \(y_j\) we first consider the series of vector of length \(m\), and obtain

\[
S_m^{(n)} = y_n, y_{n+1}, \ldots, y_{n+m-1}\]

\(1 \leq n \leq N/s - m + 1\). Subsequently, \(S_m^{(n)}\) is arranged in an increasing order viz.,

\[
y_{n+1} \leq y_{n+2} \leq \ldots \leq y_{n+m}
\]

For \(m\) different numbers, there will be \(m!\) possible order patterns/structures \(\Pi\) which are termed as permutations. If \(f(\Pi)\) denotes the frequency of order pattern \(\Pi\), then the relative frequency and hence the probability \(p = f(\Pi)/N/s\) \((m+1)\). The permutation entropy \(H_m\) therefore is given by

\[
H_m(\Pi) = -\sum_{\Pi} p(\Pi) \ln(\Pi)
\]

The maximum value of \(H_m\) is \(\log m!\) thus showing all permutations to have equal probability. Also, the time series is termed as regular if minimum value of \(H_m\) is zero. Therefore \(H_m\) the permutation entropy provide a quantitative measure of dynamical complexity of a time series as it refers to its local structures. It may be noted that the permutation entropy depends on the chosen value of \(m\). For \(m < 3\), there will be very few distinct states and the foregoing scheme does not work satisfactorily. In the present analysis we have considered sufficiently large time series and chosen \(m = 6\) to estimate the complexity measure MPE.

For the financial model, Eq. (23), we have simulated the permutation entropy as a function of the scale \(s\) for \(m = 6\). The simulated results have been shown in Figure 23a where we observe a saturation behavior with increased value of the scale factor \(s\). It is also observed that the permutation entropy at any scale \(s\) for the interest rate \(X\) time series is higher than the investment demand time series \(Y\) which.
The representation of two-dimensional phase portrait $X(t), Y(t)$ and the attractor are shown in Figure 22. Obviously they represent chaotic dynamics of the temporal behavior shown in Figure 22.

6.2 Complexity analysis using multiscale permutation entropy (MPE) method

The multiscale permutation method involves two steps. A "coarse graining" is applied first to a time series $X_i, i = 1, N$ to construct a consecutive coarse-grained time series. The coarse-grained process involves averaging a successively increasing number of data points in non-overlapping windows. The elements of each of the coarse-grained time series $Y_j(t)$ is computed as

$$ Y_j(t) = \frac{1}{s} \sum_{i=(j-1)r+1}^{jr} X_i $$

where $1 \leq i \leq N/s$ and $s$ defines the scale factor. Each time series length is of size that is an integral multiple of $N/s$. For $s = 1$, the coarse-grained time series is just the original time series.

The second step involves the computation of permutation entropy [47] for each of the coarse-grained time series. For a coarse-grained time series $y_j$, we first consider the series of vector of length $m$, and obtain $S^m(n) = [y_n, y_{n+1}, \ldots, y_{n+m-1}]$, $1 \leq n \leq (N/s) - m + 1$. Subsequently, $S^m(n)$ is arranged in an increasing order viz., $[y_{n+j_1+1} \leq y_{n+j_2+1} \leq \cdots \leq y_{n+j_n+1}]$. For $m$ different numbers, there will be $m!$ possible order patterns/structures $\Pi$ which are termed as permutations. If $f(\Pi)$ denotes the frequency of order pattern $\Pi$, then the relative frequency and hence the probability $p = f(\Pi)/(N/s - m + 1)$. The permutation entropy $H(m)$ therefore is given by

$$ H(m) = -\sum_{\Pi=1}^{m!} p(\Pi) \ln(\Pi). \quad (25) $$

The maximum value of $H(m)$ is $\log(m!)$ thus showing all permutations to have equal probability. Also, the time series is termed as regular if minimum value of $H(m)$ is zero. Therefore $H(m)$ the permutation entropy provide a quantitative measure of dynamical complexity of a time series as it refers to its local structures. It may be noted that the permutation entropy depends on the chosen value of $m$. For $m < 3$, there will be very few distinct states and the foregoing scheme does not work satisfactorily. In the present analysis we have considered sufficiently large time series and chosen $m = 6$ to estimate the complexity measure MPE.

For the financial model, Eq. (23), we have simulated the permutation entropy as a function of the scale $s$ for $m = 6$. The simulated results have been shown in Figure 23a where we observe a saturation behavior with increased value of the scale factor $s$. It is also observed that the permutation entropy at any scale $s$ for the interest rate $X$ time series is higher than the investment demand time series $Y$ which

\[ \text{Figure 23.} \]
\[ \text{Multiscale permutation of (a) Financial model time series, (b) Rossler model.} \]
is further higher than that of the price index $Z$ time series. Therefore we may conclude that the complexity measure relation for the considered financial model time series can be expressed as $\text{MPE}_X > \text{MPE}_Y > \text{MPE}_Z$. The behavior of the complexity measure of the considered finance model has been found to be quite similar to that of chaotic Rossler attractor [with parameters $a = 0.15; \ b = 0.20; \ c = 10.0$] (Figure 23b).

The simulation results for the multi-scale permutation entropy, $\text{MPE}$, presented for the financial model and the Rossler chaotic model exhibit long term correlation of the respective time series of a dynamical variable. Such inference is made in view of the increasing trend of $\text{MPE}$ with scale factor $s$ for a given $m$. In case of a standard financial model, the efficacy of such model could be made on comparing the $\text{MPE}$ trend of resulting simulated time series for interest rate ($X$), investment demand ($Y$) and that of price index ($Z$) with the availability of the real time series data for the corresponding dynamical variables. Finally, we introduce the idea of generation of time series of a nonlinear chaotic dynamical system, say a Lorenz system, using artificial neural network.

7. Time series generation using artificial neural network (ANN)

A large class of different architecture have been used in neural network for various application. Among these application an issue relates the approximation of a nonlinear mapping $f(x)$ with the network $f_{\text{ANN}}(x), \ x \in \mathbb{R}^K$ where $K$ corresponds to the size of the input. Besides the Radial Basis Function (RBF), a Multi Layer Perceptron (MLP) has been used extensively in function approximation. A MLP neural network comprises an input layer, several hidden layers and an output layer as shown in Figure 24.

An MLP comprises inputs $x_i, \ i = 1, 2, \cdots, K$ to the neurons gets multiplied with weights $w_{ki}$ and summed up along with the bias $\theta_i$. The resulting $n_i$ is then acts as an input to the activation function $g$ which could be chosen as a sigmoid function or a
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Figure 24.
A multilayer perceptron network.
tanh function. The output at node $i$ is given by $y_i = g \left( \sum_{j=1}^{K} w_{ji} x_j + \theta_i \right)$. Figure 24 illustrates a typical MLP network where the output is given by

$$y_i = g \left[ \sum_{j=1}^{3} w_{ji}^2 g \left( \sum_{k=1}^{K} w_{kj}^1 x_k + \theta_j^1 \right) + \theta_j^2 \right]. \quad (26)$$

Several algorithms are available to determine the network parameters e.g., weights ($w^k_{ji}$) and biases ($\theta^k_j$). Such algorithms are termed as teaching or learning algorithms. The basic procedure involving the learning algorithm of an MLP network are: (a) Define the network structure, selecting the activation function and initializing the weights and biases, (b) providing the error estimates and number of epochs for training algorithm before running the training algorithm, (c) the output is simulated using input data to the network and compared with the given output, and (d) finally validating the result with independent data.

In this work, using the inputs as $x$, $y$ and $z$ time series from Lorenz system exhibiting chaotic dynamics and using the `newff`, `train` and `sim` MATLAB commands [31], we simulated each of these time series. In our simulation we take the learning parameters viz., `net.trainParam.show = 50; net.trainParam.lr = 0.05; net.trainParam.epochs = 1000; net.trainParam.goal = 1e-3`, and use 100 neurons and 3 output layers [48]. Figure 25 shows the MLP network generated time series of Lorenz variables and the corresponding deviations from the input time series.

8. Conclusion

In this chapter, we have applied phase portrait, bifurcation diagram, Poincare surface of section, LCEs, correlation dimension, topological entropy and multi-scale
permutation entropy method to unravel the complexity of various physical systems e.g., nonlinear forced pendulum, child’s swing problem, prey-predator system, periodically stimulated FHN neuron model and nonlinear financial model. Important characterization of transition from regular to chaotic dynamics have been made using the foregoing methods. Finally artificial neural network based on multi-layer perceptron network have been shown to satisfactorily generate the time series of dynamical variable of chaotic system such as Lorenz system.
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Chapter 4

Invariants for a Dynamical System with Strong Random Perturbations

Elena Karachanskaya

Abstract

In this chapter we consider the invariant method for stochastic system with strong perturbations, and its application to many different tasks related to dynamical systems with invariants. This theory allows constructing the mathematical model (deterministic and stochastic) of actual process if it has invariant functions. These models have a kind of jump-diffusion equations system (stochastic differential Itô equations with a Wiener and a Poisson paths). We show that an invariant function (with probability 1) for stochastic dynamical system under strong perturbations exists. We consider a programmed control with Prob. 1 for stochastic dynamical systems. We study the construction of stochastic models with invariant function based on deterministic model with invariant one and show the results of numerical simulation. The concept of a first integral for stochastic differential equation Itô introduce by V. Doobko, and the generalized Itô–Wentzell formula for jump-diffusion function proved us, play the key role for this research.

Keywords: Itô equation, Poisson jump, invariant function, differential equations system construction, stochastic system with invariants, programmed control with probability 1

1. Introduction

Models for actual dynamical processes are based on some restrictions. These restrictions are represented as a conservation law.

The conservation law states that a particular measurable property of an isolated dynamical system does not change as the system evolves over time.

Actual dynamical systems are open, and they are subject to strong external disturbances that violate the laws of conservation for the given system. Conventionally, deterministic dynamical systems have an invariant function. Doobko1 V. in [1] proved that stochastic dynamical systems have an invariant function as well. For dynamical system which are described using a system of stochastic differential Itô equations, a first integral—or an invariant function, exists with probability 1 [2–10].

When we know only a conservation law for a dynamical system, and equations which describing this system are unknown, the invariant functions are a good tool for determination of these equations.

1 Different variant of transliteration of the name: Dubko
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1. Introduction

Models for actual dynamical processes are based on some restrictions. These restrictions are represented as a conservation law.

The conservation law states that a particular measurable property of an isolated dynamical system does not change as the system evolves over time.

Actual dynamical systems are open, and they are subject to strong external disturbances that violate the laws of conservation for the given system.

Conventionally, deterministic dynamical systems have an invariant function. Doobko1 V. in [1] proved that stochastic dynamical systems have an invariant function as well. For dynamical system which are described using a system of stochastic differential Itô equations, a first integral – or an invariant function, exists with probability 1 [2–10].

When we know only a conservation law for a dynamical system, and equations which describing this system are unknown, the invariant functions are a good tool for determination of these equations.

---

1 Different variant of transliteration of the name: Dubko
Our method differs for other (see, for example, [11]) preliminary in the fact that we construct a system of differential equation with the given first integral under arbitrary initial conditions. Besides, this algorithm is realized as software and it allows us to choose a set of functions for simulation. Moreover, we can construct both a system of stochastic differential equations and a system of deterministic ones.

The goal of this chapter is representation of modern approach to describe of dynamical systems having a set of invariant functions.

This chapter is structured as follows. Firstly, we show that the invariant functions for stochastic systems exist. Then, the generalized Itô – Wentzell formula is represented. It is a differentiated rule for Jump-diffusion function under variables which solves the Jump-diffusion equations system. This rule is basic for the necessary and sufficient conditions for the stochastic first integral (or invariant function with probability 1) for the Jump-diffusion equations system. The next step is the construction of the differential equations system using the given invariant functions. It can be applied for stochastic and nonstochastic cases. The concept of PCP1 (Programmed Control with Prob. 1) for the Jump-diffusion equations system. The next step is the construction of the invariant rules for the necessary and sufficient conditions for the stochastic first integral (or invariant function with probability 1) for the Jump-diffusion equations system. This is basic for the necessary and sufficient conditions for the random variable A

\[ \nu(t, A) \] for every \( t > 0 \), \( w(t) \) has a normal \( \mathcal{N}(0, t) \) distribution,

- it has continuous sample paths,
- every trajectory of \( w(t) \) is not differentiated for all \( t \geq 0 \).

A \( \nu(t, A) \) is called a Poisson random measure or standard Poisson measure (PM) if it is non-negative integer random variable with the Poisson distribution \( \nu(t, A) \sim \text{Poi}(t\Pi(A)) \), and it has the properties of measure:

- \( \nu(t, A) \) is a random variable for every \( t \in [0, T], A \in \mathbb{R}^n \),
- \( \nu(t, A) \in \mathbb{N} \cup \{0\}, \nu(t, \emptyset) = 0 \),
- if \( A \cap B = \emptyset \), then \( \nu(t, A \cup B) = \nu(t, A) + \nu(t, B) \),
- \( E[\nu(t, A)] = t\Pi(A) \),
- if \#\( A \) is a number of random events from set \( A \) during \( t \), then

\[
P_t(\#A = k) = \frac{(t\Pi(A))^k}{k!} \exp \{-t\Pi(A)\}.
\]
\( \dot{v}(t, A) = v(t, A) - E[v(t, A)] \) is called a centered Poisson measure (CPM).

Let \( w(t) = (w_1(t), \ldots, w_m(t))^T \) be an \( m \)-dimensional Wiener process, such that the one-dimensional Wiener processes \( w_k(t) \) for \( k = 1, \ldots, m \) is mutually independent.

Take a vector \( \gamma \in \Theta \) with values in \( \mathbb{R}^n \). Denote by \( \nu(\Delta t, \Delta \gamma) \) the PM on \([0, T] \times \mathbb{R}^n\) modeling independent random variables on disjoint intervals and sets. The Wiener processes \( w_k(t), k = 1, \ldots, m \), and the Poisson measure \( \nu([0, T], A) \) defined on the specified space are \( \mathcal{F}_t \)-measurable and independent of one another.

Consider a random process \( x(t) \) with values in \( \mathbb{R}^n \), \( n \geq 2 \), defined by the Equation [12]:

\[
dx(t) = A(t)dt + B(t)dw(t) + \int_{\mathbb{R}^r} \gamma(\nu(\Delta t, \nu A)) \nu(dt, d\gamma),\]

where \( A(t) = \{a_1(t), \ldots, a_n(t)\}^T \) is \( n \times k \) matrix, and \( g(t, \gamma) = \{g_1(t, \gamma), \ldots, g_n(t, \gamma)\}^T \in \mathbb{R}^n \), and \( \gamma \in \mathbb{R}^n = \mathbb{R}_\nu \), while \( w(t) \) is an \( m \)-dimensional Wiener process. In general the coefficients \( A(t), B(t), \text{and } g(t, \gamma) \) are random functions depending also on \( x(t) \). Since the restrictions on these coefficients relate explicitly only to the variables \( t \) and \( \gamma \), we use precisely this notation for the coefficients of (1) instead of writing \( A(t, x(t)), (t, x(t)), \text{and } g(t, x(t), \gamma) \).

A system (1) is the stochastic differential Itô equation with Wiener and Poisson perturbations, which named below as a Jump-diffusion Itô equations system (GSDES).

We will consider the dynamical system described using ordinary deterministic differential equations (ODE) system and ordinary stochastic differential Itô equations (SDE) system of different types, taking into account the fact that \( x \in \mathbb{R}^n \), \( n \geq 2 \).

3. An existence of an invariant function (with Prob.1) for stochastic dynamical system under strong perturbations

Consider the diffusion Itô equation in \( \mathbb{R}^3 \) with orthogonal random action with respect to the vector of the solution

\[
dv(t) = -\mu v(t)dt + \frac{b}{|v(t)|} [v(t) \times dw(t)],
\]

where \( v \in \mathbb{R}^3 \), \( w \in \mathbb{R}^3 \), and \( w_i(t), i = 1, 2, 3 \) are independent Wiener processes. This equation is a specific form of the Langevin equation. V. Doobko in [1] showed that the system (2) have an invariant function called a first integral of this system:

\[
u(t, v) = \exp \{2\mu t\} \left( |v(0)|^2 - \frac{b^2}{\mu} \right).
\]

This, in particular, implies that

\[
\lim_{t \to \infty} |v(t)|^2 = \frac{b^2}{\mu},
\]

i.e. process \( |v(t)| \) is a nonrandom function and the random process \( v(t) \) itself is generated in a sphere of constant radius \( \frac{b}{\sqrt{\mu}} \).
In [4, 5, 10] it is shown that invariant function exists for other stochastic equations of Langevin type. To obtain this result, it is necessary to use the Itô’s formula.

4. The generalized Itô – Wentzell formula for jump-diffusion function

The rules for constructing stochastic differentials, e.g., the change rule, are very important in the theory of stochastic random processes. These are Itô’s formula [13, 14] for the differential of a nonrandom function of a random process and the Itô – Wentzell formula [15] enabling us to construct the differential of a function which per se is a solution to a stochastic equation. Many articles address the derivation of these formulas for various classes of processes by extending Itô’s formula and the Itô – Wentzell formula to a larger class of functions.

The next level is to obtain a new formula for the generalized Itô Equation [14] which involves Wiener and Poisson components. In 2002, V. Doboko presented [7] a generalization of stochastic differentials of random functions satisfying GSDES with CPM based on expressions for the kernels of integral invariants (only the ideas of a possible proof) were sketched in [7]. The result is called the generalized Itô – Wentzell formula”.

In contrast to [7], the generalized Itô – Wentzell formula for the noncentered Poisson measure was represented in [9, 16, 17]. The proof [9] of the generalized Itô – Wentzell formula uses the method of stochastic integral invariants and equations for their kernels. In this case the requirement on the character of the Poisson distribution is only a general restriction, as the knowledge of its explicit form is unnecessary. Other proofs in [16, 17] are based on traditional stochastic analysis and the use of approximations to random functions related to stochastic differential equations by averaging their values at each point.

The generalized Itô – Wentzell formula relying on the kernels of integral invariants [9] requires stricter conditions on the coefficients of all equations under consideration: the existence of second derivatives. The reason is that the kernels of invariants for differential equations exist under certain restrictions on the coefficients.

Since the random function \( F(t, x(t)) \) has representation as stochastic diffusion Itô equation with jumps, we can use the generalized Itô – Wentzell formula, proved by us by several methods in accordance with different conditions for the equations coefficients. Now we consider only one case.

We will use the following notation: \( C^w_\gamma \) is the space of functions having continuous derivatives of order \( s \) with respect to \( y \), \( C^0_\gamma(y) \) is the space of bounded functions having bounded continuous derivatives of order \( s \) with respect to \( y \).

Theorem 1.1 (generalized Itô – Wentzell formula). Consider the real function \( F(t, x) \in C^1_{t,x}, (t, x) \in [0, T] \times \mathbb{R}^n \) with generalized stochastic differential of the form

\[
d_iF(t, x) = Q(t, x)dt + \sum_{k=1}^{m} D_k(t, x)dw_k(t) + \int_{\mathbb{R}_+} G(t, x, \gamma)\nu(dt, d\gamma)
\]

whose coefficients satisfy the conditions:

\[
Q(t, x) \in C^1_{t,x}, \quad D_k(t, x) \in C^1_{t,x}, \quad G(t, x, \gamma) \in C^{1,2,1}_{t,x,y}.
\]

2 Different variants of transliteration of this formula name: Itô – Wentzell, Itô – Ventcel’, Itô – Ventzell
If a random process $x(t)$ obeys (1) and its coefficients satisfy the conditions

$$a_i(t, x) \in C_{t,x}^{1,1}, \quad b_{ij}(t, x) \in C_{t,x}^{1,2}, \quad g_i(t, x, \gamma) \in C_{t,x}^{1,2,1}.$$ \hspace{1cm} (4)

then the stochastic differential exists and

$$dF(t, x(t)) = Q(t, x(t))dt + \sum_{k=1}^{m} D_k(t, x(t))d\omega_k +$$

$$+ \left[ \sum_{i=1}^{n} a_i(t) \frac{\partial F(t, x)}{\partial x_i} \bigg|_{x=x(t)} + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{m} b_{ijk}(t) b_{jk}(t) \frac{\partial^2 F(t, x)}{\partial x_i \partial x_j} \bigg|_{x=x(t)} + \right.$$

$$+ \left. \sum_{i=1}^{n} b_{ik}(t) \frac{\partial D_k(t, x)}{\partial x_i} \bigg|_{x=x(t)} \right] dt + \sum_{i=1}^{n} \sum_{k=1}^{m} b_{ik}(t) \frac{\partial F(t, x)}{\partial x_i} \bigg|_{x=x(t)} d\omega_k +$$

$$+ \int_{R_y} [(F(t, x(t)) + g(t, \gamma)) - F(t, x(t))]v(dt, d\gamma) +$$

$$+ \int_{R_y} G(t, x(t)) + g(t, \gamma) \gamma v(dt, d\gamma).$$ \hspace{1cm} (5)

By analogy with the terminology proposed earlier, let us call formula (5) “the generalized Itô – Wentzell formula for the GSDES with PM” (GIWF).

By analogy with the classical Itô and Itô – Wentzell formulas, the generalized Itô – Wentzell formula is promising for various applications. In particular, it helped to obtain equations for the first and stochastic first integrals of the stochastic Itô system [9], equations for the density of stochastic dynamical invariants, Kolmogorov equations for the density of transition probabilities of random processes described by the generalized stochastic Itô differential Equation [8], as well as the construction of program controls with probability 1 for stochastic systems [18, 19].

5. A first integral for GSDES

In the theory of ODE, there are constructed equations to find deterministic functions, first integrals which preserve a constant value with any solutions to the equation. The concept of a first integral plays an important role in theoretical mechanics, for example, to solve inverse problems of mechanics or in constructing controls of dynamical systems.

It turned out that the first integral exists in the theory of stochastic differential equations (SDE) as well. However, there appears an additional classification connected with different interpretations. This gives a first integral for a system of SDE (see [1]), a first direct integral, and a first inverse integral for a system of Itô SDE (see [20]).

Definition 1.1 [1, 3]. Let $x(t)$ be an $n$-dimensional random process satisfying a system of Itô SDE

$$dx_i(t) = a_i(t, x(t))dt + \sum_{k=1}^{m} b_{ik}(t, x(t))d\omega_k(t), \quad x(t, x(0))_{|t=0} = x(0),$$ \hspace{1cm} (6)

whose coefficients satisfy the conditions of the existence and uniqueness of a solution [12]. A nonrandom function $u(t, x) \in C_{t,x}^{1,2}$ is called a first integral of the
system of SDE if it takes a constant value depending only on \( x(0) \) on any trajectory solution to (6) with probability 1:

\[
u(t, x(t, x(0))) = \nu(0, x(0)) \quad \text{almost surely,}
\]

or, in other words, its stochastic differential is equal to zero: \( d_t u(t, x(t)) = 0 \).

Another important notion in the theory of deterministic dynamical systems is given by the notion of an integral invariant introduced by Poincaré [21].

As it turned out, there also exist integral invariants for stochastic dynamical systems [2, 3]. In [7] V. Doobko give the concept of a kernel (=density) of a stochastic integral invariant and, based on it, formulate the notion of a stochastic first integral and a first integral as a deterministic function for GSDES with the centered Poisson measure, which makes it possible to compose a list of first integrals for stochastic differential equations.

Consider a random process \( x(t), x \in \mathbb{R}^n \), which is a solution to GSDES

\[
\begin{align*}
    dx_i(t) &= a_i(t, x(t))dt + b_{ik}(t, x(t))d\omega_k(t) + \int_{R^l} g_i(t, x(t), \gamma)\nu(dt, d\gamma), \\
x(t) &= x(t, x(0), \omega)|_{t=0} = x(0), \quad i = 1, \ldots, n, \quad t \geq 0,
\end{align*}
\]

whose coefficients (in general, random functions) satisfy the conditions of the existence and uniqueness of a solution [12] and the following smoothness conditions:

\[
a_i(t, x) \in C_{1,x}^{1,1}, \quad b_{ij}(t, x) \in C_{1,x}^{1,2}, \quad g_i(t, x, \gamma) \in C_{1,x,y}^{1,2,1}.
\]

Suppose that \( \rho(t, x, \omega) \) is a random function connected with any deterministic function \( f(t, x) \in \mathcal{G} \subset C_0^{1,2}(t, x) \) by the relations

\[
\begin{align*}
    \int_{\mathbb{R}^n} \rho(t, x, \omega)f(t, x)d\hat{\Gamma}(x) &= \int_{\mathbb{R}^n} \rho(0, y)f(t, x(t, y))d\hat{\Gamma}(y) \quad (9) \\
    \int_{\mathbb{R}^n} \rho(0, x)d\hat{\Gamma}(x) &= 1, \quad (10) \\
    \lim_{|x| \to \infty} \rho(0, x, \omega) = \lim_{|x| \to \infty} \rho(0, x) = 0, \quad d\hat{\Gamma}(x) = \prod_{i=1}^n dx_i, \quad (11)
\end{align*}
\]

where \( y := x(0) \), and \( x(t, y) \) is a solution to (7), and \( \omega \) is a random event.

In the particular case when \( f(t, x) = 1 \), conditions (9) and (10) imply that

\[
\int_{\mathbb{R}^n} \rho(t, x, \omega)d\hat{\Gamma}(x) = \int_{\mathbb{R}^n} \rho(0, y)d\hat{\Gamma}(y) = 1, \quad (12)
\]

i.e., for the random function \( \rho(t, x, \omega) \), there exists a nonrandom functional preserving a constant value:

\[
\int_{\mathbb{R}^n} \rho(t, x, \omega)d\hat{\Gamma}(x) = 1. \quad (13)
\]

Then, with conditions (10) and (11), Eq. (9) can be regarded as a stochastic integral invariant, and the function \( \gamma(t, x) \) can be viewed as its density.
Definition 1.2 [3]. A nonnegative random function \( \rho(t, x, \omega) \) is referred to as a stochastic kernel or the stochastic density of a stochastic integral invariant (of \( n \)th order) if conditions (9), (10), and (11) are held.

Note that a substantial difference which made it possible to consider the invariance of the random volume on the basis of a kernel of an integral operator in [3, 7], is that (9) contains a functional factor. Thus, the notion of a kernel of an integral invariant [3] for a system of ordinary differential equations can be regarded as a particular case by taking \( f(t, x) = 1 \) and excluding from (7) the randomness determined by the Wiener and Poisson processes.

Using the GIWF (5), we obtain equation for the stochastic kernel function [9].

\[
d_i \rho(t, x, \omega) = - \frac{\partial \rho(t, x, \omega)}{\partial x_i} b_{ik}(t, x) dw_k(t) + \left( - \frac{\partial \rho(t, x, \omega)}{\partial x_i} a_i(t, x) \right) dt + \frac{1}{2} \frac{\partial^2 \rho(t, x, \omega)}{\partial x_i \partial x_j} b_{ik}(t, x) b_{jk}(t, x) dt + \int_{\mathbb{R}_n} \left[ \rho(t, x - g(t, x^{-1}(t, x, \gamma), \gamma, \omega)) \cdot J(x^{-1}(t, x, \gamma)) - \rho(t, x, \omega) \right] \nu(dt, d\gamma),
\]

under restrictions

\[
\lim_{|x| \to \infty} \rho(0, x, \omega) = \lim_{|x| \to \infty} \rho(0, 0, \omega) = 0, \quad \lim_{|x| \to \infty} \frac{\partial \rho(0, x, \omega)}{\partial x_i} = 0, \quad \lim_{|x| \to \infty} \frac{\partial \rho(0, x, \omega)}{\partial x_i} = 0.
\]

This result plays a major role in obtaining of equation for the stochastic first integral.

6. Necessary and sufficient conditions for the stochastic first integral

Lemma 1.1. If \( \rho(t, x, \omega) \) is a stochastic kernel of an integral invariant of \( n \)th order of a stochastic process \( x(t) \) starting from a point \( x(0) \) then, for every \( t \), it satisfies the equality

\[
\rho(t, x(t, x(0)), \omega) J(t, x(0), \omega) = \rho(0, x(0)),
\]

where \( J(t, x(0), \omega) \) is the Jacobian of transition from \( x(t) \) to \( x(0) \).

Definition 1.3 A set of kernels of integral invariants of \( n \)th order is called complete if any other function that is the kernel of this integral invariant can be presented as a function of the elements of this set.

In [9] it is shown that a system of GSDE (7) whose coefficients satisfy the conditions in (8), has a complete set of kernels consisting of \( (n + 1) \) functions.

Suppose that \( \rho_l(t, x, \omega) \neq 0, l = 1, \ldots, m, m \leq n + 1 \) are kernels of the integral invariant (9). Lemma 1.1 implies that, for any \( l \neq n + 1 \), the ratio \( \frac{\rho_l(t, x(t, y), \omega)}{\rho_{n+1}(t, x(t, y), \omega)} \) is a constant depending only on the initial condition \( x(0) = y \) for every solution \( x(t) \) to the GSDE (7) because

\[
\frac{\rho_l(t, x(t, y), \omega)}{\rho_{n+1}(t, x(t, y), \omega)} = \frac{\rho_x(0, y)}{\rho_{n+1}(0, y)}. \quad (15)
\]
Since for some realization \( \omega_1 \) we have
\[
\begin{align*}
\rho_1(t, x(t, x(0))) = 0 & \quad \frac{\rho_1(t, x(t, x(0)), \omega_1)}{\rho_1(t, x(t, x(0)))} = 0 \\
\rho_1(0, x(0)) & = u(0, x(0)),
\end{align*}
\]
and it means, that \( d_u(t, x(t)) = 0 \).

Definition 1.4 A random function \( u(t, x, \omega) \) defined on the same probability space as a solution to (7) is referred to as a stochastic first integral of the system (7) of Itô Generalized GSDE with NCM if the following condition holds with probability 1:
\[
\begin{align*}
u(t, x(t, x(0)), \omega)) = u(0, x(0)) \quad & \text{almost surely}
\end{align*}
\]
for every solution \( x(t, x(0), \omega) \) to (7).

For practical purposes, for example, to construct program controls for a dynamical system under strong random perturbations, the presence of a concrete realization is important, i.e., the parameter \( \omega \) is absent in what follows. In this connection, we introduce one more notion.

Definition 1.5 A nonrandom function \( u(t, x) \) is called a first integral of the system of GSDE (7) if it preserves a constant value with probability 1 for every realization of a random process \( x(t) \) that is a solution to this system:
\[
\begin{align*}
\begin{align*}
\rho_1(t, x(t, x(0))) = 0 & \quad \frac{\rho_1(t, x(t, x(0)), \omega_1)}{\rho_1(t, x(t, x(0)))} = 0 \\
\rho_1(0, x(0)) & = u(0, x(0)),
\end{align*}
\end{align*}
\]
for every solution \( x(t, x(0), \omega) \) to (7).

Thus, a stochastic first integral includes all trajectories (or realizations) of the random process while the first integral is related to one realization.

Construct an equation for \( u(t, x, \omega) \) using the relation
\[
\begin{align*}
\ln u(t, x, \omega) = \ln \rho_1(t, x, \omega) - \ln \rho_1(t, x, \omega),
\end{align*}
\]
as a result of assertion (15). Let us differentiate \( \ln \rho(t, x) \) (omit \( \omega \)) using generalized Itô – Wentzell formula:
\[
\begin{align*}
d_t \ln \rho(t, x) & = \frac{1}{\rho(t, x)} \frac{d_t \rho(t, x)}{\rho(t, x)} + \frac{1}{2 \rho^2(t, x)} \left( \frac{\partial (\rho(t, x) b_{jk}(t, x))}{\partial x_j} \right)^2 dt + \\
+ & \int_{R_j} \left[ \ln \{ \rho_1(t, x - g(t, x(t, y), \gamma), \gamma, \gamma) J(x^{-1}(t, x, \gamma)) \} - \ln \rho_1(t, x) \right] \nu(dt, d\gamma),
\end{align*}
\]
where \( \frac{d_t \rho(t, x)}{\rho(t, x)} \) is the right side of Eq.(14) without the integral expression.

Having written down the equations for \( \ln \rho_1(t, x) \) and \( \ln \rho_1(t, x) \), and taking into account this result and Eq.(16), we obtain:
\[
\begin{align*}
d_t u(t, x, \omega) & = \left[ -a_i(t, x) \frac{\partial u(t, x, \omega)}{\partial x_i} + \frac{1}{2} b_{jk}(t, x) b_{jk}(t, x) \frac{\partial^2 u(t, x, \omega)}{\partial x_i \partial x_j} - b_{ik}(t, x) \frac{\partial}{\partial x_i} \left( b_{jk}(t, x) \frac{\partial u(t, x, \omega)}{\partial x_j} \right) \right] dt - b_{ik}(t, x) \frac{\partial u(t, x, \omega)}{\partial x_i} d\omega_k(t) + \\
+ & \int_{R_j} [u(t, x - g(t, x^{-1}(t, x, \gamma), \gamma, \omega) - u(t, x, \omega)] \nu(dt, d\gamma),
\end{align*}
\]
which means that a stochastic first integral \( u(t, x, \omega) \) of the Itô generalized Eq. (7) is a solution to the GSDE (18).

For a first integral which is a nonrandom function of one realization, the differential is also defined by an equation of the form of (18).
Theorem 1.2 Let \( \mathbf{x}(t) \) be a solution to the GSDES (7) with conditions (8). A nonrandom function \( u(t, \mathbf{x}) \in C^{1,2}_{t,x} \) is a first integral of system (7) if and only if it satisfies the conditions:

\[
1. \quad \frac{du(t, \mathbf{x})}{dt} + \sum_{j=1}^{n} a_j(t, \mathbf{x}) \frac{\partial u(t, \mathbf{x})}{\partial x_j} - \frac{1}{2} b_jk(t, \mathbf{x}) \frac{\partial^2 u(t, \mathbf{x})}{\partial x_j \partial x_k} = 0,
\]

\[
2. \quad b_jk(t, \mathbf{x}) \frac{\partial u(t, \mathbf{x})}{\partial x_j} = 0, \text{ for all } k = 1, m,
\]

\[
3. \quad u(t, \mathbf{x}) - u(t, \mathbf{x} + g(t, \mathbf{x}, \gamma)) = 0 \text{ for any } \gamma \in R, \text{ in the entire domain of definition of the process.}
\]

Theorem (6) allows us to obtain a method for constructing differential equations systems on the basis of the given set of invariant functions.

7. Construction of the differential equations system using the given invariant functions

The concept of a first integral for a system of stochastic differential equations plays a key role in our theory. In this section, we will use a set of first integrals for the construction of a system of differential equations.

Let us write Eq. (7) in matrix form:

\[
d\mathbf{X}(t) = A(t, \mathbf{X}(t))dt + B(t, \mathbf{X}(t))dw(t) + \int_{R} \Theta(t, \mathbf{X}(t), \gamma)\nu(dt, d\gamma)
\]

\[
\mathbf{X}(0) = \mathbf{x}_0, \quad t \geq 0.
\]

Theorem 1.3 [22]. Let \( \mathbf{X}(t) \) be a solution of the Eq. (19) and let a nonrandom function \( s(t, \mathbf{x}) \) be continuous together with its first-order partial derivatives with respect to all its variables. Assume the set \( \{ \mathbf{e}_o, \mathbf{e}_1, \ldots, \mathbf{e}_n \} \) defines an orthogonal basis in \( \mathbb{R}_+ \times \mathbb{R}^n \). If function \( s(t, \mathbf{x}) \) is a first integral for the system (19), then the coefficients of Eq. (19) and the function \( s(t, \mathbf{x}) \) together are related by the conditions:

1. Functions \( B_k(t, \mathbf{x}) = \sum_{i=1}^{n} b_{ik}(t, \mathbf{x}) \mathbf{e}_i \) \((k = 1, \ldots, m)\), which determine columns of the matrix \( B(t, \mathbf{x}) \), belong to a set

\[
B_k(t, \mathbf{x}) \in \left\{ q_{oo}(t, \mathbf{x}) \cdot \det \begin{bmatrix} \mathbf{\bar{e}}_1 & \ldots & \mathbf{\bar{e}}_n \\ \frac{\partial s(t, \mathbf{x})}{\partial x_1} & \ldots & \frac{\partial s(t, \mathbf{x})}{\partial x_n} \\ f_{31} & \ldots & f_{3n} \\ \ldots & \ldots & \ldots \\ f_{n1} & \ldots & f_{nn} \end{bmatrix} \right\}, \quad (20)
\]

where \( q_{oo}(t, \mathbf{x}) \) is an arbitrary nonvanishing function,

2. Coefficient \( A(t, \mathbf{x}) \) belongs to a set of functions defined by

\[
A(t, \mathbf{x}) \in \left\{ R(t, \mathbf{x}) + \frac{1}{2} \sum_{k=1}^{n} \left[ \frac{\partial B_k(t, \mathbf{x})}{\partial \mathbf{x}} \right] \cdot B_k(t, \mathbf{x}) \right\}, \quad (21)
\]
where a column matrix $R(t, x)$ with components $r_i(t, x), i = \{1, \ldots, n\}$, is defined as follows:

$$C^{-1}(t, x) \cdot \det H(t, x) = \bar{e}_o + \sum_{i=1}^{n} r_i(t, x) \bar{e}_i,$$

$C(t, x)$ is an algebraic adjunct of the element $\bar{e}_o$ of a matrix $H(t, x)$ and $\det C(t, x) \neq 0$, a matrix $H(t, x)$ is defined as

$$H(t, x) = \begin{bmatrix}
\frac{\partial \bar{e}_o}{\partial \bar{e}_1} & \frac{\partial \bar{e}_o}{\partial \bar{e}_2} & \cdots & \frac{\partial \bar{e}_o}{\partial \bar{e}_n} \\
\frac{\partial \bar{e}_1}{\partial \bar{e}_1} & \frac{\partial \bar{e}_1}{\partial \bar{e}_2} & \cdots & \frac{\partial \bar{e}_1}{\partial \bar{e}_n} \\
\frac{\partial \bar{e}_2}{\partial \bar{e}_1} & \frac{\partial \bar{e}_2}{\partial \bar{e}_2} & \cdots & \frac{\partial \bar{e}_2}{\partial \bar{e}_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial \bar{e}_n}{\partial \bar{e}_1} & \frac{\partial \bar{e}_n}{\partial \bar{e}_2} & \cdots & \frac{\partial \bar{e}_n}{\partial \bar{e}_n}
\end{bmatrix}, \quad (22)$$

and $\left[\frac{\partial B_k(t, x)}{\partial x}\right]$ is a Jacobi matrix for function $B_k(t, x),

3. Coefficient $\Theta(t, x, \gamma) = \sum_{i=1}^{n} f_i(t, x, \gamma) \bar{e}_i$, related to Poisson measure, is defined by the representation $\Theta(t, x, \gamma) = \varphi(t, x, \gamma) - x$, where $\varphi(t, x, \gamma)$ is a solution of the differential equations system

$$\frac{\partial \varphi(t, y(\gamma, \gamma))}{\partial y} = \det
\begin{bmatrix}
\frac{\partial \varphi_1(t, y(\gamma, \gamma))}{\partial \gamma} & \frac{\partial \varphi_2(t, y(\gamma, \gamma))}{\partial \gamma} & \cdots & \frac{\partial \varphi_n(t, y(\gamma, \gamma))}{\partial \gamma} \\
\varphi_{31}(t, y(\gamma, \gamma)) & \varphi_{32}(t, y(\gamma, \gamma)) & \cdots & \varphi_{3n}(t, y(\gamma, \gamma)) \\
\vdots & \vdots & \ddots & \vdots \\
\varphi_{n1}(t, y(\gamma, \gamma)) & \varphi_{n2}(t, y(\gamma, \gamma)) & \cdots & \varphi_{nn}(t, y(\gamma, \gamma))
\end{bmatrix} \cdot (23)$$

This solution satisfies the initial condition: $y(t, x, \gamma)|_{\gamma=0} = x$.

The arbitrary functions $f_{ij} = f_{ij}(t, x), h_{ij} = h_{ij}(t, x)$, and $q_{ij} = q_{ij}(t, y(\gamma, \gamma))$ are defined by the equalities $f_{ij}(t, x) = \frac{\partial f_{ij}(t, x)}{\partial x_j}, h_{ij}(t, x) = \frac{\partial h_{ij}(t, x)}{\partial x_j}$, and $q_{ij}(t, y(\gamma, \gamma)) = \frac{\partial q_{ij}(t, y(\gamma, \gamma))}{\partial y}$). Sets of functions $\{\varphi_i(t, y(\gamma, \gamma))\}$ and the function $G(t, x)$ together form a class of independent functions.

Using this theorem, we can to construct SDE system of different types and ODE system. Choice of arbitrary functions allows us to construct a set of differential equations systems with the given invariant functions. Theorem (7) allows us to introduce a concept of Programmed control with probability 1 for stochastic dynamical system.

8. Programmed control with Prob. 1 for stochastic dynamical systems

Definition 1.6 [18, 19]. A PCP1 is called a control of stochastic system which allows the preservation with probability 1 of a constant value for the same function which depends on these systems position for time periods of any length $T$.

Let us consider the stochastic nonlinear jump of diffusion equations system:

$$dX(t) = (P(t, X(t)) + Z(t, X(t)) \cdot u(t, X(t)))dt + (B(t, X(t)) + K(t, X(t)))d\omega(t) +$$

$$+ \int_{\mathbb{R}_+} (L(t, X(t), \gamma) + \Lambda(t, X(t))) \nu(dt, d\gamma), \quad (24)$$
where \( P(\cdot), Z(\cdot) \) are given matrix functions and \( B(\cdot), L(\cdot) \) are the functions that may either be known or not. For such systems we construct a unit of programmed control \( \{u(t, X(t)), K(t, X(t)), M(t, X(t))\} \) which allows the system (24) to be on the given manifold \( \{u(t, X(t))\} = \{u(0, x_0)\} \) with Prob. 1 (PCP1) for each \( t \in [0, T], T \leq \infty \).

Suppose that the nonrandom function \( s(t, X(t)) \) is the first integral for the same stochastic dynamical system. The PCP1 \( \{u(t, X(t)), K(t, X(t)), M(t, X(t))\} \) is the solution for the algebraic system of linear equations.

Theorem 1.4 Let a controlled dynamical system be subjected to Brownian perturbations and Poisson jumps. The unit of PCP1 \( \{u(t, X(t)), K(t, X(t)), M(t, X(t))\} \), allowing this system to remain with probability 1 on the dynamically structured integral mfd \( s(t, X(t), x_0), \omega) = s(0, x_0) \), is a solution of the linear equations system (with respect to functions \( u(t, x(t)) \), \( K(t, X(t)), M(t, X(t)) \)) which consists of Eq. (19) and Eq. (24). The coefficients of the Eq. (19), (and the coefficients of the Eq. (24) respectively) are determined by the theorem 7. The response to the random action is defined completely.

We show how the stochastic invariants theory can be applied to solve different tasks.

9. Stochastic models with invariant function which are based on deterministic model with invariant one

In this section we consider a few examples for application of the theory above to modeling actual random processes with invariants [23]. Firstly, we consider an example of construction of a differential equation system with the given invariant. Secondly, we study a general scheme for the PCP1 determination. And finally, we show the possibility of construction of stochastic analogues for classical models described by a differential equations system with an invariant function. The suggested method of stochasticization is based on both the concept of the first integral for a stochastic differentialItô equations system (SDE) and the theorem for construction of the SDE system using its first integral.

9.1 Construction of a differential equations system

It is necessary to construct a differential equations system for \( X \in \mathbb{R}^3, t \geq 0 \) such that the equality

\[
X(t) - Y_1^2(t) + Y_2(t) + \varepsilon' = 0
\]  

(25)

is satisfied with Prob.1. The equality (25) means that the differential equations system has a first integral \( s(t, X(t), Y_1(t), Y_2(t)) = X(t) - Y_1^2(t) + Y_2(t) + \varepsilon' \) with initial condition \((0, 1, 0)^\top\):

\[
s(t, X(t), Y_1(t), Y_2(t)) = X(t) - Y_1^2(t) + Y_2(t) + \varepsilon' = s(0, x(0), Y_1(0), Y_2(0)).
\]

We have

\[
B_k(\cdot) = q_{00}(\cdot)\det\begin{bmatrix}
\bar{e}_1 & \bar{e}_2 & \bar{e}_3 \\
1 & -2y_1 & 1 \\
f_1(\cdot) & f_2(\cdot) & f_3(\cdot)
\end{bmatrix} = q_{00}(\cdot)\begin{bmatrix}
-2y_1f_3(\cdot) - f_2(\cdot) \\
-f_3(\cdot) + f_1(\cdot) \\
f_2(\cdot) + 2y_1f_1(\cdot)
\end{bmatrix} = \begin{bmatrix}
b_{1k}(\cdot) \\
b_{2k}(\cdot) \\
b_{3k}(\cdot)
\end{bmatrix}.
\]
Therefore,

\[
(B_k(), \nabla)B_k() = \tilde{g}_0(\cdot)
\]

According to term 3 of Theorem 1.3, we will determine a coefficient for Poisson measure. Now we rename variables: \(Z = (Z_1, Z_2, Z_3)^* := (X, Y_1, Y_2)^*\). Then, we have:

\[
u(t, Z) = Z_1 - Z_2^2 + Z_3 + \epsilon,
\]

\[
u(t, Z) - u(t, Z + g(t, Z, \gamma)) \equiv u(t, Z) - u(t, V) = 0,
\]

\[V = Z + g(t, Z, \gamma),\]

\[g(t, Z, \gamma) = V(t, Z, \gamma) - Z,\]

where a function \(V(t, Z, \gamma)\) solves the a differential equations system:

\[
\frac{\partial V(\cdot, \gamma)}{\partial \gamma} = \text{det} \begin{bmatrix}
\tilde{c}_1 & \tilde{c}_2 & \tilde{c}_3 \\
1 & -2Z_2 & 1 \\
\varphi_1(\cdot, \gamma) & \varphi_2(\cdot, \gamma) & \varphi_3(\cdot, \gamma)
\end{bmatrix} = \begin{bmatrix}
-2Z_2\varphi_3(\cdot, \gamma) - \varphi_2(\cdot, \gamma) \\
\varphi_1(\cdot, \gamma) - \varphi_3(\cdot, \gamma) \\
\varphi_2(\cdot, \gamma) + 2Z_2\varphi_1(\cdot, \gamma)
\end{bmatrix},
\]

and satisfies the initial condition \(V(\cdot, 0) = Z\). Then, we determine functions \(g_1(\cdot, \gamma), g_2(\cdot, \gamma), g_3(\cdot, \gamma)\).

Assume, that \(\varphi_1(\cdot, \gamma) = \frac{1}{\gamma+1}, \varphi_2(\cdot, \gamma) = 2\gamma, \varphi_3(\cdot, \gamma) = 1\). Then, we get:

\[
g_1(t, X(t), Y(t), \gamma) = -2Y_1(t)\gamma - \gamma^2 - x(t),
\]

\[
g_2(t, X(t), Y(t), \gamma) = \ln |\gamma + 1| - \gamma + 1 - Y_1(t),
\]

\[
g_3(t, X(t), Y(t), \gamma) = -\gamma^2 + 2Y_1 \ln |\gamma + 1| - Y_2.
\]

Finally, we have constructed three variants of differential equations system:
1. deterministic differential equations system:

\[
\begin{align*}
\frac{dX(t)}{dt} &= \frac{e'(h_2 f_3 - f_3 h_3) + 2Y_1(h_0 f_3 - f_0 h_3) + h_0 f_2 - f_0 h_2}{f_2 h_3 - h_2 f_3 + f_3 h_2 - h_3 g_2 - 2Y_1(h_1 f_3 - f_3 h_3)} + \frac{1}{2} \left(-2Y_1(t)f_3(\cdot) - f_2(\cdot)\right) \\
\frac{dY_1(t)}{dt} &= \frac{e'(h_3 f_1 - f_3 h_1) + h_0 f_3 - f_0 h_3 + h_0 f_1 - f_0 h_1}{f_2 h_3 - h_2 f_3 + f_3 h_2 - h_3 g_2 - 2Y_1(h_1 f_3 - f_3 h_3)} + \frac{1}{2} (-f_3(\cdot) + f_1(\cdot)) \\
\frac{dY_2(t)}{dt} &= \frac{e'(h_2 f_1 - f_3 h_1) - 2Y_1(h_0 f_1 - f_0 h_1) + h_0 f_2 - f_0 h_2}{f_2 h_3 - h_2 f_3 + f_3 h_2 - h_3 g_2 - 2Y_1(h_1 f_3 - f_3 h_3)}.
\end{align*}
\]

2. stochastic differential equations system (Itô diffusion equations):

\[
\begin{align*}
\frac{dX(t)}{dt} &= \frac{e'(h_2 f_3 - f_3 h_3) + 2Y_1(h_0 f_3 - f_0 h_3) + h_0 f_2 - f_0 h_2}{f_2 h_3 - h_2 f_3 + f_3 h_2 - h_3 g_2 - 2Y_1(h_1 f_3 - f_3 h_3)} + \frac{1}{2} \left(-2Y_1(t)f_3(\cdot) - f_2(\cdot)\right) \\
&\quad + (-2Y_1(t)f_3(\cdot) - f_2(\cdot)) \, dw_1(t) \\
\frac{dY_1(t)}{dt} &= \frac{e'(h_3 f_1 - f_3 h_1) + h_0 f_3 - f_0 h_3 + h_0 f_1 - f_0 h_1}{f_2 h_3 - h_2 f_3 + f_3 h_2 - h_3 g_2 - 2Y_1(h_1 f_3 - f_3 h_3)} + \frac{1}{2} (-f_3(\cdot) + f_1(\cdot)) \\
&\quad + (-f_3(\cdot) + f_1(\cdot)) \, dw_2(t) \\
\frac{dY_2(t)}{dt} &= \frac{e'(h_2 f_1 - f_3 h_1) - 2Y_1(h_0 f_1 - f_0 h_1) + h_0 f_2 - f_0 h_2}{f_2 h_3 - h_2 f_3 + f_3 h_2 - h_3 g_2 - 2Y_1(h_1 f_3 - f_3 h_3)} + \frac{1}{2} \left(f_2(\cdot) + 2Y_1(t)f_1(\cdot)\right) \\
&\quad + (f_2(\cdot) + 2Y_1(t)f_1(\cdot)) \, dw_2(t).
\end{align*}
\]

3. stochastic differential equations system (jump-diffusion Itô equations):

\[
\begin{align*}
\frac{dX(t)}{dt} &= \frac{e'(h_2 f_3 - f_3 h_3) + 2Y_1(h_0 f_3 - f_0 h_3) + h_0 f_2 - f_0 h_2}{f_2 h_3 - h_2 f_3 + f_3 h_2 - h_3 g_2 - 2Y_1(h_1 f_3 - f_3 h_3)} + \frac{1}{2} \left(-2Y_1(t)f_3(\cdot) - f_2(\cdot)\right) \\
&\quad + (-2Y_1(t)f_3(\cdot) - f_2(\cdot)) \, dw_1(t) + \left(\int_{\gamma} \left[\left(-2Y_1(t)\gamma - \gamma - x(t)\right)\nu(dt, dy)\right] \right) \\
\frac{dY_1(t)}{dt} &= \frac{e'(h_3 f_1 - f_3 h_1) + h_0 f_3 - f_0 h_3 + h_0 f_1 - f_0 h_1}{f_2 h_3 - h_2 f_3 + f_3 h_2 - h_3 g_2 - 2Y_1(h_1 f_3 - f_3 h_3)} + \frac{1}{2} (-f_3(\cdot) + f_1(\cdot)) \\
&\quad + (-f_3(\cdot) + f_1(\cdot)) \, dw_2(t) + \left(\int_{\gamma} \left[\ln(1+1) - \gamma + 1 - Y_1(t)\nu(dt, dy)\right] \right) \\
\frac{dY_2(t)}{dt} &= \frac{e'(h_2 f_1 - f_3 h_1) - 2Y_1(h_0 f_1 - f_0 h_1) + h_0 f_2 - f_0 h_2}{f_2 h_3 - h_2 f_3 + f_3 h_2 - h_3 g_2 - 2Y_1(h_1 f_3 - f_3 h_3)} + \frac{1}{2} \left(f_2(\cdot) + 2Y_1(t)f_1(\cdot)\right) \\
&\quad + (f_2(\cdot) + 2Y_1(t)f_1(\cdot)) \, dw_2(t) + \left(\int_{\gamma} \left[\ln(1+1) - \gamma + 1 - Y_2(t)\nu(dt, dy)\right] \right).
\end{align*}
\]

We choose the functions \(q_{00}(\cdot), f_i(\cdot)\) and \(h_i(\cdot), i = 1, 2, 3\), in accordance with the restriction of the task and taking into account the utility for modeling.

9.2 Transit from deterministic model with invariant to the same stochastic model

Now we describe a general scheme for application of the theory above.

The suggested method of stochastization is based on both the concept of the first integral for a stochastic differential Itô equations system (SDE) and the theorem for construction of the SDE system using its first integral.
Let us consider a classical model

\[
\begin{align*}
\frac{dy_1}{dt} &= F_1(t, y(t))dt, \\
\frac{dy_2}{dt} &= F_2(t, y(t))dt, \\
\frac{dy_3}{dt} &= F_3(t, y(t))dt,
\end{align*}
\]

with an invariant \( u(t, y) \).

Then we construct the GSDE system, taking into account the equality

\[
u(t, x(t)) = u(0, x(0)) = C:
\]

\[
\begin{align*}
\frac{dx_1}{dt} &= a_1(t, x(t))dt + b_1(t, x(t))dw(t) + \int g_1(t, x(t), y)\nu(dt, dy), \\
\frac{dx_2}{dt} &= a_2(t, x(t))dt + b_2(t, x(t))dw(t) + \int g_2(t, x(t), y)\nu(dt, dy), \\
\frac{dx_3}{dt} &= a_3(t, x(t))dt + b_3(t, x(t))dw(t) + \int g_3(t, x(t), y)\nu(dt, dy),
\end{align*}
\]

(29)

Hence, the stochastic model has a representation

\[
\begin{align*}
\frac{dy_1}{dt} &= a_1(t, y(t))dt + b_1(t, y(t))dw(t) + \int g_1(t, y(t), y)\nu(dt, dy), \\
\frac{dy_2}{dt} &= a_2(t, y(t))dt + b_2(t, y(t))dw(t) + \int g_2(t, y(t), y)\nu(dt, dy), \\
\frac{dy_3}{dt} &= a_3(t, y(t))dt + b_3(t, y(t))dw(t) + \int g_3(t, y(t), y)\nu(dt, dy),
\end{align*}
\]

(30)

\[
y(0) = y_0.
\]

Further, we determine complementary function which is unit of control functions for PCP1:

\[
\begin{align*}
s_1(t, y(t)) &= a_1(t, y(t)) \quad F_1(t, y(t)), \\
s_2(t, y(t)) &= a_2(t, y(t)) \quad F_2(t, y(t)), \\
s_3(t, y(t)) &= a_3(t, y(t)) \quad F_3(t, y(t)).
\end{align*}
\]

(31)

Finally, we have constructed stochastic analogue for classical model described by a differential equations system and having an invariant function.

### 9.3 The SIR (susceptible-infected-recovered) model

The SIR is a simple mathematical model of epidemic [24], which divides the (fixed) population of \( N \) individuals into three compartments which may vary as a function of time \( t \).

- \( S(t) \) are those susceptible but not yet infected with the disease,
- \( I(t) \) is the number of infectious individuals,
- \( R(t) \) are those individuals who have recovered from the disease and now have immunity to it,
- the parameter \( \lambda \) describes the effective contact rate of the disease,
- the parameter \( \mu \) is the mean recovery rate.

The SIR model describes the change in the population of each of these compartments in terms of two parameters:

\[
\begin{align*}
\frac{dS(t)}{dt} &= -\frac{\lambda S(t)I(t)}{N}, \\
\frac{dI(t)}{dt} &= \frac{\lambda S(t)I(t)}{N} - \mu I(t), \\
\frac{dR(t)}{dt} &= \mu I(t),
\end{align*}
\]

(32)
and its restriction is

\[ S(t) + I(t) + R(t) = N. \]  \tag{33}  

Let the model with strong perturbation be

\[
\begin{align*}
    dS(t) &= \left(-\lambda \frac{S(t)I(t)}{N} + s_1(t, S(t), I(t), R(t))\right)dt + b_1(t, S(t), I(t), R(t))dw(t) + \int_{R} g_1(t, S(t), I(t), R(t), \gamma)\nu(dt, d\gamma), \\
    dI(t) &= \left(\lambda \frac{S(t)I(t)}{N} - \mu(t) + s_2(t, S(t), I(t), R(t))\right)dt + b_1(t, S(t), I(t), R(t))dw(t) + \int_{R} g_2(t, S(t), I(t), R(t), \gamma)\nu(dt, d\gamma), \\
    dR(t) &= (\mu S(t) + s_3(t, S(t), I(t), R(t)))dt + b_1(t, S(t), I(t), R(t))dw(t) + \int_{R} g_3(t, S(t), I(t), R(t), \gamma)\nu(dt, d\gamma),
\end{align*}
\]  

and

\[ u(t, S(t), I(t), R(t)) = S(t) + I(t) + R(t) - N \equiv 0. \]  \tag{34}  

Suppose that the function \( u(t, x, y, z) = x + y + z - N \) is a first integral, \( v(t, x, y, z) = 2e^{-t} + x \) and \( h(t, x, y, z) = y \) are complementary functions, and \( q(t, x, y, z) = x \) is arbitrary function. The initial condition is: \( x(0) = 1, y(0) = 0, z(0) = 0 \). Then constructed differential equations system has the form

\[
\begin{bmatrix}
    dx(t) \\
    dy(t) \\
    dz(t)
\end{bmatrix} = \begin{bmatrix}
    2e^{-t} \\
    0 \\
    -2e^{-t}
\end{bmatrix}dt + \begin{bmatrix}
    0 \\
    x(t) \\
    -x(t)
\end{bmatrix}dw(t) + \int_{R} \begin{bmatrix}
    0 \\
    x(t)\gamma \\
    -x(t)\gamma
\end{bmatrix}\nu(dt, d\gamma).  \tag{36}
\]

Let us simulate a numerical solution of Eq.(36), where \( N = 1 \) (for example). Figure 1 shows simulation for system without jumps, the Figure 2 shows the processes with jumps.
In such a way we could use the system of differential equations

\[
\begin{align*}
    dy_1(t) &= 2e^{-t}dt, \\
    dy_2(t) &= y_1(t)dw(t) + \gamma y_1(t)\nu(dt,dy), \\
    dy_3(t) &= -2e^{-t}dt + y_1(t)dw(t) - \gamma y_1(t)\nu(dt,dy), \\
    y(0) &= y_0,
\end{align*}
\]  

(37)

as initial step for construction of stochastic SIR-model. A good choice of complementary functions \(v(t,x,y,z)\) and \(h(t,x,y,z)\) allows us to obtain such coefficients that ensure that the solution \(\{x(t), y(t), z(t)\}\) of the differential equations system satisfy some reasonable limitations.

### 9.4 The predator–prey model

The Lotka–Volterra equations or the predator–prey equations used to describe the dynamics of biological systems in which two species interact, one as a predator and the other as prey.

The Lotka–Volterra model makes a number of assumptions, not necessarily realizable in nature, about the environment and evolution of the predator and prey populations:

- The prey population finds ample food at all times.
- The food supply of the predator population depends entirely on the size of the prey population.
- The rate of change of population is proportional to its size.
During the process, the environment does not change in favor of one species, and genetic adaptation is inconsequential.

Predators have limitless appetite.

Let us note: \( N_1(t) \) is the number of prey, and \( N_2(t) \) is the number of some predator, \( \varepsilon_1, \varepsilon_2, \eta_1 \) and \( \eta_2 \) are positive real parameters describing the interaction of the two species.

The populations change through time according to the pair of equations:

\[
\begin{aligned}
    dN_1(t) &= N_1(t)(\varepsilon_1 - \eta_1 N_2(t))dt, \\
    dN_2(t) &= -N_2(t)(\varepsilon_2 - \eta_2 N_1(t))dt.
\end{aligned}
\]  

Eq. (38) has the invariant function

\[
N_1^{-\varepsilon_2}(t) e^{\eta_2 N_1(t)} = CN_2^{\varepsilon_1}(t) e^{-\eta_2 N_2(t)},
\]

where \( C = \text{const.} \)

We can introduce the stochastic model as a form

\[
\begin{aligned}
    dx_1(t) &= (\varepsilon_1x_1(t) - \eta_1x_1(t)x_2(t) + s_1(t,x_1(t),x_2(t)))dt + \\
    &\quad + b_1(t,x_1(t),x_2(t))dw_1(t) + \int_R g_1(t,x_1(t),x_2(t),\gamma)\nu(d\gamma,dt), \\
    dx_2(t) &= (-\varepsilon_2x_2(t) + \eta_2x_1(t)x_2(t) + s_2(t,x_1(t),x_2(t)))dt + \\
    &\quad + b_2(t,x_1(t),x_2(t))dw_2(t) + \int_R g_2(t,x_1(t),x_2(t),\gamma)\nu(d\gamma,dt),
\end{aligned}
\]  

\[
x_1(0) = N_1, \quad x_2(0) = N_2,
\]

with condition

\[
u(t,x(t)) = x_1^{-\varepsilon_2}(t)e^{\eta_2 x_1(t)} - Cx_2^{\varepsilon_1}(t)e^{-\eta_2 x_2(t)}.
\]  

Let us assume that \( \varepsilon_1 = 2, \varepsilon_2 = 1, \eta_1 = \eta_2 = 1, \) and \( C = 1 \), and initial condition is \( x(0) = y(0) = 1 \). The function \( h(t,x,y) = x^{-1}e^x - y^2e^{-2y} \) is a first integral, \( h(t,x,y) = y - x + e^{-t} \) and \( q(t,x,y) = x \) are complementary functions.

We cannot find an analytical solution of the differential equations system

\[
\frac{\partial z_1(t,x,y,\gamma)}{\partial \gamma} = e^{-z_2(t,x,y,\gamma)}z_1(t,x,y,\gamma)z_2(t,x,y,\gamma)(z_2(t,x,y,\gamma) - 2),
\]

\[
\frac{\partial z_2(t,x,y,\gamma)}{\partial \gamma} = -e^{-z_2(t,x,y,\gamma)}(1 - z_1^{-1}(t,x,y,\gamma)).
\]

Then, the constructed SDE system includes only Wiener perturbation:

\[
\begin{bmatrix}
    dx(t) \\
    dy(t)
\end{bmatrix} = \begin{bmatrix}
    A(t,x(t),y(t)) + B(t,x(t),y(t)) + C(t,x(t),y(t)) \\
    D(t,x(t),y(t)) + E(t,x(t),y(t))
\end{bmatrix} dt + \\
\quad + \begin{bmatrix}
    x(t)e^{-y(t)}(y^2(t) - 2y(t)) \\
    \frac{e^x(t)}{x(t)} - \frac{e^x(t)}{x(t)}
\end{bmatrix} dw(t),
\]

\[
77
\]
where

\[ A(t, x(t), y(t)) = 0.5e^{-y(t)}x(t)\left(y^2(t) - 2y(t)e^{-y(t)}\right)^2, \]

\[ B(t, x(t), y(t)) = 0.5e^{-y(t)}\left(x(t)e^{x(t)} - e^{x(t)}x^{-1}(t)\right)(2 - 4y(t) + y^2(t)), \]

\[ C(t, x(t), y(t)) = -\frac{e^{-e^{-y(t)}(y^2(t) - 2y(t))}}{e^{x(t)}x^{-1}(t) - 2y(t)e^{-y(t)} - e^{x(t)}x^{-2}(t) + y^2(t)e^{-y(t)}}, \]

\[ D(t, x(t), y(t)) = \frac{e^{-e^{x(t)}(x^{-1}(t) - x^{-2}(t))}}{e^{x(t)}x^{-1}(t) - 2y(t)e^{-y(t)} - e^{x(t)}x^{-2}(t) + y^2(t)e^{-y(t)}}, \]

\[ E(t, x(t), y(t)) = -0.5e^{x(t)}e^{-y(t)}\left(y^2(t) - 2y(t)\right)\left(1 - x^{-1}(t) + x(t) - 2 + 2x^{-1}(t)\right). \]

(43)
Finally, we have the stochastic Lotka Volterra model associated to (38) \( N(t) = (N_1(t), N_2(t)) \):

\[
\begin{aligned}
\frac{dN_1(t)}{dt} &= \left[ A(t, N(t)) + B(t, N(t)) + C(t, N(t)) \right] dt + \\
\frac{dN_2(t)}{dt} &= \left[ D(t, N(t)) + E(t, N(t)) \right] dt + \\
&+ \left[ N_1(t)e^{-N_2(t)}(N_2(t)^2 - 2N_2(t)) \right] dt + \\
&+ \left[ \frac{e^{N_1(t)}}{N_1(t)} - e^{N_1(t)} \right] dw(t),
\end{aligned}
\]  

(44)

where \( A(t, N(t)), B(t, N(t)), C(t, N(t)), D(t, N(t)), E(t, N(t)) \) are determined by Eq. (43).

Figures 3 and 4 show two realizations for numerical solution of Eq. (44).

Another examples of a differential equation system construction and models see in [25–29].

10. Conclusion

The invariant method widens horizons for constructing and researching into mathematical models of real systems with the invariants that hold out under any strong random disturbances.
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Chapter 5
Stochastic Theory of
Coarse-Grained Deterministic
Systems: Martingales and
Markov Approximations
Michel Moreau and Bernard Gaveau

Abstract
Many works have been devoted to show that Thermodynamics and Statistical
Physics can be rigorously deduced from an exact underlying classical Hamiltonian
dynamics, and to resolve the related paradoxes. In particular, the concept of equi-
librium state and the derivation of Master Equations should result from purely
Hamiltonian considerations. In this chapter, we reexamine this problem, following
the point of view developed by Kolmogorov more than 60 years ago, in great part
known from the work published by Arnold and Avez in 1967. Our setting is a
discrete time dynamical system, namely the successive iterations of a measure-
preserving mapping on a measure space, generalizing Hamiltonian dynamics in
phase space. Using the notion of Kolmogorov entropy and martingale theory, we
prove that a coarse-grained description both in space and in time leads to an
approximate Master Equation satisfied by the probability distribution of partial
histories of the coarse-grained state.

Keywords: stochastic theory, coarse-grained deterministic systems, Markov
processes, martingales

1. Introduction
It is generally admitted that Thermodynamics and Statistical Physics could be
deduced from an exact classical or quantum Hamiltonian dynamics, so that the
various paradoxes related to irreversibility could also be explained, and
nonequilibrium situations could be rigorously studied as well. These questions have
been and still are discussed by many authors (see, for instance Refs. [1–4] and many
classical textbooks, for instance [5–10]), who have introduced various plausible
hypotheses [7–14], related to the ergodic principle [8–11], to solve them. It seems
that there are two major kinds of problems. First, to justify that physical systems
can reach an equilibrium state when they are isolated, or in contact with a thermal
bath (which remains to be defined). Secondly, to justify various types of reduced
stochastic dynamics, depending on the phenomena to be described: Boltzmann
equations, Brownian motions, fluid dynamics, Bogoliubov-Born-Green-Kirkwood-
Yvon (BBGKY) hierarchies, etc.: see for instance Refs [1–11, 15, 16]. Concerning
the first type of problems (reaching an equilibrium, if any) very rough estimations
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1. Introduction

It is generally admitted that Thermodynamics and Statistical Physics could be deduced from an exact classical or quantum Hamiltonian dynamics, so that the various paradoxes related to irreversibility could also be explained, and nonequilibrium situations could be rigorously studied as well. These questions have been and still are discussed by many authors (see, for instance Refs. [1–4] and many classical textbooks, for instance [5–10]), who have introduced various plausible hypotheses [7–14], related to the ergodic principle [8–11], to solve them. It seems that there are two major kinds of problems. First, to justify that physical systems can reach an equilibrium state when they are isolated, or in contact with a thermal bath (which remains to be defined). Secondly, to justify various types of reduced stochastic dynamics, depending on the phenomena to be described: Boltzmann equations, Brownian motions, fluid dynamics, Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hierarchies, etc.: see for instance Refs [1–11, 15, 16]. Concerning the first type of problems (reaching an equilibrium, if any) very rough estimations
show [17] that the time scales to reach equilibrium, using only Hamiltonian
dynamics and measure inaccuracies, are extremely large, contrarily to everyday
experience, and quantum estimations are even worse [17]. Essentially, these times
trade as Poincaré recurrence times and they increase as an exponential of the
number of degrees of freedom (see Section 3 of this chapter for a brief discussion
and references).

Here we concentrate on the second type of problems: is it possible to derive a
stochastic Markovian process from an “exact” deterministic dynamics, just by
coarse graining the microscopic state space? We generalize and complete the for-
malism recently presented [18] for Hamiltonian systems. Our framework is now
more general and applies to all deterministic systems with a measure preserving
dynamics, which, by Liouville theorem, include Hamiltonian dynamics.

Following Kolmogorov, we start with a measure space with a discrete time
dynamics given by the successive iterations of a measure preserving mapping. The
Kolmogorov entropy, or trajectory entropy, has been defined by Kolmogorov as an
invariant of stationary dynamical systems (see Arnold and Avez book [19] for a
pedagogical presentation). We follow his work and generalize part of his results.
We also use martingale theory [20–23] to show that the stationary coarse-grained
process almost surely tends to a Markov process on partial histories including \( n \)
successive times, when \( n \) tends to infinity. From this result, we show that in the
nonstationary situation, the probability distribution of such partial histories
approximately satisfies a Master equation. Its probability transitions can be com-
puted from the stationary distribution, expressed in terms of the invariant measure.
It follows that, with relevant hypotheses, the mesoscopic distribution indeed tends
to the stationary distribution, as expected.

Our next step is to coarse grain time also. The new, coarse-grained time step is
now \( n \), \( \tau \) being the elementary time step of the microscopic description, and \( n \)
being the number of elementary steps necessary to approximately “erase” the
memory with a given accuracy. The microscopic dynamics induces new dynamics
on partial histories of length \( n \). We show that it is approximately Markovian if \( n \)
is large enough. This idea is a generalization of the Brownian concept: a particle in a
fluid is submitted to a white noise force which is the result of the coarse-graining of
many collisions, and the time step is thus the coarse-graining of many microscopic
time steps [8, 24]. The Brownian motion emerges as a time coarse-grained
dynamics.

In Section 2, we recall various mathematical concepts (Kolmogorov entropy,
martingale theory) and use them to derive the approximate Markov property of the
partial histories, and eventually to obtain an approximate Master Equation for the
time coarse-grained mesoscopic distribution [18].

In Section 3, we briefly consider the problem of relaxation times and recall very
rough estimations showing that an exact Hamiltonian dynamics predicts unrealistic,
exceptively large relaxation times [17], unless the description is completed by
introducing other sources of randomness than the measure inaccuracies leading to
space coarse-graining. Note that, following Kolmogorov [19], we do not address the
Quantum Mechanics formalism.

2. Microscopic and mesoscopic processes in deterministic dynamics

2.1 Microscopic dynamics: Definitions and notations

It has been shown recently [18] that coarse-grained Hamiltonian systems can be
approximated by Markov processes provided that they satisfy reasonable
properties, covering many realistic cases. These conclusions can be extended to a
large class of deterministic systems generalizing classical Hamiltonian systems,
which we now describe. We first specify our hypotheses and notations.

2.1.1 Deterministic microdynamics

Consider a deterministic system $S$. Its states $x$, belonging to a state space $X$, will
be called “microstates”, in agreement with the usual vocabulary of Statistical
Physics. The deterministic trajectory due to the microscopic dynamics transfers the
microstate $x_0$ at time 0 to the microstate $x_t = \varphi_t(x_0)$ at time $t$. The evolution function
$\varphi_t$ satisfies the current properties of dynamic systems: $\varphi_0 = \varphi_{t+s} = I$, $t$ and $s$
being real numbers and $I$ being the identical function.

The dynamics is often invariant by time reversion, as assumed in many works on
Statistical Physics: we refer to classical textbooks on the subject for details [5–8], but
we will not use such properties in this chapter.

2.1.2 Microscopic distribution

Assume that the exact microstate $x_0$ is unknown at time 0, but is distributed
according to the probability measure $\mu$ on the phase space $X$. The microscopic
probability distribution $\mu_t$ at time $t$ is given by

$$\mu_t(A) = \mu(\varphi_t^{-1}A). \quad (1)$$

for any measurable subset $A$ of $X$. If $\mu$ is stationary, it is preserved by the
dynamics: $\mu_t(A) = \mu(A)$. This condition, however, it not necessarily satisfied, in
particular for physical systems during their evolution.

We will focus on two important cases:

a. the finite case: $X$ is finite and consists in $N$ microstates.

b. the absolutely continuous case: $X \subset \mathbb{R}^n$, where (i) $\mathbb{R}$ is the set of real numbers
and $n$ is an integer (usually very large, and even in the case of Hamiltonian
dynamics), and (ii) the measure $\mu$ is absolutely continuous with respect to the
Lebesgue measure $\omega$ on $\mathbb{R}^n$: there exists an integrable probability density $p(x)$
such that for any measurable subset $A$ of $X$

$$\mu(A) = \int_A p(x) d\omega(x). \quad (2)$$

Furthermore, we assume that (iii) the Lebesgue measure of $X$ (or volume of $X$)
$V = \text{vol}(X) \equiv \int_X d\omega(x)$ is finite, and (iv) the Lebesgue measure $\omega$ is preserved by the
dynamics for any $t$ and any measurable subset $A$ of $X$:

$$\text{vol}A = \text{vol}(\varphi_{-t}A). \quad (3)$$

The last two assumptions obviously generalize basic properties of Hamiltonian
dynamics in a finite volume of phase space. Thus, by (1)–(3), the probability
density is conserved along any trajectory: at time $t$ the probability density is

$$p(x,t) = p(0, \varphi_{-t}x) = p(\varphi_{-t}x). \quad (4)$$
2.1.3 Initial microscopic distribution: The stationary situation

Suppose that $S$ is an isolated physical system and no observation was made on $S$ at time 0 nor before 0. Then, in the absence of any knowledge on $S$, we admit that at the initial time $S$ is distributed according to the only unbiased probability law, which is the uniform law. This is clearly justified in the finite case, according to the physical meaning traditionally given to probability: in fact, attributing different probabilities for two distinct microstates of $X$ would imply that some measurement would allow one to distinguish them objectively, which is not the case at time 0.

In the absolutely continuous case, initial uniformity is less obvious: it amounts to assuming that the system should be found with equal probability in two regions of the state space with equal volumes if no information allows one to give preference to any of these regions. This is of course a subjective assertion, but for Hamiltonian systems it agrees with the semi-quantum principle which asserts that, in canonical coordinates, equal volumes of the phase space correspond to equal numbers of quantum states.

Another way for choosing the initial probability distribution is to make use of Jaynes’ principle [25], which is to maximize the Shannon entropy of the distribution under the known constraints over this distribution: in the present case of an isolated system which has not been previously observed, this principle also leads to the uniform law. It is not really better founded than the previous, elementary reasoning, but it may be more satisfying and it can be safely used in more complex situations. We refer to most textbooks on statistical mechanics for discussing these well-known, basic questions.

The uniform distribution in a finite space, either discrete or absolutely continuous, is clearly stationary. In addition to the previous hypotheses, we will assume that the space $X$ is indecomposable [26]: the only subsets of $X$ which are preserved by the evolution function $q_{\tau}$ are the empty set $\emptyset$ and $X$ itself. Then, the stationary probability distribution is unique [18].

For simplicity, we will henceforth assume that the phase space $X$ is finite.

**Initial, nonstationary situation.** In certain situations, the system can be prepared by submitting it to specific constraints before the initial time 0. Then it may not be distributed uniformly in $X$ at $t = 0$. We will consider this case in the next paragraph.

2.2 Mesoscopic distributions

2.2.1 Mesoscopic states

Because of the imprecision of the physical observations, it is impossible to determine exactly the microstate of the system, but it is currently admitted that the available measure instruments allow one to define a finite partition of $X$ into subsets $i \in \mathcal{M} \equiv \{i^k \}, k = 1, 2, ... M$, such that it is impossible to distinguish two microstates belonging to the same subset $i$. So, in practice the best possible description of the system consists in specifying the subset $i$ where its microstate $x$ lies: $i$ can be called the mesostate of the system. The probability for the system to be in the mesostate $i$ at time $t$ will be denoted $p(i,t)$. It is not sure, however, that two microstates belonging to different mesostates can always be distinguished: this point will be considered in Section 3.2.2.

**Remark:** for convenience, we use the same letter $p$ to denote the probability in a countable state space, as well as the probability density in the continuous case. This creates no confusion when the variable type is explicitly mentioned. This is the case now since, as mentioned previously, we assume that the space $X$ is discrete. The
transposition to the continuous case is generally obvious, although the complete
derivations may be more difficult.

2.2.2 The stationary situation

If time 0 is the beginning of all observations and actions, we assume that the
initial microscopic distribution \( \mu \) is uniform and stationary, as discussed previously,
and the probability to find system \( S \) in the mesostate \( i_0 \) at time 0 is \( p(i_0, 0) = \mu(i_0) \).
The probability to be in \( i \) at time \( t \) is \( p^0(i_0, t) = \mu(i) = \mu(v^{-1}(i)) \). The stationary joint probability to find \( S \) in \( i_0 \) at time 0 and in \( i \) at time \( t \)
is

\[
p^0(i_0, 0; i, t) = \mu(v^{-1}(i) \cap i_0) = \mu(i \cap v(i_0)) \tag{5}
\]

and the conditional probability of finding \( S \) in the \( i \) at time \( t \), knowing that it was
in \( i_0 \) at time 0 is

\[
p^0(i, t|i_0, 0) = \frac{p^0(i, t; i_0, 0)}{p^0(i_0, 0)} = \frac{\mu(v^{-1}(i) \cap i_0)}{\mu(i_0)} = \frac{\mu(i \cap v(i_0))}{\mu(i_0)} \tag{6}
\]

Similarly, the stationary \( n \)-times joint probability and related conditional proba-
bilities are readily obtained from

\[
p^0(i_0, 0; i_1, t_1; \ldots i_{n-1}, t_{n-1}) = \mu(v_{-1}(i_{n-1}) \cap \ldots \cap i_0) \tag{7}
\]

with, for any \( t : p^0(i_0, t; i_1, t_1 + t; \ldots i_{n-1}, t_{n-1} + t) = p^0(i_0, 0; i_1, t_1; \ldots i_{n-1}, t_{n-1}) \).

For the sake of simplicity, we will discretize the times \( 0 < t_1 < t_2 \ldots \), and write
\( t_i = k_i, t, k \) being a nonnegative integer and \( t \) a constant time step, which will be
taken as time unit.

2.2.3 Non stationary situation

If \( S \) is a physical system, interactions may exist before or at time 0, so that the \( S \)
can be constrained to lie in a certain subset \( A \) of \( X \) at time 0. However, since it is not
possible to distinguish two microstates corresponding to the same mesostate, \( A \)
should be a union of mesostates, or at least one mesostate. If it is known that at time
0 the microstate \( x \) of the system belongs to the mesostate \( i \), we should assume that
the initial microscopic distribution is uniform over \( i \), since no available observation
can give further information on \( x \): so, in the discrete case, if \( n(i) \) is the number of
microstates included in \( i \) and \( \chi_i(x) \) the characteristic function of \( i \)

\[
p(x, 0 | x \in i) = \frac{1}{n(i)} \chi_i(x) \tag{8}
\]

In the absolutely continuous case, the similar conditional density is obtained in
the same way, replacing the number of microscopic states contained in the
mesostate \( i \) by its volume \( \nu(i) \). For simplicity, we follow considering the discrete
case, with obvious adaptations to the continuous case.

If one only knows the mesoscopic initial distribution \( p(i, 0) \) at time 0 the
system belongs to \( i \), for each mesostate \( i \) of \( M \), the initial microscopic distribution
becomes

\[
p(x, 0) = \sum_{i} \frac{1}{n(i)} p(i, 0) \chi_i(x) = \sum_{i} \frac{p(i, 0)}{\mu(i)} \frac{\chi_i(x)}{N} \tag{9}
\]
$N$ being the total number of microstates in $X$.

**The $n$-times nonstationary mesoscopic probabilities** are obtained from (9)

$$p_n(i_0, 0; i_1, 1; i_{n-1}, n-1) = \frac{p(i_0 \cap \varphi_{-1} i_1 \cap \ldots \cap \varphi_{-n+1} i_{n-1}, 0)}{\mu(i_0)}.$$  \hspace{1cm} (10)

where $n(A)$ is the number of microstates belonging to some subset $A$ of $X$. So

$$p_n(i_0, 0; i_1, 1; i_{n-1}, n-1) = \mu(i_0 \cap \varphi_{-1} i_1 \cap \ldots \cap \varphi_{-n+1} i_{n-1}) \frac{p(i_0)}{\mu(i_0)}.$$  \hspace{1cm} (11)

and all multiple probabilities follow, for instance

$$p_{n-1}(i_1, 1; \ldots; i_n, n) = \sum_{i_0} \mu(i_0 \cap \varphi_{-1} i_1 \cap \ldots \cap \varphi_{-n} i_n) \frac{p(i_0)}{\mu(i_0)}.$$  \hspace{1cm} (12)

The corresponding process is generally not Markovian. For instance, if $i_0 \cap \varphi_{-1} i_1 \neq \emptyset$, $i_1 \cap \varphi_{-1} i_2 \neq \emptyset$ and $i_0 \cap \varphi_{-1} i_2 = \emptyset$, it is easily seen that $p(i_2, 2|i_1, 1, i_0, 0) = 0$ but $p(i_2, 2|i_1, 1) \neq 0$.

From the definition of the relative probabilities, one can formally write

$$p(i_2, t_2) = \sum_{i_1} p(i_2, t_2 | i_1, t_1) p(i_1, t_1).$$  \hspace{1cm} (13)

but in general this equation is useless, since the conditional probability $p(i_2, t_2 | i_1, t_1)$ cannot be computed independently of $p(i_1, t_1)$.

It results from (11) that the nonstationary conditional probabilities, *conditioned by the whole past up to time 0*, are identical to the corresponding stationary probabilities: as an example

$$p(i_n, n | i_{n-1}, n-1; \ldots; i_0, 0) = \frac{\mu(i_0 \cap \varphi_{-1} i_1 \cap \ldots \cap \varphi_{-n} i_n)}{\mu(i_0 \cap \varphi_{-1} i_1 \cap \ldots \cap \varphi_{-n+1} i_{n-1})}.$$  \hspace{1cm} (14)

We will make use of this simple but important property later.

### 2.3 Entropy of the mesoscopic process resulting from deterministic, microscopic system

Kolmogorov and other authors [19] studied the entropy and ergodic properties of the stationary mesoscopic process defined previously, following methods introduced by Shannon in the framework of signal theory [27–30]. These methods, and part of Kolmogorov’s results, can be extended to the nonstationary process (11).

#### 2.3.1 The $n$-times entropy and the instantaneous entropy of the mesoscopic system

Following Kolmogorov, we consider y the Shannon entropy [27–30] of the trajectory $(i)_n = (i_0, \ldots, i_{n-1})$ in the phase space

$$S(p_n) = - \sum_{i_0, \ldots, i_{n-1}} p_n(i_0, 0; \ldots; i_{n-1}, n-1) \ln p_n(i_0, 0; \ldots; i_{n-1}, n-1).$$  \hspace{1cm} (15)
On the other hand, the new information obtained by observing the system in the mesoscopic state $i_n$ at time $t_n$, knowing that it was in the respective states $i_0$, ... $i_{n-1}$ at the prior times $0$, ... $n-1$, will be called the instantaneous entropy

$$s_n(p) = S_{n+1}(p) - S_n(p) = -\sum_{i_0, \ldots, i_n} p(i_0, 0; \ldots, i_n, n) \ln p(i_n, n|i_{n-1}, n-1; \ldots; i_0, 0) \geq 0$$

$$= \sum_{i_0, \ldots, i_n} p(i_0, 0; \ldots, i_{n-1}, n-1) S(p(i, n|i_{n-1}, n-1; \ldots; i_0, 0)).$$  

(16)

where $p$ denotes the infinite process. The properties of $S(p_n)$ and $s_n(p)$ have been extensively studied by Kolmogorov and other authors in the case of the stationary process (6) [19]: they are summarily mentioned in 2.5. They are not necessarily valid for the nonstationary process.

2.3.2 Maximizing the n-times entropy of the mesoscopic system: The “Markov scheme”

If one knows the first two distributions $p_1$ and $p_2$, one can mimic the exact mesoscopic distributions $p_n$ by using the Jaynes’ principle, maximizing the entropy $S(q_n)$ of a distribution $q_n$ under the constraints $q_1 = p_1$ and $q_2 = p_2$. Then it is found that optimal distribution $q_n$ is the Markov distribution $\bar{q}_n$ satisfying these constraints [18].

It is shown in Ref. [18] that for $n > 2$, both the $n$-times entropy $S_n(\bar{q})$ and the instantaneous entropy $s_n(\bar{q})$ are larger than the corresponding entropies $S_n(p)$ and $s_n(p)$ of the exact process $p$, except if $p$ is Markov: $p = \bar{q}$.

The Markov process $\bar{q}_n$ is not really an approximation of the mesoscopic process $p$, because $\bar{q}_n$ does not tend to $p_n$ when $n \to \infty$. Approximating the exact mesoscopic process by a Markov process will be the main purpose of the next section.

2.4 Entropy and memory in the stationary situation

2.4.1 Kolmogorov entropy of the stationary process

Here we consider the stationary process arising from the initial uniform microscopic distribution $\mu(x)$, when the $n$-times stationary probability is $p_n^0$ given by (7). For the sake of simplicity we omit the index $^0$ in the present Section, unless otherwise specified. It can be shown [19] that the entropy $S_n(p)$ is an increasing, concave function of $n$

$$s_n \equiv S_{n+1}(p) - S_n(p) \geq 0.$$  

(17)

$$s_{n+1} - s_n = S_{n+1}(p) - 2S_n(p) + S_{n-1}(p) \leq 0.$$  

(18)

It results from (17) and (18), and also from 2.5.2, that the limits

$$\lim_{n \to \infty} \frac{1}{n} S_n(p) = \lim_{n \to \infty} s_n(p) = s(p).$$  

(19)

exist: $s(p)$ is the Kolmogorov entropy of the evolution function $f$ with respect to the partition $(i)$ of the mesoscopic states [19]. More simply, we can call it entropy of the mesoscopic process.

2.4.2 Memory decrease in the stationary mesoscopic process

It has been proved recently [18] that, although it is infinite, the memory of the mesoscopic process fades out with time: for $n$ large enough, if $N > n$ the probability
of $i_N$ at time $N$ conditioned by the $n$ last events, is practically equal to the probability at time $N$, conditioned by the whole past down to time 0.

$$p(i_N, N | i_{N-1}, N-1; \ldots i_n, N-n) \approx p(i_N, N | i_{N-1}, N-1; \ldots i_0, 0) \text{ when } n \to \infty.$$  

(20)

More precisely, for any $\epsilon > 0$, there exists a positive integer $n$ such that for any $N > n$

$$0 < s_n(p) - s_n < \epsilon. \quad (21)$$

where $s_n$ is the instantaneous entropy given by (14). In fact, let us write

$$\Pi_N(i_N) = p(i_N, N | i_{N-1}, N-1; \ldots; i_0, 0) = \mu\left( f_{-N}i_N | f_{-N+1}i_{N-1} \cap \ldots \cap i_0 \right); \quad (22)$$

$$\Pi_N^{(n)}(i_N) = p(i_N, N | i_{N-1}, N-1; \ldots; i_{N-n}, N-n) = \mu\left( f_{-N}i_N | f_{-N+1}i_{N-1} \cap \ldots \cap f_{-N+n}i_{N-n} \right). \quad (23)$$

For a given $n$, formula (23) allows one to define a new process $p^{(n)}$ from the original process $p$, which can be called “the approximate process of order $n$” of $p$ (see Section 2.6). It results from (21) and from the stationarity of $p$ that for any $\epsilon > 0$, there is an integer $n(\epsilon)$ depending only on $\epsilon$, such that for any integers $N$, $n > n(\epsilon)$

$$0 < s_n(p) - s_n < \epsilon.$$  

where

$$s_n(p) = \sum_{i_0, \ldots i_{N-1}} \mu\left( f_{-i_0}i_1 \cap \ldots \cap f_{-N+n}i_{N-n} \right) S_0, \ldots, S_{N-1} \left( \Pi_N | \Pi_N^{(n)} \right) < \epsilon. \quad (24)$$

and

$$s_n(p) = \sum_{i_0, \ldots i_{N-1}} \mu\left( f_{-i_0}i_1 \cap \ldots \cap f_{-N+n}i_{N-n} \right) S_0, \ldots, S_{N-1} \left( \Pi_N | \Pi_N^{(n)} \right) < \epsilon.$$  

where

$$S_0, \ldots, S_{N-1} \left( \Pi_N | \Pi_N^{(n)} \right)$$

is the relative entropy of $\Pi_N$ with respect to $\Pi_N^{(n)}$: the last right hand member of Eq. (22) is the average of this relative entropy on the past of $N$. Because $s_n(p)$ decreases to a limit $\bar{s}(p)$ when $N \to \infty$, it results that

$$0 < s_n(p) \equiv s_n(p) - \bar{s}(p) \leq \epsilon \text{ if } n > n(\epsilon). \quad (25)$$

The total variation distance $d(P, Q)$ between two distributions $P_j$ and $Q_j$ over the states $j$ of a finite set $(j)$ is

$$d(P, Q) = \frac{1}{2} \sum_j |P_j - Q_j|. \quad (26)$$

Then, the total variation distance $d_{0, \ldots, N-1} \left( \Pi_N, \Pi_N^{(n)} \right)$ between $\Pi_N$ and $\Pi_N^{(n)}$ (for a given past trajectory between times 0 and $N-1$) is related to the relative entropy [18, 31] and it can be concluded that

$$\left\langle d_{0, \ldots, N-1} \left( \Pi_N, \Pi_N^{(n)} \right) \right\rangle^2 \leq \left\langle \left[ d_{0, \ldots, N-1} \left( \Pi_N, \Pi_N^{(n)} \right) \right]^2 \right\rangle < \epsilon/2 \text{ if } n(\epsilon) < n < N. \quad (27)$$

2.4.3 Convergence properties of the approximate process

Let us write $m = N-n > 0$. It follows [18] from (25) that for any fixed $m$, the total variation distance between the exact and the approximate probabilities

$$d_{0, \ldots, m+n-1} \left( \Pi_{m+n}, \Pi_{m+n}^{(n)} \right) \text{ tends to 0 in probability when } n \to \infty.$$
2.4.3 Convergence properties of the approximate process

The total variation distance \( \Pi_{m+n} \) between the exact and the approximate probabilities [18, 31] and it can be concluded that

\[
\Pi_{m+n} \to 0 \quad \text{if} \quad n \to \infty.
\]

(28)

So, the probability that this distance exceeds a given accuracy \( a > 0 \) can be made as small as desired by choosing \( n \) large enough.

Further results can be obtained by newly using the stationnarity of process \( p \). In fact, it can be shown [18] that \( p \) is a martingale [20–22]. Then, general results from martingales theory (see below) show that when \( n \to \infty \) the distance between the stationary conditional probability \( \Pi_{m+n} \) and its approximation \( \Pi^{(n)}_{m+n} \) tends to 0 almost surely [18], as well as and in probability

\[
d_0, \ldots, m+n-1 \left( \Pi_{m+n}, \Pi^{(n)}_{m+n} \right) \xrightarrow{a.s.} 0 \quad \text{if} \quad n \to \infty.
\]

(29)

So, the approximation \( \Pi^{(n)}_{m+n} \) converges to \( \Pi_{m+n} \) for almost all trajectories [18].

We now sketch the derivation of this conclusion from martingale theory.

2.5 Martingale theory and almost sure convergence

For convenience, we first summarize some definitions and results of martingale theory [20–22], before applying them to the mesoscopic laws of deterministic systems. We refer to [20] for addressing more general cases.

2.5.1 Definitions

i. simplified definition: a (discrete time) sequence of stochastic variables \( X_n \) is a martingale if for all \( n \):

\[
\langle |X_n| \rangle < \infty \quad \text{and} \quad \langle X_{n+1}|X_n, \ldots X_1 \rangle = X_n.
\]

(30)

where \( \langle X \rangle \) denotes the average (mathematical expectation) of the stochastic variable \( X \).

ii. more generally (see the general definition, for instance, in [20])

If \( (\Omega, F, P) \) is a probability space (where \( \Omega \) is the state space, \( P \) is the probability law, and \( F \) is the set of all subspaces (\( \sigma \)-algebra) for which \( P \) is defined),

- \( F_n \) is an increasing sequence of \( \sigma \)-algebras extracted from \( F \) \( (F_n \subset F_{n+1} \subset \ldots \subset F) \), and.

- for all \( n \geq 0 \), \( X_n \) is a stochastic variable defined on \( (\Omega, F_n, P) \),

the sequence \( X_n \) is a martingale if \( \langle |X_n| \rangle < \infty \) and \( \langle X_{n+1}|F_n \rangle = X_n \).

2.5.2 Convergence theorem for martingales

Among the remarkable properties of martingales, the following convergence theorem holds [20, 21]:

If \( (X_n) \) is a positive martingale, the sequence \( X_n \) converges almost surely to a stochastic variable \( X \).

So, for almost all trajectories \( \omega, X_n(\omega) \to X(\omega) \) with probability 1 when \( n \to \infty \).

Stronger and more general results can be found in the references.
2.5.3 Application to the \(n^{th}\) approximation of the stationary mesoscopic process

The stochastic variable \(Y_N = p^0(i_N, N | i_{N-1}, N - 1; \ldots ; i_0, 0)\) is a martingale. In fact, because of the stationarity of \(p^0\) we have, renumbering the states

\[ p^0(i, N | i_{-1}, N - 1; \ldots ; i_{-N}, 0) = p^0(i, 0 | i_{-1}, -1; \ldots ; i_{-N}, -N) \equiv p^0(i, 0|\mathcal{F}_N). \]  

(31)

where \(\mathcal{F}_N\) is the \(\sigma\)-algebra generated by \(i_{-1}, \ldots i_N\). Let us write

\[ \pi_N = p^0(i, 0 | i_{-1}, -1; \ldots ; i_{-N}, -N) = p^0(i, 0|\mathcal{F}_N). \]  

(32)

We have, because \(\mathcal{F}_{N-1} \subset \mathcal{F}_N\)

\[ \langle \pi_N | \mathcal{F}_{N-1} \rangle = \langle p^0(i, 0|\mathcal{F}_N) | \mathcal{F}_{N-1} \rangle = p^0(i, 0|\mathcal{F}_{N-1}) = \pi_{N-1}. \]  

(33)

So, \(\pi_N\) is a martingale on the \(\sigma\)-algebra \(\mathcal{F}_N\), and by the convergence theorem, it converges almost surely to \(\pi\) when \(N \to \infty\).

Now if \(N > n\), let us write \(m = N-n > 0\). Because of the stationarity of \(p^0\)

\[ p^0(i, n + m | i_{-1}, n + m - 1; \ldots ; i_{-m}, m) = p^0(i, 0 | i_{-1}, -1; \ldots ; i_{-n}, -n) = \pi_n(i). \]  

(34)

Thus, for any fixed, positive \(m\)

\[ \pi_{n+m} - \pi_n \overset{a.s.}{\to} 0. \]  

(35)

The absolute value distance between \(\pi_{n+m}\) and \(\pi_n\) is obtained by summing \(|\pi_{n+m}(i) - \pi_n(i)|\) over the \(M\) possible states \(i\). So

\[ d_{0, \ldots n+m-1}(q_{n+m}, q_n) = d(\pi_{n+m}, \pi_n) \overset{a.s.}{\to} 0 \text{ if } n \to \infty. \]  

(36)

which is (29), one of our main, formal results.

2.6 \(n\)-times Markov approximation of the mesoscopic stationary process

Returning to inequalities (19), when the value \(\varepsilon\) is fixed for obtaining a required precision, the value \(n = n(\varepsilon)\) is determined and a satisfying approximation of the exact mesoscopic process is obtained by neglecting the memory effects at time differences larger than \(n\) [18] Thus, one replaces \(p(i_N, N | i_{N-1}, N - 1; \ldots ; i_0, 0)\) by

\[ p^{(n)}(i_N, N | i_{N-1}, N - 1; \ldots ; i_0, 0) = p(i_N, N | i_{N-1}, N - 1; \ldots ; i_{N-n}, N - n) \quad \text{if } N > n \]  

(37)

With the convention

\[ p^{(n)}(i_0, 0; \ldots i_N, N) = p(i_0, 0; \ldots i_N, N) \quad \text{if } N \leq n. \]  

(38)

all the probabilities related to the approximate process \(p^{(n)}\) are defined from the probabilities of \(p\): this defines \(p^{(n)}\), the approximate process of order \(n\) of \(p\). So, \(p^{(n)}\) has a finite memory of size \(n\), whereas \(p\) has in general an infinite memory.

The process \(p^{(n)}\) is a Markov process on the partial trajectories \(I_K\) consisting of groups of \(n\) successive mesoscopic states.
\[ I_K = (i_{Kn}, i_{Kn+1}, \ldots i_{(K+1)n-1}) \in \mathcal{M}^n \] (39)

Its probability distributions can be written in abbreviated notations

\[ P_K^n(I_0, T_0; I_1, T_1; \ldots I_{K-1}, T_{K-1}) = p^n(I_0, 0, 1, \ldots n-1; I_1, n, n+1, \ldots 2n-1; \ldots I_{K-1}, (K-1)n, \ldots, Kn-1). \] (40)

\( T_K \) being the group of \( n \) successive times: \( T_k = kn, kn+1, \ldots, (k+1)n-1 \). From the approximation (18) it follows (see Appendix A) that

\[ P^0(I_K, T_K | I_{K-1}, T_{K-1}; \ldots I_0, T_0) \approx P^{0(n)}(I_K, T_K | I_{K-1}, T_{K-1}) \] (41)

where we now use the upper index \( 0 \) in \( P^0 \) and \( P^{0(n)} \) to recall that, in the present section, \( p \) is the stationary distribution. Note that, because of this stationarity

\[ P^{0(n)}(I_K, T_K | I_{K-1}, T_{K-1}) = P^{0(n)}(I_K, T_1 | I_{K-1}, T_0) = P^{0}(I_K, T_1 | I_{K-1}, T_0) \]
\[ = W(I_K | I_{K-1}). \] (42)

So, the transition matrix \( W \) is well defined from the known stationary distribution \( p^0 \).

From the approximate relation (41) it follows that the exact stationary process \( P^0 \) on the partial history \( I_K \) during the time interval \( T_K \) approximately obeys the \( n \)-times Markov Equation (see Section 2.7)

\[ P^0(I_K, T_K) \approx \sum_{I_{K-1}} W(I_K | I_{K-1}) P^0(I_{K-1}, T_{K-1}). \] (43)

while the \( n^{th} \) approximation \( P^{0(n)} \) satisfies (33) exactly.

### 2.7 Markov approximations of the nonstationary mesoscopic process

We return to the nonstationary process \( p \) generated by the deterministic mesoscopic process from an arbitrary initial distribution of the mesoscopic states, given by (11). As in paragraph 2.6, it is now necessary to distinguish the stationary process \( p^0 \) by the upper index \( 0 \).

One can write the trivial equality

\[ p(i_N, N; \ldots i_{N+n-1}, N+n-1) = \sum_{i_{N-1}, \ldots i_0} p(i_{N+n-1}, N+n-1; \ldots i_N, N \mid i_{N-1}, N-1; \ldots i_0, 0) p(i_0, 0; \ldots; i_{N-1}, N-1). \] (44)

We now use remark (14): the conditional probabilities, conditioned by the whole past up to time 0, are identical in the stationary and nonstationary situations. The stationary distributions \( p^0 \) can be approximated by its \( n^{th} \) approximation \( p^{0(n)} \) introduced in Section 2.6. Thus we can write

\[ p^0(i_{N+n-1}, N+n-1; \ldots i_N, N \mid i_{N-1}, n-1; \ldots i_0, 0) = \]
\[ p^0(i_{N+n-1}, N+n-1 \mid i_{N+n-2}, N+n-2; \ldots i_0, 0) p^0(i_{N+n-2}, N+n-2 \mid i_{N+n-3}, N+n-3; \ldots i_0, 0) \]
\[ \ldots p^0(i_N, N \mid i_{N-1}, N-1; \ldots i_0, 0) \approx p^{0(n)}(i_{N+n-1}, N+n-1; \ldots i_N, N \mid i_{N-1}, n-1; \ldots i_{N-n}, N-n). \] (45)
Appendix B).

Taking $N = Kn$ for an integer $K \geq 0$, using the condensed notations of § 2.6 and definition (42), Eq. (46) yields an approximate Master Equation for the probability $P(I_K, T)$ of the partial history $I_K$ during the time interval $T_K$

$$P(I_K, T_K) \approx \sum_{i_K} W(I_K | I_{K-1}) \cdot P(I_{K-1}, T_{K-1})$$

which is the Eq. (43) obtained for the stationary probability $P^0(I_K, T)$. Let $P^{(n)}(I_K, T)$ be the exact solution of Eq. (47) that coincides with the exact $P$ at the $n$ first elementary times $0, 1, ... n-1$ of the system history; $P^{(n)}(I_0, T) = P(I_0, T)$. Then, $P^{(n)}(I_K, T)$ defines the $n$th approximation of $P(I_K, T)$; in principle, it can be computed from Eq. (47) since the probability transitions $W$ are known by (41).

The stationary probabilities approximation $P^{0(n)}$ deduced from $P^0$ provide the stationary solution of (47)

$$P^{0(n)}(I_K, T_K) = P^0(i_{Kn}, K_n; ...; i_{K(n+1)-1}, K(n+1) - 1) = P^0(i_{Kn}, 0; ...; i_{K(n+1)-1}, n - 1).$$

So, when $K \to \infty$,

$$P^{(n)}(I_K, T_K) \to P^{0(n)}(I_K, T_K).$$

and consequently, for any integer $k \in [0, n-1]$, the $n$th approximation of the mesoscopic distribution $P$ satisfies

$$P^{(n)}(i, Kn + k) \to \mu(i, k) = \mu(i) \text{ if } K \to \infty.$$

for any initial mesoscopic distribution, which is the basic assumption of statistical thermodynamics. Supplementary assumptions allow one to conclude that, in realistic situations, the mesoscopic distribution $P$ itself satisfies this property (see Appendix B).

### 2.8 Time averages and simple Markov approximation

Up to now, we took as time unit some time step $\tau$ which gives the time scale of microscopic phenomena. By considering some finite partition $(i)$ of the phase space $X$ and replacing the microscopic states $x \in X$ by the mesoscopic states $i \in \{\hat{i}\}$, we have performed a space coarse graining, as necessary for taking practical observations into account. For the same purpose, one should also introduce [18] a space coarse graining, since the time scale $\theta = n \tau$ of current observations is much larger than $\tau n > > 1$.

All mesoscopic functions remaining practically constant on the time scale $\theta$, their averages can be computed from the time averages $\overline{P}_K$ of the probabilities $p_k$ over $\theta$

$$\overline{P}_K = \frac{1}{n} \sum_{k \in T_K} p_k.$$
where \( K \) is an integer \( \geq 1 \) and \( T_K \) is the time interval (\( \tau \) being the time unit) \( T_K = (K - 1)n, K + 1, ... Kn - 1 \).

Suppose (a) that the mesoscopic probabilities \( p \) are slowly varying functions of the mesoscopic states, (i.e., for any positive \( \alpha \), \( |p(i) - p(j)| < \alpha \) if the distance between the mesostates \( i \) and \( j \) is small enough, with an appropriate metric in the space of mesostates), and (b) that discontinuous trajectories have low probabilities and can be neglected. Of course, these assumptions are not verified for some important, well known processes such as Brownian processes, but they seem to be reasonable for modeling physical processes where the inertial effects are strong enough. Then, a simple approximation is to consider that

\[
p^0(i_{Kn - 1}, Kn - 1; \ldots; i_{(K - 1)n}, (K - 1)n | i_{(K - 1)n - 1}, (K - 1)n - 1; \ldots; i_{(K - 2)n}, (K - 2)n) \\
\approx p^0(i^*_K, Kn - 1; \ldots; i^*_K, (K - 1)n | i^*_K, (K - 1)n - 1; \ldots; i^*_K, (K - 2)n) \\
\equiv \mathcal{W}(i^*_K | i^*_{K - 1}). \tag{52}
\]

where

\[
\mathcal{K} = \frac{1}{n} \sum_{k \in T_K} k = \frac{1}{n} \sum_{k = (K - 1)n}^{Kn - 1}.
\tag{53}
\]

Consider the time-averaged probability

\[
\bar{P}(i^*_K, K) = \frac{1}{n} \sum_{k \in T_K} p(i^*_K, k) \approx \frac{1}{n} \sum_{k \in T_K} p(i^*_K, K - 1).
\tag{54}
\]

Using the Markov Eq. (47) and the complementary approximations (42), we obtain the new Master Equation

\[
\bar{P}(i, K) \approx \sum_j \mathcal{W}(i | j) \bar{P}(j, K - 1). \tag{55}
\]

This equation is much simpler than Eq. (47), since it applies in the space \( M \) of the \( M \) mesostates \( (i) \), whereas (47) is valid in the space \( M^n \) of \( n \) successive mesostates. However, Eq. (45) relies on several approximations that are difficult to control. In spite of these difficulties, which can only be precisely discussed for specific examples, Master Equations like (55), resulting from deterministic microscopic systems by coarse-graining both their states and time, are a practical way to study their evolution of a mesoscopic scale, used in innumerable works.

3. Discussion of the Markov representation derived from Hamiltonian dynamics, and estimation of the uniformization time

The previous results show that the coarse grained mesoscopic dynamics can eventually be represented by a Master Equation, because the memory of this dynamics is gradually lost over time. However, they do not provide the time scale of this fading. In order to estimate its order of magnitude simply, we make an intuitive remark: the conditional probability to jump from some mesostate \( i \) to another one can be evaluated without knowing the past history of the system if one knows the initial microscopic distribution over \( i \). The only unbiased initial distribution is the uniform one. Thus, one can consider that the system has a memory limited to one time step if uniformity is approximately realized in each mesoscopic cell: this is the basis of the elementary Markov models of mesoscopic evolution. Let \( T \) be the average time
needed to reach uniformity in a mesoscopic scale, starting from strong inhomogeneity. In a first approximation it is reasonable to use this uniformization time $T$ to characterize the time scale over which a Markov evolution can describe the system.

3.1 Uniformization time in a mesoscopic cell: An elementary estimation for Hamiltonian systems

Using oversimplified, but reasonable arguments [17], we now coarsely estimate the uniformization time $T$ in a mesoscopic cell. As an example, we consider $n$ identical particles initially located in this cell, among $N$ identical particles in an isolated vessel. The complete system obeys Hamilton mechanics.

Assume that the particles constitute a gas under normal conditions, with density $\rho \approx 3 \times 10^{25}$ molecules.m$^{-3}$. A mesoscopic state can be reasonably represented by a cube of size $l \approx 10^{-6}$ m (as an order of magnitude), which contains $n \approx 3 \times 10^{7}$ molecules. We now divide the mesoscopic cell into $m$ "microscopic" cells whose size $\lambda$ is comparable to the size of a molecule: each of these microscopic cells, however, should contain a sufficient number particles for allowing them to interact from time to time. We can take $\lambda \approx 10^{-8}$ m, so each microscopic cell approximately contains 30 molecules, and there are $m \approx 10^6$ microscopic cells in a mesoscopic cell. The particles have an average absolute value $v \approx 500$ m.s$^{-1}$ in typical conditions. They can jump between the various microcells of the same mesoscopic cell. They can also jump out of their initial mesoscopic cell, but they are replaced by molecules proceeding from other cells, and we assume that these contrary effects coarsely compensate themselves, except in the first stage of the evolution if the initial mesoscopic distribution is strongly inhomogeneous.

Because all particles are identical, an almost microscopic configuration of a mesoscopic cell can be defined by specifying the number of particles in each of its microscopic cells. Focusing on a given mesoscopic cell, we compute the number of its possible configurations, and we estimate the average time $\theta$ necessary for the system to visit all these configurations. Note that the uniformization time $T$ is obviously much larger than $\theta$: $T > \theta$. So, $\theta$ is a lower bound of $T$.

The number of ways of partitioning the $n$ identical particles into the $m$ microscopic cells is

$$C = \frac{(m+n-1)!}{n!(m-1)!} \approx \exp \left[ (m+n) \varphi(x) \right] \text{ with } \varphi(x) = -x \ln x - (1-x) \ln (1-x) \text{ and } x = n/(m+n).$$

The system jumps from one of these configurations to another one each time one the present particles jumps to another microscopic cell. The order of magnitude of the time needed for a particle to cross a micro-cell is $\lambda/v$, and the time between two configurations changes is $\tau \approx (1/n) \lambda/v$. In order that all configurations are visited during time $\theta$ we should have at least $\theta \approx C \tau$ (in fact, $\theta$ should be much larger than $CT$ because of the multiple visits during $\theta$). So we conclude from (46) and relevant approximations that a lower bound of $\theta$ satisfies

$$n \frac{\varphi(x)}{x} \approx \ln \frac{v \theta}{\lambda} \text{ with } x = n/(m+n) \approx 1.$$  

With the previous numerical values

$$\theta \approx \frac{\lambda}{v} \left( \frac{n}{m} \right)^m \approx 2.10^{-11}.(30)^{10^6} \text{ s.}$$
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which is far larger than the age of universe (now estimated to be about $14 \times 10^9$ years, or $4.4 \times 10^{17}$ s)!

Although these calculations are very rudimentary, it is clear that, in the framework of purely Hamiltonian systems, the microscopic distribution within a mesoscopic cell remains far from uniformity during any realistic time if it is initially fairly inhomogeneous.

More generally, it is clear that the uniformization time $T$ should be of the order of Poincaré time [32–36] in a mesoscopic cell, which is known to be extraordinarily long [9, 37].

### 3.2 An elementary, empirical approach of mesoscopic systems

The practical relevance of Markov processes to model a large class of physical systems is supported by a vast literature. We have seen that the progressive erasure of its memory over time allows one to justify the use of a Markov process to represents the evolution of the coarse-grained system. However, such representation can also stem from random disturbances due to the measurements or other sources of stochasticity: then, one has to renounce to a purely deterministic microscopic dynamics, as formerly proposed by many authors, even without adopting the formalism of Quantum Mechanics. It is interesting to compare the time scales of the relaxation to equilibrium in both approaches with an elementary example.

#### 3.2.1 Uniformization induced by randomization

Suppose now that the measure process does not induce any significant change in the average molecules energy - so, their average velocity remains unchanged – but that it causes a random reorientation of their velocity. A rudimentary, one dimensional model of such a randomization could be to assume that each time a molecule is about to pass to a neighboring cell, it will go indifferently to one of the neighboring microscopic cell. In a one dimensional version of the model, a molecule perform a random walk on the $\eta = l/\lambda = 10^2$ points representing the microscopic cells contained in the mesoscopic cell, and we adopt periodic conditions at the boundaries of the mesoscopic cell. The $\eta \times \eta$ transition matrix of the process is a circulant matrix which, in its simplest version, has transition probabilities $\frac{1}{2}$ to jump from any state to one of its neighbors, and it is known that its eigenvalues $\lambda_k$ are $\lambda_k = \cos (2\pi k/\eta)$, $k = 0, 1, \ldots [\eta/2]$. The number of jumps necessary for relaxing to the uniform, asymptotic distribution is of the order

$$1/(-\ln \lambda_1) \propto 2(2\pi/\eta)^{-2} \approx 500 \text{ s}.$$  

which correspond to a relaxation time of 500, $\lambda/\nu \approx 10^{-8}$ s, which is very short for current measurements, but comparable with (or even larger than) the time scale of fast modern experiments. Considering a 3-dim model would not change this time scale significantly. It is conceivable that he molecules are not necessarily reoriented each time they leave a microscopic cell. Even if the proportion of reoriented molecules is as low as $10^{-6}$, the relaxation time is of order $10^{-2}$ s, which is insignificant in many simple measures. In this case the Markov representation can be justified.

#### 3.2.2 Semi-classical Hamiltonian systems

In analogy with the previous randomized system, we can introduce a new source of stochasticity in the coarse-grained deterministic systems considered in Sections 2 and 3. This could be done by assuming that a particle cannot be described by a
point, but by a probability density centered on the point that would represent it classically: such a description borrows one, but not all, of the axioms of wave mechanics, and it can be qualified as a “semi-quantal” description. A similar assumption can be introduced without referring to quantum mechanics, by noticing that a particle cannot be localized in a given mesoscopic cell with complete certainty, because of its finite size: if it is mainly attributed to a given cell, there exists a small probability that it also belongs to a neighboring cell. Even without formalizing these possibilities, one can presume that such random effects shorten drastically the memory of the mesoscopic process, and make it short with respect to ordinary measure times: then the Markov approximation described in Section 2 can correctly represent the evolution of the observed coarse-grained process.

4. Conclusion

We have studied the mesoscopic, stochastic process derived from a deterministic dynamics applied to the cells determined by measure inaccuracies. The stationary process, which arises when the microscopic initial state is distributed according to a time invariant measure, was studied by Kolmogorov and further authors: we extended their methods and some of their results, and considered the nonstationary process which stems from a noninvariant initial measure. We have shown that, according to Jaynes’ principle, the “exact” mesoscopic process can be approximately replaced by the Markov process which, at any time \( n \), reproduces the one-time probability of each mesostate and the transition probabilities from it. This Markov process maximizes the trajectory entropy up to time \( n \), as well as the entropy at time \( n \), conditioned by prior events. The Jaynes’ principle, however, does not control the accuracy of this estimate: this was our next concern.

So, a sequence of successive approximations has been defined for the stationary mesoscopic process, based on one of our main results: the probability of any mesostate condition conditioned by all past events, can be approximated by its probability conditioned by the \( n \) last past events only, the integer \( n \) being determined by the maximum distance allowed between these probabilities, as small as it may be. This property entails that the nonstationary mesoscopic process can be approximated by a \( n \)-times Markov process or even, after a time coarse-graining, by an ordinary one-time Markov process. These approximations require certain conditions which should be fulfilled by “normal” physical systems, with possible exceptions for slowly relaxing systems. If they are satisfied, the existence of a thermodynamic equilibrium is derived for a coarse-grained system obeying a measure-preserving deterministic dynamics, in particular an Hamiltonian dynamics, without introducing ad-hoc external noises. However, very rough estimations of the relaxation time show that for reasonable values of the parameters this time is extraordinarily long and completely unrealistic.

We conclude that, although the basic hypotheses of thermodynamics can be justified from a Hamiltonian or deterministic microscopic dynamics applied to the mesoscopic cells, the observed time scales of the relaxation to equilibrium cannot be explained without going beyond pure Hamilton mechanics, by introducing additional random effects, in particular due to the intrinsic imprecision of the particles localization.

Appendix A: Approximating the \( n \)-times conditional probability

With the notations of Section 4.2, we consider approximation (55), which is the basis of the \( n \)-times Markov approximation both in the stationary and nonstationary situations. Repeating approximation (51) we can write
\[ p(i_{N+n-1}, N + n - 1; \ldots; i_N, N | i_{N-1}, N - 1; \ldots; i_{N-n}, N - n; \ldots; i_0, 0) = \\
= p(i_{N+n-1}, N + n - 1 | i_{N+n-2}, N + n - 2; \ldots; i_0, 0) \ldots p(i_N, N | i_{N-1}, N - 1; \ldots; i_0, 0) \\
\approx p^n(i_{N+n-1}, N + n - 1 | i_{N+n-2}; \ldots; i_{N-1}, N - 1) \ldots p^n(i_N, N | i_{N-1}, N - 1; \ldots; i_{N-n}, N - n). \\
\]

(59)

The last line of (49) is \( p^n(i_{N+n-1}, N + n - 1; \ldots; i_N, N | i_{N-1}, N - 1; \ldots; i_0, 0). \) We write

\[ p(i_{N+n-1}, N + n - 1; \ldots; i_N, N | i_{N-1}, N - 1; \ldots; i_{N-n}, N - n; \ldots; i_0, 0) \equiv \\
p^n(i_{N+n-1}, N + n - 1; \ldots; i_N, N | i_{N-1}, N - 1; \ldots; i_{N-n}, N - n; \ldots; i_0, 0) Q^n_N. \\
\]

(60)

and for \( k > n \) we define \( l_k \), using the abbreviations (32)

\[ l_k(i_0, \ldots, i_{k-1}) \equiv \ln \frac{\Pi_k(i_k)}{\Pi_k^n(i_k)}. \]

(61)

We have by (24)

\[ s_n(p) - s_k(p) = \sum_{i_0, \ldots, i_k} p_N(i_0, 0; \ldots; i_k, k) \ln \frac{\Pi_k(i_k)}{\Pi_k^n(i_k)} = \langle l_k(i_0, \ldots, i_{k-1}) \rangle \equiv \sigma_k(n). \]

(62)

(Note that \( \sigma_k \) is positive, although this not necessarily true for \( l_k \).) By (24) for any positive \( \epsilon \)

\[ 2 \left\langle d^2(p_k, p_k^n) \right\rangle \leq \langle \sigma_k(i_0, \ldots, i_{k-1}) \rangle < \epsilon \text{ if } n \text{ is large enough.} \]

(63)

Averaging the logarithm of Eq. (60) we have

\[ \left\langle L_N^n \right\rangle \equiv \left\langle \ln Q_N^n \right\rangle = \sum_{k=0}^{n-1} [s_n(p) - s_{n+k}(p)] \propto n \left[ s_n(p) - s_{\infty}(p) \right] = n \delta n. \]

(64)

\( \delta n \equiv s_n(p) - s_{\infty}(p) \) can be interpreted as an entropy fluctuation with respect to its equilibrium thermodynamic value. If such a fluctuation relaxes exponentially to 0 with time, as usual, the last term of (54) tends to 0 when \( n \to \infty \). Then, the \( n \)-times Markov approximations 4.2 and 5.1 are justified. Although exponential relaxation can be considered as a characteristic of “normal” physical systems, slower relaxations can occur: in this case the Markov approximation may be invalid.

Appendix B: Tendency to the stationary mesoscopic distribution

This tendency can be reasonably expected from the approximation of the exact mesoscopic process by Markov processes, but it can only be affirmed by adding additional assumptions to the basic assumptions. We first prove a simple, useful lemma.

**B.1. Lemma.** Consider a \( d \)-dim sequence \( u_{n,k} \) with 2 positive, integer indices \( n, k \), satisfying the following properties:

...
i. it is absolutely bounded: there is a positive real number $M$ such that $|u_{n,k}| < M$ for all integers $n, k$.

ii. for all $n, k$, there are positive numbers $e_n$ (independent of $n$) and $\nu$ (independent of $n$ and $k$) such that

$$|u_{n,k}| < e_n + \nu |u_{n,k-1}|$$

and $e_n \to 0$ if $n \to \infty$. \hfill (65)

Then $u_{n,k} \to 0$ if $n \to \infty$ and $k \to \infty$.

In fact, for any positive $\epsilon$, there is an integer $n_0$ such that $e_n < \epsilon$ if $n > n_0$, and

$$|u_{n,k}| < \epsilon \left(1 + \nu + \cdots + \nu^{k-1}\right) + \nu^k u_{n,0} < \frac{\epsilon}{1 - \nu} + \nu^k |u_{n,0}|$$

if $n > n_0$. \hfill (66)

So, $|u_{n,k}|$ can be made as small as desired by choosing $n$ and $k$ large enough.

**B.2.** For given integers $n$ and $K$ larger than 1, and states $i_k \in M$, $k = 0, 1, \ldots, (K + 1)n - 1$, we will write

$$p(i_0, 0; i_1, 1; \ldots; i_{(K+1)n-1}, (K+1)n - 1) = p(0, 1, \ldots, (K+1)n - 1)$$

for the sake of simplicity. In these abbreviated notations, we have

$$p(Kn, Kn + 1; \ldots, (K + 1)n - 1) = \sum_{i_0, i_1, \ldots, i_{(K+1)n-1}} p((K+1)n, -1 \ldots Kn|Kn - 1, 0)$$

$$p(0; 1; \ldots, Kn - 1). \tag{67}$$

We know that

$$p((K+1)n, -1 \ldots Kn|Kn - 1, 0) = p^0((K+1)n, -1 \ldots Kn|Kn - 1, 0)$$

$p^0$ being the stationary probabilities, and that, for large $n$

$$p^0((K+1)n, -1 \ldots Kn|Kn - 1, 0) \approx p^0((K+1)n, -1 \ldots Kn|Kn - 1, \ldots K(n-1)). \tag{68}$$

More precisely, in the conditions discussed previously, for any given positive $\epsilon$, there is an integer $n(\epsilon)$ such that

$$|p^0((K+1)n, -1 \ldots Kn|Kn - 1, 0) - p^0((K+1)n, -1 \ldots Kn|Kn - 1, \ldots K(n-1))| < \epsilon$$

if $n \geq n(\epsilon)$. \hfill (69)

So, Eq. (67) becomes

$$p(Kn, Kn + 1; \ldots, (K + 1)n - 1) =$$

$$\sum_{i_0, \ldots, i_{(K+1)n-1}} [p((K+1)n, -1 \ldots Kn|Kn - 1, 0) - p^0((K+1)n, -1 \ldots Kn|Kn - 1, 0)]p(0; 1; \ldots, Kn - 1)$$

$$+ \sum_{i_0, \ldots, i_{(K+1)n-1}} p^0((K+1)n, -1 \ldots Kn|Kn - 1, \ldots (K-1)n) p(K-1)n; \ldots, Kn - 1)$$

$$\equiv a_{n,K} + \sum_{i_0, \ldots, i_{(K+1)n-1}} p^0((K+1)n, -1 \ldots Kn|Kn - 1, \ldots (K-1)n) p(K-1)n; \ldots, Kn - 1). \tag{70}$$

where the 1st term of the last line satisfies $|a(n, K)| < \epsilon$ if $n \geq n(\epsilon)$.

The second term in the last line of (71) is, in other notations, the right hand side term of the approximate Master Eq. (47) of Section 2.8.
\begin{align*}
P(I_K, T_K) & \approx \sum_{I_k} W(I_K | I_{K-1}) P(I_{K-1}, T_{K-1}) . & (72)
\end{align*}

This approximate Master Equation can now be written more precisely, in the notations of 2.8

\begin{align*}
P(I_K, T_K) &= A_{n,K}(I_K, T_k) + \sum_{I_k} W(I_K, T_K | I_{K-1}, T_{K-1}) P(I_{K-1}, T_{K-1}) . & (73)
\end{align*}

where \( A_{n,K}(I_K, T_k) \) is just the \( a_{n,K} \) term of (71) expressed in the notations of 2.8 where \( T_K \) is the group of \( n \) successive times: \( kn, kn + 1, \ldots, (k + 1)n - 1, \) and \( I_K = (i_{Kn}, i_{Kn+1}, \ldots, i_{(k+1)n-1}) \in \mathcal{M}^n \) describes the corresponding partial history of the mesoscopic system.

On the other hand, we know that the stationary distribution \( P^0 \) satisfies the Master Eq. (72) exactly. So, writing

\begin{align*}
U_{n,K}(I_K, T_K) & = P(I_K, T_K) - P^0(I_K, T_K) . & (74)
\end{align*}

we have

\begin{align*}
U_{n,K}(I_K, T_K) &= A_{n,K}(I_K, T_k) + \sum_{I_k} W(I_K | I_{K-1}) U_{n,K-1}(I_{K-1}, T_{K-1}) . & (75)
\end{align*}

Note that \( W \) depends of \( n \), but is independent of \( K \).

From (72)–(75) it results that \( U_{n,K}(I_K, T_K) \) tend to 0 when \( n \) and \( K \) tend to infinite if, furthermore, the following:

condition (c) holds. In fact, the \( (\mathcal{M}^n \)-dim) vector \( U_{n,K} \) is orthogonal to the left-eigenstate with eigenvalue 1.

of matrix \( W \). All the eigenvalues of the projection of \( W \) in the corresponding subspace have an absolute value smaller than 1. Thus the lemma 1 applies if condition (c) is satisfied:

(c) When \( n \) increases, the absolute values of the nonstationary eigenvalues of \( W \) have an upper bound \(<1\).

This property is likely to hold if the actual stationary mesoscopic process is not too different from an exact Markov process. So, it is reasonable to conjecture that property (c) holds for typical actual systems.
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Chapter 6

Qualitative Analysis for Controllable Dynamical Systems: Stability with Control Lyapunov Functions

Adela Ionescu

Abstract

The present chapter focuses on some recent work on the qualitatively analysis of dynamical systems, namely stability, a powerful tool with multiple connected appliances. Among them, feedback is a powerful idea which is used extensively in natural and technological systems. In engineering, feedback has been rediscovered and patented many times in many different contexts. Stabilizing a dynamical system could be often easier if we approach controllable systems. When the dynamical system is in a controllable form, we can place bounds on its behavior by analyzing the improvement of the linear and nonlinear operators that describe the system. In this chapter it is analyzed how a control in a simple form, could influence the possibility to construct the so-called Control Lyapunov Function (CLF) in order to stabilize the dynamical system in study. The main idea is to test multiple cases, in order to get a rich information panel and to make easier the problem of finding a CLF, which is generally a difficult task. As applications, models from excitable media are chosen.

Keywords: dynamical systems in control, Lyapunov stabilities, stabilization by feedback, Lyapunov and storage function, feedback control, computational methods, algebraic methods

1. Introduction: general outlines in feedback and stability for dynamical systems

The term feedback is used to refer to a situation in which two (or more) dynamical systems are connected together such that each system influences the other and their dynamics are thus strongly coupled. Feedback is a powerful idea whose principle is based on corrections on the difference between desired and current performance. It was applied, rediscovered and patented in different contexts in engineering. The feedback methods had important improvements in time and, due to its remarkable properties, these improvements had significant importance in all applied sciences models.

A basic feature of feedback is that it changes the dynamics of a system. By modifying the behavior in the sense needed by the application, we can stabilize the model which is initially unstable, or we can obtain responsive systems from sluggish ones.
A survey on control process strategies and applications shows that: (1) a variety of nonlinear controller design techniques are based on input–output linearization; (2) few experimental studies of these techniques have been presented; and (3) many important problems remain unsolved [1].

1.1 Feedback model outlines

There are several types of finite-dimensional, nonlinear process models. The continuous-time, state-space model has the form:

$$\dot{x} = f(x) + g(x)u$$

$$y = h(x).$$

$x$ is the vector of state variables, $x \in \mathbb{R}^n$, $u$ is the vector of input variables, $y$ the vector of controlled output variables, $u, y \in \mathbb{R}^m$; $f$ and $h$ are vectors of nonlinear functions, $f \in \mathbb{R}^n$, $h \in \mathbb{R}^m$; finally $g$ is a matrix of nonlinear functions.

The single-input, single-output (SISO) case where $m = 1$ is generally easiest and good to facilitate understanding the basic concepts. Consider the Jacobian linearization of the nonlinear model

$$\dot{x} = \left[ \frac{\partial f(x_0)}{\partial x} + \frac{\partial g(x_0)}{\partial x} \right] u_0 (x - x_0) + g(x_0)(u - u_0)$$

$$y - y_0 = \frac{\partial h(x_0)}{\partial x} (x - x_0).$$

Using derivation variables, the Jacobian model can be written as a linear state-space system

$$\dot{x} = Ax + Bu$$

$$y = Cx$$

with obvious definitions for the matrices $A$, $B$ and $C$. It is important to note that the Jacobian model is an exact representation of the nonlinear model only at the point $(x_0, y_0)$. As result, a control strategy based on a linearized model may involve unsatisfactory performance and robustness at other operating points.

Roughly speaking, feedback linearization is a collection of ways for transforming the original system models into equivalent models of a simpler form. The central idea of feedback linearization is to algebraically transform nonlinear systems dynamics into (fully or partly) linear ones, in order to enable to apply linear control techniques. This approach is essential different from the classic Jacobian linearization, because feedback linearization is realized by an exact state transformation and a feedback law, rather than by linear approximations of the dynamics of the model. More important is the local feedback linearization, as it allows avoiding complications associated with the global problem.

After feedback linearization, the input–output model is linear:

$$\dot{\xi} = A\xi + Bv$$

$$w = C\xi.$$
with simple canonical structure. The integer $r$ is the fundamental characteristic of a nonlinear system, named the relative degree; if $r < n$, we have to complete the coordinate transformation by adding additional $n-r$ state variables [1].

For a dynamical system, the controllability problem is to check the existence of a forcing term or control function $u(t)$ such that the corresponding solution of the system will pass through a desired point, $x(t_*) = x_*$. The initial form of the controlled system motivates the form of the control. Thus, a controlled system will have a complex dynamic and therefore, analyzing its stability implies analyzing the nonlinear operators that describe the system’s components. In applied sciences and engineering models, the control is aimed to compare the system against the desired behavior and compute corrective actions based on a model of the system’s response to external inputs. Therefore, the modern control techniques include the use of algorithms [1].

1.2 Stability outlines

Let us consider the solution of a differential equation representing a physical phenomenon or the evolution of some system. There always is some uncertainty concerning the initial conditions, because, when one attempts to repeat a given experiment, the reproduction of the initial conditions is never entirely identical. It is thus fundamental to be able to recognize the circumstances under which small variations in the initial conditions will only introduce small variations in what follows of the phenomenon.

It is known that stability is a property of the solutions of differential equations in $\mathbb{R}^n$ of the form $\dot{x} = f(t, x)$ by which, given a “reference” solution $x^*(t, t_0^*, x_0^*)$, any other solution $x(t, t_0, x_0)$ starting close to $x^*(t, t_0^*, x_0^*)$ remains close to $x^*(t, t_0^*, x_0^*)$ for long times. Thus, generally speaking, we can state the question of stability as: “small variations in the initial conditions will imply small variations in what follows for the phenomenon”.

The stability concept has the beginnings back in the past, in the analysis of the planets motion. Then Lagrange, Dirichlet had refined the definition, including the boundedness of trajectories. But Lyapunov’s work was a corner stone in this area, by analyzing the stability concept, with the help of a positive non-decreasing function which is decreasing along the system trajectories. The Lyapunov functions are a mainstay in the control theory and in the applied sciences modeling.

Within the mathematical context they are implied, the Lyapunov functions provide sufficient conditions for the stability of equilibrium and for analyzing its basin of attraction or more general invariant sets. They characterize the long-time behavior of the solutions depending on their initial solutions. Therefore it appears the natural question how to compute a Lyapunov function for a particular system? Although the existence of Lyapunov functions has been studied in few theorems, it is not provided yet a general method to compute them. The converse theorems which appeared around 1950 were a great help in the issue. A converse theorem generally establishes that, if a system has a certain kind of stability, then there exists a Lyapunov function for the system that characterizes that kind of stability. Still, the converse theorems are not very constructive in practice, since they use the solution trajectory of the system to construct the Lyapunov function and the solution trajectories are usually not known. Krasovski himself noted that [2]:

“One could hope that a method for proving the existence of a Lyapunov function might carry with it a constructive method for obtaining this function. This hope has not been realized”.

Numerous computational construction methods have been developed in mathematical community, based on different methods such as linear matrix inequalities, linear programming, series expansion, algebraic methods, theoretic methods and many others.
Very important to notice is the Lyapunov theorem, which enable establishing stability or asymptotic stability of equilibrium points without explicitly computing trajectories [2].

The Lyapunov theorem is of fundamental importance in system theory. It asserts the possibility of establishing stability or asymptotic stability of equilibrium points without explicitly computing trajectories [2].

**Theorem 1 (Lyapunov).** Let \( x_e = 0 \) be an equilibrium point for the system (1). Let \( V : \mathbb{R}^n \to \mathbb{R} \) be a positive definite continuously differentiable function.

1. If \( \dot{V} : \mathbb{R}^n \to \mathbb{R} \) is negative semi-definite, then \( x_e \) is stable;
2. If \( \dot{V} \) is negative definite, then \( x_e \) is asymptotically stable.

The theorem assesses the existence of a Lyapunov function but does not provide a method to compute one. In the case of linear systems, this issue arises naturally, but in general computing a Lyapunov function is an open problem giving rise to different ways to construct it.

We recall in what follows the two basic Lyapunov criteria.

a. **The first Lyapunov criterion** is based on the eigenvalues analysis.

Let us consider the following continuous-time nonlinear system:

\[
\dot{x} = f(x(t), u(t)).
\]

In the vicinity of the equilibrium point \((x_0, u_0)\), let us consider the corresponding linearized system:

\[
\dot{x}(t) = A\dot{x}(t) + B\dot{u}(t).
\]

This criterion has three distinct cases for the eigenvalues \( \lambda_i \) of the matrix \( A \) [3]:

i. If \( \text{Re} \lambda_i < 0 \) for all \( i \), then \((x_0, u_0)\) is asymptotically stable;

ii. If there exits at least one \( i \) such as \( \text{Re} \lambda_i > 0 \) then \((x_0, u_0)\) is unstable;

iii. If there exits at least one \( i \) such as \( \text{Re} \lambda_i = 0 \) and for all other \( \lambda_j, j \neq i \), \( \text{Re} \lambda_j < 0 \), then we cannot conclude anything about the stability of \((x_0, u_0)\).

In this case we say that the criterion is not effective.

b. **The second Lyapunov criterion**

**Theorem 2.** Consider the dynamical system in \( \mathbb{R}^n \):

\[
\dot{x}(t) = f(x(t))
\]

and let \( x = 0 \) be its unique equilibrium point. If there exists a continuously differentiable function \( V : \mathbb{R}^n \to \mathbb{R} \) such that:

\[
V(0) = 0;
\]

\[
V(x) > 0, \forall x \neq 0;
\]

\[
\|x\| \to \infty \Rightarrow V(x) \to \infty;
\]

\[
\dot{V}(x) < 0 \forall x \neq 0.
\]
Then \( x = 0 \) is global asymptotically stable.

The condition (9) refers to the monotonicity of the Lyapunov function. We say that \( V \) is decreasing along trajectories, using the orbital derivative given by:

\[
\dot{V}(x) = \left\langle \frac{\partial V(x)}{\partial x}, f(x) \right\rangle
\]

(12)

where \( \langle , \rangle \) is the inner product in \( \mathbb{R}^n \) and \( \frac{\partial V}{\partial x} \) is the gradient of \( V \). Also, the condition (10) refers to the requirement for \( V \) to be radially unbounded.

We could ask if Lyapunov functions always exist, and if so, how could we find such a function? For the first part of the question the answer is generally positive but, finding a Lyapunov function is not immediate, since the converse theorems assume the knowledge of the solutions of the system (7) [2, 3]. Therefore refining the definition of Lyapunov function and establishing a more specific context was very necessary.

An important aim in qualitative analysis of the stability is to search if the solutions remain close to the equilibrium and moreover, if they converge towards it. Therefore the search for the Lyapunov function must be more accurate. The strict Lyapunov functions can achieve this goal. Designed as generalization of the energy in a physical dissipative system, they preserve the property of decreasing energy along trajectories and thus, the solutions of the system converge to a (local) minimum of energy.

**Definition 1.** A strict Lyapunov function for the equilibrium \( x_0 \) of (7) is a real-valued, continuously differentiable function \( V : U \subset \mathbb{R}^n \to \mathbb{R} \) defined on a neighborhood \( U \) of \( x_0 \) which satisfies:

a. **Minimum.** \( V \) has a minimum at \( x_0 \), i.e. \( V(x) \geq 0 \) for all \( x \in U \) and \( V(x) = 0 \) iff \( x = x_0 \)

b. **Decrease.** \( V \) is strictly decreasing along solution trajectories of (7) in \( U \) except for the equilibrium. A sufficient condition is \( \dot{V} < 0 \) for all \( x \in U \setminus x_0 \).

Thus, two important properties are deduced for a strict Lyapunov function [4]:

- If we have a strict Lyapunov function, then the equilibrium is asymptotically stable;
- Compact sublevel sets of a strict Lyapunov function are subsets of the basin of attraction of the equilibrium.

This chapter is organized as follows. The section 2 is dedicated to Lyapunov functions computational analysis. There are exposed the basic outlines of CLF concept and also the related outlines: LMI approach and SOS Lyapunov functions. In the section 3, a computational Lyapunov function is searched for the mixing flow dynamical system in a slightly perturbed form. After presenting the mathematical context of the 2d mixing flow dynamical system, together with recent results in the field, the results of searching a CLF for the mixing flow are presented. The section 4 is dedicated for conclusions and further aims in the topic. The chapter ends with references.

### 2. Computational Lyapunov stability analysis

#### 2.1 Control Lyapunov functions

The concept of control Lyapunov function (CLF) is a very useful appliance in solving stability tasks. We search to stabilize a nonlinear system by selecting a
Lyapunov function $V(x)$ and then try to find a feedback control $u(x)$ that gives \( \dot{V}(x, u(x)) \) negative definite. If with an arbitrary choice of $V$ this attempt may fail, when $V(x)$ is a CLF, to find a stabilizing control law $u(x)$ is easier.

Similar with the system (5), we can define a control system like follows:

$$\dot{x} = f(x, u)$$  \hspace{1cm} (13)

where $u \in U \subseteq \mathbb{R}^n$ is the control. We speak about an open-loop control if $u$ is function of time, $u = u(t)$ and closed-loop if $u = k(x)$. The closed-loop control is in fact the feedback control. We speak also about feedback stabilized system if the feedback has been fixed, $u = k(x)$ and the equilibrium in the origin has a desired stability property.

The system (13) is called locally, asymptotically null-controllable, [4] if for every $\rho$ in a neighborhood of the origin there is an open-loop control $u$ such that the solution of the system with initial value $\rho$ tends asymptotically towards the origin, i.e. if it is possible to steer the system state asymptotically to the origin. A control Lyapunov function (CLF) for such a system, introduced by Sonntag 1983 [5], is a positive definite function $V$ such that

$$\inf_{u \in U} \nabla V(x) \cdot f(x, u) \leq -\gamma(||x||)$$  \hspace{1cm} (14)

where $\gamma$ is a comparison function [4]. Asymptotic null-controllability cannot be characterized by smooth control Lyapunov functions and one must resort to more general definitions of differentiability like the Dini- or the proximal sub-differential [6].

For asymptotically null-controllable systems the equilibrium at the origin is sometimes referred to as weakly asymptotically stable, in contrast to strongly asymptotically stable equilibrium, where every choice of $u$ leads to states being attracted asymptotically to the equilibrium.

As mentioned in the previous section, the stability concept has a lot of approaches: we have the classic Lagrange, Dirichlet and Lyapunov stability but, depending on the context, we also have input–output stability, hyperstability, input-to-state stability [3]. The last one, input to state stability (ISS) was introduced by Sonntag [7] and it is interesting by the idea of characterizing a certain kind of stability at the origin imposing for the Lyapunov function $V$ the condition:

$$\nabla V(x) \cdot f(x, u) \leq -\gamma(||x||) + \alpha(||u||)$$  \hspace{1cm} (15)

where $\alpha$ and $\gamma$ are comparison functions [4]. The origin is thus an asymptotically stable equilibrium of the system $\dot{x} = f(x, 0)$ and a practically stable equilibrium of the system $\dot{x} = f(x, u)$ for $||u|| \leq u_{\text{max}}$, with $u_{\text{max}} > 0$ a (not too large) constant. Moreover, the smaller $u_{\text{max}}$ is, usually interpreted as a bound on the perturbation $u$, the closer solutions of the system will be to zero in the long run.

2.2 Stability analysis using sum of squares Lyapunov functions

The stability of dynamical systems is basically carried out by Lyapunov theory. For linear systems, the construction of an “energy-like function” – the Lyapunov function, fulfilling certain positivity conditions, is not difficult. For a system $\dot{x} = Ax$ this implies finding a matrix $P$ such that $A^TP + PA$ is negative definite [8]. Then the associated Lyapunov function is given by $V(x) = x^TPx$. But although obviously, it was seen only recently that, in this context, both $V(x), \dot{V}(x)$ are sum of squares functions!

Sum of squares (SOS) optimization is a quite new technique at the interface between convex optimization and computational algebra. Recently it had significant impact not only in optimization, but over several disciplines as well, especially
in control theory. Besides the stability analysis of nonlinear systems, SOS has opened a new direction in approaching different types of systems and answering different analysis questions. The SOS technique generalizes a well-known computational appliance in linear robust control theory, “Linear Matrix Inequalities” – LMI. Parrilo and Ahmadi had important contributions in this field. [9] Using LMI in different analysis problems is advantageous, since there are efficient algorithms developed in the framework of semi-definite programming (SDP) [8, 9]. The SOS uses these types of algorithms, but all questions are formulated at polynomial level, or in polynomial-matrix terms.

Related to the Lyapunov functions, to construct them “by test” requires analytic skills of the researchers and moreover, depend on the small-state dimensions. When the vector field \( f \) and the Lyapunov function candidate \( V \) are both polynomial, the Lyapunov conditions are polynomial non-negativity conditions, which are quite hard to test. This could be one of the reasons for lack of efficiency in the algorithmic construction of a Lyapunov function. But, if the non-negativity conditions are replaced by SOS conditions, then constructing the Lyapunov function can be done efficiently using semi-definite programming.

There are a lot of the control problems which follow the same two steps: i) recasting the primal problem as a Lyapunov-type problem and then, ii) constructing a sum-of-squares relaxation to the problem. We present in what follows a theoretical tool which is basic in the sum of squares computational approach [8].

Given \( x \in \mathbb{R}^n \) we denote the ring of multivariable polynomials with real coefficients by \( R[x] \) and the subset of sum-of-squares polynomials in the variable \( x \) by \( \sum [x] \). Sometimes it may be necessary to indicate the maximum degree of a polynomial or sum-of-squares polynomial in which case we use the subscript notation \( R_d[x] \) or \( \sum_d [x] \) where \( d \) is a positive integer.

**Theorem 3.** Let \( x^* = 0 \in D \subset \mathbb{R}^n \) an equilibrium point of (7). If there exists a function \( V : D \to R \) continuously differentiable such that the following hold:

\[
V(0) = 0; \quad V(x) > 0, \forall x \in D \setminus \{0\} \quad (16)
\]

\[
\dot{V}(x) \leq 0 \forall x \in D. \quad (17)
\]

Then \( x^* \) is stable. Moreover, \( x^* \) is asymptotically stable if (11) holds.

**Theorem 4.** Let \( x^* = 0 \) be equilibrium for (7) and assume that \( D \subset \mathbb{R}^n \) is a given domain which includes \( x^* \). Assume there exists a continuously differentiable function \( V : D \to R \) and positive constants \( k_1, k_2, k_3 \) such that

\[
k_1\|x\|^p \leq V(x) \leq k_2\|x\|^p \quad (19)
\]

\[
\dot{V}(x) \leq -k_3\|x\|^p, p \in \mathbb{Z} \quad (20)
\]

for all \( t \geq 0, x \in D \). Then \( x^* \) is exponentially stable. Furthermore, if the assumptions hold when \( D = \mathbb{R}^n \), then \( x^* \) is globally exponentially stable.

The following theorem illustrates how sum-of-squares programming can be used to construct a polynomial stability certificate, in this case a Lyapunov function, for an equilibrium point of (7). The domain \( D \) must be defined. In particular \( D \) must be representable as a semi-algebraic set. If we consider that the domain of interest \( D \) is represented by all points that satisfy \( \beta(x) \leq 0, \beta \in R[x] \), then we have the following result [8].

**Theorem 5.** If there exists a polynomial function \( V \), sum-of-squares polynomials \( r_1, r_2 \) and positive definite polynomial functions \( q_1, q_2 \) all of bounded degree, such that
\[ V(x) + r_1(x)\beta(x) - \varphi_1(x) e\Sigma[x] \quad (21) \]

\[ -\dot{V}(x) + r_2(x)\beta(x) - \varphi_2(x) e\Sigma[x] \quad (22) \]

then the equilibrium point \( x^* \) of (7) is asymptotically stable.

A few questions immediately come to mind: Do stable polynomial systems always admit a sum-of-squares Lyapunov function? How conservative are we being by limiting ourselves to positive polynomials that admit a sum-of-squares decomposition? Can we determine a priori the degree of the Lyapunov function required? The answer to the first question is simply, no.

There is a vast literature on the SOS method to compute Lyapunov functions in various settings and for different kinds of systems [4]. Between them, Parillo given important result on SOS and SDP (Semi Definite Problems) programming in finding Lyapunov functions [9]. As specified above, he introduced an efficient LMI program for finding Lyapunov functions as sum of squares for polynomial systems. The above setting is simplified for finding global Lyapunov functions, but if we are interested to find SOS Lyapunov functions on a compact domain, is important to mention the “Positivstellensatz” as useful appliance [9].

In the case of a dynamical system of a simple polynomial form, the stability study and Lyapunov function search can begin with a function test which facilitates the further analysis, as we see in the section 3.

3. Existence of control Lyapunov function for dynamical systems from excitable media

3.1 Recent results

The concerning for the dynamical models arising from excitable media is not new. The dynamical systems modeling the mixing flow have an important place, because of the complexity of the model. It is in fact about far from equilibrium class of models, with a very sensitive behavior to initial conditions.

Let us recall the statistical idea of a flow, generally represented by the application

\[ x = \Phi_t(X), X = \Phi_{t=0}(X). \quad (23) \]

That means, \( X \) is mapped in \( x \) after a time \( t \). In continuum mechanics, the relation (23) is named flow, it is a diffeomorphism of class \( C^k \) and must satisfy the relation

\[ 0 < J < \infty, J = \det\left( \frac{\partial x_i}{\partial X_j} \right), J = \det(D\Phi_t(x)) \quad (24) \]

where \( D \) denotes the derivation operation with respect to the reference configuration, in this case with \( X \). If the Jacobean \( J \) is unitary, it is said we have an isochoric flow. The relation (24) implies two particles, \( X_1 \) and \( X_2 \) which occupy the same position \( x \) at a given moment, or a particle which splits in two parts. That means, non-topological motions like break up or disintegration are not allowed.

The mixing flow is a special type of flow, implying a basic fluid (water) in which a biological material is moving (mixing) in different conditions and with different velocities. Therefore, the stretching and folding are strongly related phenomena. With respect to \( X \) there is defined the basic measure of deformation, the deformation gradient \( F \) [10]:

\[ V(x) + r_1(x)\beta(x) - \varphi_1(x) e\Sigma[x] \quad (21) \]

\[ -\dot{V}(x) + r_2(x)\beta(x) - \varphi_2(x) e\Sigma[x] \quad (22) \]
\[ \mathbf{F} = (\nabla_x \Phi_i(\mathbf{X}))^T, F_{ij} = \left( \frac{\partial x_i}{\partial X_j} \right). \] (25)

For a material filament and correspondingly for a material surface, in a mixing flow, there are defined another two basic deformation measures, the \textit{length deformation} \( \lambda \) and \textit{surface deformation} \( \eta \). In this context, a specific analysis for deformations of infinitesimal elements is the so-called \textit{“good mixing concept”}, related to the boundaries of the quantities \( \lambda \) and \( \eta \). The class of flows with a special form of \( \mathbf{F} \) is of very large interest in the literature, as it contains the so-called \textit{“constant stretch history motion”} (CSHM flows). Details can be found in [10].

When studying the mixing flow phenomena, one starts from the widespread kinematic 2d mixing flow

\[
\begin{cases}
    \dot{x}_1 = Gx_2 \\
    \dot{x}_2 = KGx_1, 
\end{cases}
-1 < K < 1, G \in \mathbb{R}. \tag{26}
\]

Although this is a linear model, when associating the corresponding initial condition.

\[ x_1(0) = x_1(t = 0) = X_1; x_2(0) = x_2(t = 0) = X_2 \tag{27} \]

it is obtained a complex solution for the Cauchy problem (26)-(27) [11]. From geometric standpoint, the streamlines of the above model satisfy the relation \( x_2^2 - K \cdot x_1 = \text{const} \). and this is corresponding to some ellipses with the axes rate \( \left( \frac{1}{\sqrt{K}} \right) \) if \( K \) is negative, and to some hyperbolas with the angle \( \beta = \arctan \left( \frac{1}{\sqrt{K}} \right) \) between the extension axis and \( x_2 \), if \( K \) is positive [10].

To this broad isochoric flow, we can associate easily the corresponding 3d dynamical system [11]:

\[
\begin{cases}
    \dot{x}_1 = G \cdot x_2 \\
    \dot{x}_2 = K \cdot G \cdot x_1, 
    -1 < K < 1, c = \text{const}. \\
    \dot{x}_3 = c
\end{cases} \tag{28}
\]

with the third component for the moving velocity of the system.

In the 3d case, the non-periodic model exhibits a complicate behavior. A lot of comparative computational analysis proved the great influence of the parameters on the model behavior, leading to far from equilibrium models [11]. The perturbed model was also taken into account, and it was found out that its sensitivity with respect to the parameters is significant, both in 2d and 3d case [11, 12].

3.2 Existence of a CLF for the mixing flow dynamical system in a slightly perturbed form

The central aim in the study of the mixing flow dynamical system was associated rather with the fluid mechanics standpoint, namely analyzing the \textit{efficiency of mixing} [10, 11]. This is a concept which implies the analysis of deformation efficiencies in length and surface for the material mixed in the basic fluid. The physical phenomena associated are the \textit{multiphase flow} phenomena, and the analysis and numeric simulation for these complex flows is in study. Briefly, in order to obtain a good behavior for the deformation efficiencies, the mathematical context must take into account the following three stages:
• modeling the global swirling streamlines;
• local modeling of the concentrated vorticity structure;
• introducing the elements of chaotic turbulence.

Because of its complexity, any perturbation on the mixing flow model changes the behavior of the model in a significant way. Therefore its stability is an important and challenging task. If in [13] it was found a SOS Lyapunov function working both for the initial and the feedback linearized form of the mixing flow dynamical system, this chapter brings the novelty of approaching the mixing flow dynamical system as a polynomial differential system, in order to get an optimal search for a Lyapunov function.

When taking into account the feedback control, the transformed model has a significant different repartition of the parameters in the model [12]. The stability analysis was started with the 2d case, with slight perturbations. In what follows, we consider the same slightly perturbed form of the 2d dynamical system as in [13], namely

\[
\begin{align*}
\dot{x}_1 &= Gx_2 + x_1 - 1 < K < 1, G \in \mathbb{R} \\
\dot{x}_2 &= KGx_1 - x_2
\end{align*}
\]  

(29)

For this model, it was found a strong result. A Lyapunov function \( V \) was found both for the initial model (29) and for its feedback linearized form. Namely, it was constructed the sum-of-squares function

\[
V : \mathbb{R}^2 \rightarrow \mathbb{R}, V(x) = x_1^2 + \frac{1}{|K|}x_2^2, \forall x = (x_1, x_2) \in \mathbb{R}^2.
\]  

(30)

The conditions (8)–(11) are fulfilled for suitable conditions on the parameters, for both models, so \( V \) is a Lyapunov function, and the origin is an asymptotically stable equilibrium point.

In what follows we consider the problem of finding a control Lyapunov function (CLF) for the model (29). We use a simplified form of the control system (5), namely we consider a control system of the form

\[
\dot{x} = f(x) + g(x)u
\]  

(31)

where \( f \) and \( g \) are smooth vector fields, \( x(t) \in \mathbb{R}^n, u(t) \in \mathbb{R}, f(0) = 0 \).

**Definition 2.** A function \( V \) is a control Lyapunov function (CLF) for this system if \( V : \mathbb{R}^n \rightarrow \mathbb{R} \) is a smooth, radially bounded, and positive definite function such that

\[
\inf_{u \in \mathbb{R}} \left\{ \nabla f(x) + \frac{\partial V}{\partial x}g(x)u \right\} < 0, \forall x \neq 0.
\]  

(32)

Existence of such a \( V \) implies that (29) is globally asymptotically stabilizable at origin.

We have to notice that the condition (32) for the CLF is in fact equivalent with that in (14) introduced by Sontag [6]. If such a CLF is given, it is shown [6] that a feedback low \( u = k(x) \) with \( k(0) = 0 \), can be constructed from the CLF producing a closed loop globally asymptotically stable. Hence, the problem of globally asymptotically stabilizing (31) is reduced to finding a CLF for the system.
Finding a CLF is a not trivial problem. It has been approached by multiple techniques, and Linear Programming, Positivstellensatz (P-sat) [14] and Linear Matrix Inequalities are only few examples. For the present aim the LMI approach [15, 16] helped to get better track of the model behavior.

A CLF must satisfy the inequality (32) which can be further evaluated as:

$$\inf_{u \in R} \left\{ \frac{\partial V}{\partial x} f(x) + \frac{\partial V}{\partial g(x)} u \right\} = \begin{cases} -\infty & \text{when } \frac{\partial V}{\partial x} g(x) \neq 0 \\ \frac{\partial V}{\partial x} f(x) & \text{when } \frac{\partial V}{\partial x} g(x) = 0. \end{cases} \quad (33)$$

For a fixed x such that $\frac{\partial V}{\partial x} g(x) \neq 0$, we can make the inequality (32) hold by choosing a large value of u of the correct sign. Therefore, is essential to establish the set of x such that $\frac{\partial V}{\partial x} g(x) = 0$. Thus, we want

$$\frac{\partial V}{\partial x} f(x) < 0 \forall x \in R^n \text{ such that } \frac{\partial V}{\partial x} g(x) = 0, x \neq 0. \quad (34)$$

Let us consider the 2d mixing flow dynamical model in its perturbed form (29). We have a polynomial system of differential equations, with monomials in the right hand sides of the system. In order to put it in a controlled form like (31), we take into account a simple control u at each of the equations of the model (29), namely

$$\begin{cases} x_1 = Gx_2 + x_1 - u \\ x_2 = KGx_1 - x_2 + u \end{cases} - 1 < K < 1, G \in R. \quad (35)$$

The vector fields f and g are $f = \left( \begin{array}{c} Gx_2 + x_1 \\ KGx_1 - x_2 \end{array} \right)$, $g = \left( \begin{array}{c} -1 \\ 1 \end{array} \right)$

We are looking for a positive definite symmetric matrix P, $P = \begin{pmatrix} P_{11} & P_{12} \\ P_{12} & P_{22} \end{pmatrix}$ and define a CLF function like

$$V = \frac{1}{2} x^T P x, \quad (36)$$

that means

$$V = \frac{1}{2} \left( x_1^2 P_{11} + 2x_1x_2 P_{12} + x_2^2 P_{22} \right)$$

such that (34) holds.

So, we search P by setting the condition $\frac{\partial V}{\partial x} g(x) = 0$ and studying when the condition $\frac{\partial V}{\partial x} f(x) < 0$ is fulfilled.

We have scalar inners in the condition (34). So, $\frac{\partial V}{\partial x} g(x) = 0$ implies

$$(P_{12} - P_{11})x_1 + (P_{22} - P_{12})x_2 = 0.$$

From here we take $x_2$ function of $x_1$ and replace in $\frac{\partial V}{\partial x} f(x)$. Thus, we obtain a quadratic form like follows:

$$\frac{\partial V}{\partial x} f(x) = (P_{11} + KG P_{12})x^2 + (P_{0} G P_{11} + P_{0} K G P_{22})x + (P_{12} - P_{22}) P_{22}^2, \quad (37)$$
with the notation

\[ P_0 = \frac{P_{12} - P_{11}}{P_{12} - P_{22}}. \]

The sign of the form (37) is of course dominated by the coefficient of \( x^2 \). Thus, we have

\[ \frac{\partial V}{\partial x} f(x) < 0 \]

when

\[ P_{11} + KG P_{12} < 0. \] (38)

Taking into account that \( K,G \) are also real parameters, the inequality (38) implies few tests. Therefore for the moment we choose the matrix \( P \) like

\[ P = \begin{pmatrix} 1 & 1/2 \\ 1/2 & 1 \end{pmatrix}. \] (39)

With this choice we find the condition

\[ KG < -2, \] (40)

which is a feasible condition since from the model we have \(-1 < K < 1, G \in \mathbb{R}\).

Now we can verify if the test value (39) of \( P \) can produce a feasible CLF function \( V \). LMI approach has very reliable numeric tools [14, 15]. We choose for the present aim the basic matrix inequality, namely the Lyapunov inequality:

\[ A^T P + PA \leq 0 \] (41)

where \( A \) is the system matrix and \( P \) is the matrix in the definition (36) of CLF. In our model (35), the matrix \( A \) is given by:

\[ A = \begin{pmatrix} 1 & KG \\ G & -1 \end{pmatrix}. \] (42)

and thus we obtain

\[ A^T P + PA = \begin{pmatrix} 2P_{11} + 2P_{12}KG & P_{12}G + KG P_{22} \\ P_{11} + P_{22}KG & 2P_{12}G - 2P_{22} \end{pmatrix}. \] (43)

Replacing with the test values from (39) for \( P \), the condition “\( A^T P + PA \) negative semidefinite” implies the following conditions for the parameters

\[ KG < -2, \] (44)

\[ G < -\frac{1}{2} \cdot \frac{1}{1+K}. \]

These conditions are feasible, for a negative \( G \).

Thus we can conclude that, in feasible conditions for the parameters, the model (35) can admit a CLF \( V \) and thus the model can be globally stabilizable at the origin.
4. Conclusions

In the present chapter, the aim of stabilizing the two-dimensional dynamical systems arising from excitable media is taken into account.

Stabilizing a dynamical system from excitable media is not an easy task, especially because of the sensitive dependence of these models on initial conditions. The mixing flow models are not an exception, since the repartition of their parameters has a great influence on the model trajectory behavior.

The Lyapunov function is a strong appliance in studying stability. Still, constructing it is not easy. This is why approaching this for controllable systems make easier the task of searching the stability.

Searching for a Lyapunov function becomes easier if we take into account the iterative algorithm in the “sum of squares” programming. For the mixing flow example of this chapter, the test values (39) for the matrix P shown that in feasible conditions for the parameters, we can construct a CLF for the model (35) and thus the model is globally stabilizable in the origin.

Constructing the CLF functions for controllable systems provide interesting results, and this is shown by the above 2d mixing flow model. The 2d mixing flow model is controllable in some slightly perturbed forms [12, 13]. Therefore, in this chapter the standpoint is that we started with the simple control u taken on both equations of the dynamical system. The control is not implied in the further calculus on finding the CLF V, which made easier the above analysis. A next aim is to find CLF functions for other perturbations cases of the mixing flow model, on one hand, and also to approach iterative LMI algorithms for finding the matrix P. The test values (39) for the matrix P give rise to an easier further statement of a SDP problem for the mixing flow dynamical system.

Thus, this chapter adds a new standpoint in the mathematical context of the mixing flow dynamical system, by considering it as a polynomial system of differential equations. For a model whose mathematical apparatus is rather associated with mechanics and fluid mechanics issues, approaching the stability by searching Lyapunov functions with computational algebraic appliances is new. This approach could open a new way in the study of stabilizing of the mixing flow dynamical model - which is a far from equilibrium model, and also in the qualitative analysis of the differential systems associated to transport phenomena.
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The theory of modern dynamical systems dates back to 1890 with studies by Poincaré on celestial mechanics. The tradition was continued by Birkhoff in the United States with his pivotal work on periodic orbits, and by the Moscow School in Russia (Liapunov, Andronov, Pontryagin). In the 1960s the field was revived by the emergence of the theory of chaotic attractors, and in modern years by accurate computer simulations. This book provides an overview of recent developments in the theory of dynamical systems, presenting some significant advances in the definition of new models, computer algorithms, and applications. Researchers, engineers and graduate students in both pure and applied mathematics will benefit from the chapters collected in this volume.