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Preface

If different forms of human communication are mediated through a network of 
computers, the communication techniques can be grouped as Computer-mediated 
Communications (CMC). These techniques can be synchronous or asynchronous, 
point-to-point, or point-to-multipoint. How CMC techniques can change the 
processes and results of social interaction was the principal focus of early research. 
CMC techniques have different effects than non-mediated, face-to-face human 
communications in terms of how people identify with themselves, form and 
manage impressions, develop and maintain relationships with other people, build 
communities, and collaborate, decide, and communicate when they are separated 
by distance in space or by time. When CMC techniques were first introduced, 
there were challenges to be mitigated, like lack of socio-contextual information 
and lack of real applications that can be used for the benefit of the greater good. 
However, with rights to open access of information and human data and maturity 
of technology capable of realizing emerging applications, CMC techniques can be 
applied in various scenarios to help people communicate, collaborate over distance, 
estimate and predict risks and outcomes, interact within group processes, address 
issues, and remotely manage situations.

This book investigates the present trends in research in CMC techniques through 
the perspective of four different application scenarios. The first application 
scenario is telecommunication networks that involve the exchange of text, audio, 
and/or video messages between people separated by space and time. The second 
application scenario is smart health. The idea is to collect data from portable sensors 
and deliver it to a central gateway for automated immediate diagnosis, real-time 
risk analysis, generating preventive alerts, and using CMC techniques for activating 
appropriate action if necessary. The third application scenario is the case where 
audio and video recordings and platforms like Microsoft Teams are used to deliver 
content for learning over a distance. The fourth and final application scenario is 
the human-computer interaction-mediated scenario for elevating experience in 
environments like gaming or dyadic interaction between familiar people.

Indrakshi Dey
Electronic Engineering,

National University of Ireland, Maynooth,
Maynooth, Ireland
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Chapter 1

A Theoretical Concept to Increase 
the Trustworthiness of Online and 
Offline Debates with Real-Time AI 
Speech Analytics
Kevin Koidl

Abstract

Debates are an essential democratic institution in danger by the rise of Social 
Media. The advent of Fake News often referred to as the ‘crisis of trust’, has led to a 
substantial increase in debates that blend online and offline. It can be argued that 
blended approaches are not directly linked to increasing trustworthiness in the 
debate. To overcome this trust crisis and increase the reliability in debates, we intro-
duce the HELIOSPHERE concept that seeks to use technological advances, such as 
Artificial Intelligence and Augmented Reality, to create a more fair, inclusive and 
transparent debate. The critical component for inclusiveness is Augmented Reality 
technology and 3D camera technology to hybridise the online and offline debating 
space and ensure that anyone who cannot be present can engage with the debate. 
For transparency and fairness, a key indicator of trust, an Artificial Intelligence 
dashboard is introduced to analyse and visualise speaking time, speaker gender, 
topic relatedness, bias detection sentiment in Real-Time. This work presents the 
overall theoretical concept focusing on academic and technical concepts to support 
reliable communication within debates.

Keywords: Real-Time AI, Speech to Text, NLP, Analytics, communication, media, 
physical spaces

1. Introduction

Modern society depends on open and fair debates to shape democracy. For a 
debate to be successful, it is essential that different viewpoints can be addressed 
and discussed. This requires fairness and trust. Traditional locations for debates are 
Town Halls, TV Debates and Universities. Debates guide public policy and serve to 
increase the legitimacy of measures since they have originated from citizens or are 
supported by citizen groups [1]. Debates often consist of a group of citizens with 
a large amount of information, which then deliberate on public policy directions, 
intending to reach consensus towards specific recommendations [2]. Naturally, 
citizen groups have been identified as a promising effort to promote deliberative 
democracy [3]. Research predominantly focuses on such debates and how the 
participants are transformed through the experience.
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“[…] in the long term, deliberative civic engagement efforts could transform not 
only their participants but also the larger public. Those participating in, engaged 
with, or captivated by such actions should report stable (or rising) public trust 
levels and signs of reduced civic neglect” [4].

“[…] in the long term, deliberative civic engagement efforts could transform not 
only their participants but also the larger public. Those participating in, engaged 
with, or captivated by such efforts should report stable (or rising) levels of public 
trust and signs of reduced civic neglect” [5–7].

In other words, public debates can be considered a remedy to political distrust. 
Studies focused on how such debates can promote social learning [8], change the 
participant’s preferences [9]. Such debates are often seen as the most advanced 
method to institutionalise deliberative democracy [10].

Currently, a general agreement has been reached that small circle debate, also 
defined as mini-publics, is one component of deliberative democracy [11–13]. The 
possibility of utilising the emerging information and communication technologies for 
new ways of citizen participation since network technologies allow for ease of access 
to civic involvement in politics [14, 15]. Additional benefits have been identified in 
terms of democratic discussions among people [16, 17], such as eliminating physical 
and social barriers that have a restrictive impact on offline mini-publics [18]. Even 
Supreme Court Justice Anthony Kennedy pointed out that discussions nowadays do 
not happen in streets and parks and instead happen via electronic media. Therefore, 
he reiterated the publics ability to participate in discussions would change due to 
changes in communication technologies [19]. Thus, one of the main challenges is how 
to ‘translate’ the traditional public forum into a more modern technological environ-
ment. Yet, at the same time, preserve the most important ideals of public forums such 
as insurance that speakers have access to a broad audience, equal time of speaking and 
that the public has a shared exposure to diverse views and opinions.

Recent events about the global COVID-19 pandemic have proven that in the 
presence of a worldwide mass lockdown of society for a considerable period, a 
scalable online deliberative platform would become increasingly more critical for 
the preservation of democracy and for decision making, which affects both local 
and global diverse communities and interests. Yet, most research and initiatives on 
online deliberative publics do not contemplate the effects new media concepts, such 
as Social Media and online forums, have on how and where debates are conducted. 
It can be argued that both online and offline deliberation can lead to further 
polarisation [19]. Specifically, with the advent of Social Media Platforms, the overall 
debating landscape has resulted in a complex global plethora of constantly changing 
media interactions affecting the individual citizen. New media experiences that 
are user-driven new phenomena have emerged, known as Filter Bubbles [20] and 
Echo Chambers [21]. Both phenomena create a distorted view of the overall reality 
in which the debate is held. This became very clear during the last US elections in 
which the primarily east coast based liberal press debated a for them sure candidate, 
Hillary Clinton, hence creating an Echo Chamber. The debate was biased entirely 
towards the opinion of the liberal news outlets creating a distorted view of the 
overall US picture [22]. This phenomenon is propelled by Filter Bubbles, in which 
content of interest is prioritised, leaving out the range of friends that are of a differ-
ent opinion [23]. The overall challenge is a constant misunderstanding or artificial 
bias within online spaces that facilitate debate. On the flip side, however, it is not 
easy to scale a physical discussion and organise it in a transparent, inclusive and fair 
manner. About fairness, the concept of bias plays a vital key and is often misun-
derstood. Biases within debates are inherently necessary because it represents the 
opinion or value system of the debating parties. However, it is essential for a debate 
that these biases are known to everyone.
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A further challenge in modern digital or physical debates is Fake News. This 
topic has played a significant role in the last US election and has become known 
as the Cambridge Analytica scandal. Fake News’s core is beyond simply posting 
or circulating false news, but the danger lies more in the nuance of its influence. 
In the form of ads, news articles can subtly influence members of society to vote 
for a different party and have become known as the Cambridge Analytica scandal 
[24]. Therefore, it can be argued that Fake News is endangering an open and honest 
democratic process due to the lack of reflection and debate around the opinions of 
the members of a democratic society.

Furthermore, it can be argued that the emergence of Deep Fake, which uses 
high-end AI technology to create a falsified video, which is close to impossible for a 
human to identify as false. It will lead to even more distrust in media in general and 
further weaken the public’s trust in the modern media landscape [25]. Similarly, 
behavioural and attention economics in the digital context shape media content, 
creating shorter and addictive content rather than a deep and reflective one that 
requires more time.

This publication introduces the HELIOSPHERE concept to introduce a partici-
pant focused, fair, sustainable and technologically advanced debating concept to 
empower a transparent, inclusive and honest debate. It is about inclusiveness by 
facilitating a hybridisation of the online and offline, digital and physical, real and 
virtual. HELIOSPHERE, therefore, forms a conceptual and theoretical base for 
modern debates that empowered by modern media technology without weaken-
ing the core of the discussion: honest, respectful and trustworthy communication 
between citizens. At its core, HELIOSPHERE empowers online, and offline debates 
with sophisticated Machine Learning analytics that results in a media value chain 
that supports the moderation of a discussion to ensure the debate is transpar-
ent, inclusive and fair. A pertinent point in the current environment is the ability 
of HELIOSPHERE to be functional and help citizens during massive societal 
lock-downs due to its online nature and ability to include people even in the most 
stringent social distancing environments.

2. Theoretical concept

The HELIOSPHERE is an inclusive, transparent and fair debating platform 
that addresses the lack of trust in public, online and offline debates to support the 
democratic process of modern society. It implements an easy-to-apply solution that 
can be used in any public setting, whether entirely online or as a hybrid concept, 
both offline and online and with minimal effort. The main component about trust 
is the AI-supported real-time debate analytics solution, which supports both the 
moderation and the offline/online audience in identifying and adjusting to elements 
of debates that create bias, manipulation, monopolisation etc. Participants can 
share, design and validate the debate with relevant content. HELIOSPHERE utilises 
Machine Learning models trained on datasets collected from already held debates 
and speeches that enable the debate to become more transparent and fairer and 
data gathered from media, political and other resources (see below the data engine 
section). The platform is not limited to a particular language, border limitations. 
It includes multilingual real-time modules, Cross-Border Content Rights, Data 
Privacy embedded from the start, Freedom of Speech to understand how meaning-
ful debates can increase the trust in the political and democratic communication 
process in modern society.

In other words, public debates can be considered a remedy to political distrust. 
Studies focused on how such debates can promote social learning [8], change the 
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participant’s preferences [9]. This type of debate is viewed as the most advanced 
method to institutionalise deliberative democracy [10].

To increase transparency, inclusiveness and fairness during the debate, the 
HELIOSPHERE visualisation focuses on the following analytics results:

• Information on the number and duration of male or female contributions may 
help the moderator to find a balance in this respect.

• Statements can be weighted according to their overall popularity, based on the 
results of the analytics before the debate - not to support these statements and 
to give the impression they would be more plausible but to put the finger on it 
and give the speaker the chance to react to this fact.

• Most importantly, the fact-checker provides an analysis of the plausibility of 
any statement so that the moderator or any participant in the debate can pick 
up a line and bring it up again to avoid that populists win a debate based on 
good rhetoric alone.

Sensible guidelines support moderators in making fair use of this information to 
ensure that they will increase fairness and reason throughout the debate rather than 
making it easier for any speaker to win an argument through clever manipulation. 
The HELIOSPHERE system will continue to learn and monitor the topic’s coverage 
and identify when the time has come to re-open the debate or have a new debate on 
the subject based on significant recent developments. In the following sections, we 
describe the platform architecture and its components.

3. The heliosphere architecture

The HELIOSPHERE Engine Architecture is developed in a modular manner 
to support transparent and inclusive debates [26]. The architecture has four main 
goals: data collection, machine model training and deployment of the tools, visu-
alisation during and after debates. There are three main parts of the platform: Data 
Engine, Machine Learning Engine and Customizable Visualisation Engine.

3.1 The heliosphere data engine

The HELIOSPHERE Data Engine is responsible for storing and pre-processing 
all the collected data, including Data collected from the debates themselves. 
During the debate, an automatic speech to text module transforms the speech into 
text. Additionally, data collected from other sources, including related initiatives, 
historical events, business/academic, political entities, published speeches (video, 
audio, transcripts), documents from governmental and non-governmental institu-
tions (including UN, UNESCO, EU Council, EU Parliament, National Legislative 
Bodies, WTO, World Bank, IMF) and NGO’s published data. Data collected from 
publicly available content from TV and print media, publicly available social media 
postings (Twitter, Facebook, Reddit, YouTube, Steemit or any relevant or future 
social media platform) related to the debate topics are pre-processed and stored 
within the data engine.

Since the data collected is heterogeneous, it requires collecting raw data, which 
is parsed, pre-processed and standardised to be compliant with reusability and 
compatibility. The raw data is pre-processed, prepared and annotated before includ-
ing it in the data storage engine continuously. As such, the technological solution 
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would necessitate a distributed environment, such as Hadoop1 system to provide 
real-time queries and interactive aggregations even with tens of thousands of data 
points. The data engine is structured to provide fast (1–2 seconds query access) to 
the data, requested either by the ML and visualisation engine, third parties through 
the APIs or other services. Furthermore, specific blockchain smart contracts need 
to be included in the Data engine to guarantee data privacy.

To mitigate and recognise fake, deep fake information and illegal content, the 
engine ensures the utilisation of blockchain technology to provide traceability, 
transparency, and decentralisation. As such, Blockchain implementation offers 
reliable support for verifying both the content and its source. Different actors, 
people involved in the debate, can access a public blockchain where data is tagged 
and can, in turn, define a ‘Debunker Community’ and can give opinions on the 
content during the debate. These opinions may be registered in the tamper-free, 
publicly accessible ledger. However, complex queries on the blockchain’s data cannot 
be directly supported by the blockchain itself due to performance and scalability 
issues. HELIOSPHERE, therefore, provides an interface between the blockchain 
and the Data Engine so that the Data Engine can retrieve the data on the blockchain 
to support complex data analysis efficiently. The Data Engine will also store the 
result of complex aggregation queries in the blockchain. This ensures the results of 
the study available to the actors of the debate and immutable.

3.2 The heliosphere machine learning engine

The HELIOSPHERE Machine Learning Engine is responsible for providing the 
AI models used for various components. The deployment of algorithms/models rely 
on three main parts - (1) data queried from the Data engine, which are needed for 
the training and testing phases, (2) the neural and ML models, candidates for each 
component, and finally (3) the code required to implement everything together. 
The engine’s iterative nature and its way of functioning - a neural model, is pro-
posed, trained on available data. All suitable candidate models are compared and 
evaluated, which informs selecting the most suitable one for the task at hand. Then 
the model is deployed for the next debate or innovation cycle.

The engine utilises both tensorflow2 and pytorch3 options, allowing further 
Enrichment for the model building (code phase). The models can be accessed 
through internal API calls or the APIs of the partners. Based on the models and 
structure, several main components will be available, for instance:

The Speech-to-text component is a real-time component and used during the 
debate as an automatic tool for closed captioning and improving the speech-to-text 
in case errors occur during the live transcription. This separates the audio stream 
into segments of a predefined length with a buffer option for uninterruptible 
service. Each segment denoising and feature extraction is performed (which com-
prises the pre-processing phase), leading to the acoustic model generation and the 
language model. A speaker diarisation tool is used for discovering different speakers 
and enabling the segmenting of the incoming audio stream into individual speaker 
profiles. This allows a normalisation of the predictive models for each speaker. Since 
debates are often situated in a noisy environment, a separate voice frequency from 
background sounds before submitting it to the speech-to-text engine is identi-
fied. The speech-to-text conversion distinguishes between different speakers and 
currently disregards background music, fast or garbled speech, interruptions (such 

1 https://hadoop.apache.org/
2 https://www.tensorflow.org/
3 https://pytorch.org/
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as applause, crowd cheering, or other speakers butting in). The final output is a 
textual format saved into the Data engine module with the required annotations for 
each debate and each participant. The output is also available for visualisation on 
the dashboard.

The Language Model specifies all word combinations with semantic meaning 
formed and their probability of occurrence. The Dictionary is required to integrate 
phonemes and transcriptions of different pronunciations for a word. The level of 
granularity characterises it for transcription in phonemes.

Speech-to-Speech translation is implemented as a hybrid speech-to-speech 
system for three main reasons:

1. There is no sufficient amount of parallel audio data to allow researchers and 
developers to train efficient end-to-end speech translation systems. Decom-
posing the speech-to-speech translation tasks into smaller tasks can take 
advantage of the lower training data requirements for each of the underlying 
functions compared to the end-to-end model.

2. Exploiting different components in a distributed fashion is computationally 
more efficient at training time, allows for better controllability and is easier to 
upgrade.

3. A composite system can share components from other subsystems of the 
 HELIOSPHERE ecosystem.

The ASR and Synthesis components are shared with other subsystems of the 
HELIOSPHERE ecosystem. As such, we will focus on developing the MT system 
and developing communication protocols with different methods to ensure a 
coherent speech-to-speech MT component. To potentially synchronise an avatar 
with the text, intermediate post-processing is conducted to generate a set of visemes 
and timecode based on the translated text’s phonemes. We will also consider this 
post-processing as part of the MT component.

The MT component has two objectives: (i) to provide inclusiveness via transla-
tion for users that conduct the debates in different languages and (ii) to provide 
inclusiveness via translation of the debates into English to generate content in the 
correct language and format for the analytics component. We apply three different 
MT systems to handle speech (in the form of audio input) and text: (i) a text-to-text 
bilingual MT to translate from and to English; (ii) a text-to-text multilingual MT 
that encapsulates multiple languages, including English, aiming to provide transla-
tion between language pairs for which bilingual parallel data is not available and 
(iii) a multimodal, speech-text-to-text translation system that exploits both speech 
and text to improve the text translation.

HELIOSPHERE exploits neural MT approaches using open and free software, 
such as OpenNMT4 and Marian5, which provide speech-to-text and multi-source 
translation. The goal is to improve our models’ efficiency and the architecture 
of our system to make it suitable for an HPC ecosystem. The third type of the 
MT-system mentioned above systems conducts a second stage translation similar 
to automatic post-editing systems. It uses two types of inputs -- speech (user-
generated audio) and text (result from ASR or the first-stage translation) -- and 
produces an improved version of the initial translation. Following positive examples 
from domain-adapted MT, gender-aware MT, and others, we will develop a 

4 https://opennmt.net/
5 https://marian-nmt.github.io/
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context-aware MT conditioned on the debate’s topic. HELIOSPHERE provides 
additional context information regarding the subject and the speakers that can 
help the translation system generate better translations. In this way, we will ensure 
a coherent translation and reduce biases. The MT component has a distributed 
architecture. It operates in real-time and adapts to traffic through a series of scaling 
up/down policies that maintain the required number of resources for optimal 
performance. It is accessed via a set of API calls that allow human users and other 
components of the HELIOSPHERE ecosystem to interact with the MT component 
efficiently. This reduces the efforts for connecting the MT component has to the 
other components of the HELIOSPHERE ecosystem. We envisage a request han-
dling fleet that will listen and store MT requests in a queue; another system will 
consume requests from the queue and invoke the requested action; once the action 
is completed, a response will be sent directly endpoint provided with the initial 
request.

Other components interact with the MT Pipeline via internal API calls. The 
viseme and timecode post-processing, as any post-processing, are invoked if neces-
sary and is assumed to be a part of the MT action.

Natural Language Processing Component extracts features, including tokeniza-
tion, word segmentation, Part of Speech (POS) tagging, parsing techniques, named 
entity recognition, n-gram language model, emotional and sentiment analysis, text/
debate summarisation, structural relations modelled using semantic compositional-
ity, K-means clustering, Affinity Propagation, Latent Dirichlet Analysis, Events 
analysis. Established toolkits such as nltk6, gensim7, SpaCy8, pattern9, and others 
will be used.

Additional NLP endpoints are specifically targeted towards the real-time 
analysis of live discussion streams applicable in the HELIOSPHERE platform. These 
include:

• a pipeline for unsupervised training of domain-dependent, aspect-based 
sentiment analysis classifiers: this allows topic-specific sentiment analyzers to 
be easily pre-trained in advance of a heliosphere-event. During an event, these 
classifiers will extract and quantify observed opinion-aspect pairs in real-time 
relevant to the topic of the discussion.

• stance detection identifies and tracks on which side of the argument actors 
in the discussion are situated. This not only allows for the visualisation of 
(possibly shifting trends in) the stance of the participants but also serves to 
pinpoint bias in the discussion, for example, when sure sides of the argument 
are given an unproportionate amount of time during the debate (e.g. majority 
vs. minority voices).

• level-of-disagreement detection: Internet pioneer and essayist Paul Graham 
identified seven types of disagreement, which are most often used in 
online arguments, ranging from name-calling (level 1) to refuting the 
central point.

The HELIOSPHERE Visualisation Engine’s primary purpose is to provide visu-
alisation and interactivity capabilities to moderators, participators, and audiences. 

6 https://www.nltk.org/
7 https://radimrehurek.com/gensim/
8 https://spacy.io/
9 https://www.clips.uantwerpen.be/pattern
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The goal is to ensure transparency and fairness during a debate. Through a custom-
izable visualisation, the analysis generated from the data, implemented through 
the Machine Learning Engine, is available to the public in real-time. This allows 
participants to see in real-time the textual representation of their deliberations, 
how much time each participant spent talking, what are the word frequency (word 
clouds, n-grams and word co-occurrence) of the conversation, topic detection, 
point summarisation, graph representation of topics, entities relations and main 
points, as well as the capability to switch to a different language. Crucially, the 
customization capabilities are suited to the users’ particular needs - whether mod-
erators, participants, online participants, giving them an easy and personalised 
set of graphical interfaces, which relies on both the Data Engine and the Machine 
Learning Engine.

Moreover, to increase inclusiveness, the system provides a hybridization of 
online and offline participants - via an advanced avatar technology seek to provide 
bi-directional inclusiveness. Therefore, the HELIOSPHERE platform provides a 
spatial virtual physical concept that uses avatar technology to include large numbers 
of online debate participants (scale). Such capabilities become increasingly more 
critical in times of global pandemics, where offline gatherings of more than two 
people are prohibited for an extended time.

The immersive multimedia debate concept combines a look around - where all 
participants, local or virtual, are situated around the same round table and can be 
viewed by everyone in their positions rather than on opposite sides of a rectangu-
lar table - with a look inside - where AI-driven analytics support the addition and 
verification of insights by analysing a given pool of trustworthy media sources 
of multiple origins. This guarantees the real-time detection of fake assumptions 
and bias. The HELIOSPHERE dashboard visualises certain meta-aspects of the 
debate, signalling preference and contradicting opinions while they are detected. 
Especially in cases where debutants contradict their assumptions, this ensures 
participants stick to rational and honest statements and explain a possible change 
of opinion - after all, a difference of opinions is usually legitimate and often 
recommendable. Still, it should be treated openly and fairly by both speaker and 
listener.

With the spread of online interaction possibilities, the graphical representation 
of users has become ever more ubiquitous. With the origins for on-screen repre-
sentation of users lying in 1980s computer games, and then spreading to personal 
icons in 1990s web culture, new messaging apps provide playful personalization as 
standard features (e.g., “Memoji/Animoji” on iOS, BitMoji on Snapchat, face filters 
on Instagram). Avatars offer users a sense of anonymity (they are not as recogni-
sable as profile pictures or video chats) while retaining a sense of familiarity and 
personality to other participants. In a debating or conversational setting, we will 
use these properties of the medium to facilitate and improve online participation in 
physical contexts.

When avatars are displayed as audience members on screens, this brings 
them one step closer to the audience that can look at each other in the eye. 
Understandably, various modes in which online audiences can be blended in 
with a physical group of people - be that through 2D interfaces like monitors and 
screens, or 3D presences using hologram technology or robotics can be utilised to 
understand the most suitable solution depending on the gathering. Robotic pres-
ence is already used in classrooms worldwide to represent a teacher in the home 
of missing students or distant students in a school. The interaction challenge is 
explored to find the natural fit for engaging groups of audiences while retaining 
the possibility for anonymity and keeping the tone of the conversation straight-
forward and open.
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3.3 The heliosphere visualisation engine

Finally, the visualisation engine integrates rich-media of user-generated and 
broadcaster provided content to empower participants to point to content (host-
based, web or social media) to support or debunk arguments within a debate. 
Moreover, users can participate in validating if statements and content are valid and 
trustworthy.

To support live debates in hybrid (both online and offline) environments, 
HELIOSPHERE implements an immersive and interactive experience for an online 
debate calls for a variety of media elements such as 360° live video, Live video 
from remote individuals, Live generated closed captions, and automatic subtitles 
in different languages. This contributes to the immersive experience for Citizen 
participation and active contribution to a debate.

All interacting components need to be fast and synchronised so that they reach 
all viewers simultaneously. Since the diverse participants in the debate have dif-
fering roles and needs, these elements need to be i) object-based, ii) individually 
configurable, and iii) have low latency.

It is envisaged that the HELIOSPHERE provides the capability of covering 
debates on TV as an enhanced and interactive experience. This can be made pos-
sible via a central integration system offered by broadcasters. Moreover, data can 
be made available centrally and accessed directly by all interested journalists and 
newsrooms with just a few clicks. The use and republishing of the content are free 
of charge. The new content exchange platform is intended to enable citizens, and 
the content created is made available via diverse channels.

This can be provided as a recording or as a live debate. In this way, specific topics 
provided for free by the broadcasters can also be made available. For a debate to be 
planned, a schedule is to be developed, which allows the debate’s organiser to define 
the services available for each debate, for example, Dashboard, 360° streaming, 
Link sharing for Twitter, Xing, LinkedIn, etc.

4. Initial prototype and testing of the heliosphere concept

An initial trial with a basic configuration of the HELIOSPHERE concept was 
carried out over two events in the Science Gallery Dublin10, Ireland. In both cases, 
the HELIOSPHERE was part of the Science Gallery Book Club11. The first book 
club, which was on 26 November 2019, discussed the book ‘Invisible Women: Data 
Bias in a World Designed for Men’ by Caroline Criado Perez, and the second book 
club on 25 March 2020 focused on ‘Clearing the Air: the Beginning and the End 
of Air Pollution’ by Tim Smedley. It is worth pointing out that for the first book 
club, ‘Invisible Women’ HELIOSPHERE deployed a live 360 camera and language 
analytics features with an audience of over 20 people participating live and 15 
online, for the second Bookclub ‘Clearing the air’ a purely online event with about 
13 participants was conducted and no 360-degree camera was used. This was due 
to the COVID19 pandemic and allowed testing the HELIOSPHERE concept purely 
online and not hybrid offline and online.

To increase the inclusiveness of all attending participants, the layout was 
circular (see Figure 1). For each book club, two moderators were active, one 
primary and one support. During the ‘Invisible Women’ event, the two modera-
tors were seated at a round table, capable of holding up to five people. Three more 

10 https://dublin.sciencegallery.com/
11 more information can be found under http://heliosphere.social
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tables were positioned around the table, each hosting one sub-moderator with 
three to five participants. For the first 40–50 minutes, the participants at each of 
the tables discussed the book among themselves and a designated sub-moderator. 
Once the initial discussion was completed, each table’s sub-moderators joined the 
main round discussion table with the leading two moderators. Here, a 360-degree 
live feed camera was placed to include online viewers and participate in the debate. 
Their comments were relayed to the moderators via an iPad on the main table. 
For transparency and fairness, the HELIOSPHERE AI analytics component was 
enabled and displayed on a screen. A microphone in the moderation table’s centre 
captured the discussion and encoded the audio to the AI module for further analy-
sis. Figure 2 depicts the view from the 360-degree camera during the live stream 
and debate. The table scene is the audience discussing the book with one of the 
moderators. The bright screen is set to showcase the debate analytics in real-time. 
The top left corner presents a control for the camera, so each online participant has 
a complete view of what is happening in real-time in the room. Additionally, the 

Figure 1. 
HELIOSPHERE spatial concept.

Figure 2. 
HELIOSPHERE 360 camera angle.
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online audience can ask questions/comments, which are then raised by the mod-
erators and addressed during the discussion.

The AI analytics module used speech-to-text technology to encode the live voice 
feed in real-time, including the conversation between moderators, the author, 
the present and the online audience. During and after the debate, several types of 
analysis were performed. For transparency, the most frequently used words during 
the entire conversation were displayed live (see Figures 3 and 4 as representations 
due to the live feed not being captured at these events for privacy reasons).

The moderators understood the general audience attitude during the debates 
based on real-time sentiment analysis and the emotional disposition during the 
debate (Figure 5 for Invisible women discussion and Figure 6 for Clearing the Air). 
In the two particular debates, the sentiment analysis for ‘Invisible women’ mainly 
was positive. Simultaneously, the topic of pollution and current societal problems 
emerging for the issue produces slightly more negative sentiments than the invisible 
women discussion.

To gain a more in-depth overview, we included a graph representation of words 
and topics. Each debate concept graph is connected to the overall “Heliosphere” of 
topics, themes, with the possibility of further analysis on the HELIOSPHERE website. 
Moreover, it included an n-gram analysis for both debates. This allowed us to build 
go-occurrence networks (graphs). For the ‘Invisible Women’ the words most often 
associated with the word “women” are indicated, which include “need”, “lot”, “many”, 
“gained, “educational”, “potential”, “body”, as well as others. For the ‘Clearing the 
Air’ discussion, the co-occurrence graph is presented in. The lower plot presents the 
words associated with the word “air”, which include “chemica”, “reaction”, “pollution”, 
“breathe”, “monitor”, “clear”, “city”, “world”, “quality”, among others.

The creation of n-grams serves several simultaneous purposes. First, it provides a 
real-time interactive concept map for users to browse and click on each node (word 

Figure 3. 
Example of real-time keyword extraction.
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or n-gram) to bring up more detailed information about the entity, concept, word. 
Through the concept mapping, HELIOSPHERE attempts to level the information 
accessible to all participants to make more informed and transparent choices/argu-
ments. Moreover, since all participants have access to the same set of facts/data, we 
reduce false information while enriching the informational landscape. Technically, 
such information is extracted from the sources described in Section 2 of the current 
work. When a falsehood is present, it is labelled as such in the concept map, so users 
have a clear idea of the presented information’s truthfulness (Figure 7).

Second, the n-grams provide the initial structure for the argument module, 
which allows us to track the participants’ position on topics (whether they are for, 

Figure 4. 
Example of real-time keyword extraction.

Figure 5. 
Sentiment example.
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against or neutral). The stance tracking would be crucial during debates on essen-
tial/current social, political or economic issues. The modules serve as an indispens-
able tool to track the electorate’s mood, thereby creating an instantaneous snapshot 

Figure 6. 
Sentiment example.

Figure 7. 
Example of entity extraction.

Figure 8. 
AIF argument example structure.
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in the discourse. Additionally, the module connects to the AIF database through 
API (programmable application interface) to query AIF argument structures, 
enriching the debate in real-time while providing ground truth for debates. For 
instance, within the ‘Clearing the Air’ debate, the pollution due to livestock eating 
was debated, which the system detects and queries aid to supplement the discussion 
further (Figure 8).

5. Privacy and ethics implications

The core concept of HELIOSPHERE is to overcome the crisis of trust seeded by 
the use of Social Media to influence and manipulate large parts of society towards 
opinion forming. HELIOSPHERE, by its architecture, does not rely on storing infor-
mation or using a centralised architecture to avoid similar pitfalls. The independent 
infrastructure via small, portable and affordable computer units described above 
ensures is specifically designed to provide no information needs to be stored or pro-
cessed on an external server. Therefore, it can be argued that HELIOSPHERE works 
based on a trust-by design paradigm, which empowers real-time support from the 
AI approach. To increase ensure, privacy-sensitivity is provided. HELIOSPHERE 
does not rely on any personal information. The speech to text approach is not 
designed to identify specific and unique patterns over time but focuses on overall 
sentiment and terminology usage. There is, therefore, no temporal tracking in place 
that allows a comprehensive analysis of a specific individual. Ethically the concept 
has to evolve to ‘explain’ how the information has been collected and summarised. 
Hence, explainable AI needs to be applied to ensure ethical considerations can 
be taken into account, such as data decision transparency. Furthermore, it has to 
be assured that the approach does not evolve to ‘making decisions’ for both the 
moderator and the participants. Concepts that imply trust at its core are support 
mechanisms and should not undermine the moderators or participants trust in their 
judgement.

6. Conclusions and future work

This publication introduces and discusses the HELIOSPHERE concept. The 
foundations are to support the democratic process by empowering debates, both 
offline and online. Moreover, the HELIOSPHERE presents a hybrid image in which 
offline (physical) and offline are blended. To support the discussion, three main 
dimensions are addressed: transparency, inclusiveness, fairness. To empower open-
ness and fairness, an AI dashboard was presented, including an initial trial. The AI 
dashboards support both the participants and the moderators to balance the debate 
based on objective data related to sentiment and most debated topics. Concerning 
inclusiveness state of the art camera technology such as 360-degree cameras were 
introduced.

Concerning future work, all three areas, transparency, inclusiveness, and fair-
ness, are to be extended towards the vision presented in the publication’s introduc-
tion. Specifically, concerning transparency and fairness, the AI dashboard is being 
developed and tested towards speaker time detection, speaker gender detection, 
off-topic detection and bias detection. More advanced technological approaches 
are being tested concerning inclusiveness, such as avatar technology, to overcome 
the barrier between online and offline audiences. For HELIOSPHERE, it is essential 
that not only the online audience is to be included more in the debate via camera, 
voice and commenting technology but also that the offline (physical) audience are 
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more aware of the online audience, which is currently mainly an image or face on a 
screen. Using more advanced avatar representations makes it possible to bring the 
online audience closer to the experience within the space.

A further area that can be extended is to detect sentiment in debate and towards 
mentioned topics. This allows a moderator to ‘take the heat out of a debate. On the 
flip side, a moderator can also be informed that the overall debate has slowed down 
too much and needs to be reignited. Features such as speaking time per gender and 
other balancing metrics are possible and can also be extended to more sophisticate 
areas such as bias and off-topic detection.

Finally, it has to be noted that the recent surge in sizeable real-time scale online 
debating platforms such as Clubhouse12 have become very popular and has reached 
over 10 M active users weekly13. Competitors such as Twitter and Facebook are 
rumoured to be developing alternative real-time debating platforms with the same 
premisses that the conversations are not recorded or post-analysed.

In conclusion, it can be stated that the introduction of the HELIOSPHERE 
concept forms a solid and foundational concept to blend complex online and offline 
communication, such as highly interactive debates, and with that support democ-
racy as one of the foundations of society, which is democracy.
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Chapter 2

From Monolithic Satellites to the
Internet of Satellites Paradigm:
When Space, Air, and Ground
Networks Become Interconnected
Joan A. Ruiz-de-Azua, Anna Calveras and Adriano Camps

Abstract

From the first satellite launched in 1957, these systems always have drawn the
attention of telecommunications operators. Thanks to their natural orbit, satellites
can provide coverage to the entire globe or serve a vast region. Is this feature that
makes them potential systems to extend current ground networks over the space.
The first satellites were conceived as a single backhaul system to broadcast televi-
sion or phone calls. Over the years, this concept evolved to a group of satellites that
compose a constellation to interconnect any user around the globe. Nowadays, these
constellations are still evolving to massive architectures with thousands of satellites
that are interconnected between them composing satellite networks. Additionally,
with the emergence of 5G, the community has started to discuss how to integrate
satellites in this infrastructure. A review of the evolution of the satellites for broad-
band communications is presented in this chapter, discussing the novel and future
proposed architectures. The presented work concludes with the potential of these
satellite systems to compose a hybrid and heterogeneous architecture in which
space, air, and ground networks become interconnected.

Keywords: Satellite networks, Non-Terrestrial Networks, Satellite
communications, Internet of Satellites, Mega-constellations

1. Introduction

Since 1957 with the launch of the first artificial satellite Sputnik 1, space has been
populated by a wide variety of satellite systems. The development of new technologies
proliferated the emergence of different satellite platforms for multiple purposes. The
global miniaturization of the technology influenced the satellite design by enabling
small satellites with reduced mass. This trend not only drove the satellite shape, but
also noteworthy impacted on the perception of a satellite, and its development.

This has been reflected also in satellites developed to provide broadband telecom-
munications services. The global coverage and large spot areas are features that
naturally characterize satellites, and which telecommunications operators may lever-
age to deploy services. Therefore, the first satellite to provide television broadcast was
launched in 1964 [1]. New missions and systems followed this launch, achieving
better communications performance from space, and certifying that satellites may
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become a crucial system in these services [2, 3]. The achieved results encouraged to
go a step forward on the design of satellite constellations. These constellations are
composed of a group of satellites that work for the same goals. In this case, these
constellations were conceived to provide phone services in low-orbit regions. Iridium
or Globalstar are examples of the viability of the system [4, 5].

These constellations enabled to think about systems in which satellites are
interconnected with Inter-Satellite Links (ISL) to exchange data [6]. These new
systems represent satellite networks that dynamically change their behavior over
time. With this new concept, novel architectures to optimize this dynamic behavior
were presented [7–10]. From the proper definition of a single network to the
integration of different constellations, each of those proposals presented unique
features to enhance satellite services.

The apparition of the New Space concept and all the associated technology devel-
opment also drove the novel progress in the broadband telecommunications domain
[11]. In particular, the apparition of the mega-constellations became an important
disruption in the concept of traditional constellations [12–14]. This architecture pro-
poses the deployment of thousands of satellites to provide global Internet coverage.
Among the different technology challenges, this approach also triggered the discus-
sion of other difficulties related to frequency allocation or satellite manufacture
procedure [15, 16]. An alternative to these massive constellations proposed the col-
laboration between satellites to share unused downlink opportunities. The Internet of
Satellites (IoSat) paradigm [17] proposes the establishment of temporal satellite net-
works according to the necessity to exchange data. This dynamic environment poses
new communications challenges that must be addressed in future researches.

The fifth-generation technology standard for cellular networks (5G) has been
already established on the ground infrastructure as a fast, reliable, and high-
connectivity communications interface for cellphones and other devices. Neverthe-
less, current discussions are still been performed on how to integrate satellite systems
in this infrastructure [18]. Thanks to its global coverage, satellites become potential
systems to expand current ground networks with a Non-Terrestrial Network (NTN)
[19]. This network leverages this high altitude architecture which awards the satel-
lites with unique qualities for the 5G. The large coverage area of spaceborne telecom-
munications systems enhances the service continuity in case that is not being ensured
by ground infrastructure. Furthermore, satellite coverage enhances the network
capacity by serving a myriad of end-users with a single spot. Finally, the orbit
trajectory of a satellite allows reaching the service ubiquity on the entire globe, being
able to provide services in remote and typically inaccessible areas.

This chapter surveys the evolution of satellites for broadband telecommunica-
tions services that have been experienced in the last years. Details of each developed
technology are presented and discussed the implications on current and future
network infrastructure. The remainder of the chapter is structured as follows. First,
the apparition of broadband telecommunications satellites is presented in Section 2.
Section 3 presents the satellite constellations that provided novel broadband ser-
vices. The concept of satellite networks is discussed in Section 4. The impact of the
New Space trend is presented in Section 5. Section 6 presents the novel concept of
IoSat, while Section 7 discusses the integration of satellites in the 5G infrastructure.
Finally, Section 8 concludes the chapter.

2. The apparition of communications satellites

Satellites have always been bounded to broadband telecommunications thanks
to their large visibility of the Earth. This capability is inherited from their natural

22

Computer-Mediated Communication



movement. Satellites are celestial bodies which constantly move tracing an elliptical
trajectory around another larger celestial body. The broadband telecommunications
satellites orbit around the Earth. This distinctive motion is defined by means of the
Keplerian orbital parameters or elements. These six parameters determine the shape
and size of the ellipse, the orientation of the orbital plane with respect to the Earth,
the orientation of the ellipse in this plane, and the location of the satellite along this
trajectory.

Satellite orbits are gravitationally curved trajectories which can be represented
in a two-dimensional trajectory located in a plane. This plane is known as orbital
plane, and two Keplerian elements determine its orientation with respect to the
Earth: (1) the longitude of the ascending node (Ω) corresponds to the horizontal
angle between the plane and the origin of the longitudes (the Greenwich meridian
or prime meridian); (2) the inclination angle (i) determines the vertical orientation
of the plane with respect to the origin of the latitudes (the equator). The orbit shape
traced in this plane is determined by (3) the semi-major axis (a) that corresponds to
half the distance between the periapsis and apoapsis of the orbit, and (4) the
eccentricity (e) which describes how much the ellipse is elongated compared to a
circle. The resulting ellipse can be rotated in the same plane determined by (5) the
angle known as argument of periapsis (ω). A satellite travels this elliptical curve
over time, moving periodically among numerous locations. The position of a satel-
lite in this ellipse is represented by the (6) the true anomaly (ν) which corresponds
to the angle of the satellite location at a specific epoch or time with respect to the
direction of the periapsis.

The ensemble of Keplerian elements allow the characterization of the satellite
position, and its complete trajectory. Figure 1 represents these parameters to clarify
their meaning.

Numerous orbits exist depending on the values of the Keplerian elements, which
laid the foundation of different classifications. Among them, the classification based
on satellite altitude prevails, which determines implicitly the orbit semi-major axis.
In this classification, satellite orbit are structured in three main blocks: (1) Low
Earth Orbits (LEO) are identified by altitude values between 200 km and 2000 km;
(2) Medium Earth Orbits (MEO) correspond to those orbits with an altitude
encompassed between 2000 km and 35,786 km; Finally, (3) Geosynchronous
Equatorial Obrits (GEO), also known as geostationary orbits, are determined by a
specific altitude of 35,786 km. Is in this last type of orbit, indeed, in which

Figure 1.
Representation of the Keplerian elements that represents the orbit trajectory of a satellite (gray sphere), and its
plane (yellow surface) with respect to the equatorial plane (gray surface).
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telecommunications operators identified potential characteristics to deploy satel-
lites that broadcast multiple services.

Satellites that orbit following GEO trajectories are characterized to be deployed
in an orbit plane located at the equator of the Earth, and following a circular orbit
(i.e. inclination 0° and eccentricity 0). This combination of inclination, eccentricity
and altitude allows a satellite to constantly move at the same velocity than the Earth
rotation. Therefore, a GEO satellite constantly observes the same region of the
Earth, and remains them as fixed points in the sky. These characteristics are ideal to
provide broadband services for specific geo-political regions, such as television
delivery, military applications, or generic telecommunications.

Since the launch of the Syncom 3 satellite at 1964 [1], geostationary large-
satellites became the standard configuration to provide these services. This was the
first GEO satellite deployed to provide television coverage of the Summer Olym-
pics. Its launches promoted the apparition of other GEO satellites, such as the
Intelsat I (nickname Early Bird) satellite at 1965. In paritcular, this satellite was
developed by the company Intelsat to demonstrate that communications through
this kind of orbit were feasible. It was used during four years and four months to
provide multiple services among different missions, standing out the first live
television coverage and its participation in the Apollo 11 mission.

This satellite was the first one to provide direct communications contact
between Europe and North America, handling telephone, television, and telefac-
simile transmissions. This satellite paved the way to develop such kind of backhaul
systems to communicate around the glove, and it was the first of a large family of
Intelsat satellite that reaches current epoch with Intelsat 39 launched in 2019.

Over the different missions, the developments on these satellites have been
focused on the optimization and adjustment of the Internet mechanisms, tech-
niques, and protocols to enhance the throughput over satellites. With the advent of
the different versions of the Digital Video Broadcast - Satellite (DVB-S) protocols
[2], the television broadcast over satellites was also investigated as part of the
digitalization of this service. The outcome of all these efforts was the development
of the high throughput satellites, so-called next-generation satellites [3].

These GEO satellites has coped the broadband telecommunications activity dur-
ing the last years with the mission development from companies like Hughes Space
and Communications, Space Systems/Loral (SSL), Orbital Science Corporation,
Lockheed Martin, Thales Alenia Space, and Airbus-Astrium. They are currently part
of our space environment, and keep providing telecommunication service to inter-
connect fixed regions in the globe. This interconnection is also characterized by
having a considerable delay transmission, around 900 ms (approximatelly).
Although its static relative position becomes ideal for coverage region, this large
delay values may not be suitable for services deployed in the Internet. Therefore,
new approaches emerged to compensate this long delay with lower-altitude regions,
and to integrate Internet services in these satellite systems.

3. The era of low-altitude satellite constellations

Gaffney et al. analyzed the feasibility of the new non-geosynchronous or non-
geostationary satellite systems proposed on the US Federal Communications Com-
mission (FCC) by different private companies [20]. These innovative proposals
enhanced the communications end-to-end latency using MEO, and LEO satellites.
Those orbit regions were not originally proposed because of the continuous relative
movement—unlike the geosynchronous case—that satellite experience. Satellites in
this configuration suffer from a small field of view and temporal contact with
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ground devices, which leads to service disruptions. Therefore, satellite constella-
tions have risen as a promising architecture to deal with this challenge, by
performing user handovers between adjacent satellites. An in-depth study of the
benefits of applying these constellations was presented in the dissertation [21].
Kashitani remarks that satellite constellations at LEO region can serve a larger
number of customers with a relatively reduced deployment cost as compared to
their MEO homonyms.

These performance expectations encouraged the development of numerous LEO
satellite constellations by private companies. Globalstar emerged as a private com-
pany that could provide satellite phone and low-speed data communications with a
dedicated satellite constellation [5]. The first satellites were launched in 1998 to
start composing a constellation that would be finished in 2000. The Globalstar
constellation was composed of satellites that worked as bent pipes or repeaters
between two users located in the same spot. Although this design enables remote
users to communicate, the system was also limited by having a common satellite
to interconnect the end devices. If this common satellite was not available, the
communication was not feasible.

The Orbcomm company developed a specific constellation to deal with this
situation offering discontinuous coverage between end-users. Unlike the previous
case, this constellation was designed to provide low-speed data communications,
and it was not capable to offer telephone services. To provide this discontinuous
coverage, satellites in this constellation were able to store incoming messages to
download them later over another region. This store-and-forward mechanism was
crucial to achieve this desired performance and became a key technology to develop
the concept of Disruption Tolerant Networks (presented in the following section).

Alternatively to the previous constellations, Iridium Communications company
decided to deploy its constellation to provide voice and data coverage to custom
satellite phones [4]. This new constellation, known as Iridium, extended the origi-
nal concept by interconnecting satellites with radio interfaces to relay data down to
the ground; i.e. the development of Inter-Satellite Links (ISL). By defining a custom
and specific constellation, a route between two end-users and composed of satellites
could be defined. This revolutionized the concept of satellite constellation because
they could transfer data among the satellites with a reduced delay. The original
Iridium constellation was extended with a new generation of 66 satellites, called
Iridium NEXT, in 2017. This extension aimed to enhance the satellite capacity from
2.4 kbps to 1.5 Mbps, using high-throughput techniques.

The LEO satellite constellations proposed for broadband telecommunications
revolutionized the concept by evolving from a repeater-based approach for voice
and data, passing through a store-and-forward solution for data, and reaching an
interconnected architecture for voice and data. This last approach presented a
constellation as a set of satellites that compose a network. This new satellite network
concept paved the way for new interconnected architectures.

4. Interconnecting satellites to compose satellite networks

This ISL concept revolutionized the perception of satellite constellations, which
started to be conceived as networks composed of satellites. Werner discusses the
challenges of deploying these networks and concludes that satellite mobility is a key
factor in the stability of the links that compose the network [7]. In particular, the
nature of an ISL is determined by the relative motion between two satellites.
Therefore, an ISL may be feasible and active during a lapse of time depending on
the orbits.
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These temporal links are also known as satellite contacts and drive the topology
representation of a satellite network. In particular, a topology is represented by a set
of nodes that are interconnected by edges. Werner proposed the representation of a
satellite network topology with the concept of a snapshot. A snapshot of a network
is the topology representation with the connections established between the satel-
lites that remain stable during a lapse of time. The creation or destruction of an ISL
results in the generation of another snapshot. The overall generated snapshots
compose a sequence that represents the evolution of the topology over time.

Figure 2 presents an example with three snapshots, identified by sk (s0, s1 and s2),
that remain stables between the lapse of times ti (snapshot s0 remains stable between
t0 and t1). This evolution is characterized by the movement of the nodes, which in
this case corresponds to the orbit trajectory. Therefore, the number of snapshots and
its stability time depends directly on satellite orbits and their communications means.
Just as a brief reminder, this motion is determined by a set of parameters that allow
estimating the complete trajectory of a satellite. Furthermore, this trajectory follows a
periodic pattern, if no orbit disturbances are considered. Consequently, the sequence
of snapshots is periodic and predictable.

The transition of these snapshots may represent an evolution of a satellite net-
work in which parts of it are isolated during a lapse of time. These isolated frag-
ments of the network may be sporadically connected with other satellites over time,
depending on the nature of satellite contacts. This intermittent connectivity
encourages to define an environment in which network partitions are frequent, and
satellites must leverage opportunistic and sporadic satellite contacts to communi-
cate. The understanding of this temporal nature of satellite contacts becomes crucial
in the definition of end-to-end routes in this scenario.

Delay and Disruption Tolerant Networks (DTN) approaches envision the estab-
lishment of routes in this disruptive environment [9]. A proposal to solve this
disruption is a store-and-forward approach, that is a way to store messages from a
satellite to lately propagate them to another satellite was conceived to leverage the
opportunistic and sporadic satellite contacts. Nevertheless, the definition mecha-
nisms to identify end-to-end routes in this disruptive environment were largely
discussed.

Among the different proposed techniques, a classification was conducted in [22]
based on the generation of replicas of the messages. In this regard, a protocol that
replicates messages is known as a replication-based protocol, which is characterized
by delivering the data to the destination according to a probability, based on the
number of replicas generated. Alternatively, a forwarding-based protocol estimates
future satellite contacts to define routes over time, requiring a larger computational
effort. Authors in [22] conclude that it must exist a balance between future knowl-
edge of the network evolution, and the computational capacity.

Figure 2.
Representation of different snapshots (sk) over time (ti) associated with five satellites. Figure from [17].
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The Iridium constellation aimed to compensate this topology evolution and
mitigate network disruption by conceiving a custom constellation architecture that
would later be known as LEO Satellite Networks. Ekici et al. started to work with a
satellite constellation configuration that mitigates this mobility impact on the com-
munications performance [6].

The constellation is designed with an orchestrated and fixed architecture in
which satellites are specifically located on purpose. This constellation builds a mesh
architecture in which each satellite has four satellite-to-satellite interfaces to com-
municate with its neighbors. The resulting topology of the network is characterized
by nodes located in a grid with a set of rows and columns. Despite this design to
mitigate the disruption, satellites are always in motion. However, the movement of
the satellites in this constellation results in a continuous shift of the satellites in the
column axis of the mesh.

This coordinated movement ensures that from the local view of a satellite the
connections with its neighbors remain unaltered. This condition is satisfied in
the most populated latitudes because when the satellites pass over the polar region
the formation cannot be respected. Moreover, an abstract line represents a seam in
this mesh that separates the direction of the satellites. On one side of this seam, the
satellites move from the South to the North, while on the other side they travel in
the opposite direction. Traditionally, communications through this seam were
forbidden.

Figure 3 presents this satellite constellation with its corresponding mesh
topology.

This constellation is founded over two classes of ISL, defined according to the
vicinity of the neighbor. The intra-plane ISL allows a satellite to communicate with
its two neighbors that are located in the same orbit plane. Meanwhile, the inter-
plane ISL allows a satellite to communicate with its two neighbors located in adja-
cent planes. This differentiation was conducted because the nature of both ISL types
differs: intra-plane ISL are always stable and feasible, while inter-plane ISL may be
disconnected in the polar region. The goal to relay data from ground users was
satisfied by defining the concept of a virtual node. This kind of node is associated
with a logical location that corresponds to a square of an entire grid that covers the
entire Earth surface. Each satellite is then associated with a logical location when it
passes over this surface square, being responsible to serve the users allocated in this
area. Due to the satellite movement, the satellite changes over time their logical

Figure 3.
Representation of (a) the constellation design that represents a LEO satellite network, and (b) its resulting map
to a mesh topology. Figure from [17].
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location when they bypass the corresponding square. Furthermore, the logical loca-
tion is also mapped in the mesh topology by vertical and horizontal coordinates that
correspond to the column and row numbers.

The LEO Satellite Network concept was extended in future researches by inte-
grating other satellites in further orbit regions. The combination of multiple satellite
systems stood out as a potential architecture to offer new capabilities or improve the
capacity achieved by their own.

Multi-Layered Satellite Networks (MLSN) are a system-of-systems architecture
[23] compounded of distinct satellite constellations deployed at different altitudes,
which corresponds to the layers in this system. This architecture was proposed in
[8] to enhance the traffic capacity and the stability of a satellite network. The
proposal leverages the visibility of the satellites located at higher altitudes that can
orchestrate a group of satellites deployed in lower altitudes.

A hierarchical structure in which successively upper layers always gather lower
layers is designed under the previous premise. Despite the original proposal did not
specifically define the type and the number of layers, the LEO, MEO, and GEO were
typically the three main layers associated with this network. In this configuration,
GEO satellites would manage a group of MEO satellites, which at the same time
each one would gather an ensemble of LEO satellites. Satellites located in the same
layer can communicate among them using Intra-Orbital Links (IOL), while they are
also able to interact with satellites in adjacent layers using ISL.

Figure 4 illustrates this multi-layered architecture with the three main altitudes.
This hierarchical architecture enhances the stability of the network thanks to the

large visibility of upper-layer satellites. Despite the connections between the satel-
lites still changes over time, the topology changes correspond to fluctuations of the
low-layer satellites that belong to the group of an upper-layer satellite. This feature
mitigates the influence of satellite mobility on network dynamism. Nevertheless,
the architecture design of the low-layer satellite system may still provoke irregular
changes in the topology. [24] discussed this behavior and suggested the use of a
LEO satellite network—which ensures the mesh formation—as a lowest-layer

Figure 4.
Illustration of a MLSN with three layer. Figure from [17].
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satellite system. This satellite constellation simplifies the computation of end-to-end
routes among the layers, and in the same layer. The integration of a LEO satellite
network into the MLSN demonstrates the potential of this heterogeneous architec-
ture, that may accept including multiple distinct satellite systems.

The architectures of these satellite networks were presented considering always
the traditional concept of satellite missions, in which a constellation is properly
defined. Nevertheless, the apparition of new trends in the space related to the New
Space movement has motivated novel concepts of satellite networks with non-
conventional strategies.

5. The disruption of New Space in broadband telecommunications

Nowadays, the New Space concept is becoming an important trend that differ-
ent countries leverage to encourage and promote space activities in their society.
Due to the large number of new concepts associated with this movement, it is
difficult to properly define the New Space trend. Authors in [11] try to clarify this
concept by performing a survey of different researches. Their study concludes that
this new trend is characterized by a set of key traits: (1) the apparition of new
private entities that deploy novel satellite architectures in front of the traditional
national space agencies; (2) novel development procedures that simplify and reduce
the cost of the manufacturing of space products; and (3) the technology develop-
ment is performed to always satisfy customer needs. These traits are associated with
research of novel technologies related to satellite autonomy, miniaturization,
satellite platforms, and crowd.

This current technological landscape would not be possible without the emer-
gence of the CubeSat platforms [25]. This well-founded architecture was conceived
in 1999 by professors Jordi Puig-Suari from California Polytechnic State University,
and Bob Twiggs from Stanford University. The goal to develop a spacecraft archi-
tecture that would facilitate academic developments surprisingly triggered the cre-
ation of a new philosophy to develop satellites: the use of Commercial Off-The-Shelf
(COTS) components, and the reduction of satellite dimensions. These small satel-
lites are equipped with all the subsystems of a traditional satellite, which are com-
posed of COTS components. This strategy speeds up spacecraft development, and
drastically reduces the cost of its production. Therefore, the CubeSats are ideal
platforms to investigate and develop new technologies.

The inventiveness experienced with CubeSats influenced also the traditional
big-satellite activities. New private and adventurous proposals have proliferated in
the last years encouraged by their commercial prospects. The most distinguished
innovative application for this big platform is the deployment of satellite constella-
tions that provide continuous Internet access. Despite the numerous improvements
in the ground facilities, satellite platforms stood out as a potential system to achieve
this requirement. LEO satellite constellations are naturally characterized by provid-
ing global coverage to the entire planet. Iridium constellation is an illustrative
example of how this architecture can provide data access to a widespread group of
ground users. Despite this infrastructure, current Iridium services are limited to a
poor messages exchange (hundreds of kbps), which may not be sufficient for
current and upcoming Internet services (e.g. video streaming, cloud computing,
etc.) Therefore, an extension of these traditional LEO satellite constellations has
been proposed to cope with this new demand.

Private companies have taken a step forward in the development of massive
satellite constellations, which assemble hundreds or thousands of satellites to pro-
vide global and seamless Internet coverage with competitive interfaces; i.e. with low
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latency and high throughput. These ambitious goals cannot be achieved with tradi-
tional architectures nor delay-tolerant solutions.

Among the different companies, OneWeb Ltd.—previously named WorldVu—
was the first one that announced the development of this macro architecture [12].
Joining efforts with Virgin Group and Qualcomm, OneWeb expected to deploy 720
satellites at 1200 km height. This LEO satellite constellation was not designed to
include satellite-to-satellite architecture, which requires the deployment of further
satellites to satisfy current demand [26].

Space Exploration Technologies Corp. (SpaceX) publicly announced the devel-
opment of the Starlink mega-constellation one year later [13]. Starlink comprises
4425 satellites that would be distributed across several sets of orbits. Three different
layers are distinguished: the main layer at 1150 km, the secondary layer at 1110 km,
and the third layer at 1130 km. This macro satellite system corresponds to an MLSN
thanks to the use of satellite-to-satellite laser interfaces, although all the layers are
located in the LEO region. SpaceX has already deployed 1,015 satellites of its
StarLink mega-constellation, having 951 still in orbit [27].

More recently, Telesat Canada envisioned deploying a massive satellite constel-
lation of 117 small-satellites to compete with the previous constellations [14]. These
satellites would include a dedicated ISL with high transmission capacity.

Preliminary studies demonstrated that these massive satellite constellations can
provide communications interfaces that can satisfy high-data volumes (up to Tbps),
and low-latency communications [26]. Despite the potential performance of this
architecture, its enormous size poses numerous challenges. Among the different ones
that have been discussed during the last years [28], six challenges stand out: (1) The
required funds to maintain the development of the entire project [29]; (2) The
necessity to develop and construct a satellite manufacturing infrastructure to reduce
the production cost [30]; (3) the increase of space debris due to the overpopulation of
the space [15]; (4) the hoarding of frequency bands due to the necessary wide bands
allocations; (5) the complex administrative registry of this large number of satellites
[16]; (6) Impact on other space fields, like astronomy [31] forcing to develop custom
mitigation technologies [32]. These constraints make that the deployment of this
massive satellite constellation feasible to specific companies or entities. Another
perspective in which does not require the launch of massive constellations from
independent entities needs to be conceived to balance these problems.

6. The internet of satellites paradigm

Alternatively to these massive satellite constellations, a collaborative and dis-
tributed approach has been proposed in the last years. The concept of Federated
Satellite Systems (FSS) was presented by Prof. Golkar in [10]. This new satellite
system essentially consists of spacecraft networks in which satellites trade unused
or inefficiently allocated resources commodities, such as data storage, data
processing, downlink capacity, power supply, or instrument time. This concept is
analogous to terrestrial applications, such as peer-to-peer file sharing, cloud com-
puting, and electrical power grids. In this way, FSS tried to avoid the underutiliza-
tion of expensive space assets in already existing missions. The establishment of
cooperation frames beyond the common mission interactions based on ground post-
processing and merging of instrument data becomes more and more a necessity.
Distinct-stakeholder satellite missions would leverage the establishment of in-orbit
collaborations by improving current system performance or by achieving new goals.

The terminology presented in [10] allows understanding the nature of these
collaborations. A satellite federation is composed of a group of satellites which decide
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to engage in a collaboration with each other during their mission. These federations
allow the satellites to share or trade available resources which are the tangible and
intangible assets that a spacecraft has (e.g. propellant, power, data processing,
downlink capacity, etc.) Although the original definition encompasses generic
assets, the later work investigated federations with data-centered resources, such as
processing, downlink, and storage capacity.

The establishment of a satellite federation has a decision-making component—
not necessarily autonomous—with which a satellite opportunistically deems if the
collaboration is beneficial, where the benefit is defined as either economic profit or
generic value. Despite the opportunity refers to the federation profit, a temporal
aspect also is integrated with these characteristics. Due to the mission lifecycle of a
satellite, resources are not constantly available, enabling temporal windows of
opportunity in which they can be traded. During this transaction, the satellite that
supplies the corresponding resources are defined as satellite suppliers or providers.
When instead a satellite is seeking to request the resources, it plays the role of a
customer in the federation. These roles may be switched over satellite lifetime
depending on their interest, being also possible that a satellite acts as both customer
and supplier at the same time. In the end, the joint set of customers and suppliers
makes a satellite federation.

The FSS concept also differs from the other approaches, because they can be
conceived as virtual satellite systems. These systems represent a group of satellites
that are part of a distinct physical system–like a constellation–and they decide to
create a new one that is fictitious. Traditional applications offered to ground users
can be achieved with these systems, but new ones proliferate with this virtual group
of satellites. Machine-to-machine applications may be deployed among the differ-
ent satellites that conform the virtual system, like trajectory applications (e.g. flight
formation, collision avoidance), applications that require data fusion (e.g. cloud
detection, different instruments), among others. In terms of communications, this
can be represented as an autonomous satellite application that deploys some ser-
vices through and for satellites. All these characteristics require solutions that are
flexible, adaptable, and scalable that must be reflected in all the development levels,
included in the inter-satellite communications ones.

For this reason, our work in the last years has been focused on conceiving and
developing the Internet of Satellites (IoSat) paradigm [17]. This approach proposes
an interconnected space segment that follows these premises from satellite federa-
tions. A custom satellite infrastructure that corresponds to a network backbone is
not proposed in this paradigm. Instead, it promotes the establishment of networks
using peer-to-peer architectures, in which interested satellites are part of the net-
work. The IoSat paradigm cannot be understood without firstly observe the nature
of satellite federations.

FSS encourage the establishment of sporadic and opportunistic collaborations to
share unallocated resources among heterogeneous satellites. It is important to
understand concept-by-concept what this statement means.

The sporadic term refers to the possibility to deploy this collaboration at any
moment. This feature makes satellite federations unpredictable events that may
occur without notice, and they cannot–normally–be estimated in advance. Despite
this randomness, the need to deploy federations is related to the satellite resources
and the potential benefit that a satellite can award.

This is related to the opportunistic term, which suggests that federations are
only established if related satellites envision to garner some benefits (e.g. enhance-
ment of mission performance, an extension of satellite capabilities, payment for
resources shared). This opportunism also refers to the mandatory non-degradation
of the original mission. Satellites that establish a federation are designed to perform
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a specific mission (e.g. observation of the soil moisture, relay data from ground
terminals, observe the galaxy), which must remain as its main priority. Therefore,
the federation cannot degrade the performance of this mission by the undesired
depletion or allocation of resources.

If the satellite does not identify a potential benefit, it must be able to decide not
establishing a federation. This decision-making capacity becomes crucial to deploy
federations and entails the awarding of a certain level of autonomy to the satellites.
Finally, the satellites that collaborate are equipped with different resources and
capacities.

This heterogeneous configuration poses multiple challenges related to resource
sharing, connectivity, among others.

Following these features, the paradigm suggests dynamic, sporadic, and oppor-
tunistic satellite networks that are temporally established depending on the neces-
sity and choice to deploy federations. These temporal networks have been called
Inter-Satellite Networks (ISN) following the traditional nomenclature originated in
[33]. This kind of network is created by the decision to collaborate–not necessarily
for free–of satellites, that become the intermediate nodes of the network. In partic-
ular, the creation of an ISN is achieved thanks to the combination of point-to-point
federations among intermediate nodes that share the possibility to communicate.
Figure 5 illustrates the paradigm philosophy by showing three ISNs (ISN1, ISN2,
and ISN3) which coexist simultaneously. These ISNs are created depending on the
FSS requirements and they adapt themselves to manage network dynamism. Note
also that some nodes can participate in multiple ISNs at the same time.

A satellite federation is established only when the transaction is required, after
that the federation is no longer needed. This temporality is also reflected in the
definition ISN. This corresponds that ISNs have three phases that characterize their
lifetime: (1) the establishment phase, (2) the maintenance phase, and (3) the
destruction phase.

The establishment of an ISN is the negotiation process in which intermediate
federations are created to configure the network. During this phase, its members can
decide to not accept this interaction due to their state or strategy interests. More-
over, the establishment phase ensures that the ISN can satisfy FSS requirements by
providing the required services. For instance, if a security level is required, inter-
mediate nodes should have secure mechanisms to provide it. This implies that
during the ISN establishment, nodes shall indicate which services they can provide.

Once the ISN is established, the maintenance phase ensures that the network
adapts to different events. In particular, as a satellite network is a dynamic

Figure 5.
IoSat space segment representation. Figure from [17].
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environment in which nodes are in constant movement, this phase is responsible to
update network connections when intermediate links are broken. Therefore, it
should be able to replace old intermediate nodes by adding new ones. Moreover,
some satellites could request to participate in an existing federation that would need
to add more intermediate nodes to increase the current ISN. Thus, the ISN should
be able to adhere new satellite nodes as per their request, or by the need to keep the
topology stable.

Finally, in the destruction phase (once the ISN is no longer required) all the
nodes that have participated in the network should perform the destruction process
which cleans their internal state and recovers their usual activity. This is an impor-
tant phase because the resources shall be released when they are no more needed.

There is a common need that should be respected in an ISN. Satellites are
embedded systems with severe limitations in terms of energy, computation, and
data storage resources, which means that additional inter-satellite communications
capabilities could jeopardize the mission. This could appear because satellites are
normally conceived to accomplish a specific mission, and the integration of these
new capabilities could suppose an additional resource consumption that could
deplete the satellite. In other words, the deployment of an ISN shall not impact the
mission of intermediate satellites. Therefore, this network is deployed using a
resource-aware strategy while trying to satisfy application requirements. Moreover,
if a satellite decides that its participation in the network compromises the accom-
plishment of its mission, it can decide to leave the network. Therefore, satellites
require a certain level of intelligence to autonomously take this decision. An ISN is a
completely dynamic and constantly changing scenario, due to satellite mobility,
node participation, and node resource state.

Our previous researches have addressed the multiple technology challenges
associated with the IoSat paradigm. A predictive algorithm was developed in [34] to
provide autonomous capabilities to satellites. In particular, this algorithm can esti-
mate future satellite contacts and predict routes overtime in which federations can
be established. Moreover, new protocols regarding the necessity to notify resources
available (e.g. downlink opportunities) and the procedure to establish a federation
were published in [35, 36]. These two protocols have been evaluated in an scenario
with Earth Observation (EO) satellites that uses federations with a mega-
constellation to download data. Figure 6 presents the achieved results of these
simulation, being able to duplicate the amount of bytes downloaded per day when

Figure 6.
Downloaded data of saturated EO satellites per day according to the publisher satellites and ISL subsystems
with differnet maximum range (left figure) and data rates dmax and different data rates Rb (right figure).
Figure from [35].
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more satellites of the mega-constellation participates as providers of the downlink
service.

Apart from these innovations, the paradigm still poses considerable challenges
that must be tackled in future researches.

7. The emergence of 5G in satellite systems

The fifth-generation technology standard for cellular networks (5G) has been
already established on the ground infrastructure as a fast, reliable, and high-
connectivity communications interface for cellphones and other devices. The 3rd
Generation Partnership Project (3GPP) developed multiple specifications that con-
form this standard over the years [37] to satisfy the requirements of future use-
cases. These requirements were presented by the International Telecommunication
Union Radiocommunication (ITU-R) sector in the International Mobile Telecom-
munications (IMT) for 2020 and beyond [38]. The standard presents three use-
cases according to the current and future telecommunications activity: the
enhanced Mobile Broadband (eMBB), the massive Machine Type Communications
(mMTC), and the Ultra Reliable Low Latency Communications (URLLC). The
eMBB scenario is an evolution of the mobile broadband applications developed in
the previous generation standard (4G) by improving the data transfer performance
and increasing the seamless experience. Both URLLC and mMTC are new use-cases
that were defined due to the emergence of the Internet of Things (IoT) and the
apparition of Critical Communications (CC). The IoT paradigm [39] promotes the
interconnection of multiple devices that can exchange data without requiring
human interaction. In this way, the mMTC represents this trend which is charac-
terized by a myriad of connected devices that typically transmit a relatively low
volume of delay-tolerant data. The URLLC scenario is centered on safety and
critical applications that require real-time and reliable communications, such as
control of industrial manufacturing, remote medical surgery, autonomous driving,
and other emergency applications.

The 5G specifications were developed to satisfy the requirements published by the
ITU-R in [40]. This development has been conducted to achieve three main goals:

• Provide high data speeds — efforts were focused to conceive new transmission
techniques that satisfy the necessity of high data rates of the eMBB use-case.
Therefore, enhanced downlink and uplink communications would provide
data rates up to 20 Gbps and 10 Gbps respectively, ensuring hundreds of Mbps
on average.

• Reduce the end-to-end latency — the URLLC applications require the data
delivery process to be more instantaneous because critical services cannot
suffer from delay. Therefore, the enhancements would allow reaching real-
time access with end-to-end latency of less than 1 ms.

• Ensure seamless and global connectivity — the emergence of autonomous and
mobile devices encourages the development of an infrastructure that enhances
the continuous connection with the network. Services deployed over this
network would not suffer any disruption which could compromise the
performance in mMTC, eMBB, and URLLC scenarios.

Is in this last goal in which satellites have stood out as a promising platform to be
integrated with the 5G infrastructure. In March 2017, 3GPP started new activities to
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study the role of the satellites in the 5G [19]. The outcome of these studies was the
definition of the Non-Terrestrial Networks (NTN) which encompasses the multiple
systems not located on the ground, such as satellites, Unmanned Aerial Vehicles
(UAV), or High Altitude Platforms (HAP). This network leverages this high alti-
tude architecture which awards the satellites with unique qualities for the 5G. In this
way, the NTN are conceived following the multi-layered satellite network premise,
but including in the architecture other systems than only satellites. The large cov-
erage area of spaceborne telecommunications systems enhances the service conti-
nuity in case that is not being ensured by ground infrastructure. Furthermore,
satellite coverage enhances the network capacity by serving a myriad of end-users
with a single spot. Finally, the orbit trajectory of a satellite allows reaching the
service ubiquity on the entire globe, being able to provide services in remote and
typically inaccessible areas.

These qualities have led to the definition of multiple satellite applications in the
eMBB, mMTC, and URLLC scenarios [18]. The eMBB scenario would leverage on
satellite systems working as complementary traffic backhauling nodes of the net-
work, or by reducing the handovers of those mobile nodes that perform large
trajectories, such as trains or airplanes [41]. Satellites could enhance the services in
the mMTC scenario depending on the area in which the devices are deployed. For
wide-area services, the satellites play the important role of large visibility to become
a central node that feeds device traffic. Otherwise, in local area services, the satel-
lites become a complementary infrastructure to backhaul the traffic of a massive
number of devices, like the eMBB case. Unlike the other cases, satellite altitude
prevents from achieving the required end-to-end latency for URLLC cases. Never-
theless, the satellites enhance these services by providing a supporting role that
broadcasts information over a wide area.

Novel private entities have observed this potential capacity of satellites to sup-
port the current 5G and IoT infrastructure, and they started the development of
their satellite constellations. Lacuna Space started the development and launch of a
dedicated CubeSat constellation for supporting IoT services from space [42]. Cur-
rently, they have just launched the third satellite of the constellation which uses
Long Range (LoRa) communications technology. Other companies like Sateliot,
Kepler Communications, or Eutelsat have also pronounced to deploy their constel-
lations. It seems that another space race started to integrate satellites into the IoT
paradigm.

8. Conclusions and way forward

During the last decades, space has been populated by a wide variety of satellite
systems. From monolithic GEO satellites to current constellation approaches, space
missions have experienced a considerable evolution to provide new services to the
users. The traditional television broadcast and phone calls lead to more resource-
demanding services based on current Internet applications. Constellations of LEO
satellites have emerged as the necessary infrastructure to support these new services
in space.

These constellations were originally conceived as independent satellites orbiting
in an ad-hoc architecture. Nevertheless, they started to be considered as satellite
networks when interactions between satellites were needed to satisfy the novel
delay and throughput demands. The configuration of these interconnected satellites
promoted the proliferation of different architectures to leverage on satellite alti-
tudes or to mitigate satellite dynamics (e.g. MLSN, LEO Satellite Networks, etc.) All
of them inspired satellite architectures that are currently working in space, such as
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the Tracking Data Relay Satellite System (TDRSS) or the Iridium constellation [4].
In this way, the New Space trend promoted the apparition of novel flexible and
distributed architectures to keep evolving the space for future user demands, like
the mega-constellations or the IoSat paradigm.

The next step of this space evolution seems to be associated with the ground
network revolution experienced with the 5G. The possibility to extend the current
infrastructure with seamless connectivity puts satellites as potential systems for this
purpose. The existence of different entities that are working on standardize the
integration of satellites with ground networks, conforming the NTN concept, is an
example of how satellites will become more and more a reality in our infrastructure.
Figure 7 presents a conceptual view of the NTN architecture composed of satellites,
High Altitude Platforms (HAP), and Low Altitude Platforms (LAP). Different mis-
sions have started to experiment with satellite capabilities to provide IoT connec-
tion around the Earth glove. Their success demonstrates the potential of these new
systems (for ground networks) and helps to believe in a promising future with
heterogeneous networks composed of space, air, and ground infrastructure. Only
time will tell whether this paradigm would become a reality.
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Chapter 3

Management of Software-Defined 
Networking Powered by Artificial 
Intelligence
Jehad Ali and Byeong-hee Roh

Abstract

Separating data and control planes by Software-Defined Networking (SDN) 
not only handles networks centrally and smartly. However, through implementing 
innovative protocols by centralized controllers, it also contributes flexibility to com-
puter networks. The Internet-of-Things (IoT) and the implementation of 5G have 
increased the number of heterogeneous connected devices, creating a huge amount 
of data. Hence, the incorporation of Artificial Intelligence (AI) and Machine 
Learning is significant. Thanks to SDN controllers, which are programmable and 
versatile enough to incorporate machine learning algorithms to handle the underly-
ing networks while keeping the network abstracted from controller applications. 
In this chapter, a software-defined networking management system powered by 
AI (SDNMS-PAI) is proposed for end-to-end (E2E) heterogeneous networks. By 
applying artificial intelligence to the controller, we will demonstrate this regarding 
E2E resource management. SDNMS-PAI provides an architecture with a global view 
of the underlying network and manages the E2E heterogeneous networks with AI 
learning.

Keywords: Software-defined networking, Machine learning, 5G,  
Networks management, Artificial intelligence

1. Introduction

Due to the rapid development of Internet technology, network terminals have 
been widely spread. However, traditional network architectures have failed to adapt 
to future advances in communication and Internet technologies, resulting in het-
erogeneous networks. As a result, the existing network infrastructure was unable to 
keep up with the rapid changes of the Internet. A key feature of traditional network 
architectures is that the data and control planes are tightly coupled, which has some 
limitations. For example, if you want to change the network configuration, you 
need to configure each device independently across the entire network which is a 
daunting task.

Similarly, vendors are reluctant to provide the internal details of the device 
to developers and users, as changes in the configuration of existing network-
ing devices can lead to malfunctions in the network. In addition, the protocol 
is strongly built into the firmware of network devices. These limitations hinder 
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network innovation due to proprietary hardware and lack of testing for innovative 
networking solutions due to their distributed nature. It also increases the manage-
ment workload and the overall cost of network management.

On the other hand, Software Defined Networking (SDN) [1–5] has revolution-
ized network management by separating data and control planes. The data plane 
is composed of forwarding devices, for example routers, switches, etc. Its main 
functions are forwarding the packets according to the policies of the controller. 
If the destination of the arrived packets is not found in the forwarding devices, 
then those packets are sent to the controller by the data plane. The control plane, 
however, is implemented through intelligent SDN controllers such as OpenDaylight 
(ODL), Open Networking Operating System (ONOS), POX and RYU [6]. Control 
plane obtains the status of the underlying network and defines the policies for the 
packets arriving on the forwarding devices. It then pushes the updated rules to the 
data plane. The separation of data and control planes has shifted network complex-
ity from networking devices to smart SDN controllers. Thus, the network can be 
programmed through the application running on the controller and the underlying 
network is abstracted from the applications [7]. The innovative concept presented 
by SDN has the great advantage of flexible and efficient network configuration, 
network management and operation. Therefore, SDN is expected to be an excel-
lent choice for the next generation of telecommunication networks and Internet 
technologies. Because of these benefits, large information technology organizations 
such as Facebook, Amazon, and Google have implemented SDN to connect remote 
data centers [8, 9].

The internet has grown in recent years. As a result, there is a huge increase in 
the amount of network traffic. Because the accuracy of machine learning algo-
rithms depends mainly on the availability of historical data. There is therefore 
an increasing tendency towards the use of machine learning techniques. Because 
the accuracy of machine learning algorithms increases with sufficient data. For 
this reason, researchers now prefer to apply machine learning solutions because, 
once trained on the available data, the trained model generates accurate results on 
the new data through learning experience. The introduction of 5G heterogeneous 
networks and the rapid ubiquitous use and growth of Internet data process-
ing requirements are rapidly increasing as a result of a dramatic increase in the 
number of connected devices. For example, the heterogeneous IoT devices in 5G 
runs different protocols and various technologies results in increasing the traffic 
load [10]. In addition, there is a need for self-organization and demand-based 
networks to deal with huge amounts of data. SDN was therefore at the heart of the 
growing needs of such applications due to their programming, orchestration, and 
automation characteristics [11].

The SDN has been successfully deployed in data centers and enterprise traffic 
engineering networks across remote data centers. However, the adoption of SDN 
in the modern and global Internet still presents a number of challenges that need 
further investigation. As the internet is scaling and the traffic on the underlying 
network is dynamically changing. The application of an optimum policy for the 
underlying network should therefore be adapted in line with the radical changes in 
the internet. One of the problems in SDN is the configuration of the control plane, 
because the manual configuration is a costly task, because the traditional SDN 
approach [12–15] is not optimal in selecting the optimum policy for the underlying 
network. In addition, repeatedly reconfiguring the policy according to changes 
in the network will require the control plane to be reconfigured. One of the main 
issues, therefore, is the automatic orchestration of the control plane [16]. Because 
the rigid configuration of the control plane will have problems in the optimal 
configuration of the policy.



43

Management of Software-Defined Networking Powered by Artificial Intelligence
DOI: http://dx.doi.org/10.5772/intechopen.97197

Another issue is the end-to-end (E2E) quality-of-service (QoS) performance 
of heterogeneous network providers. If the same provider manages SDN control-
lers, user applications and forwarding devices on the enterprise network, then, 
the network status of the underlying devices is readily available for upper-layer 
applications. However, the Internet consists of different providers where end-users, 
applications and service providers are often heterogeneous. As a result, the status of 
the network is not directly available for applications running on the upper layers.

Several solutions have been proposed to address the issue of the allocation 
of E2E resources [17–23]. However, they depend on the traditional and manual 
configuration of the control plane. i.e., once a policy has been defined for the 
underlying network. The behavior of the network is then controlled accordingly, 
regardless of the scale of the network or the dynamic changes. The policy of con-
trolling the network is therefore not always optimal. Moreover, these solutions do 
not provide effective management of the SDN due to scaling up, increasing network 
complexity and dynamic changes. There is therefore a need to find a global optimal 
solution with an excellent value for the objective functions. We therefore propose 
a software-defined networking management system powered by AI (SDNMS-PAI) 
architecture to auto-configure policy management and E2E resource allocation.

The advantage of AI based architecture is that the AI agent will interact with 
the underlying network through the SDN controller for pushing the global optimal 
policy flow rules in the forwarding devices. The controller will share the network 
status information with the AI agent and based on real time status of the network 
the AI agent will find the most appropriate actions to be taken. The actions will be 
pushed as the flow rules in the forwarding devices. AI can be used to bring a closed-
loop control of the SDN. The closed-loop control incorporates collection of data, 
analytics, and subsequent actions that are all based on the results of the analytics 
[24]. All components of the closed loop can be improved and enhanced by means 
of AI to improve the speed, accuracy and, ultimately, the effectiveness of the closed 
loop control.

The main contributions of this chapter are summarized as follows:

• We leverage the hierarchical SDN architecture to provision the E2E QoS for 
heterogeneous networks and build a centralized intelligent agent with global 
E2E view aiming at learning the global optimum policy through interaction 
with the data plane.

• We apply Q-learning where the learning agent obtains the states of the 
underlying network and provisions the E2E resource allocations for a service 
request in the heterogeneous network domains with several QoS classes on the 
E2E path.

• We demonstrate the proposed SDNMS-PAI with a use case for E2E resource 
allocation i.e. E2E QoS provisioning.

• Moreover, we evaluate the E2E delay, jitter, packet loss ratio (PLR), and E2E 
degree of correspondence (DC) [25] ratio for service requests in a hierarchical 
SDN architecture with an AI agent.

2. AI powered SDN architecture

In this section, an overview of the proposed SDNMS-PAI is provided. First, we 
introduce the three planes of the SDN architecture and explain them with a pictorial 
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diagram. Then, we introduce the hierarchical SDN architecture for the allocation of 
E2E resources and the deployment of AI enabled learning. The hierarchical control 
plane consists of two levels of hierarchy of local and global controllers. Then we 
develop the SDNMS-PAI architecture for the E2E view and the resource allocation 
leveraging Q-learning. The proposed architecture consists of a hierarchical control 
plane with a global E2E view and leverages Q-learning to manage E2E resources in 
SDN in a smart way.

2.1 Hierarchical control plane SDN architecture powered by AI

In this subsection, we first introduce an SDN and a hierarchical architecture 
followed by an AI powered SDN architecture. The SDN consists of data, con-
trol, and application planes. Figure 1 [26] shows the typical SDN architecture. 
Forwarding devices like routers and switches are part of the data plane. The 
centralized controller is part of the control plane. At the top is the application 
plane where different applications can be deployed and executed for a variety of 
purposes, such as routing, load balancing, security, and monitoring. The control-
ler shall act as a strategic control point for the underlying network. However, sev-
eral issues arise from a single controller in the SDN. For example, if the controller 
fails due to a software or hardware problem, the entire network that depends on 
the controller will collapse.

In addition, the controller will experience a performance bottleneck if the num-
ber of switches in its domain increases or the request messages towards it increases. 
Furthermore, traffic loads are not evenly distributed over the network. As a result, 

Figure 1. 
SDN architecture [26].
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multiple controllers should be used for viewing the E2E network. However, if there 
are multiple heterogeneous domains, there is a need for consistency and collabora-
tion between domains for the provisioning of E2E QoS.

Figure 2 shows the hierarchical control plane SDN architecture. In the pro-
posed architecture there are local controllers which has access of the data planes 
of the local domains. Global controllers (GCs) in the hierarchical control plane 
architecture have access to the global view of physically distributed local data plane 
switches. The hierarchical architecture of SDN controllers integrates autonomous 
domains with hierarchical associations. Multiple domains are integrated with the 
hierarchical architecture of the controller, where the local domain controllers (LCs) 
coordinate via the GC. By applying hierarchical architecture, new services can be 
easily managed and deployed in domains that coexist on the E2E path between the 
source and the destination [27] nodes.

The tasks handled by the controller are propagated from the lower LC layer to 
the upper GC layer, which reduces computational complexity. The hierarchical 
control plane with a global view reduces the E2E delay as the network scales [28]. 
In the proposed architecture, the GC acts proactively to set up the E2E path and 
therefore reduces the delay in setting up the path (the delay in setting up the path 
and pushing the flow entries into the switches) [29]. The hierarchical architecture 
enables communication between multiple LCs with a variety of equipment. The 
effectiveness of the hierarchical control plane for effective collaboration between 
heterogeneous tactical networks with a guaranteed QoS has been demonstrated 
in [30, 31]. The rewards for state action pairs in the Q-learning are therefore more 
accurate than the local view states because these rewards with a hierarchical 
architecture reflect the E2E view of the underlying network.

Figure 2. 
SDN architecture with a global view of the E2E network [32, 33].
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In our proposed SDNMS-PAI, a hierarchical control plane architecture is 
employed to construct a completely global view and control for geographical 
distributed network and build a global AI agent through the global control plane 
to generate a network control policy via reinforcement learning algorithms. The 
SDNMS-PAI can intelligently control and optimize a network to meet the differ-
entiated network requirements in a large-scale dynamic network. In the following 
subsections, we describe the proposed AI enabled SDN architecture from bottom to 
top. The SDNMS-PAI is shown in Figure 3.

2.1.1 Data plane

Data plane in the SDNMS-PAI consists of the forwarding devices (known as the 
infrastructure or the underlying network). The matching of the packets in the data 
plane and the actions take place according to the forwarding rules that are defined 
in a flow Table. A flow table comprises of several flow entries. The packet header 
information is matched with the flow entries in the flow table. Each flow entry has 
three mandatory fields, i.e., header, action, and counter. Table 1 is an example of a 
flow table in which the first row contains header fields and second and onward rows 
contain flow entries.

When a new packet arrives on the ingress port of a switch, the matching process 
starts, if a packet has a destination IP address starting with 172.10.X.X then forward 
it to port number 8 and counter 201 will be updated. Similarly, the third row (with 
source IP address: 10.10.1.X) explains if a packet has the same source and destina-
tion port number (X) then drop it. If the rules for the new packet do not exist in 
the flow table then the switch sends a Packet_In message to the controller and the 
destination will be returned by the controller to the forwarding device (Packet_Out 
message) and the flow rules will be updated in the flow table, respectively. In 
contrast to traditional networks where the decision about the routing takes place in 
the tightly couple distributed networking devices. Herein, in the SDNMS-PAI, the 
information of the network is collected via the LCs which is used by the AI enabled 

Figure 3. 
AI powered SDN architecture for E2E resource allocation.
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global control plane (AIGCP) for deciding about the global optimum policy and 
E2E resources allocation.

2.1.2 SB-API

The Southbound Application Programming Interface (SB-API) provides 
an interface for data interaction with the local control plane. There are several 
protocols available for the interaction of the two planes, but the most popular is 
OpenFlow. OpenFlow provides a secure interface for communication between the 
controller and the switch. The status of the network topology and the policies for 
action from the global control plane are communicated to the data plane via the 
SB-API in the SDNMS-PAI. The White Paper [34] describes the advantages and 
flexibility of OpenFlow for the programming of forwarding devices. The concept 
of OpenFlow originated from Stanford University, and the OpenFlow Networking 
Foundation (ONF) consortium now performs the standardization tasks of 
OpenFlow.

2.1.3 Local control plane

The data plane switches of each domain are connected to the LCs on the E2E 
path. The LCs interact with the data plane through SB-APIs. The AIGCP dynami-
cally obtains the underlying network status from the LCs; therefore, it has access 
to the global topology. As a result, the AIGCP will provide resources from local 
controllers upon the arrival of a service request. LCs work together through GC, 
and service level agreements (SLAs) are exchanged through it. Each LC is equipped 
with a traffic flow template (TFT) module [35] containing the source and destina-
tion port numbers, the Internet Protocol (IP) addresses and the QoS parameters. 
The data collected will be used by the AIGCP for the allocation of E2E resources.

2.1.4 NB-API

The northbound application programming interface (NB-API) functions as a 
communication interface between the local control and AIGCP. The local control 
plane functions as a bridge between the forwarding devices and AIGCP utilizing 
the representational state transfer (REST) API. Similarly, the operational statis-
tics (e.g., about the flow entries) from the data plane are available via this API to 
the global control plane AI agent. Reinforcement learning algorithms running in 
the global control plane communicates with the local control plane through this 
API and the corresponding actions are delegated to the data plane. These actions 
represent the behavior of the reinforcement learning algorithms executed in the 
global control plane. For example, a firewall application implements policies for 

Source (IP 
address)

Destination 
(IP address)

Source 
(Port)

Destination 
(Port)

Action Counter

X 172.10.X.X X X Port 8 201

X X 10 40 Drop 80

10.10.1.X X X X Drop 90

X X 30 70 Port 3 100

Table 1. 
An example of the flow table entries.
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controlling the ingress and egress packets passing through the network. Therefore, 
the data plane devices will forward or block the traffic according to the rules 
defined in the application. Similarly, a load balancing algorithm will control the 
traffic through monitoring congestion in different paths of the network. Herein, we 
employ the Q-learning for E2E QoS provisioning.

2.1.5 AI enabled global control plane

The purpose of the AIGCP is to generate global optimum policies leveraging the 
global view from the hierarchical SDN architecture. In the SDNMS-PAI paradigm, 
the AIGCP leverage of hierarchical SDN architecture to obtain the global view as 
well as control of the E2E network. The state detection module in the global control 
plane has the global view of the E2E network status which helps the AI agent to 
make decisions about the global optimum policy based on the E2E view. It feeds the 
AI agent with the information about the states of the E2E network.

2.1.6 Optimal policy learning mechanism

The local controllers obtain the QoS information (such as the delay, jitter, and 
PLR) from the data plane devices for all the service requests and the service classes 
on the E2E paths. The service requests and service classes are shown in Table 2 [36] 
and Table 3 [37]. The service request is a combination of the E2E delay, jitter, and 
PLR for an application. An example of the offered service classes in 5 E2E domains 
is shown in Table 3. Each local controller shares this information with the global 
controller. Thus, global controller has the E2E view of the network.

Reinforcement learning with Q-learning enabled AI agent is used to maximize 
the rewards for an agent. Q-learning is one of the methodologies to leverage rein-
forcement learning. It does not require a model of the environment, and it can cope 
with problems utilizing stochastic transitions with rewards, without demanding 
adaptations. For a finite Markov decision process (FMDP), Q-learning computes an 
optimal policy aiming to maximize the expected value of the accumulated reward 
over every as well as all successive steps, beginning from current state. Q-learning 
can find an optimal action-selection policy for any given FMDP, given infinite 
exploration time along with partly-random policy [38]. Q is the function name that 
the algorithm learns with the maximum expected rewards for an action taken in a 
given state [39].

If the service request meets the end-to-end QoS demand for a state action pair, a 
high reward factor is assigned. For this purpose, the DC ratio is checked for the state 
action pair. The DC ratio denotes whether the QoS requirements are meeting for a 
service request or not. For example, if the application service request E2E demand 
for delay is 150 and the service classes offer a delay of 40, 20, 15, 0 and 45 on the 
E2E path, then the ratio will be 150/120 i.e., 1.25. Hence, if the DC≻1 it is awarded 

Metric Service Requests for an application

1 2 3

Delay (ms) 150 200 400

Jitter (ms) 60 60 80

PLR 10−4 10−3 10−3

Table 2. 
An example of the E2E service requests.
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a high Q value for the service request. On the contrary if the DC≺1, the reward is 
low for the state action pair for that service request. This process continues until all 
the possible source to destination paths are explored and checked for the DC value 
against each state action pair.

3. Use case

Herein, we describe a scenario in which we can employ our proposed SDNMS-
PAI for modeling the behavior of the network. We provide an example in the 
context of QoS service classes allocation, where the SDNMS-PAI is used to make 
smart choices in order to choose the best service classes on the E2E routing path to 
meet the E2E QoS requirements. Moreover, based on the Q-learning rewards more 
excellent service classes are selected in future. The traditional design of the internet 
mainly focusses on the reliability of services [16]. However, with 5G and beyond 
networks the requirements for applications have changed, and the applications 
demands for low latency with high data rates. Further, it is imperative whether the 
E2E QoS is according to the application service requests. Moreover, with heteroge-
neous networks on the path from source to destination, there exists several service 
classes in each domain. Hence, meeting the E2E QoS requirements for the applica-
tions service requests is a challenging problem.

Service class mapping mainly involves service classes allocation on the E2E 
path that meets the QoS demands of different service requests. The typical E2E 
service classes request for each application are different as shown in Table 2. For 
example, for application 1 the service requests are different than from applica-
tion 2 and so on. Several solutions [40–42] have been proposed by researchers 
for service class mapping to meet the E2E QoS requirements for the applications. 
Furthermore, the mapping of the service classes is a challenging task with respect 
to meeting the E2E service needs due to the local view of the network state infor-
mation in the domains.

Domain QoS Class Offered Delay (ms) Offered jitter (ms) Offered PLR

1 1 40 10 10−5

2 80 30 10−4

3 120 0 10−4

2 1 20 15 10−6

2 50 20 10−5

3 70 30 5 × 10−5

4 120 0 10−4

3 1 15 10 10−6

2 50 30 10−5

4 1 12 6 10−5

2 0 0 10−4

5 1 45 5 10−5

2 100 15 10−4

3 120 40 10−4

Table 3. 
An example of the service classes on the E2E path passing through five domains.



Computer-Mediated Communication

50

4. Results and discussion

Results of the proposed SDNMS-PAI are compared with existing ones i.e., 
software-defined networking with no artificial intelligence (SDN-NAI) [32]. There 
are 5 domains on the E2E path and two layers of the controllers i.e., local control-
lers and a global controller. We consider delay, jitter, and PLR as the primary QoS 
parameters in every domain. Controllers of the five domains are assigned to 50 
nodes according to the controller placement in [43].

Figure 4 compares the E2E delay (in milliseconds (ms)) from source to destina-
tion for the SDN-NAI i.e., SDN with no artificial intelligence enabled global control 
plane and our proposed SDNMS-PAI with. We can see that the delay for the initial 
service requests is greater for the SDNMS-PAI because the AI agent explores the E2E 
paths from source to destination for the optimal service classes. However, as the AI 
agent learns about the global optimum policy, then the delay decrease as compared 
to SDN-NAI which is shown in the 3rd, 4th, and 5th domains. Initially the service 
request rates are smaller hence the delay is low however with increasing the service 
request rate the delay increases because of the consumption of the available band-
width resources on the E2E paths.

The results in Figure 5 show that E2E jitter (ms) from source to destination 
for an SDN-NAI compared with SDNMS-PAI. The figure reveals that the jitter 
for the initial service requests is greater for the SDNMS-PAI due to the AI agent 
exploring the E2E paths from source to destination to find the optimal service 
classes. However, as the AI agent becomes more proficient in learning about the 
global optimum policy, then the jitter decreases as compared to SDN-NAI, which 
is shown in the 3rd, 4th, and 5th domains. Initially, with lower service request 
rate the jitter is low since each service request requires only a portion of the 
available bandwidth on an E2E path. With increasing the service request rate, 
however, the jitter will increase because of the bandwidth resources used in each 
service request.

Figure 4. 
E2E delay from source to destination with increasing service requests passing through five domains.
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Figure 6 compares the PLR with increasing the service request rate. Herein, the 
PLR is the ratio of the number of received packets divided by the total number of 
packets against each service request from source to destination. We can see from 
Figure 6 that the PLR is initially high for the SDNMS-PAI however as the AI agent 
obtains a global optimum then the PLR does not increase in the same rate with 
SDN-NAI. However, the overall PLR increase with increasing the service request 
rate because the available resources in the network gets occupied.

Figure 7 shows a comparison of the E2E DC ratio for SDNMS-PAI and SDN-NAI. 
We can see from the figure that the SDN-NAI DC ratio was initially higher than the 
SDNMS-PAI. However, as the AI agent learns, the DC ratio for the proposed scheme 
is much higher than the SDN-NAI ratio. The basic reason is that, as the service 

Figure 5. 
E2E jitter from source to destination with increasing service requests passing through five domains.

Figure 6. 
Packet loss ratio (PLR) with increasing service request rate.
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requests increase, the overall DC ratio becomes low due to the consumption of the 
available bandwidth on the E2E pathways. Nevertheless, the E2E DC ratio is still 
1 or greater than 1 for the proposed SDNMS-PAI, which means that it satisfies the 
QoS requirements for the application service request. In addition, it overcomes the 
SDN-NAI in E2E DC ratio.

5. Conclusions

In this chapter we proposed SDNMS-PAI for the E2E resource allocation i.e., ser-
vice classes allocation for the E2E service requests. As the distributed management 
and tight coupling of control and data planes limit the control and global view of 
network resources. Moreover, the E2E resources in heterogeneous networks cannot 
be provisioned. Hence, in this chapter we proposed the hierarchical SDN architec-
ture because a single controller with manual configuration of the control plane led 
to failure and restricts the optimal policy. Moreover, we provided a use case example 
with service requests and service classes. Furthermore, the SDNMS-PAI scheme 
employed in a hierarchical SDN architecture with AI agent in the global control 
plane overcomes the SDN-NAI in terms of E2E delay, jitter, PLR, and DC ratio.
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Chapter 4

Smart Health and Cybersecurity in
the Era of Artificial Intelligence
A.K.M. Jahangir Alam Majumder and Charles B. Veilleux

Abstract

The need for a transformation in providing healthcare has been recognized by
organizations and captured in reports. Research into Smart Health using Artificial
Intelligence (AI) could help identify themental health of individuals by analyzing
physiological data. The complexity of emotions canmake it challenging for an individ-
ual to recognize they are coping withmental illness. AI could be used as an objective
method in recognizingmental health crisis. This is where smart emotion could help as a
Human-in-the-loop system that can reduce the time it takes for an individual to get
treatment by identifyingmental illness. Early treatment ofmental health crises can lead
to an overall reduction in damage caused by it. Further, COVID-19 has overwhelmed
many healthcare systems, leadingmalicious actors to target them, highlightingmany
Cybersecurity issues. AI could aid in addressing Cybersecurity concerns to create a
robust and secure Human-in-the-Loop system formental health problems.

Keywords: COVID-19, Cybersecurity, Smart Health, Human-in-the-loop, IoT,
CPS, AI

1. Introduction

Given the frequency and the intensity of healthcare-related incidents, Artificial
intelligence (AI) applications and cybersecurity threats in healthcare are all the rage
now [1]. Cybersecurity is the process of protecting computer systems, networks,
and programs from any unauthorized access. Cyberattacks have become more
sophisticated using AI to get past cyber defenses. The AI is also being used to
constantly manage and secure the increasing number of healthcare Internet of
Things (IoT) sensor nodes and Cyber Physical Systems (CPS) devices as they
connect and disconnect from hospital networks [2]. The CPS is intelligent system
consisting of cyber and physical components which is controlled and monitored by
AI algorithm. With the development of smart multisensory systems, sensorial
media, smart things, and cloud technologies, “Smart healthcare” is getting notable
attention from academia, government, industry, caregivers, and healthcare com-
munities [3–9]. In the recent smart health technological revolution, IoT technology
playing an important role in healthcare for it’s ability to predict, prevent, and
intelligently control the the emerging infectious diseas like, Coronavirus (Covid-
19). Also, IoT has introduced the vision of a smarter world into a reality with large
datasets and services [10–13]. The AI-driven IoT has become more popular in smart
healthcare system by utilizing machine learning algorithms and by providing a
better understanding of healthcare information to support improved personalized
healthcare during the epidemic of Covid-19 [14–16]. Also, it can support powerful
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processing and storage capacity of enormous datasets from IoT sensors and actua-
tors as well as to provide automated decision making in real-time. A very little
attention is given to developing a secure affordable healthcare system while the
study of AI and cybersecurity for smart healthcare have been making great innova-
tions in the age of Covid-19. The AI-driven IoT (AIIoT) for smart healthcare has
the potential to revolutionize many aspects of our healthcare industry. AI-based
analytics for secure smart health infrastructure is shown in Figure 1.

The importance of secure transformation in medical, public health, and
healthcare delivery approaches have been recognized by numerous organizations
[17]. The Networking and Information Technology Research and Development
(NITRD) program recently has published the Federal Health Information Technol-
ogy Research and Development Strategic Framework. This framework has
explained the importance of the integration between the computing, engineering,
mathematics and statistics, behavioral and social science, and public health research
communities to explore the essential innovation to improve the services in the
healthcare system [18]. Recent significant advances in machine learning (ML),
artificial intelligence (AI), deep learning, high-performance cloud computing, and
the availability of new datasets make such integration achievable.

Transformative approach can help to develop computational approaches for the
analysis of multilevel and multiscale personal and clinical health data to maximize
the accuracy of data implications. The transformative data science, mainly focuses
on science and engineering innovations by interdisciplinary teams and utilize the
advance sensing methods to intuitively and intelligently collect, connect, analyze
and interpret data from individuals, device, and systems. Also, this integrated and
intelligent data collection will help to optimize the healthcare services. The chal-
lenges include a number of issues from data collection, synchronization, fusion, and
visualization of multisensory systems, electronic health records (EHRs), and medi-
cal and consumer devices. Underlying these challenges are many fundamentals
issues, such as interoperability, integration, and reuse of heterogeneous data, fea-
ture selection, optimization, uncertainty quantification, robustness, model valida-
tion and evaluation, data privacy, and most importantly physical and cybersecurity.
A robust research study might help to address how predictive, rigorous models with
uncertainty can be build from sensory or EHR data for validation and testing and to
improve the reproducibility of model building and simulations [18].

The World Health Organization (WHO) defines Smarthealthcare as “Information
and Communication Technology applications in the healthcare, including disease

Figure 1.
AI-based Analytics for Secure Smart Health Infrastructure.
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control and monitoring, education, and research”. Additionally, scientists state that
“Smart Healthcare” is the integration of health informatics, public health, and busi-
ness applications through the internet and related AI and data mining techniques. The
above mentioned techniques can provide more security and high accuracy in person-
alized healthcare and health informatics. Though the deep learning concept becomes
popular, the scientists have rarely used this technique to predict outcomes from
multisensory health data. They prefer to make the healthcare prediction using algo-
rithm based on statistical methods and regression analysis [19–21]. In this chapter, the
authors discussed the importance and challenges of using AI for cybersecurity vul-
nerabilities that have compromised the confidentiality, integrity, and availability of
data for the affected healthcare systems in the age of Covid-19.

2. Cybersecurity for smart health

2.1 Healthcare Cybersecurity In The Age of COVID-19

Healthcare is one of the most vulnerable industries when it comes to cybersecu-
rity. The healthcare system around the globe has become more susceptible to cyber
attacks in the age of COVID-19. Many cyber-security organizations are reporting a
rapid increase in cyber attacks since the start of the COVID-19 pandemic. The
healthcare system, including nursing home, has always been one of the key target of
cyberattacks. Recent string of attacks in several major hospitals and healthcare
systems, have exposed the security vulnerabilities of most trusted healthcare insti-
tutions. The healthcare industries are at forefront of global efforts to fight the virus
(COVID-19) during the pandemic. As such, this critical sector should be secure by
cybercriminals, but that is not what has happened. The COVID-19 era is character-
ized by a steep rise in cyber attacks, from different perpetrators and for different
motivations, and the healthcare sector has not been secure [22]. The smart health
pipeline for data processing and security analytics using AI is shown in Figure 2.

Security and privacy in the healthcare industry are very crucial as they involve a
patient’s/user’s personal information and private medical records. During the last
few decades, the healthcare provider has increased the use of advanced technolo-
gies, like Artificial Intelligence (AI), machine learning techniques to secure
patients’ health profiles, storing data in the cloud, advanced medical devices, etc.
These technological advancements have reduced the work of healthcare providers
and have led to a paperless environment. But in return, the risk of cyber-attacks has
increased. In most of the cases, there are no appropriate security systems installed
to protect the hospital database, and the healthcare provider are often unaware of
the cybersecurity threats lie in the shadows. Information Technology (IT) in

Figure 2.
Smart Health Pipeline.
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healthcare systems is vulnerable to the point that it can take even several weeks
before a cyberattack is acknowledged. The healthcare providers continue working
with a hacked system without having any knowledge of the attacks. This could
result in spending billions of dollars and affect millions of patients each year [23].

In the last few years, the healthcare industry has been exposed to several
cyberattacks. The most significant cyberattacks among them are:

2.1.1 Cyberattack on UVM Health Network

The University of Vermont (UVM) Healthcare system was shut down after
identifying a cyberattack on Oct. 28, 2020. The hospital was losing about $1.5
million per day, including lost revenue from postponed services and expenses
needed to recover from the attack. The healthcare system was shut down for about
40 days including electronic health records (HER). More than 5000 computers
were infected as they all were connected to the same network. In November, about
three hundred employees were not able to work during this outage. UVM Medical
Center President and COO Stephen Leffler, MD, said the health system expects the
entire incident will cost more than $63 million by the time it resolves [24].

2.1.2 Ryuk and NHSD ransomware attack

On Oct. 26, 2020, an adversary attack (Ryuk ransomware) affected the network
systems of six hospital systems from New York to California over 24 hours. A few
hospitals self-reported IT outages due to ransomware during that time. The
attackers have demanded more than $1 million from unknown hospitals. According
to the New York Times, the hackers are known to set the ransom at 10% of the
organization’s annual income. The federal government wants the hospital systems
and healthcare providers to boost protection networks, ensure all the software
updates are made, back up data, monitor access to their systems closely. Ryuk has
been deployed as a payload from banking. Ryuk was first introduced in August 2018
as a derivative of Hermes 2.1 ransomware. One of the key reasons the attackers
target healthcare organizations to get the monetary benefits in terms of ransom. In
May 2017, National Health Services (NHS) in the UK were one of the victims of the
ransomware attack. Almost 200,000 computers at 16 healthcare facilities affected
by the WannaCry attack at that time. Thousands of patients were suffered from the
outcomes of the attack as it stop down the many vital medical equipments [25].

2.1.3 Nebraska medicine in Omaha attack

In September 2020, Nebraska Medicine first reported the outage, and the health
system anticipates its computer network will remain down. The adversary incident
affected the Nebraska Medicine IT system and required many patient’s appoint-
ments to be postponed or rescheduled. The attack also affected the EHRs and
computer systems for several other Regional Health Services because Nebraska
Medicine powers their EHRs. Also, from Feb. to May 2020, there are more than 46
hospitals and health systems that had patient information exposed in a security hole
at Blackbaud, a company that stores donor information for organizations, including
health systems [26].

2.1.4 DDoS attack at Boston’s Children Hospital

Distributed Denial of Service (DDoS) occurs when the network is overloaded
and it starts denial of availability to its recipients. There are a few times the DDoS
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attack happens unintentionally. But most of the time the cybercriminals created
DDoS attack to get access the critical data, including the financial information of an
organization. The healthcare system is one of the main targets for the hackers. In
2014, one of the most remarkable DDoS attacks targeted Boston’s Children Hospital.
The hospital system was attacked by DDoS when dealing with the case of parental
withdrawal of a 14-year-old girl. The hospital had an about $300,000 loss to over-
come the damage caused by the DDoS cyberattack [27].

2.1.5 Data breach at Montpellier University Hospital

Data breaches at the healthcare system have been rampant for the last decades as
data breach is also a common types of cyberattacks. Almost all Attackers use phish-
ing emails and manipulative web links to trick the user. The attacker will get access
to the account as well as the network system when the user click on the suspicious
web link receive in their email. On March 2019, the healthcare provider at the
Montpellier University Medical Center found out that an outsider can access one of
the employee email accounts. The employee of this medical center unintentionally
clicked on a malicious link in the phishing email. As a result attacker got accessed in
his/her account and as well as to the hospital network. Around 600 computers were
affected due to this data breach [28]. The healthcare provider discovered that the
affected account had sensitive patient information, including name, social security
number, date of birth, insurance details, etc.

2.1.6 Internal threats

Besides external cybersecurity threats, healthcare providers sometimes have to
face internal threats as well. These internal threats to the organizations are either
due to human error or as a result of a breach of an employment contract. According
to several case studies, there are three types of internal attacks: the carelessness/
negligence of employee or contractor, the criminal or malicious insider, and the
credential thief (imposter risk) [28].

2.2 Medjacking

Medjacking is the practice of attacking and manipulating a medical device and
instrument with the intent to harm a patient. The malfunctioning of any medical
instruments at hospital and/or clinic is very distressing and might have severe fatal
consequences. The faulty diagnostic results from any medical instruments could lead
to the wrong prescription. If any medical devices are not operating properly, it might
cause harm to patients that lead to death, rather than help. Medjacking is often
targeted, especially to harm influential personalities, and to damage the reputation of
the healthcare organization. Artificial Intelligence (AI) can support and help to
improve the security aspect of manipulating medical devices and instruments [28].

3. Artificial intelligence

3.1 How artificial intelligence helps in healthcare security and cybersecurity

Artificial intelligence (AI) can provide a device or software program the ability
to interpret complex data, including images, video text, and speech, or other sounds
and to work on that interpretation to achieve the goal. Since AI-driven computers
are programmed to make decisions with little human intervention, some wonder if
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machines will soon make the difficult decisions we now entrust to our doctors. It is
important to separate fact from science fiction, because AI is already here and it is
fundamentally changing medicine, according to David B. Agus, MD, a professor of
medicine and engineering at the University of Southern California Keck School of
Medicine and Viterbi School of Engineering.

AI has been employed in applications in various domains of healthcare including
cancer research, cardiology, diabetes, mental health, identification of Alzheimer’s
disease, stroke-related studies, identification of cardiovascular disease, etc. Rather
than robotics, AI in healthcare mainly refers to doctors and hospitals accessing vast
data sets of potentially life-saving information. The recent advancement of com-
puting power can analyze the different features from the multisensory data for
predictive analytics to identify the potential health outcomes through the machine
learning techniques. The artificial intelligence and machine learning techniques use
statistical methods to analyze incoming sensory and network data to identify pat-
terns and security threat and make a decision with a minimum human interaction.

3.2 AI in mobile heath (m-Health)

Mobile health (m-Health) is the employment of smartphones and mobile devices
with their communication to assist healthcare. M-Health comprises a combination
of mobile devices, medical sensors, and smartphones. There is plenty of research
that has shown that the application of AI in healthcare systems can significantly
improve the security of patient health analysis. Like, the author in [29] proposed an
AI-based smartphone application for predicting heart failures and alert the users.
Currently, the researchers and healthcare providers are use and apply the simple
methods for generating alerts in case of emergency. But, there are a high number of
false alerts generated in the present methodology. The authors of this work used
predictive models to avoid the impact of these false alerts. The proposed predictive
models built based on the 44 months clinical data collected from 242 patients’
smartphone who had experienced a heart failure at least once. In this work, the best
predictive model developed using an application of a Naïve Bayes Classifier based
on integration of observing data and a set of questions from the various alerts. The
author claimed that their proposed model can lower the yearly rate of false alerts for
a heart patient from 28.64 to 7.8 gradually.

Another m-Health based approach for speech recognition of users who are
affected with dysarthria proposed in [30]. In this work, the author showed that
their approach can assist in the process of voice message generation. The Hidden
Markov Model approach was employed to measure the overall proximity of a word
used in a speech model and is personalized for a particular user. The Hidden
Markov Models are used to build AI to estimate the unknown parameters in a
mobile target moving in a define environment. The speech recognition accuracy of
their methodology is only 67% based on the real life study of nine test subjects. The
authors of this work showed that the difficulties in the process of communication
with users decreased significantly by using their proposed technology compared to
the already available methods in the market. The drawback of this approach is the
lower accuracy in speech recognition hardware and need usual aid for the voice-
output communication.

3.3 Internet of Things (IoT) and Cyber-Physical System (CPS) in the era of AI

Healthcare systems in hospitals/clinics are one of the key targets of attackers for
carrying out Internet-of-Things (IoT) and Cyber-physical System (CPS)-focused
cyberattacks. The most critical endpoints from the hospital security viewpoint are
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patient health monitoring, ventilation, anesthesia, infusion pumps, etc. There is
increasing use of IoT in healthcare settings, including mobile devices, wearables,
robots, drones, and contactless devices. IoT is enabling the control of coronavirus.

Early detection of Covid-19, isolation of infected people, and tracing possible
contacts are critical to stopping the spread of the virus. IoT and CPS protocols, GPS,
and Wi-Fi are providing solutions to the challenges that distance and accessibility
would have posed. Using the IoT to fight virus outbreaks has been effective during
Covid-19. Interconnected tech devices, such as smart thermometers to test a
patient’s temperature, are used to build up detailed datasets for more accurate
analysis and diagnosis. Quarantine compliance is also greatly assisted by the use of
IoT. By using a patient’s existing smartphone or wearable devices, it is easier to
ensure compliance with quarantine rules and establish patterns via track-and-trace
methods.

A Cyber-Physical System (CPS) is a collection of sensors/devices interacting
with each other and communicating with the physical world. Many CPS application
is based on the medical devices used in smart healthcare technology. Advances in
CPS will enable capability, adaptability, scalability, resiliency, safety, security, and
useability that will expand the horizon of critical application in the healthcare
system with cybersecurity. The ideas in CPS-based research are being challenged by
the new research concepts emerging from AI and machine learning. The integration
of AI with CPS especially with real-time secure health care operation creates new
research opportunities with major societal implications. The application of AI and
smart m-Health with the workflow including IoT and CPS communicate with a
smartphone via Bluetooth or Wi-Fi is shown in Figure 3.

4. Cybersecurity

4.1 Cybersecurity for AI

Artificial Intelligence (AI) and machine learning are playing an important role in
cybersecurity. AI-based cybersecurity systems can provide a clear knowledge of
global and healthcare industry security threats to help make critically important
decisions in a critical situation. AI techniques are expected to enhance cybersecurity
by assisting human system managers with automated monitoring, analysis, and
responses to adversarial attacks.

The research outcomes from the integrated AI and cybersecurity can lead to an
extensive change in the understanding of the basis of cybersecurity. Also, this
integrated results can help to motivate and educate healthcare providers about

Figure 3.
AI for Smart m-Health (the workflow with IoT and CPS communicate with a smartphone via Wi-Fi or
Bluetooth).
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cybersecurity in the age of AI in an innovative way. Fundamental research in AI
together with cybersecurity research might expand existing AI opportunities and
resources in cybersecurity analytics and workforce development. AI relies on inno-
vations like Machine Learning, Deep Learning, Natural Language Processing, and so
forth to make it hard for malicious actors to access servers and other important data.
AI has crossed many milestones and now it is turning towards cybersecurity.
According to MIT, AI can detect about 85% of cyberattacks and help to secure IoT
and CPS systems including the healthcare industry from cyberattacks. The proto-
type AI-based cybersecurity system is shown in Figure 4.

AI, Machine Learning (ML), and Deep Learning (DL) are overlapping and
someone can easily get confused with these terminologies. The AI technique can
help computers to mimic human behavior. The machine learning is a subset of AI,
which give computers to automatically learn models and representation of the data
sets. The deep learning is a subset of machine learning that help computers to solve
multi-layer neural network complex problems. Use AI and leveraging machine
learning and deep learning techniques are the smart choice to extract and analyze
the sensory data from a smart IoT system. The researchers in [31] evaluate the
performance of eleven famous ML and DL algorithms using six IoT related data
sets. The authors of this paper showed that considering their performance evalua-
tion matrics, including precision, recall, f1-score, accuracy, execution time, area
under receiver operating characteristic curve (ROC-AUC) score, and confusion
matrix, Random Forest performed better than other ML models. Also, they showed
that ANN and CNN have interesting results comparing with other deep learning
models.

4.2 How AI is helpful in cybersecurity

AI is changing the game for cybersecurity, analyzing massive data sets to
improve response times and augment under-resourced security operations. AI and
machine learning are playing a key role in cybersecurity to identify potential
threats. AI can use to remove noise as well as unwanted data from any signals or
data sets. Also, currently most of the security experts utilize AI to understand the
cyber environment.

4.2.1 Network security

For network security in the healthcare system, AI can confidently navigate
HIPAA privacy law and prevent patient data from wearable devices or public
system from ending up in the hands of unauthorized personnel. The three
important ways to use AI for network security are to use machine learning to detect

Figure 4.
AI-based Cybersecurity System.

66

Computer-Mediated Communication



AI-based cyberthreats, use AI to enhance human judgment, and use AI as a tool to
save security policy and network architecture. AI can detect new threats based on
the identification and analysis of threats before they exploit vulnerabilities in the
network. Also, a human can become complacent and reliant on AI and machine
learning to handle the cybersecurity of their network.

4.2.2 Faster response times

A key benefit of AI in cybersecurity is AI can immediately identify any anoma-
lous behavior and suspected problems and prevent the healthcare systems from a
potential cyber threat. The ability to detect a threat and respond to it quickly can
improve the security system of any organization that costs resources and reputa-
tion. Three important strategies to improve detection and response before threats
damage a critical healthcare system are managed security service, getting ahead
with AI, and centralizing the response. Managed security service providers offer
outsourced monitoring of security devices and systems. The cyberattack and
ransomware attacks lead the healthcare industry to use AI to better and faster detect
threats by recognizing patterns and anomalies. Centralization is very important as
most of the healthcare industry faces a lack of centralization when dealing with a
cyberattack. Human digital security specialists will even now make the approaches
the needs of the episodes to be taken care of. However, it can be additionally helped
by AI frameworks that consequently recommend plans for improving reactions.

4.2.3 Phishing detection and prevention

Phishing attacks are one of the most common security challenges for an individ-
ual and a company in keeping their information secure, where malicious actors
attempt to convey their payload utilizing a phishing assault. AI and machine learn-
ing may assume a noteworthy job in forestalling and deflecting phishing assaults.
Computer-based intelligence machine learning can recognize and follow over
10,000 dynamic phishing sources. Additionally, AI-machine learning works at fil-
tering phishing dangers from everywhere throughout the world. Phishing attacks
can have several different goals, including malware delivery, stealing money, and
credential theft. Most phishing scams are designed to steal personal information.
There is no limitation in its comprehension of phishing efforts to a particular
geological territory. Computer-based intelligence has made it conceivable to sepa-
rate between a phony site and a real one rapidly.

4.2.4 Secure authentication

Security provisioning or authentication has become a key issue inwireless networks
due to their vital roles in supporting numerous services. The Physically recognizable
proof in which AI used to explore the various security elements to distinguish a user
could be the primaryway to security verification. A smartphone can utilize the scanner
for unique fingerprint and facial expression to permit for a secure login of a user. The
smartphone application examines the fingerprint and facial expression to identify if the
login is true. Also, AI technique can investigate the different features to verify the user
authentication and allow the user to access information from any device.

4.2.5 Behavioral analytics

One of the important uses of AI in cybersecurity originates from its ability to
analyze behavior. This means the machine learning calculations can learn and make
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an example of your conduct by breaking down how you utilize your gadget and
online stages. The use of AI in healthcare like DNA/genome research is truly capti-
vating to read. People are involved in the behavior part of cybersecurity. Also,
machine behavior plays a significant role in cyber events. AI is changing our life-
style, including the way we live, work, and play. With more and more healthcare
data being collected from multisensory system and medical instruments and being
processed, predict and behavioral analytics allow to generate insight and take a
necessary action.

In conclusion, AI techniques have experienced quick change and progress from
being inconsequential specialized. This will help cybersecurity specialists in man-
aging moves identified with the discovery and avoidance of cyberattacks. AI can
help to detect cybersecurity dangers and advise the specialists to take proper
actions. The job of AI is expanding different parts of data innovation like AI in
Cybersecurity, Software Testing, and Data Security.

5. Challenges in intelligent cybersecurity

Cybersecurity is the main concern of the nation’s overall cyber-physical security
and economic interests. The security analysts in every organization are facing many
challenges related to cybersecurity including securing federal and state confidential
data. One needs to distinguish between the immediate goals and long-term goals
when coming up with the long-term analysis, development, and application of AI in
cybersecurity. There are a variety of ways AI can be directly applied in cybersecu-
rity. Currently, there are immediate cybersecurity issues that need a lot of intelli-
gent solutions. In the future, users will see the promising views of the application of
fully new principles of data handling. A key application space of AI is the data
management for cyber threats. AI-based systems are already getting used in several
applications, like the security measures hidden within the software. However, AI
will get a wider application as massive databases for healthcare systems are devel-
oped. Many technologies are usually mentioned as most of the healthcare databases
are incorporating AI for cybersecurity. However, there are many different technol-
ogies that, if they reach a high level of sophistication, would bring about the
creation of smarter-than-human intelligence.

6. How to improve cybersecurity for AI

The development of AI and machine learning technologies will impact cyberse-
curity in several ways. Cyber attackers can attack any network systems from any-
where in the world, at any time. It is noticed that cybersecurity applications have
received massive technological advancement over the last few years. There are
many ways to improve cybersecurity for AI, like improving cyber threat detection
with machine learning, AI and machine learning plays an important role in miti-
gating phishing attacks, automated network security, robust behavioral analytics,
etc. AI and machine learning make smarter cybersecurity possible and these
emerging technologies have vast potential applications in healthcare, finance, retail,
etc. There are several similar issues to deal with the question of how AI systems are
secure when they are used to augment the security of the collected healthcare data
and computer networks. The application of AI security solutions to respond to
quickly evolving threats makes the need to secure AI itself even more pressing. It is
all the more important that those algorithms be protected from interference, com-
promise, or misuse if we rely on machine learning algorithms to detect and protect
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from cyberattacks. Increasing dependence on AI for critical functions and services
will not only create greater incentives for attackers to target those algorithms, but
also the potential for each successful attack to have more severe consequences.

The improvement of cybersecurity and safety for AI is one of the key challenges.
The US Government has already indicated their interest in cybersecurity targeting
certain types of technology, including the IoT, CPS, and voting systems. Recently,
AI has become more popular and widely used technology in many different sectors
including the healthcare industry. The policymakers find it increasingly necessary
to consider the intersection of cybersecurity with AI. Recently, several researchers
working on to reduce the possibility for adversaries to access confidential AI train-
ing data or models in healthcare systems during the era of Covid-19.

As mentioned above, one of the key security threats to AI systems is the possi-
bility for adversaries to compromise the integrity of their decision-making pro-
cesses. The way to achieve this when adversaries take the direct control of an AI
system so that they can decide the outputs the system generates and the decisions it
makes. An attacker might try to influence those decisions directly by delivering
malicious inputs or training data to an AI model.

7. Mathematical modeling for healthcare and cybersecurity

Mathematics is one of the key components for cybersecurity data analysis.
Mathematics has a direct impact on the advancement of the science of cybersecu-
rity. Considering the complexity and dynamics of cyberspace it is essential to have a
formal scientific basis for the field of cybersecurity. Mathematics plays a critical role
in the construction of the science of cybersecurity.

There have been many research studies for modeling of dynamics and spread of
COVID-19. Most of them are based on the Susceptible (Si)-Exposed (Ei)-Infected
(Ii)-Removed (Ri) and susceptible-infected-recovered (SIR) model as shown in
Figure 5. Susceptible individuals might acquire the infection at a given rate when
they are in contact with an infectious individual and enter the exposed disease state
before they become infectious and later either recover or die.

For a given age group i, epidemic transitions can be described as,

Si,tþ1 ¼ Si,t � β Si,t
Xn
j¼1

Ci,jIcj,t � α βi,t
Xn
j¼1

Ci,jIscj,t (1)

Ei,tþ1 ¼ 1� kð ÞEi,t þ β Si,t
Xn
j¼1

Ci,jIcj,t þ αβ Si,t
Xn
j¼1

Ci,jIscj,t (2)

Ij,tþ1 ¼ ρik Ei,t þ 1� γð ÞIcj,t (3)

Ij,tþ1 ¼ 1� ρið Þk Ei,t þ 1� γð ÞIcj,t (4)

Figure 5
SEIR model for Dynamics and Spread Prediction of Covid-19 [32].

69

Smart Health and Cybersecurity in the Era of Artificial Intelligence
DOI: http://dx.doi.org/10.5772/intechopen.97196



Ri,tþ1 ¼ Ri,t þ γIcj,tþ1 þ γIscj,tþ1 (5)

Where,
β ¼ Transmission rate.
Ci,j ¼ Contact of age group j made by age group i.

k ¼ 1� e� 1
dL

� �
¼ the daily probability of an exposed individual becoming

infectious.

γ ¼ 1� e� 1
dI

� �
¼ the daily probability that an infected individual recovers when

the average duration of infection is dI.
dL ¼ average incubation period.
dI ¼ average duration of infection.
α ¼ infection acquired from subclinical individual.
ρi ¼ the probability that an individual is symptomatic or clinical.
1� ρi ¼ probability of an infected case being asymptomatic or subclinical.
Ic ¼ an infected individual can be clinical.
Isc ¼ an infected individual can be subclinical.
∅i,t ¼ β

P
jCi,jIcj,t þ αβ

P
jCi,jIscj,t ¼The force of infection.

Primarily, these models were used in the past for the research of epidemic
spreading with various forms of networks of transmission. The principle of AI
techniques, like, Neural Networks (NN) are based on the collection of artificial
neurons, without any prior knowledge, this AI technique automatically generates
identification characteristics for cybersecurity.

8. Carbon footprint (gCO2eq) and Artificial Intelligence

AI is an important factor in our daily life and an important factor in the science
of the healthcare system. Deep learning (a process by which computer models are
trained to identify the patterns from a data set) training requires computationally
intensive computers and a large amount of power and associated carbon emission.
In a report published by researchers from the University of Massachusetts Amherst
estimating the amount of power required for training certain type of Artificial
Neural Network (ANN) architecture emits roughly 626, 000 pounds of carbon
dioxide [33]. This will get more severe during the model development phase. The
proposed deep neural networks are deployed on diverse hardware platforms with
different computational properties.

Researchers fromMIT-IBMWatson AI Lab introduced a novel AI system “Once-
for-all network” with improved computational efficiency and with a smaller carbon
footprint. In their approach, the system, train a large neural network comprising of
many different sizes subnetworks and a large number of IoT devices connected to
the network. All the subnetworks used in the system can be tailored to diverse
hardware platforms without retrain them. In their work, the authors estimate that
the computer-vision model process will require 1

1300 the carbon emission compared
to the existing neural architecture search approaches. Also, the approach reduces
the interference time with a minimum of 1.5–2.6 times [33].

Another approach for tracking and predicting the energy and carbon footprint of
training deep learning models is explained in [34]. The tool “Carbontracker” is used
to report energy and carbon footpring alongside of performance metrics of model
development and training. In this work, to predict the accuracy on reducing the
carbon footprint, the authors experimentaly evaluate the tool on different
convolutional neural network (CNN) architectures and healthcare data sets.
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9. Future directions

Technology is changing continuously, and it is important to stay on the cutting
edge. In the future, incorporating hybrid software would be a good idea to secure
the health data. Cybersecurity experts should intelligently manage the system since
AI and machine learning are still susceptible to attacks. It is recommended that in
the future data governance and compliance strategies should be a top priority with
more security and privacy legislation on the horizon. Many cybersecurity applica-
tions can be made easier and more efficiently with machine learning algorithms. In
the future, this technology will lighten the weight of a heavy cybersecurity work-
load and will reduce human error.

That same reduction in human error is also applicable to health diagnoses.
Medical errors, some of which are incorrect diagnoses, may result in approximately
251,000 deaths every year according to [35]. Additionally, many more die every
year because they do not get treatment quickly enough. Healthcare systems that
incorporate AI into the diagnosis process, as well as the smart health sector, could
see a drop in these deaths due to the AI more accurately diagnosing a patient, as well
as identifying the problem sooner.

10. Conclusion

Artificial Intelligence is fast, growing field with broad applications. Recent
cybersecurity events that targeted healthcare systems have highlighted cybersecu-
rity vulnerabilities that have compromised the confidentiality, integrity, and avail-
ability of data for the affected institutions. Further, these events have shown that
even with care, it only takes one slip up to cost a business or organization millions of
dollars and several years to resolve the issue. Additionally, the COVID-19 pandemic
has shown the need for improvements in the healthcare sector that can make
diagnoses more accurate and more efficient. One proposed approach is to integrate
AI into both cybersecurity and healthcare. AI is already used in the medical field to
diagnose many types of cancer, as well as many other illnesses. Further integration
of AI into the smart health field can lead to quicker treatment, as well as make the
diagnosis process more efficient. AI is also already finding use in the cybersecurity
field to detect threats or to help aid experts in identifying and dealing with threats.
Continued integration of AI in the cybersecurity field will lead to more refined, and
robust systems that are capable of dealing with ever-changing cyber threats.
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Chapter 5

Risk in Healthcare Information 
Technology: Creating a 
Standardized Risk Assessment 
Framework
Suzanna Schmeelk

Abstract

Data breaches are occurring at an unprecedented rate. Between June 2019 and 
early October 2020, over 564 data breaches affected over 36.6 million patients as 
posted to the United States Federal government HITECH portal. These patients are 
at risk for having their identities stolen or sold on alternative marketplaces. Some 
healthcare entities are working to manage privacy and security risks to their opera-
tions, research, and patients. However, many have some procedures and policies 
in place, with few (if any) centrally managing all their infrastructure risks. For 
example, many healthcare organizations are not tracking or updating all the known 
and potential concerns and elements into a centralized repository following indus-
try best practice timetables for auditing and insurance quantification. This chapter 
examines known and potential problems in healthcare information technology and 
discusses a new open source risk management standardized framework library to 
improve the coordination and communication of the aforementioned problematic 
management components. The healthcare industry would benefit from adopting 
such a standardized risk-centric framework.

Keywords: risk associated with computer communications, healthcare,  
data breaches, GDPR, HITECH, HIPAA, standardized risk library, risk management, 
patient information, identity theft, cybersecurity, laws, penetration test,  
risk assessments, insurance

1. Introduction

Across the globe, data security is becoming more regulated. For example, in 
the European Union, the General Data Protection Regulation (GDPR) protects 
its citizens [1]. In China, the Cybersecurity Law of 2017 was one of the first well 
known laws passed to protect the data and communications of its citizens [2]. In 
the United States of America, medical entities in the country’s critical infrastruc-
ture are covered under Federal laws to protect patient information. Specifically, 
the Health Insurance Portability and Accountability Act (HIPAA) [3] and Health 
Information Technology for Economic and Clinical Health Act (HITECH) [4] are 
Federal-level regulations for covered entities that secure patient-protected health 
information (PHI). PHI covers a gamut of different identifiers and includes patient 
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names, birthdays, social security numbers, medical record numbers, license plate 
numbers, biometric data, among a few others. The digital form of PHI is electronic 
PHI or ePHI. In the United States, vendors and services which are not covered 
under HIPAA (perhaps because they do not bill patients for services rendered) are 
regulated by the Federal Trade Commission (FTC) and must self-report health data 
breaches to the FTC [5]. Furthermore, the European Commission officially ratified 
the final version of the GDPR to include notification from a breached supervisory 
authority to be made within 72 hours (or provide reasons for a delay) [1].

In the United States, both HIPAA-covered and non-covered entities may 
also be under other legal requirements, such as non-disclosure, confidentiality 
restrictions, or other security requirements, for other organizational, research, or 
employee data.

The management within covered groups has historically remained siloed 
intra-organization where different components of the organizational risk are being 
managed and decisions made by different units within the organizations without a 
standardized and well-connected systematic methodology. For example, the legal, 
audit, budget, health informatics, security, privacy, medical, and information 
systems teams may all be disjointly managed, causing frustrations in adequately 
quantifying and coordinating the organizational risks. In such disjoint cases, an 
exception to an organizational policy may result in unidentified operational risk if 
the different departments are not consistently coordinated and periodically review-
ing, perhaps updating, the associated risks.

This chapter begins by describing data breach risks in HIPAA-covered entities 
as reported to the United States government that cause patients higher risks for 
identity theft. Then it integrates current research into building a standardized 
risk assessment library that enables both inter- and intra-organizational risk 
coordination. This design facilitates standardizing and communicating risks 
as well as reasonable internal statistics related to technical and administrative 
limitations, organizational policy exceptions, and federal legal requirements 
to inform the business, auditors, insurance companies, and business associates 
of risks.

2. Patient information data breaches can lead to patient identity theft

In the United States, citizens are protected by federal, state, and potentially 
smaller sub-state regulations. Each industry sector are potentially under unique 
legal and other sector-specific requirements. In fact, today most, if not all, states 
have different personally identifying information (PII) legislation. Historically, 
these laws are not well understood and are written in most cases by non-technical 
writers. As such, the legal and technical specifications have gaps both in under-
standing and in the feasibility of current technological constraints.

2.1 Entities covered under HIPAA

HIPAA requires at least three covered groups, referred to by the law as 
Covered Entities, to protect health information. Examples of covered entities are: 
healthcare providers, health Plans, and business associates. Healthcare providers 
transmit electronic patient information in connection with a Health and Human 
Services (HHS)-adopted standard transaction. Health plans include insurance 
companies, health maintenance organizations (HMOs), corporate health plans, 
and government programs. Business associates are external groups/organizations 
that perform activities or services on ePHI on behalf of another group covered 
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under HIPAA. Figure 1 [6] shows one year of reports by covered entity to the 
Office of Civil Rights (OCR).

2.2 Risks in HIPAA-covered entities

Research at large has studied risk management of medical information [7–10], 
but not specifically as related by different HIPAA-covered domains. Recent research 
[6, 7, 11] explores potential concerns for each legally covered segment based on self-
report to the US Government as required by the HITECH Act. In the sector-specific 
threat probability-specific research [6, 7, 11] over a one-year interval, the research 
showed that different the different domains may indeed have different sources of 
concerns and issues. For example, healthcare providers and business associates 
have reportedly different higher probability of concerns to alleviate than health 
plan entities, as shown in Figure 2 [6]. This indicates that the different domains 
may need to manage their threats differently by perhaps investing more heavily in 
different mitigating controls.

2.3 Data breaches reported to the HHS OCR across the USA

The HHS unauthorized data release portal provides the number of affected 
individuals from the cybersecurity events for each self-reported or discovered data 
release. Figure 3 [6] shows states across the USA with the most reported individu-
als, whom are now at risk from the leaking of their patient data. In any given 

Figure 1. 
OCR-covered entities investigated.

Figure 2. 
OCR-covered entities risk sources.
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one-year interval, each state may be equally likely to have higher counts depending 
on the released data size. Further research is needed to determine state likelihood.

2.4 Reported data breach counts per state sorted by number of reports

Another element tracked on the HHS portal is the presence of business associ-
ate agreements (BAA). A provider enters into a BAA with an outside party when 
an outside party receives access to the provider’s ePHI. A properly written BAA 
somewhat “protects” the provider if the outside party breaches the ePHI. Figure 4 
[6] shows state BAA presence notated with by the HHS portal with either a “yes” or 
“no.” The portal reports are not described, so the research below shows the categori-
cal data as posted to the portal.

3. Risk assessment literature and standards

Risk management has been slowly moving into industry. In the United States, 
HIPAA mandates risk assessment be in place prior to new technology’s being 
integrated into an organization.

Recently, in October 2020, Eddy and Perlrotha [12] reported on a cyber-attack 
that resulted in a patient death. The attack occurred when “ransomware invaded 

Figure 3. 
OCR breached individuals by state.

Figure 4. 
OCR-covered entities investigated BAA by state.
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30 servers at University Hospital Düsseldorf [,…] crashing systems and forcing 
the hospital to turn away emergency patients.” This is one of the first ransomware-
attack-related suspected deaths reported publicly. In such a high-profile and morbid 
case, we can see the essential importance for having a standardized language for 
discussing cyber-risks.

3.1 Risk assessment standards

The United States National Institute of Standards and Technologies (NIST) has 
produced many Special Publications on Risk Assessments [13]. Figures 5 and 6 [14] 
show NIST’s generic risk model and risk assessment process respectively. In fact, many 
organizations around the world are following the NIST Risk Assessment frameworks.

3.2 Automating risk assessments

Risk assessment automation has been proposed in the form of automated pen-
etration testing frameworks [9–11, 13–19]. Testing frameworks and automated tools 
are extremely useful for detecting known bugs and vulnerabilities. However, in gen-
eral, these tools do not report on the larger risk-assessment picture. Specifically, they 
may not accurately report on legal requirements or help an organization prepare for 
prospective data-breach-associated costs. In addition, there is limited (if any) lan-
guage standardization on risk findings to enable intra- and inter-organizational risk 
communication, which is essential for subsequent auditing and legal ramifications.

3.3 Framework libraries for malware and software developments

In addition to developing a standardized framework, NIST and MITRE.org 
have worked tirelessly to produce a standardized dictionary for attack and mal-
ware. For example, they have produced the Common Attack Pattern Enumeration 
and Classification (CAPEC) [20] to classify attacks. NIST maintains the National 
Vulnerability Database (NVD) [21] to identify products with well-known vulnerabili-
ties. In addition to attacks, these organizations are iteratively developing vulnerabil-
ity dictionaries. For example, MITER sponsors the Common Weakness Enumeration 
(CWE) [22] and NIST sponsors the Bug Framework (BF) [23, 24]). These standard-
ized frameworks are purposefully agnostic to vendors, languages, and industry 
sectors. They have been instrumental and essential for industry, government, and 

Figure 5. 
NIST’s generic risk model with key risk factors.
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academia to discuss and communicate software vulnerabilities, assurances, and 
development techniques. As humans need a standard spoken dictionary to commu-
nicate with each other on day-to-day activities, so do they need a similar dictionary 
to discuss technical activities.

3.4 Penetration testing reports

As risk management is still clearly its own type of innovation phase within the 
technology adoption life-cycle, risk researchers are finding a need to communicate 
risk through standardized language. For example, let us consider a penetration 
test report. Historically, there is none of the following: (1) a fixed template, (2) a 
fixed-strategy, or (3) fixed-finding language. Such non-standardization is subject to 
extreme bias and misrepresentation. In fact, if every internal or external penetra-
tion test is written differently, how can any organization fully understand their 
own risks? Similarly, if every employee in an organization spoke their own verbal 
language, how could anything be communicated? Historically, industry has focused 
on standardizing software vulnerabilities and malicious code patterns. A major 
gap still exists for risk management components, including budgeting for financial 
penalties and legal ramifications.

3.5 Risk assessment education

Research on risk-assessment education has primarily focused on learning pen-
etration testing techniques [25]. The curriculums discussed in this research neither 
considers the meta-organizational risk nor risks specifically associated with the 
medical sector. Schmeelk [26] fills a literature gap by emphasizing that all the risk 
components should be strategically aligned in terms of standardization.

4. Risk assessment library considerations

Managing the risk in a medical setting is unique because of specific regulations 
that come with significant potential financial fines and corrective actions. For 
example, outside and inside risk management strategies may not properly align. Also, 
many organizations, especially in healthcare, are employing a task-based ticketing 
system to track internal processes. These ticketing systems enable the Information 

Figure 6. 
NIST risk assessment process.
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System silos and other organizational risk components to entirely misalign and 
improperly manage risk by using neither standardized nor repeatable language.

Schmeelk [26] reports that the following five subsections should be included 
in identifying organizational components. As a centralized library has yet to be 
created, a working group should focus on exactly what to include in a standardized 
public-risk-assessment language dictionary. Important historical components are: 
legal, training, vendor, and system security requirements, as well as organizational 
controls. A standardized risk-finding library encourages cross-organizational 
collaboration, communication, auditing, and legal consistency if a case ever goes 
to court.

4.1 Regulatory requirements

Regulatory requirements encompass a wide range of organizational responsibili-
ties, which can be actual governmental laws and/or industry-specific requirements. 
Let us discuss both.

4.1.1 Industry-specific regulations

In the United States, medical critical infrastructure entities have both sector-
specific regulatory requirements as well as other requirements, such as Payment 
Card Industry (PCI)-compliance, to consider in risk management [27]. If an 
organization does not pass PCI (re)compliance auditing, then they are at risk of 
losing the use of credit cards, among other payment sources under PCI regulations. 
In the past, organizations would consider themselves a cash-only facility if they lost 
PCI (re)compliance. Today, with the birth of cryptocurrencies and alternative pay-
ment methods not under PCI, losing the use of credit cards might not be as drastic 
as it has been historically. Other regulations include compliance with those from 
the International Standards Organization (ISO). Globally, there are many industry-
specific regulations that are not necessarily enforceable laws.

4.1.2 Industry-specific Laws

Medical-covered entities under HIPAA/HITECH are subject to audits by the 
United States Health and Human Services (HHS) Office of Civil Rights (OCR). 
The OCR manages many civil rights across the United States in addition to HIPAA. 
Organizational breaches of patient electronic health information of over 500 
individuals must be reported to the OCR as ruled in HITECH. Such breaches are 
both subject to federal fines and corrective actions. The OCR also can audit covered 
entities at any point in time. HIPAA is a very well-organized law. It has specific 
mandates for electronic health data requirements, which should be consistently 
mapped during a risk assessment to appropriately manage organizational risk. HHS 
lists many documents for guidance on their website, including mappings between 
NIST frameworks for cybersecurity and HIPAA requirements. These are extremely 
useful resources for practitioners.

4.2 Training requirements

Security education and training awareness (SETA) needs may occur at the 
vendor level or as federal, state, or city regulations. They are not only legally man-
dated in many instances for legal responsibilities, but also are ethical mitigations. 
For example, employing staff who have not been properly trained on data security 
and then holding them responsible for data security mistakes is unethical. In fact, 
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in such a case, labor laws may also be violated. Also, in New York State, the loss of 
employee Social Security Numbers (SSN) through any sort of data breach is a crime 
subject to legal penalties [28].

4.2.1 Regulation trainings

Different regulations require different levels of SETA. In the credit card indus-
try, organizations using alternatives to cash which are highly-corporately regulated 
must protect the data by complying with the Payment Card Industry (PCI) regu-
lation. The PCI Data Security Standard (DSS) requires software developers for 
services using credit cards to be properly trained to code such systems. In addition, 
federal laws such as HIPAA also have specific training requirements. Lastly, little 
work on cybersecurity training is being done at state or city levels; however, proper 
awareness could be suddenly mandated at these local levels. If an organization or 
their accepted vendors are missing any of these training requirements, the organi-
zation may be financially liable.

4.2.2 Best practice trainings

Training based on current best practices is hard to assess because best practices in 
cybersecurity mean different things to different people and organizations. Training 
based on best practices is really subjective. Typically in the USA, organizations follow 
NIST and the Open Web Application Security Project (OWASP) guidance [14, 29]; 
however, still no industry-wide standards exist for exactly what best practices entail.

4.3 Service provider requirements

Service providers and vendors may be subject to different potential cyberse-
curity risk requirements than the actual provider or covered entity. If a covered 
entity works with a service provider, it should have proper agreements and risk 
mitigations in place. Two major sources of such agreements are: business associate 
agreements (BAAs) and other agreements, such as non-disclosure agreements. Let 
us examine both in the following subsections.

4.3.1 Business associate agreements (BAAs)

Historically, services providers (or business associates) working with a covered 
entity’s sensitive patient data should have properly formed BAAs in place prior to 
releasing sensitive data or have a well-formed written legal justification as to why 
no such BAAs exist. Many HIPAA-covered entities still report breaches where a 
properly formed BAA was not in place. In such cases, all parties may be considered 
responsible for the breach by the HHS OCR in the USA.

4.3.2 Non-disclosure agreements and/or other agreements

Business partners may negotiate many different types of agreements and/or 
partner requirements for their data and products. One popular agreement in health-
care and healthcare research is non-disclosure agreements (NDA). Such agreements 
require parties not to release information without prior approval. In such a case, 
malware that makes NDA-protected data public by releasing it on a popular web 
application du jour, as well as its actual authors, could be faulted to violate the NDA. 
Cases that fall into this category can have many different negative outcomes, such 
as legal ramifications, reputational damage, among others.
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In addition to NDAs, other Federal or organizational legal regulations may 
require risk assessments and other services or service-level agreements (SLAs). 
Similarly, the GDPR requires entities exposed to unauthorized access to notify 
affected breached individuals within a short timeframe. Violations to such agree-
ments can have extremely negative consequences to the healthcare entities.

4.4 Application and system requirements

Application and system security are typically measured through certifications 
(e.g., International Organization for Standardization or other sources) or from 
internal tests prior to product release. HIPAA requires security assessments for 
systems and applications managing ePHI. Organizations can either develop their 
own methodologies to communicate risk that are acceptable by covered entities, or 
the entities themselves can ask to perform such probability assessments for adverse 
events. When the covered entity is performing the assessment, they must carefully 
obtain legal authorization to do so in most cases. In general, Information System 
silos prevent considering a full-threat landscape for the technical component with 
the legal, budget, and business use cases. Additionally, digital assessments may 
be filed for HHS OCR audits into the Integrated Risk Management (IRM) system 
without updates to the overall business threat mitigations. Periodically, teams must 
carefully reassess and update the stored organizational predicted levels. In such 
cases, the assessments are more of a risk “impression” rather than an informed, 
reproducible, scientific informing on the true likelihood and impact of adverse 
events. Figure 7 [30] provides a high-level overview of different technical security 
controls reported by NIST. The following subsections identify eight subcategories 
potentially employed during a risk assessment.

4.4.1 Authentication

According to NIST [30], authentication is the process or action of proving or 
showing something to be valid. Specifically, “The authentication control provides 
the means of verifying the identity of a subject to ensure that a claimed identity is 
valid.” The OWASP Application Testing Guide [31] currently gives ten best-practice 
tests to perform for authentication: “Testing for Credentials Transported over an 
Encrypted Channel, Testing for Default Credentials, Testing for Weak Lock Out 
Mechanism, Testing for Bypassing Authentication Schema, Testing for Vulnerable 
Remember Password, Testing for Browser Cache Weaknesses, Testing for Weak 
Password Policy, Testing for Weak Security Question Answer, Testing for Weak 
Password Change or Reset Functionalities, and Testing for Weaker Authentication 
in Alternative Channel.” It is important to realize that any best-practice guide 
at-large lists top threats and vulnerabilities without perhaps listing all threats and 
vulnerabilities.

4.4.2 Session management

Session management is the data flow between endpoints—typically follow-
ing a client and server model. A web session is a series of requests and response 
transactions created by a client after authentication. In most cases, the endpoints 
communicate with a special identifier to limit re-authentications. Current best 
practices in session management include session flags, random token generation, 
and timeout intervals. The OWASP Application Testing Guide [31] currently lists 
the following eight session management tests: “Testing for Session Management 
Schema, Testing for Cookies Attributes, Testing for Session Fixation, Testing 
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for Exposed Session Variables, Testing for Cross Site Request Forgery, Testing 
for Logout Functionality, Testing Session Timeout, and Testing for Session 
Puzzling.”

4.4.3 Data-in-transport, data-at-rest, data-in-use

The protection of sensitive information is fundamental to risk management. 
Data-in-motion is the transfer of material between endpoints. This category 
changes frequently and includes industry best practices in how to transmit the 
information, such as confidentiality controls and integrity controls during message 
transmission. Once information is stored on a system, it is referred to as data-at-
rest. Lastly, data-in-use refers to messages in memory. Historically, a concern of 
data-in-use is that processes and other virtualized components could have improper 
access to the information.

4.4.4 Authorization and access control

Authorization policies define access capabilities for groups and entities. 
Access controls, sometimes referred to as permissions or privileges, are mitigat-
ing controls to enforce authorization. As such, access controls speak to lowering 
probabilities against unauthorized access, which could cause loss to data integrity, 
confidentiality, and availability. The effectiveness and the strength of unauthor-
ized access reduction depend on the correctness of the admittance control deci-
sions and the strength of entry control enforcement. The current OWASP Testing 
Framework [31] promotes the testing of four key elements in this security area: 
“Testing Directory Traversal File Include, Testing for Bypassing Authorization 
Schema, Testing for Privilege Escalation, Testing for Insecure Direct Object 
References.”

Figure 7. 
Technical security controls.
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4.4.5 Auditing and monitoring

Systems and applications should create records for auditing and monitoring. 
Specifically, archives should be generated before and after critical functions take 
place. These logs are stored in the system/server backend for regulatory require-
ments, performance indicators and other analytics. Different components are 
typically checked during risk management.

4.4.6 Injection and input vulnerabilities

Injections and input vulnerabilities enable maliciously crafted code to change 
the underlying intended behavior of a system or application. The OWASP Testing 
Guide [31] currently lists eighteen common best practice tests, including SQL/
NoSQL injection, Cross Site Scripting (XSS), and HTTP injection attacks, 
among others.

4.5 Organizational control requirements

At the organizational-level, controls such as policies, procedures, physical 
security and financial budgeting should be considered during an assessment. 
However, these components of risk management can be managed by entirely differ-
ent entities.

4.5.1 Policies and procedures

Organizations should have policies in place [32] at technical, physical, and 
administrative levels, which are repetitively and consistently followed to avoid 
different legal ramifications (e.g., from valid discrimination cases to data breaches). 
Standard operating procedures (SOPs) should also be in place and specifically 
in writing [32]. Specific procedures, which must be in place at the federal level, 
include business continuity and disaster recovery plans.

4.5.2 Physical and environmental security

This component describes the physical and environmental security aspects of 
the system, if any, which are requirements in the United States Federal HIPAA laws. 
Physical security encompasses the physical environment to lower the probability of 
a threat occurring in spaces such as public, private, and shared. It also includes ways 
to protect organizations from fire and other environmental concerns affecting risk.

4.5.3 Budget for adverse effects

Risk assessment traditionally includes developing a budget for adverse effects, 
such as in the Factor Analysis of Information Risk (FAIR) quantitative uncertainty 
analysis model. Many organizations are not storing-up financial resources in accor-
dance with the uncertain probability being generated to pay for patient identity 
protections. Digital Guardian [33] has various reports on current costs per record; 
the costs vary with time. Simply indicating that a system is vulnerable to CSRF may 
really have no budgetary ramification under certain other conditions. Thus, prob-
ability of cost concerns inform on the overall organizational probability of concerns 
and insurance.

The HHS has historically been responsible for enforcing the Privacy and 
Security Rules of HIPAA [34]. For most HIPAA covered entities, the HHS OCR 
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enforcement of the Privacy Rule began April 14, 2003, and the Security Rule began 
on April 20, 2005. The web portal currently lists government corrective action plans 
detailing the causes of potential violations of the HIPAA Privacy and Security Rules. 
Notably, in October 2020, the OCR posted four announcements, most with either 
sub-cases or multi-breaches, of case settlement with potential corrective action 
plans for violations to the HIPAA Privacy and Security Rules.

5. A risk assessment library

Schmeelk [26] contributed a new open source risk assessment library example to 
enable researchers, penetration testers, risk assessment managers and institutions to 
further expand on a consistent risk-assessment findings library with their policies, 
procedures, organizational controls and legal requirements. As noted in the research 
bug libraries, dictionaries are being maintained by large organizations but do not 
include risk-assessment findings, thus complicating risk-management methods. As 
cited, during experience with internal audits risk assessment, language made analy-
sis next to impossible. For example, modern natural language processing methods 
would need to take place on penetration tests to evaluate assessment reports among 
different assessors, each applying different methodologies and terminologies.

5.1 Example risk assessment frameworks

Currently, assessment frameworks are entirely intra-organization. In addition, 
accessing patient databases is impossible—luckily—in the USA due to HIPAA. That 
said, NIST has guidance on developing an actual risk-assessment process [14]. 
However, NIST 800–30, as seen in Figure 5, does not actually specify threat source, 
threat event, actual vulnerabilities, or impact. The actual language used to describe 
these components is entirely left up to each organization to develop. Even worse, 
each risk assessor on the team may, in fact, describe these components differently 
(i.e., use entirely different words). In such cases, making any kind of accurate 
meta-analysis about the organizational risk is entirely impossible. Therefore, we 
argue that risk assessment frameworks need a standardized library to describe the 
identified risk.

5.2 Example findings library

An open-source library example from Schmeelk [26] is seen in Figure 8 apply-
ing an example-consistent risk language. The library needs to be expanded from 
industry working groups, similarly to MITER’s CWE and NIST’s BF.

Some important elements for language specification and risk clarification 
are seen in Figure 8 [26]; they are the following: vulnerability short descriptive 
name, vulnerability expanded description, techniques to remediate or mitigate 
the vulnerability, estimated likelihood factors, estimated impact factors, related 
organizational policies/standards, related NIST Controls, related HIPAA regula-
tory requirements, other related legal requirements such as non-disclosure agree-
ments, and estimated breach cost factors for insurance and related required patient 
identity-theft protection costs/notifications.

These categories listed in the prototype can arguably be expanded or removed. 
Historically, vulnerability standardization libraries [20–22] are maintained by 
major organizations (e.g. MITER) and/or government entities (e.g. NIST). Based on 
healthcare operation needs, we developed the following descriptions of the proto-
type categories.
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5.2.1 Standardizing the actual risk vulnerability and remediation language

The vulnerability column summarizes an identified system, data communica-
tion, or application weakness. The vulnerability description column gives a com-
munity-agreed-on weakness description. The remediation column briefly explains 
known techniques to remediate or mitigate the identified vulnerability.

5.2.2 Standardizing the actual risk likelihood and impact language

The likelihood column provides standardized language for estimating the prob-
ability of the identified vulnerability exploitation given different threats. Currently 
every organization makes their own likelihood estimates. Organizations on differ-
ent “sides of the physical street” with identical systems and surrounding mitigat-
ing controls, can label the risk likelihood entirely uniquely. The impact category 
approximates potential resulting consequence levels in the event a vulnerability or 
finding is realized.

5.2.3 Standardizing the actual risk associated with policies and NIST controls

Historically, organizations should develop policies and standards to help the 
organization frame their own cybersecurity stance. The NIST Cybersecurity 
Framework [35] (the NIST CSF Tool is seen in Figure 9) is one useful guide for 
developing an organizational cybersecurity posture and policies/standards.

The category in Figure 8, risk assessment library for the NIST controls, is rel-
evant to mapping mitigating controls to well-known NIST vendor agnostic controls. 
NIST regularly updates the NIST SP 800–30 [14] to account for industry trends.

5.2.4 Standardizing the actual risk to HIPAA requirements

As Security and Privacy Rules of HIPAA are major and enforceable regulatory 
legislation in the United States, the related column in the library connects the find-
ings to potential HIPAA regulations. This mapping informs the risk-management 
process when required regulatory elements are entirely missing or are in jeopardy.

5.2.5 Standardizing the actual risk to other industry-specific regulations

Other regulations, such as PCI compliance [27], The Sarbanes-Oxley Act (SOX) 
of 2002 [36], FTC requirements, service-level agreements (SLAs), state data breach 
laws [29], and research non-disclosure agreements, can also play their roles in risk 

Figure 8. 
Risk assessment library prototype.
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management. For example, SOX “is mandatory. ALL organizations, large and small, 
MUST comply [36].” Organizations allowing customers to pay with credit cards 
may directly or indirectly be under PCI compliance. The column other-related-legal 
provides benchmark connections to other generic requirements from these related 
regulations.

5.2.6 Standardizing the actual budget to estimate breach-associated costs

The column on budget provides approximate figures for breach and regula-
tion violation ramifications. For example, in 2019, Facebook [37] famously 
announced a proactive budget appropriation of $3B with futuristic plans to 
pay off financial penalties related to regulatory breaches. Surprisingly, in some 
recent healthcare insurance cases, insurance companies have denied financial 
payouts for healthcare entity victims for malware-related concerns under “Act 
of Nature” clauses. Such cases of significant financial losses, where healthcare 
entities are “on their own” for financially responding to the subsequent effects of 
the malware or breach, can possibly lead to the healthcare entity’s going out of 
business.

5.3 Performance metrics for an assessment risk framework library

There do exist libraries for software development concerns and known vulner-
abilities such as the NIST NVD, NIST Bug Framework, and MITER’s CWE. They 
assess their performance. MITER provides an analysis of how the library can 
be used by stakeholders; however, no formal assessment methodologies exist. 
Assessing a library framework for performance would be like trying to assess the 
performance of a spoken language. MITER [38] currently lists the following stake-
holders of their weakness enumeration (i.e., framework or library): assessment 
vendors and customers, software developers and, customers, academic researchers, 
applied vulnerability researchers, refined vulnerability information (RVI) provid-
ers, educators, and specialized communities.

According to Schmeelk [26], the library is currently prototyped as a spreadsheet, 
similarly to the NIST Cybersecurity Framework Reference Tool spreadsheet repre-
sentation [35]. Currently, each sheet of the spreadsheet refers to specific domains 
of findings that can be identified during a risk-assessment process. For example, 
weakness in the physical, technical, or administrative security requirements would 
each fall on different spreadsheet pages. In addition, each of these three domains 
can be further broken into subdomains.

Figure 9. 
NIST cybersecurity framework reference tool [35].
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5.4 Benefits from a standardized risk-assessment framework library

Currently organizations are developing their own personal language for describ-
ing risk. In fact, many risk assessors within the organizations can actually employ 
their own personal language. When third-party audits and internal audits transpire, 
there is no way to assess the risk across the risk-assessment reports. For example, 
one risk-assessor employee could identify a vulnerability as cross-site scripting; 
whereas, another may document an XSS vulnerability. If the risk has been described 
differently by all employees, it becomes impossible to identify how many cross-site 
scripting vulnerabilities really exist within the organization. Hence, the meta-anal-
ysis of risk is entirely flawed. As such, it will be improperly conveyed to insurance 
companies and third-party auditors. Currently, the only way to develop a unified 
understanding of the risk is to first develop ontologies of potential words used to 
describe the risk. Then, perhaps aggregate meta-statistics about the organization 
can be developed by using natural language processing methods on the written 
reports. For example, modern natural language processing methods would need 
to take place on penetration tests to evaluate assessment reports among different 
assessors, each applying different methodologies and terminologies. As such, most 
insurance companies and third-party auditors are taking large chances on organiza-
tions who really do not understand their own cybersecurity concerns.

5.5 Improvements made by introducing a standardized risk library

Currently, there are no other relevant approaches where the risk language is 
standardized other than the vulnerability language frameworks of MITER and 
NIST. This lack of standardized risk language remains a major gap in risk analysis. 
Schmeelk [26] reports on an analysis for the prototype risk library and connects the 
library to New York State (NYS) Information Technology Security (ITS) Policies 
[39]. Standardizing the language used during risk assessments is essential for 
both internal and external factors. First, if a risk-related case ever goes to court, 
the phrasing of the risk could play a role in the court verdict. For example, if a 
business chooses to accept a finding where “unauthorized access” was identified 
during a risk assessment, the organization may be responsible for accepting the 
risk. Second, when an organization whose assessments have been written using any 
plethora of words is trying to collect internal metrics, characterizing the current 
state of cybersecurity within the organization is nearly impossible. This would be 
a useful application for Natural Language Processing (NLP), trying to character-
ize quantitatively exact numbers of password violations, XSS, SQL injection, and 
other findings. Without standardization, knowing at any time an organizational 
stance on cybersecurity becomes next to impossible. In addition, remediation 
efforts and risk mitigation efforts are significantly hindered by text-based risk 
assessments which do not conform to standards. Lastly, if every organization’s 
employees compose/compile/develop their own libraries, there will be no way to 
properly coordinate with insurance companies for breach budgeting. Sadly, without 
any standardization or proper planning, organizations may learn “the hard way” 
that they are entirely financially responsible for cleaning up a major data breach or 
ransomware attack.

5.6 Industry concerns addressed by a standardized risk library

The United States and the world are adopting, either explicitly or implicitly, 
technology-related risk at an unprecedented rate. In addition, regulations are being 
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adopted across the world at an equally unprecedented rate. In fact, each of the 50 
United States and “the District of Columbia, Guam, Puerto Rico and the Virgin 
Islands have enacted legislation requiring private or governmental entities to notify 
individuals of security breaches of information involving personally identifiable 
information [29].” Each state law is potentially different from the other state laws, 
further complicating situations involving out-of-state patients. Most organizations 
have adopted Integrated Risk Management (IRM) solutions, but many of these 
solutions require extreme customization from clients. In addition, not every-
one in the organization has an overall “view” of the organizational risks. Since 
Information Systems (IS) trends remain in silos [40], coordinating risk among 
the different healthcare departments and all the IS sectors is difficult. In addition, 
entities within an organization that sign off on risk, typically referred to as system 
owners, may find an imbalance on the risk they must accept on the behalf of the 
business. Then, as system owners leave or retire from an organization, subsequent 
new hires may not fully understand the risks inherited with their positions. In fact, 
new hires in security high-level positions often ask the organization for audits prior 
to taking, or during the first year of, a new job. That way they can benchmark the 
inherited risks.

6. Conclusions

As risk management evolves, so do the needs for risk communication and risk 
articulation. Healthcare entities need to know, in advance, exactly what their 
insurance covers involving privacy and security risks. Patients need to be aware of 
identity theft concerns if their personal identifying information (PII) is breached 
and sold in alternative marketplaces. Technology in the healthcare-related infra-
structure is here to stay; ultimately, society will need to standardize how they deal 
with and respond to privacy and cybersecurity risks. The sooner we adopt a frame-
work of actual privacy and security violations and corrections, the better industry 
will be able to communicate and mitigate risks—especially in healthcare where 
human life is at ultimately at risk.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
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A Revolutionary Gaming Style 
in Motion
Zarif Bin Akhtar

Abstract

From the timeline of the year, 2012 MONECT has been aiming towards the 
conceptuality for developing the formulation of making a virtual remote controller 
for a wide range of variety within the context considering various types of devices 
and peripherals consisting within the prospective realm of virtual controlling. 
Moving forward, where recently in the timeline for the year of 2017, the including 
of the functionality of that very same aspect with numerous advancements which 
was termed and computed as a remote desktop session with gaming control for a 
wide variety of games which includes games like Racing, Frames Per Seconds (FPS), 
Role-Playing Game (RPG) along with many more where each type of gaming aspect 
was equipped with its own perspective type of setup and a familiar type layout for 
the users who were considered for having different types of controllers for each 
specific gaming style and associated gameplay render. The project prospect evolved 
further within the year timeline of 2019–2021 which introduced and revolved 
around the rapidly deployable features and functionality with integrated advance-
ments in terms of computing and gaming as a whole. Based on that deployment 
project outcome and developmental scope of the research, the application utilized 
the full use of the provided onboard sensors to give the user the ultimate experience 
while performing gameplay (for example, like the Accelerometer sensor, G-Sensor, 
Gyroscope sensor, Camera sensor etc. with many more). Each of the sensors 
controlled a different particular aspect of control. For instance, Frames Per Second 
(FPS) mode triggered and enabled the Gyroscope sensor which would allow the 
user to aim at their perspective targets for a solid headshot kill. On the other hand, 
the Race mode used the G-Sensor to enable steering mode of movement in the form 
of any vehicle. Besides that, the virtual remote sessions brought about the privilege 
and also gave each user a simultaneous interaction among devices and peripherals 
with real-time remote access at any given moment in time of usage.

Keywords: Virtual joystick controllers, Real-Time remote sessions, User-associated, 
remote access, Simultaneous session access, Real-Time interactive gameplay

1. Introduction

Before starting off with the details let us get some terminology of concepts 
and their usage in terms of computing and processing out of the way with some 
familiarity. The discussed aspects were altered and customized to provide the final 
output for the application development.

Firstly, Remote Desktop Connection (RDC) or Remote Desktop Protocol 
(RDP) is a proprietary protocol which was developed by Microsoft, that provides a 
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user with a Graphical User Interphase (GUI) to connect to another computer over 
a network connection [1]. In order to create and establish that particular con-
nection, both devices required access with one another, for the user who deploys 
the RDP client software for the purpose that, while on the other hand the other 
user must run RDP server software. Microsoft concurrently refers to this official 
RDP client software as Remote Desktop Connection, formerly “Terminal Services 
Client” [2]. Added that, the protocol which gets established remains a one-way 
connection, in other words only one host session but no simultaneous interaction 
among the associated devices [3–22].

But MONECT came up with the conceptuality and the idea for an application 
which would have a simultaneous session on both hosts or both of the associated 
devices [23]. Thus, the idea conceptuality brought a fresh new dimension to the 
context of the research project, and resulted in the PC Remote application [24, 25]. 
The approach to the solution was that, a device compatible application which would 
be connected in a network-associated integration both from the user and the device 
end. So that, no rendering would take place whether if the user happened to be an 
IOS or an Android or a Windows Phone user. There had been no limitation towards 
device compatibility. Various features with integrated functionalities had been 
developed within the application [26, 27]. On the per of that context, how much 
calibratable the application would be, varied from user to user as each and every 
user would have a different set of needs from the privileged application and its 
utility of tools with features. Also, no need requirement for hardware and assembly 
for any type of parts or components since the application would take advantage of 
the onboard integrated peripherals of the smart devices. But users had to install the 
provided driver for the application in order to run the app which was prebuilt inside 
the application from both the user end and the device perspective (www.monect.
com). To run the app, any user can download the main file from Google Play Store 
(MONECT PC Remote) [28].

For clarity and max performance along with computation, the link for the 
individual platform was also provided in the website. The configuration layout of 
the application was built and developed from the Android Version 4.0 which was 
termed Ice Cream Sandwich for the reason that, the application would have no 
compatibility issue with almost 98% of apk platforms. Along with that, if the usable 
devices were equipped with higher versions which would be much better for the 
prospective users. The installation process was basically download & install, after-
wards, it’s an integrated configuration with any basic type of Wi-Fi connectivity to 
connect and run the application. But bear in mind of the fact that, the user needed 
to be within the same network for the connection establishment. Within this scope 
of the chapter, the features and functionalities which were deployed from within 
the application along with the formulation and advancements to the application 
which will also be described on a further detailed manner.

2. Formulation of the application

Now let us start with the hardware functionality. The Hardware implementation 
was configured and formulated within the Smartphones themselves. Every smart-
phone was unique in its own way with both for its features and functionalities, 
but one aspect that still remained stagnant throughout the course of time was the 
sensors which were equipped and associated within a particular device.

Since the dawn of smartphones were introduced, our mobility with sensory took 
flight in the form like camera, proximity, gyroscope, accelerometer, light, ambient  
aura, motion, pedometer, rotation vector, orientation, touch, magnetometer, 
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thermometer, microphone, fingerprint with many more. But over the passage of 
time, almost 95% of the smartphones had the majority of all the basic sensors which 
the application required to collaborate with the devices associated along with it 
and as for the rest, it was mainly software implementation with various rendering 
provided from designing, coding, wireframing and terminal commanding sequence 
of the programming perspective. To minimize the complexity for the functionality 
and user experience, virtual triggers with touch buttons were placed for the utility 
feature deployment of the application (Figure 1).

Next, the development for the application was built and deployed under three 
phases where each and every node connection was confirmed with the establish-
ment through the Internet Protocol (IP) associated within the internet network 
connection. As I am sure, we are all familiar with the terminology of the subnet 
mask and default gateway for the render of an internet connection provided by the 
ISP. But please bear in mind, the pathway connection would work only when the 
user is within the same network [29]. For a better understanding on this matter, let 
us break down the connection bridge of the communication which mainly takes 
place and is performed inside an internet connection and how the operation will be 
executed.

The subnet mask was employed by the TCP/IP protocol to see whether or not a 
bunch is on the native subnet or in a foreign network. Internet Protocol (IP) Access 
provides users with an IP address to remote networks. IP Access connects the user 
to a beacon of victimization which is called an OpenVPN tunnel. Afterwards, the 
GRE protocol is then configured to bridge this affiliation across the present beacon 
VPN tunnel established from the node to the beacon, onto the management local 
area network connected to the node. Whereas when connected, the user will access 
the IP addresses on the remote management local area network directly, like by the 
usage of the ping command or by writing them into the browser address bar. To be 
more specific on the matter, consider this aspect as the back-end computation factor 
considering our browsers and the establishment of a successful internet connection.

Bluetooth which if utilized properly would also be a source of wireless technol-
ogy traditional for exchanging information between mounted and mobile devices 
over short distances, short-wavelength frequency, radio waves inside the economic, 

Figure 1. 
A graphical view of the hardware components (smartphone).
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scientific, and medical radio bands, ranging from 2.400 to 2.485 GHz, and building 
personal house networks (PANs). IEEE 802.11 is a part of the IEEE 802 set of local 
area network protocols which specifies the set of the media access management 
(MAC) and physical layer (PHY) protocols for implementing wireless native house 
network, wireless local area network (WLAN), the deployment of wireless fidelity 
(Wi-Fi), laptop computer communication in varied frequencies, also as but not 
restricted to a tier of four, five and sixty rate frequency bands. These are the proto-
cols which do the square measure.

Typically, square measure utilized in conjunction with the IEEE 802.2, and a 
square measure designed to interwork seamlessly with the local area network, and 
square measure fairly and usually accustomed to carry the internet Protocol traffic. 
The 802.11 family consists of a series of a half-duplex over-the-air modulation tech-
niques that use constant basic protocol. The 802.11 protocol family use carrier-sense 
multiple access with collision dodging whereby instrumentality listens to a channel 
for various users (including non 802.11 users) before causing and interfacing with 
each and every individual packet. A router may need interfaces for numerous styles of 
physical layer connections, like copper cables, fiber optics, or wireless transmission. 
It can also support wholesome transmissions which are completely different network-
layer transmission standards availing to the current standards provided till now.

Every network interface that is utilized to change the information packets to be 
forwarded from one gear end to another which is very unique. Routers could, in 
addition, be conversant in connecting to a pair of or plenty of logical groups of a 
laptop or computing peripheral devices referred to as subnets, each with a definite 
network prefix. Once that information is transferred from one device to a unique 
on an Internet Protocol (IP) network, it’s lessened into smaller units referred to 
as packets. In addition, with that, to the actual info, each packet includes a header 
that contains the information to help it to induce to its destination, rather like 
the physical address information realized on a mailed envelope like the tradi-
tional methods available. Transmission Management Protocol (TCP) and other 
rendered protocols which actually are totally different protocols, do their work 
within the data on the machine, then it’s sent to the data process module, where 
the data packets unit bundled into information science packets and are sent over 
the network which is inclined with individual users along with their activity and 
connectivity to the internet.

To succeed in their destination on the opposite facet of the planet, the informa-
tion packets should meet up with several routers. The work these routers do and 
performs, is termed routing. Each of the intermediate routers “reads” the destination 
information processing address of every received packet. Supported to the data, the 
router sends the packets within the acceptable direction as every router incorporates 
a routing table wherever data concerning neighboring routers (nodes) is held on. This 
data includes the value (in terms of network necessities and resources) of forwarding 
a particular packet within the direction of that neighboring node. Data from those 
table is employed to choose the foremost economical node to use or the most effec-
tive route on that pathway in order to send the information packets. Every packet is 
sent in a very totally different direction, however, they eventually all get routed to a 
constant destination machine. As a consequence, to this, using a global positioning 
system (GPS) navigation it is also possible to track that movement remotely which is 
also implemented within the current design approach of the application.

Fast forward to today, with the rapid improvement and innovations in 
technology, most of the communication protocols have given birth to better 
enhanced and advanced connectivity which are now achievable in terms of 
mirror cast, NFC, wireless share, screen cast, nearby share plus many more. 
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Considering for the network perspective among regions with better speed in 
bandwidths the faster each seeds gets executed.

The author of this chapter has been working with MONECT from the timeline 
of year 2017 to present and throughout the years there have been major and minor 
changes deployed within the application. In the year 2019, the author published a 
research paper [30] with his specific sets of development and integration of func-
tionality and features, including of the virtual remote sessions which the author 
had developed himself. Afterwards, the application still continues to grow with 
different aspects of features based on user recommendations and collaborating 
ideas which has been in effect till now. The custom utility and user interactions will 
continue to grow in the near future as well (Figures 2 and 3).

Figure 2. 
The block diagram of the application (segment 1).

Figure 3. 
The block diagram of the application (segment 2).
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Figure 5. 
The software distribution app for the smartphone.

In order to, use the application, the setup with the configuration was needed 
to be performed and had to be configured from the user end. At first, from any 
desired browser the user would type in the link address (www.monect.com) and 
from inside the website the required steps are given on how to setup the applica-
tion. The user will select as per their choice from which link, they will forward 
with the download. For max performance and better enhancement, the software 
has been upgraded and configured for 64-bit versions to provide the ultimate 
experience and functionality control for the tools and features equipped inside the 
application.

Next, in terms of the software integration, the device driver plays a pivotal 
role. After installation if required, the application, itself will download necessary 
drivers in the case if any was missing from user machinery (Desktop, Laptop, 
Notebook). Next, the user needs to provide access and give permission from the 
firewall in order to allow the connection to be created and established (Pop-ups 
will be shown when the driver is detected and the connection is established) 
(Figures 4–8).

Figure 4. 
The website layout with the receiver software distribution.
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Figure 6. 
The software distribution after installation (PC remote receiver).

Figure 7. 
The layout design of the app from the smartphone.
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3. Virtual gaming layouts

In terms of gaming, a gamepad is an essential aspect concerning performance 
and accuracy in terms of computation for any rendered gameplay. For a competitive 
gamer or a noob or just a random player in the realm of shooting, chasing, drifting, 
controlling, precise allocating of targets, navigation view is of apex value and these 
are the aspects what determines the outcome of scoring the final win and emerging 
as a champion for the context on the perspective. Making the apex of head shot kills 
with the absolute precision and accuracy. All these prospects revolve around the 
control from the player and his ability of control from his associated device con-
troller. The better the control the higher the probability on the chance of winning. 
There is a saying that accumulates and prioritize on the matter of selection for a 
controller that, more frames mean more kills and more frames means victory is at 
hand with absolute dominance. For competitive gamers it comes to down to the spilt 
second of a shot which determines the victory outcome for any gameplay.

Figure 8. 
The layout of the app from an established connection.
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According to the stats, the gamepad was invented and introduced in the year 
1983 which got released later in the year 1985. But in that era of time, it was much 
complex and very hard to manufacture. After Technological improvements in the 
recent years, the scale and quality of gamepads has exceeded the gamer expectancy. 
Still despite all the advancements, it’s still a very costly deal when it comes resolving 
around gaming setup and control efficiency of the associated peripheral devices. 
The apex root major fact to consider, would be the implementation of the wiring 
that is associated with its devices.

Next concerning gaming, the setup of gaming peripherals is what alters the 
course of achievement in terms of performance, efficiency, control and having 
the optimum machinery. The concerning factor on this issue is the aspect of cost. 
Cost brings down the scaling factor in terms of machinery and the control for its 
associative peripherals. Because the better the machinery the higher its cost will be. 
On the scaling of performance many factors change the perspective of usage and its 
ability to perform at its level of apex. Graphical computation, frame enhancement, 
memory mapping, process emulation, terminal sequencing, environment adaption, 
buffer render varies to a great extent when considering the machinery integration. 
This limits out the user experience in various states of matters considering for any 
kind or type of rendered gameplay in real-time interaction.

After the innovation of smartphone concept and its connectivity of control sparked 
the world, it completely changed the landscape in the realm of gaming and computing 
to a whole new level. Considering the modern day to day activities our whole assembly 
of work revolves around smartphones. These smartphone devices have become our 
daily companions in terms of usage and activity to a great extent. Various technical 
companies provide us with different sets of smartphones which comes well equipped 
with many sets of sensors and that is where the application comes to play. The applica-
tion provides advanced functional utility features which comes well equipped with a 
variety of virtual joystick controllers/layouts (Figure 9). Each of the features provide 
real-time simultaneous interactive sessions in any given time of usage and activity for 
any type of gameplay (Figure 10).

To make the experience at the level of apex, the user could add and design their 
personal custom controllers/layouts accordingly due to the fact that, the application 
was built with the conceptuality of being user-friendly and the scope for its updat-
ing was also provided for real-time gameplay sessions (Figure 11). Along with the 
flow of time based on new release of games and their popularity with demand side 
by side attached with user needs, the layouts will be deployed with updates in each 
respective time of gameplay and collaboration.

The application had a collaboration with FAMICOM which has been built-in 
with the app and has an approximate of 31 games included which users can directly 
open and play (Figure 12). And if the user has personal games installed in their PC, 
then they can directly configure the layout from inside the game settings like an 
ordinary gamepad or controller. The application will integrate itself automatically. 
Next, the user just needs to assign the key buttons as per their desire and choice.

What sets this approach above others is the fact that, each prospective had its 
own set of layouts and if the user desired for any changes or alteration or modifi-
cation one could make their custom personal layout as well because the user had 
the option for adding their design layouts. What makes this application unique 
because due to the fact that, the real-time interaction gameplay with simultane-
ous interactive sessions for any type of rendered gameplay environment.

For the virtual joystick controllers, its similar to physical gamepads and joysticks 
when plugged in and configured from user end for each specific key to key or but-
ton to button selection. The same functionality and perspective apply to the virtual 
controllers as well. So, the user can set each key button as per their usage choice and 
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Figure 10. 
Virtual gaming layout in a desktop real-time session.

Figure 9. 
Virtual gaming layouts for different variety of games.
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Figure 12. 
A collaboration integration from FAMICOM.

Figure 11. 
Real-time gameplay session.
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then all ready for gameplay. The only difference was that it was virtual & remote 
and operated in a real-time dynamic session for simultaneous interactions among 
the associated devices.

4. Remote desktop sessions

Being a windows user and as its usage being revolved around globally, I am 
hoping that most of us are familiar with Remote Desktop Connections (RDC) since 
Windows still remains to be the oldest and optimum OS till Now. I know many 
might have different opinions on the matter which is very much understandable.

As mentioned previously the limiting factors concerning remote desktop 
connection for one host entry, the application brings a new complete diversity of 
experience and control concerning remote sessions. The app processes interactive 
simultaneous graphical interpretation in terms of sessions which are termed as the 
virtual remote sessions. Each segmented session uses advanced graphical computa-
tion protocols which work in both device and from user end for device peripheral 
associativity [3]. In the case for the Remote Desktop Connection (RDC) the user 
has access to only one session at a time from a particular host/guest mode while on 
the other hand, the other mode gets switched to lock screen mode and the connec-
tion established works only within a forward path [31]. Which concludes to the 
matter that, only one host machine processes the interaction. The app development 
solution overcomes this very issue and at the same time provides simultaneous 
interactions to users from both ends from a machinery stand point [2]. In order 
to understand the full scalability of the matter, it would be better to let the users 
interact and use the application to find it out for themselves.

The designated user also can prioritize control access based on their ability and 
desire to give access based upon their choices. As it stands out in order to have optimum 
proficiency in terms of usage and activity the less the hassle the better the experience 
for the user. Sometimes due to the complexity of certain functionality, many best appli-
cations lose their rank on the ladder scale. From that retrospect, the conceptuality for a 
remote session came about and was developed into a reality. The goal of the feature was 
to provide an exceptional experience in the realm of remote activity (Figure 13).

Apart from the remote desktop session, a variety of utility tools and features 
were also equipped with the app (Figure 14). For a developer, remote access is of 
immense importance during the layer of design of development for any application 
or product, or software [32]. As there are many peripherals interlinked with the 

Figure 13. 
A representation of real-time remote desktop session.
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performing of the task for deployment. Even for any normal user having remote 
access provides ease of work as the interactions are performed remotely. This 
application gives users access to that very aspect and provides for the integration of 
microphone and projection from the associated device if required. Many may argue 
that NFC is a probable solution in this aspect. Yes, that is partially true but for gam-
ers who stream their content or have multiple peripheral usages in terms of comput-
ing, this application provides a solution and gives the users a significant amount of 
control from a remote assembly (Figure 15).

For clarity and a better understanding, if a user is working with data or any type 
of content that is on both devices apart from one another, this app will create a path-
way to have precise control on that particular issue (Figure 16). Not only that, but 
users can perform on both devices in real-time interaction from any given session.

In many situations or during research work or performing any particular task 
most of the time it becomes easier to relocate the information and data based 
on personal notes and pointers. For problem solutions and brainstorming or 
generating ideas, wireframing of certain project prospects, the notes play a very 
significant role on the aspect of the matter.

Figure 14. 
Associated utility tools from a remote session interaction.
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Keeping that perspective in mind, the application provides a solution on that 
particular matter through the Blackboard remote session. The user can edit and 
alter in real-time simultaneous sessions and if required can save the process of exe-
cution as a screenshot or photo. Text editing and writing permissions are resourced 
and allocated from the smartphone interphases and brought to utilization when 
using the Blackboard functionality. Consider any important document that requires 
alteration and modification from a remote access assembly from the user end, this 
functionality will provide a solution in that regard. The Remote Desktop Protocol 
(RDP) is integrated within the app which the user can use simultaneously both 
on android devices and the Windows operating systems (OS) and the user would 
have full access to the windows OS from the associated android device. A taskbar 
with basic aspects of control was also provided for hovering and zooming around 
the display considering for detailed fonts or texts. As each display screen size will 
vary from one smartphone to one another based on users. But if required users can 
customize the display according to their desired retrospect for clear selection.

Figure 15. 
Real-time interaction of task manager from a remote session.
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5. Additional features and usage

The described features and functionalities were introduced in the year timeline 
of 2017 and over time were updated within the timeline of 2019–2021. The author 
had designed and developed these features as a prototype factor and with time each 
of those functionalities was updated for better performance and usage. The author 
had published that current research work in 2019 under the IEEE platform [30].

Afterwards, an added feature was introduced and developed by the author 
for the real-time desktop remote session which is currently in effect on the latest 
version of the application. The feature gave a full real-time interaction on both 
devices running at any given working point. Let us simplify the matter with a little 
detail. For example, let us say the user is currently listening to music from the audio 
player in his PC, and at any point in time when that user opens the remote desktop 
session, the concurrent running dynamics will be displayed and processed from the 
smartphone end with the including of audio in real-time. The same aspect will work 
for videos as well.

Figure 16. 
Real-time interaction of desktop PC in a remote session.
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There will be no lag and it will not work like NFC, rather it will work simul-
taneously for any given time for any state of the process. The user can end the 
session at any time as per their choice. And if the user opens the session again it 
will portray the current running dynamics on the PC. Also, the user can control 
the Desktop PC environment from the smartphone touch sensor. The whole ses-
sion will give access to the PC end as well. In simple terms, simultaneous real-time 
interaction on concurrent dynamics from dual devices. Many might be a bit con-
fused on the part of this context. So, the best way to understand from a point of 
view would be that, use the application and things will become crystal clear. This 
feature is still found very rarely on today’s device peripherals which is the reason 
why this feature makes the application very unique as many apps have failed to 
make this functionality available.

Apart from that, virtual remote control for keyboard, PowerPoint representa-
tion, multimedia utility, webpage search with Uniform Resource Locator (URL) 
loader and Operating System (OS) power control like shutdown, restart, lock, 
sleep, hibernate, sign out and many more along with mouse selection protocol for 

Figure 17. 
Touchpad control from the smartphone app.
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both left and right controls (Figure 17). Over the period of years from the user’s 
various requests were made and many design outlets were queried to give a better 
representation for the control segment and access. After doing various testing and 
trials on the matter the final design deployments were equipped to the application 
and was set in motion. It is understandable since in our most daily works the PPT 
gets used numerous times and especially for working people in the industry it has 
major usage activity. Based on that prospect of scope and level of interaction in 
that aspect the provided design feature has been advanced to a certain degree to 
satisfy the needs. In future this will continue to improve based on need and usage 
of interactions.

For PowerPoint presentations, this app brings a new dimension of usage in terms 
of productivity and demonstration of the materials consisting within the slides. 
One needs to use the utility to fully understand the experience of the functional-
ity and its impact from a remote access perspective. Despite all the functionality 
considering for the older generation of computers and devices the usage of QR was 
also integrated (only for older versions). There was a Quick Response code (QR) 
generator providing users with immediate interaction and connection.

Considering the timeline of usage from the release of the application, the 
members continue to grow and new users are on the rise even to this day. From 
the stats of the 2020-year timeline, the app has crossed 5 M+ downloads which 
is a very big milestone to uphold. From the providing of the free version, there is 
also a premium (VIP) version for paid users. The features and the functionality of 
the application were altered and modified based on the user demand and neces-
sity of scope from the future devices. The application will continue to provide 
future updating for every functionality to give its users the apex of optimum 
supremacy. Apart from that, the application was user-friendly and ready for use. 
More new and unique features and functionality would be provided and would be 
updated which would be available to all the users via the webpage and Google Play 
Store [33].

6. Conclusions

To put it in a word, the main major difference that came about was the fact that, 
the users had the scope and opportunity for the operation of the application and if 
required or needed could alter their customized layouts and directly operate from 
that assembly. On the context for remote access to the level of degree the application 
provides is still very rare considering the enormous number of apps available in 
the global level today. Added that, the computing in terms of gaming and render of 
performance has brought a whole new dimension to virtual remote access control. 
Not only for gamers but for any professional or a researcher the app gives a new ret-
rospect to minimize hardware integrity with cost minimization. In today’s modern 
era of computing, a controller for all your device peripherals.
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Improvement of Student Attention 
Monitoring Supported by 
Precision Sensing in Learning 
Management Systems
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Abstract

A Learning Management Systems (LMS) can benefit from the inclusion 
Computer-Mediated-Communications (CMC) software for delivering materials. 
Incorporating CMC tools in virtual classrooms or implementing educational blogs, 
can be very effective in e-learning platforms. In such student-centered interaction 
scenarios, it is important to monitor and manage student attention in a precise way 
to enhance student performance. Sensing with precision through 6G/7G technology 
allows to include electronic and software devices to produce such monitoring. This 
chapter contextualizes and describes an abstraction application scenario of sensing 
and monitoring student attention with high precision in Learning Management 
System with new communication systems. In that context, technology (e.g. sen-
sors), is used to perform automatic attention monitoring, helping to manage 
students in e-Learning. Additionally, the document presents a possible scenario 
which supports intelligent services to the monitoring of student attention during 
e-learning activities in the context of Smart HEI (Higher Education Institutes).

Keywords: attention monitoring, precision sensing, 6G and 7G networks, Learning 
Management Systems, Computer-Mediated-Communications

1. Introduction

The Global Higher Education community is nowadays facing new educational 
challenges due to the Coronavirus pandemic. There is an opportunity for this com-
munity to implement a new strategy at the university level [1]. Migrating from 
traditional or blended learning to a fully virtual and online deliverable strategy is, 
therefore, crucial to ensure quality education. This transition occurs gradually. Linked 
to this issue are several questions related to the lack of “home office” infrastructure; 
skillsets needed for professional design, and online/virtual education options.

Since World Health Organization declared a Coronavirus (COVID-19) pandemic 
in January 2020, new challenges appeared in the Higher Education ecosystem.

Top ten most affected countries, reported on March 2020, were: China, Italy, 
the United States, Spain, Germany, Iran, France, South Korea, Switzerland, and 
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the United Kingdom [2]. That context raised the opportunity in on-line and virtual 
education, to meliorate e-learning, and infrastructures.

The knowledge and skills required can empower workers for future challenges 
of new jobs that are appearing along with technological advances. Nowadays, it is 
important to create solutions, simultaneously at operational, services, and techno-
logical levels at Higher Education Institutions (HEIs) that can help students develop 
those competencies.

To date, in e-learning, there is not sufficient research that investigates intelligent 
technological artifacts designed to enhance student attention through the monitor-
ing process.

Additionally, there is a lack of research in technological integration frameworks 
that propose design strategies for those artifacts that includes sensitive aspects in 
education, such as emotions or attention.

E-Learning allows academic institutions to deliver the learning content electroni-
cally, both in mobile and online environments. This content might commonly be deliv-
ered through Learning Management Systems (LMS). One might say that the tendency 
of LMS is to become complex when compared with the earlier versions. Nowadays, 
LMS deals with complex representations of the relationship between resources, 
teachers, and students, and these systems have become much more customized. These 
LMS platforms can be implemented by a Service-Oriented Architectures (SOA), a 
conceptualization that supports the development of web applications. Specifically, in 
SOA the service provider manages services designed and its implementation. Services 
are published in the registry, and then will be available for service requests, find the 
service specifications and the correspondent service provider.

A branch of approaches to e-learning systems focuses on the ability to sense 
a situation, interface, as well as interact and communicate effectively with the 
environment. These smart-systems can incorporate sensors and actuators, interact-
ing with other systems, and be incorporated into platforms. It is important to notice 
that those technologies might be intelligently and methodologically and introduced 
them into the learning context effectively.

In digital environments, it is important to monitor and manage student emotions 
and attention. In this work, the term “attention” might be seen as an integration of 
different aspects or perspectives of attention, aggregating cleverly these aspects. 
Thus, focused attention sustained attention, selective attention, alternating atten-
tion, and divided attention are considered different types of attention and can 
be monitored depending on the task to be performed. Attention, thus, might be 
managed in the educational virtual settings, which in this study is done with the 
support of NeuroIS, a relatively recent branch of information system which allows 
one to establish a close and fast correspondence between the variables of a problem 
specification and those of the solution space [3]. Behind that correspondence are the 
devices that allow one to monitor student attention which is well framed and delin-
eated in the NeuroIS approach. These devices can be used in more complex systems.

Attention-aware systems manage attention using sensory mechanisms, both 
detecting student focus and making predictions, which allows one to offer custom-
ized learning. Several ways have been used for attention detection in the e-learning 
field, for instance, eye tracking, video, electroencephalogram webcam, electrocar-
diogram. These mechanisms, for instance, webcam or electroencephalogram, can 
have an accuracy rate of up to 90%.

The hereby-presented research work encloses the following research question: 
How to enhance student’s attention in an e-learning environment?

Concerning the proposed research question, aforementioned, the authors 
argue by the hypothesis that if it is possible to sense student’s attention based on 
bio-signals, the e-learning environment can be adapted for each student profile. 
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The definition of an attention-aware system under the paradigm of IoT could be an 
available solution.

2. Learning management system

In technological learning, several buzzwords can be found. Most of them are 
complementary, among them are the terms: e-learning, m-learning, d-learning, and 
b-learning. Conceptually, e-Learning can is according to Hope et al. “the learning sup-
ported by digital electronic tools and media” [4]. Mobile learning (m-learning), is con-
sidered a sub-set of e-learning and refers to the portable electronic devices which aim 
to share content information [5]. Harriman [6] identifies different types of e-learning, 
among them, are online learning, distance learning, blended learning, and m-learning.

According to Pant & Pant [7], E-learning is “the use of computer network tech-
nology through the Internet to deliver the information to individuals”. It is a macro-
concept that includes both mobile and online environments. At that level, e-Learning 
is directly related to the concept of Learning Management Systems (LMS), i.e. a 
web software application used to plan, implement and assess learning processes [8], 
which technologically supports an educational or learning environment.

Traditional versions of LMS described information learning in a simplified way, 
we are unable to describe the complex relationship between resources, teachers, stu-
dents. Recently several more sophisticated LMS architectures have been proposed 
in literature considering both features of creating and distribution of content; and 
features that monitor the level of training or training.

Evale [9] proposed architecture to enhance existing LMS through the integra-
tion of educational data mining and recommendation systems. In the methodol-
ogy used to develop the system, the authors considered two different models: the 
Fayyad knowledge discovery in databases (KDD) process model for data mining; 
and evolutionary prototyping specifically to develop the system. In a study entitled 
“A Personalized Learning Recommendation System Architecture for Learning 
Management”, it is proposed an effective personal learning recommendation system 
to support students via LMS, to enhancing the learning experience. The architec-
ture, based on Moodle LMS, is composed of three main components, specifically: 
‘learning material data source’, ‘seeking student information’, and ‘generation’. 
The recommendation employs a hybrid filtering technique based on educational 
metadata and educationally influenced filtering decisions.

In LMS platforms, the material or content can be adapted and change according 
to the learner’s needs, in a personalized way [10]. It allows increasing learner inter-
est, comprehension, and success [11]. Students’ performance, has also been recently 
evaluated automatically in LMS using a learning analytic tool based on some input 
variables: total login frequency in LMS; time spent in the system; the number of 
downloads; interactions with peers; the number of performed exercises; and the 
number of forum posts [12]. The same study, performed with two courses in Moodle, 
with a total of 171 students, reveals that peer interaction, forum posts, and exercises 
have a significant impact on student’s performance. With increase in popularity of 
social network tools, such as Twitter similar tools have appeared on LMS.

3. Attention-aware systems

During learning, activity maintains sustained attention important to achieve 
successful learning. However, it is a challenge to evaluate when students maintain 
their attention in learning tasks. To maintain student performance in e-learning 
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environments, have been developed attention-aware systems (AAS) with models 
that consider student’s attention states. AAS systems are “capable of adapting to and 
supporting human attentional processes especially in situations of multi-tasking, 
frequent interactions with other users, and highly dynamic environments” [13].

According to D’Mello [14], the attention-aware learning technologies, in which 
one or more types of attention are modeled, are focused on attention. Accordantly, 
they should not be confused with similar systems that monitor different but related 
states (e.g. stress, affect, etc.). The automated attention-aware systems in e-learning 
settings have the advantage of estimate and respond in real-time without interrupt-
ing the learner. Typically, attention-aware intelligent systems can both access the 
current user focus, and make predictions concerning attention shifts. In the atten-
tion management field, the goal is on capturing the user’s attentional focus, which 
can be built to offer personalized instruction dynamically supporting learning.

3.1 Traditional sensory-based mechanisms for attention detection in e-learning

This section is dedicated to the most recent sensory-based mechanisms concern-
ing the attention-aware topic in e-learning. In e-learning have been used different 
sensory-based mechanisms for attention detection. D’Mello [15] refers to emergent 
technologies, in artificial intelligence in education, those related to eye-tracking and 
EEG devices. Eye-tracking is probably the most direct method supported by decades of 
scientific evidence concerning the eye-mind link [16] paradigm. While Brain-Computer 
Interfaces, such as those based on EEG, may complement or replace Eye tracking in the 
future. According to the same author, other indicators, such as physiology or gestures 
are undifferentiated signals that encode other information in addition to attention.

Typically, where someone is looking at is strongly associated with what him/she 
is paying attention to and think about [17]. Eye-tracking is the process of identifying 
where someone is looking with eye tracker equipment. Current research on multime-
dia learning has been used eye-tracking technology to study cognitive processes [18]. It 
allows to measure characteristics of eye movements; usually, there are two main types 
of measurements: fixations and saccades. The former reflects the attention process, 
while the latter reflects the change in the focus of visual attention [19]. Eye-tracking is 
considered one of the most direct and non-invasive ways of study attentional focus.

In a study entitled “Towards Automatic Real-Time Estimation of Observed 
Learner’s Attention using Psychophysiological and Affective Signals: The Touch-
Typing Study Case” [20] an experimental study is presented, in which attention 
is estimated in real-time for the touch-typing task. Results revealed that multiple 
linear regression models were successful to discriminate between low and high 
levels of attention. The proposed model is based on real-time sensory data from eye 
and gaze movement, pupil dilatation, and affective valences of valence and arousal. 
It is important to notice that this method does not take advantage of saccades and 
fixations typical used features of eye-tracking.

Electroencephalogram (EEG), already referred to as a “window on the mind” 
[21] is a physiological measurement used to examine the relationship between men-
tal and bodily processes, in this study related to attention. EEG records the electrical 
activity of the brain in a non-invasive way at the scalp surface, which is a result of 
the summed potential currents across membranes of cells. Electrodes placed at the 
scalp, capture the signal most of the brain regions which are near the surface. Those 
signals are a) the Event-Related Potentials (ERPs) b) event-related changes in EEG 
activity in specific frequency bands.

In a study [22], an AAS was developed to identify low and high attention of 
students based on a genetic algorithm for EEG feature selection, followed by the 
application of the Support Vector Machines (SVM) classifier. Li et al. proposed an 
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EEG-based approach for attention recognition using k-Nearest-Neighbor Classifier 
(KNN) achieving an accuracy of 51.9% and 63.0% for 5-class and 3-class of atten-
tion respectively. Despite these classification rates are not high, the authors suggest 
use EEG along with other techniques such as pressure sensor, camera, eye tracking 
to have a higher accuracy rate. In a study entitled “Classification of EEG-Based 
Attention for Brain-Computer Interface” [23] the authors considered 4 levels of 
attention to be classified into different classes by an Artificial Neural Network 
(ANN) classifier. The accuracy, in that classification, was on average 63.5%.

Liu et al. [24] proposed a system to detect learning attention using a webcam 
composed of three layers: 1) image processing for face and eyes detection; 2) 
eyebrow region detection; 3) classifier. The system, which used SVM for classifica-
tion achieved an accuracy varying between 89–93%. In a study entitled “Attention 
Decrease Detection Based on Video Analysis in E-Learning” [25], it is presented a 
scenario for analyzing individual learning attention level based on the video. It was 
analyzed using the OpenFace tool [26], specifically: head posture estimation, gaze 
focus estimation, eye movement estimation (closure and blink); mouth opening 
and yaw estimation; facial expression recognition. Result achieved an accuracy of 
92%. Liang et al. [27] proposed a new technique to recognize human attention state 
using cardiac pulse from noncontact and automatic and webcam-based measure-
ment. This approach has six different phases: 1) recording images; 2) converting 
images to RGB (red, green, blue) format; 3) Independent Component Analysis 
(ICA); 4) calculating human cardiac pulse signals using Fast Fourier Transform 
Algorithms (FFT); 5) featuring extraction; 6) Classification task with the algo-
rithms: SVM, Naïve Bayes, and Gene expresser programming (GEP) based. Results 
revealed an accuracy of 81.82%ar in attention detection.

Artifice et al. [28], propose a methodology based on Heart Rate Variability that 
allows detection attention. The authors argue by hypothesis, that if we define a 
methodology, the authors can conduct an analysis of attention based on biosignals, 
then the process to determine better concentration conditions for a person can 
be facilitated. HRV, i.e., “the amount of heart rate fluctuations between the mean 
heart rate” [29], have been used to detect ECG data patterns. That variability has 
been studied in different target populations [30, 31]. In the field of attention, it 
has been proven a correlation between ECG and electroencephalogram (EEG) 
devices [32]. The proposed methodology for attention detection is composed of 
the following phases 1) pre-processing, which is dedicate to noise removal, and 
detection of correspondent artifacts; 2) feature extraction, refers to the extraction 
of HRV features, both in frequency and time domain, for further analysis; and 3) 
data analytics, which aims to inspect data to detect useful information that supports 
decision-making. A study [33], proposes an attention estimation system with modi-
fied smart glasses with inner camera for eye movement detection and, and inertial 
measurement for head pose position, and machine learning algorithms. Inertial 
measurement unit allow to acquire three-dimensional orientations, acceleration, 
and angular velocities. Eye tracking uses Hough transform for central point is the 
iris, and regions of interest allows to derive the left and right eye corners. Head 
pose is captured initial data from which are generated. Features, captured from eye 
images and perceived from IMU data are processed separately for further feature 
selection procedure through Sequential Floating Forward Selection (SFFS) and 
computed using Genetic Algorithm (GA) Support Vector Machine (SVM), in which 
GA optimize parameters of SVM. The system achieves an accuracy of 93.1%.

Sensory-based mechanisms for detection of user’s attention in e-learning 
previously mentioned are synthetized concerning goals, techniques, methods, 
and algorithms employed, and achieved accuracy and presented in the next table 
(Table 1).
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Considering the current literature in the field, one can say that learner attention 
in e-learning environments can be estimated based on feature estimation methods 
acquired from devices as those previously mentioned (e.g. EEG and eye-tracker). 
Afterward, those features are used in machine learning models of attention 
enclosed in attention-aware systems.

However, such approaches do not have the appealing characteristics of newer 
generations of wireless network devices. The inclusion of those devices can dis-
rupt traditional design principles, and thus revolutionize the interaction with the 
environment in an educational context.

4. Sensing

Internet of Things (IoT) architectures provide means to interconnect people, 
devices, and to deal with different wireless networks, which regarding its interoper-
ability facilitate the use of smart applications [36]. The progress of mobile wireless 
communication has allowed to improve sensing systems. One might say that those 
sensing systems has been continuously adjusted to concepts of speed, technology, 
frequency, data capacity, framework. A promised field are future generation 6G/7G 
wireless network regarding its advanced characteristics, expectations. The sixth-
generation wireless network enables sensing solutions with “fine range, Doppler and 
angular resolutions, as well as localizations to cm-level degree of accuracy” [37]. 7G is 
identical to 6G regarding global coverage, additionally defining satellite functions for 
mobile communications [38]. On one hand, “new materials, device types, reconfigu-
rable surfaces will allow the network operations to reshape and control the electro-
magnetic response of the environment”. On the other hand, according to the same 
source, machine learning, and artificial intelligence will allow us to address the major 
challenges in communication systems. 6G might simultaneously provide ubiquitous 
communication and provide high accuracy localization and high resolution sensing 
services. Hight frequency bands allow fine resolution in different dimensions (range, 
angle, doppler). It allows both active and passive sensing. The former, active sensors 
emit the sounding waveforms and process echoes concerning the image doppler and 
angle information. While the latter, transmit natural reflection of surfaces and arrays 
of pictures, that represents the image. Sensing applications may exploit a vast wider 
channel with a bandwidth above 100 GHz [39].

Future networks, allows the combination of several materials and technologies 
in order to create smart innovative contexts. Intelligent Reflective Surface (IRS) 
[40] technology encloses an array of units, that occur modifications in the incident 
signal [41]. Those changes may occur in terms of phase, amplitude, frequency, or 
polarization. In a broad sense, IRS configures the wireless environment to facilitate 
transmissions between sender and the receiver [42].

Beam scanning technology, it is possible to generate images of the physical 
spaces, implementing systematic monitoring of the received signals using steering 
algorithms. Thus, we can create conditions for future “wireless reality sensing” in the 
university context [43]. Additionally, might be used miniaturized radars for gesture 
detection, smartphones, monitoring systems with bio-signals. Sensing and location 
might guide communication sharing mapping information between devices [37].

To date there is a scarcity of studies focused on attention, emersed on those 
smart environments. Would be important to add new knowledge, studying atten-
tion in innovative smart environments created with aforementioned technologies. 
Specifically, including precision sensing devices and considering the future wireless 
network generation applied to the study of attention in e-learning. There are prom-
ising devices, that regarding their characteristics might be used to study student 
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attention. Traditional devices identified in Table 1 entitled “Sensory-based mecha-
nisms for detection of user’s attention in e-Learning” function as a basis to identify 
new devices to student attention. Thus, analogous devices might be used in new wire-
less network generation scenarios. For instance: biosensors, webcam, electroencepha-
logram, Augmented Reality / Virtual Reality glasses that have recently been used to 
study attention. Biosensors, highly compact and wearables, have the potential to be 
used to provide continuous real-time physiological information through contactless 
measurements. One of the main advantages of such devices is the permeability to 
adapt to a variety of technological contexts, and its usage within the expansion of 
wireless communication networks. Next it is described one of such scenarios.

5.  Precision sensing attention monitoring of student in e-learning 
(e-PSAM)

Higher Education Institutes (HEIs) can benefit from using a mix of pedagogical 
services, including those provided through IoT platforms, such those presented in 
this chapter.

In that context, it is proposed the “Precision Sensing Attention Monitoring of 
Student in e-learning” (e-PSAM) scenario, which is the students’ real-time sensing 
and monitoring, with emphasis on attention by using technology (sensors, sound, 
cameras). E-PSAM applies to control engineering devices that are used in order to 
optimize these processes.

Precision Sensing Attention Monitoring of Student in e-learning (e-PSAM) is 
the application of Information and Communication Technologies (ICT) in real-time 
to monitoring student attention. Technology, for instance, sensors (e.g. bio-signal 
sensors) might be used to continuously monitor the student attention and their 
behavior during an e-learning task. This allows for helping both students and teachers 
by supervising and managing their activities. Engineering is used to optimize learn-
ing management processes. The focus is on attention monitoring and management. 
The goal of the e-PSAM scenario is to improve students’ attention and performance, 

Figure 1. 
Precision sensing attention monitoring of student in e-learning in the context of smart HEI.
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through monitoring and analysis in the e-learning environment, considering relevant 
parameters that have an impact on learning and health during the pandemic. e-PSAM 
management relates these sensing features to provide solutions to monitor, collect and 
evaluate processes. Figure 1 illustrates the e-PSAM scenario included in the Smart 
HEI (the use of smart technology in Higher Education Institutes). Inside the Smart 
Universities field, which” involves a conceptual modernization of all the educational 
processes” [44]; it is integrated the proposed approach which encloses future 6G and 
7G wireless networks, IoT platforms, and related technologies, as those mentioned in 
previous section. On the top left it is represented the core of the scenario: a student 
performing an e-learning task in an smart and monitoring environment which 
encloses radar and intelligent reflective surfaces. The student might use Augmented 
Reality / Virtual Reality glasses, and another bio-sensors devices that are instruments 
used to monitor student attention while performing e-learning activities.

The smart sensing application that supports attention monitoring, at the 
normal flow, collects and stores variables corresponding to attention measurement. 
The monitoring processes that will have an impact on student performance are 
measured electronically. The IoT platform, which supports the system, should be 
prepared to host the collected data from sensing. Processed information from sens-
ing is sent back to the IoT platform and is made available to all monitoring.

The HEIs are equipped with electronic sensors supported by a new wireless 
communications provider. It is triggered when the e-PSAM monitoring function is 
activated. The HEIs stay in monitoring mode until that function is not deactivated, 
as can be seen in Figure 2.

The aforementioned scenario, seen as integrated in a network of HEIs, might 
be supported by a System-of-Systems (SoS) dedicated to management of HEI data 
(Figure 3). The represented SoS is divided in two main components: one dedicated 
to the creation environments, and another related to the data analytics which is 
focused on the management, monitoring, and analytics functionalities.

The system is able to support different data structures, and organized in differ-
ent schemas, in order to create a knowledge and formalization. Generally speaking, 
the system supports data volume, velocity and heterogeneity. The implementa-
tion would require a cloud platform, envisaging 6G and 7G wireless network and 
technology.

It would be very useful to study end-to-end performance analysis of the system 
through simulation in order to derive metrics.

In a broad perspective, the aforementioned “Precision Sensing Attention 
Monitoring of Student in eLearning” scenario might be seen as a possible technologi-
cal solution to monitor student’ attention on a global 6G and 7G wireless network 
technological environment of HEI Management and Benchmarking trend. Thus, 

Figure 2. 
High-level illustration of IoT data streams and corresponding communication networks.
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contributing to the comparisons of various HEIs processes and performance met-
rics, giving the possibility to the system to learn and support high-level decisions. In 
such a case, at the top level of decision, the HEI managers can control the HEIs com-
paring the results, accepting or not the data analysis results, comparing their results 
with other HEIs. Figure 4 illustrates three possible scenarios: “Precision sensing”, 
use case, after equipping the HEIs and learning environment with electronic sen-
sors (step 1), the manager can monitor the HEIs (step 2), through benchmarking 
with other HEIs (step3).

The solution might benefit different stakeholders in the chain: universities, 
students, centers of excellence, teachers; and IoT Devices manufacturers, com-
munication network suppliers, and IoT platforms providers. HEIs managers profit 
from data analytics management services since they might take decisions based on 
HEIs they are responsible for and benchmarking. IoT platform with acts at the level 
of platform collecting data from the university. Additionally, it is appropriated to 
monitor health conditions of the HEI population through sense which seems to be 
crucial in the pandemic period.

6. Conclusions and future work

Taking what was said into consideration, in the Smart Universities context, 
endowed with high technology, such as next generation wireless networks and 

Figure 3. 
System-of-systems, IoT based data-centric HEI management.

Figure 4. 
HEIs management.
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connected materials, is presented e-PSAM scenario, i.e. “Precision Sensing 
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Chapter 8

Integration of ICT into Education: 
Lessons Learnt at the State 
University of Zanzibar and the 
Midlands State University in 
Zimbabwe
Shephard Pondiwa, Umayra El Nabahany and Margaret Phiri

Abstract

The provision of education using ICT has been adopted by many institutions 
in Africa. The use of ICT is critical in knowledge-based societies such as those in 
Zanzibar and Zimbabwe. This study looks at how the Midlands State University 
(MSU) and State University of Zanzibar (SUZA) have adopted the use of ICT in 
many ways. ICTs do not work for everyone in the same way. It has become inevi-
table, in the current digital era for educators to integrate ICT in their teaching and 
gradually replace traditional teaching methods with modern ones which are ICT 
led. The main objective of this study is to find out challenges and opportunities of 
using ICT in education.

Keywords: ICT, Integration, Midlands State University, State University of Zanzibar, 
Education

1. Introduction

There has been an increase in the use of educational technologies in higher 
education over the last decades [1]. The adoption and use of ICT has transformed 
education in a number of ways over the years. It has changed the way people think, 
work and live [2]. While teachers are sometimes seen as key players in the using ICT 
[3], students have also proved to be relevant and important stakeholders as their 
needs spur teachers and institutional administrators to be innovative. While it may 
be correct to say, “The adoption of educational technology in teaching depends on 
how well a teacher accepts it” [4] we argue that the success of the integration of ICT 
in education also depends on how much exposure and interest the learners have in 
ICT. This study focused on SUZA and MSU. While all other universities in the both 
Zanzibar and Zimbabwe have adopted the use of ICT in one way or the other, these 
two were chosen on the basis that they have the largest number of both lecturers and 
students and the study sought to investigate the impact of the adoption of ICT in 
education. The two institutions are state-funded and such the study examined the 
contribution of the state in ICT integration initiatives. The integration of ICT into 
education involves the use of computer-based communication into daily classroom 



Computer-Mediated Communication

136

activities. It also means technology-based teaching and learning which contributes a 
lot in the pedagogical aspects where ICT application leads to effective learning.

Globalization has provided challenges that require educational institutions to 
embrace technology in learning and teaching. This is important because technology 
has become the knowledge transfer highway in most countries [3]. Conventional 
learning set-ups of the brick and mortar classroom have been overtaken by digital 
environments and the face-to-face mode of tuition delivery is fast being replaced 
by online articulated learning and knowledge delivery methods. Education experts 
argue that bringing ICTs into the learning environment will create opportunities for 
broader education initiatives that will bring pupils into the information era [5].

2. Adoption of the use of ICT at SUZA

The State University of Zanzibar started to integrate the use of ICT in its teach-
ing and learning in the beginning of 2006. It started with the introduction of a 
simple E-learning platform (ZALONGWA) whereby the lecturers shared the lecture 
notes and assessments only. The platform was very limited in terms of students 
and teachers’ interactions for example, students were not able to post, comment 
or delete anything. Things started to change when the Danish International 
Development Agency (DANIDA) supported project of Building Stronger 
Universities (BSU) was initiated in 2011.

The project funded the introduction, modification and implementation of the 
better e-learning platform. Moodle at SUZA from 2012 to 2019. This platform is 
more useful and allows online interaction among its users. A number of activities 
have been taking place at SUZA to ensure that ICT is used effectively in teaching 
and learning. These activities include (1) capacity development (including educa-
tional video production, OER integration and production), (2) mapping of students 
and lecturers’ use of ICT and MOODLE and (3) development of guidelines and 
procedures [1].

Additionally, the university has been very supportive in making sure the infra-
structures are there to support the integration of ICT in teaching and learning. 
Computer labs with access to internet, introduction of a Center for Digital Learning 
which records and airs teaching programmes to help the students across Zanzibar 
and production of a first ever Kiswahili Massive Open Online Course (MOOC) [6].

3. Adoption of the use of ICT at MSU

The use of ICT in learning institutions such as the Midlands State University 
in Zimbabwe must be understood in the context of the Millennium Development 
Goals that were set by the United Nations in the year 2000.These goals highlighted 
on the importance of computer technology in the global development agenda. The 
Zimbabwean government in its quest to achieve the millennium development goals 
developed a national Information and Communication Technologies (ICT) policy in 
the year 2005.

The ICT policy was also influenced by a host of other policies such as the 
Nziramasanga Education Commission Report of the year 1999, the national sci-
ence and technology policy of 2002 and the vision 2020 policy. In particular, the 
Nziramasanga Commission recommended in support of the use and application of 
computers for teaching and learning in educational institutions. The National ICT 
policy that was adopted in 2005 makes significant references to the promotion of 
ICTs in education including their pedagogical use in educational institutions [7].



137

Integration of ICT into Education: Lessons Learnt at the State University of Zanzibar…
DOI: http://dx.doi.org/10.5772/intechopen.98441

The integration of ICTs in the Zimbabwe teacher education curriculum was 
achieved through the CITEP (College information enhancement programme). 
This was a programme that targeted teacher training and polytechnic colleges. This 
programme did not initially involve universities. Universities and other educational 
institutions gradually embraced ICT in one way or another. It must be noted that 
the adoption of ICT at teachers’ colleges in a way paved the way for universities to 
implement the use of ICT because some students came to university when they had 
had some basic knowledge of the use of ICT while in high school or at other col-
leges. Government also supported the Integration through providing funding and 
seeking donations for computer hardware and other related gadgets that are used 
in ICT. The Integration of ICT into teaching at MSU like at any other government 
educational institution is therefore, a development that was supported by both 
government and the university management.

4. Theoretical background

The study is informed by the Technology Acceptance Model (TAM). This is a 
model based on the understanding that technologies need to be accepted by teachers 
or students in the first place before considering training them to use technologies 
for various purposes. In this paper we emphasize that there is a relationship between 
acceptance and adoption. TAM postulates that the behavioral intention (BI) to use 
a technology depends on the potential user’s attitude towards the technology, which 
in turns depends on the perceived usefulness and perceived ease of use [8, 9].

This model is relevant in this study in that the use of ICT at both MSU and SUZA 
was motivated by global developments which necessitated its adoption in the two 
institutions. Technological advancements on the job market as well as the adop-
tion of ICT by other stakeholders that the two institutions deal with also helped to 
change the attitude towards ICT usage by the two institutions.

5. Methodology

The study employed a case study approach to study the integration of ICT in 
education at Midlands State University and the State University of Zanzibar. A 
case study is an empirical inquiry that investigates a contemporary phenomenon 
in depth and with-in its real-life context, especially when the boundaries between 
phenomenon and con-text are not clearly evident [9:18]. The study used a total 
of 100 University workers and 150 students from the two institutions. 60 of the 
workers were from MSU and 40 from SUZA. Of the 150 students, 100 were form 
MSU whilst 50 were from SUZA. The study purposively selected the Directors 
of ICT of the two institutions and the rest of the respondents were randomly 
selected. This comparative analysis of the two institutions helped to make a closer 
look at the differences and similarities in the adoption and use of ICT in the two 
institutions.

6. Data collection instruments

Two questionnaires were developed and used. One was used to collect data from 
lecturers from the two institutions while another was used to collect data from 
students. Interviews were also conducted with randomly selected lecturers and 
students, as well as the Directors of ICT.
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7. Results

Results from the study indicated that there has been the integration of ICT in 
education at both the SUZA and MSU and this has greatly changed the way teaching 
and learning take place at the two institutions. The integration of ICT in education 
has been influenced by the fact that the major stakeholders of the two institutions 
which are government, lecturers and students have embraced the use of ICT this is 
in line with the technology acceptance model where adoption of technology largely 
depends on it been accepted by the users. This section presents results from the 
study and these will be presented separately starting with the findings from the 
Midlands State University.

7.1 MSU

7.1.1 ICT in lectures and learning centers

Since inception in 1999, MSU has made strides in promoting the use of ICT 
in education. There is a compulsory module (course) that is done by all first-year 
students who enroll at the institution. The module is called Introduction to computer 
applications. This is meant to equip all the learners with basic skills of using ICT. 
Most of the students who enroll at the MSU come from high schools which do not 
have ICT infra-structure and as such they need such a module. As a way of encourag-
ing the use of ICT in education, most lecturers have encouraged students to submit 
their assignments online. This has gone a long way in promoting the appreciation 
and use of ICT. By integrating ICT as a learning resource during regular classes, lec-
turers expose students to innovative ways of learning [10]. This was a departure from 
the traditional way of hand written assignments which would be collected physically 
by a class representative and dropped in pigeon holes of lecturers.

The Midlands State University had an ODL programme in which teachers were 
enrolled for Bachelor of Science degree in computer science. The programme was 
sponsored by UNICEF and it aimed to equip teachers with ICT skills.

MSU has 9 faculties and each of these faculties has a dedicated computer lab and 
this enables students to access information on the internet. This means that every 
student at MSU can access information communication technology while they are 
on campus. Apart from the faculty labs, the university has a computer center in the 
city center where every student and members of staff can access without having to 
travel to the main campus.

7.1.2 E-learning services

According to [11] the internet has become one of the vital ways to make avail-
able resources for research and learning for both teachers and students to share 
and acquire information. Since 2005 every student at MSU has had an e-learning 
account. It enables students and lecturers to interact using ICT. Lecturers and 
administrators post teaching materials to their students via the e-learning platform. 
Examination results are also posted on the e-learning platform. This is a change 
from the traditional approach where results were displayed on notice boards.

7.1.3 Social media

One way through which MSU has integrated ICT in education is through the 
use of social media. [12] state that web 2.0 such as social media, collaborative tools 
Wikis and others are among the emerging technologies that are used in higher 
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learning institutions in developed and developing countries. The study found out 
that some lecturers have opened up social media platforms that they use to post 
learning material. Even though there was no official social media policy at MSU 
until January 2021, students, lecturers and University administrators have gone on 
to use social media platforms such as WhatsApp, Twitter and Face book to share 
information and knowledge. Learning and teaching has taken place on social media 
platforms [13].

7.1.4 Infrastructure

To encourage the use of ICT, MSU has introduced a programe called Bring Your 
Own Device (BYOD). This has led to a rapid increase in the use of ICT in education. 
Under this programme students bring their own gadgets such as mobile phones, 
tablets and laptops and they connect to the internet. 46% of the interviewed 
lecturers indicated that when they gave out learning material, they assumed that 
students had gadgets that connected to the internet. However, is not always the case. 
Pondiwa and Phiri [13] argued that not all students have gadgets that are compat-
ible with social media platforms and as such when learning materials are posted on 
social media such students may fail to access such material. The university has also 
invested so much in internet connectivity in all its campuses. There is Wi-Fi con-
nectivity in all the campuses and learning centers. The university has promoted the 
use of interactive white boards instead of the traditional black boards. This has gone 
a long way in enabling a smart and conducive teaching and learning environment.

7.1.5 Library E resources

The university library has e resources and this has assisted students in a num-
ber of ways. They can access the library from anywhere for as long as they are 
connected to the internet. The Midlands State University has various electronic 
resources in the institutional repository. The MSU institutional repository is a plat-
form where students and lecturers post their research material for others to access. 
This has gone a long way to promote knowledge sharing. This is a departure from 
the traditional approach where books and papers could only be physically accessed.

7.1.6 Policy

The use of ICT in education should be regulated by an official policy in order to 
yield good results. The study indicated that there was no explicit policy on the inte-
gration of ICT in education at both SUZA and MSU until the outbreak of Covid19. 
Before that, the choice of what to share on social media is left to the lecturer. On the 
issue of the use of social media as a learning and teaching platform, [13] posit that 
as at 2019 MSU did not have a policy that stipulated how social media could be used 
in education.

7.2 SUZA

7.2.1 Lectures and courses

At SUZA, depending on a degree and a semester the students are in, there are 
a number of compulsory courses that students have to take. Unfortunately, not all 
of these compulsory courses integrate the use of ICTs fully such as the usage of 
the Moodle platform. At SUZA the School of Education has the highest number of 
students. This is because majority of the students specializing in other fields such as 
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Sciences, IT and Arts have to take compulsory educational courses if they want to 
pursue the teaching profession after graduating. Other courses that are compulsory 
and have to be taken by all students regardless of the degrees they are doing are 
Communication Skills and Development Studies. These two courses have integrated 
ICT in teaching and learning.

7.2.2 Infrastructure and the use of e-learning

The State University of Zanzibar has taken major efforts in terms of infrastruc-
ture to ensure that ICT is integrated in education. There is a computer lab with 
internet connection at each campus to ensure that those students who do not have 
personal ICT devices are connected and can use the computers and internet for 
their learning. There is also free Wi-Fi across the university’s 9 campuses to allow 
both the instructors and students to be connected to the internet through their 
mobile devices. The university has also introduced a Center for Digital Learning 
which works directly with the instructors and students in terms of producing 
educational videos for the SUZA TV. The Center for Digital Learning also conducts 
trainings on how to use e-learning and it also modifies and produces OERs and 
Kiswahili MOOCs. Despite all of these infrastructural efforts that have been taken 
by SUZA, there are still challenges that are faced by both instructors and students. 
The main shortcomings include poor internet connectivity. The other shortcomings 
are that sometimes there is no internet connection at all, power cuts, and the num-
ber of computer labs are enough to cater for all the users. Only 41% of the students 
can access these computer labs.

7.2.3 Policy

While there is an ICT policy, not everyone is aware of it. Until the outbreak of 
Coivd19 which made it almost impossible to attend physical lectures during the 
lockdown, SUZA did not have an explicit policy that regulated the use of social 
media in teaching and learning. Only 20% of the instructors indicated to be aware 
of the ICT policy at SUZA. The rest of the respondents have no idea of its exis-
tence. This simply shows that even if the course instructors or the students do not 
integrate ICT in their teaching and learning they will not be asked to explain why. 
On the other hand, the university does not motivate those who integrate ICT into 
education thus integration is at the discretion of the lecturer. Despite the fact that 
majority are unaware of the ICT policy, the results indicate that both instructors 
and students are aware of the benefits that come with the integration of ICT in 
teaching and learning. Instructors (65%) indicated that they integrate ICT into their 
teaching due to the fact that ICT allows them to engage with students directly. 88% 
indicated that they were getting reliable content online through Open Educational 
Resources Students also understand the benefits that come with the integration of 
ICT in their learning. The main reasons given by students include having an “easy 
access to course materials like lecture notes”, “understanding the concepts easily 
through watching videos on YouTube” and “staying updated with notification with 
other students through social media platform like WhatsApp class groups”.

8. Challenges and opportunities

There are numerous opportunities that both MSU and SUZA can utilize to suc-
cessfully implement ICT integration in education at a higher rate. These opportuni-
ties include the presence of the Learning Management System, which is an essential 
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platform in e-learning. Availability of ICT experts in all the campuses at the two 
institutions is another opportunity that could change the rate of ICT integration in 
education. The majority of students at SUZA (71%) and 87% at MSU indicated that 
they were keen in using technologies for learning. The research indicated that there 
are some barriers that hinder the integration of ICT in education at both MSU and 
SUZA include lack of confidence, lack of competence in the use of computers, lack 
of electricity, lack of funding and lack of access to resources. It should be recom-
mended that ICT resources including software and hardware, effective professional 
development, sufficient time, and technical support need to be addressed if inte-
gration is to be effective [3].

9. Discussion

This research revealed that at both MSU and SUZA, the use of ICT in Education 
has been adopted and has yielded a number of results. This has had an impact on 
teaching and learning. Similarly, while studying integration of ICT in education 
in Asia, [4] observed that Asian institutions that have utilized ICT effectively, 
have changed the way lecturers/teachers and administrators approach curriculum 
delivery.

9.1 Infrastructure

Integration of ICT requires a lot of Government and institutional support. 40% 
of Lecturers interviewed at MSU indicated that when they tried to integrate ICT 
own their own, they had faced many challenges. Some of these challenges stemmed 
from the fact that the institution does not have an explicit policy on when and how 
the ICT can be integrated. Most efforts during the first years of integration came 
from lecturers who were keen on the use of ICT. The research indicated that there 
is need for university management to commit themselves through policies and the 
provision of funds to ensure that there is adequate infrastructure and the human 
resources that enable effective integration of ICT into education. The problem 
of electricity was also found to be common at SUZA. This was also confirmed by 
an earlier study by [6]. A very important requirement of ICT is the availability 
of a stable supply of electricity and internet connectivity. The MSU has standby 
generators at all its campuses but these are very expensive to run such that at times 
when there is no electricity from the national supplier, the university has not been 
able to switch on all the generators. This has affected lesson delivery especially in 
cases where a lecturer would have planned to use ICT to deliver the lecture. The 
ICT Director at MSU when asked what Challenges the institution was facing in its 
efforts to integrate ICT in education he commented, “The greatest challenge is that 
of electricity supply When there is a blackout this also affects internet connectivity. 
All our efforts to fully integrate are being hampered by the constant power outages. 
This has forced lecturers to go back to the black board, something we have been 
trying to move away from”.

9.2 Training in ICT

At both MSU and SUZA not all lecturers are formally trained in the use of 
ICT, resulting in students losing out because of the limitation on the part of the 
lecturer. 30% of the lecturers interviewed at MSU and 41% at SUZA indicated 
that they had not received any training on the use of the ICT gadgets such as the 
interactive boards which the university acquired. This, according to the University 
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administration at MSU, had a serious impact on the university’s efforts to have fully 
integrated ICT in all teaching and learning activities by the end of 2023. (MSU 
Strategic Plan 2018–2023) During a Risk Management committee meeting on 17 
October 2019, the chairperson lamented the abuse of the interactive white boards 
by both students and lecturers. He indicated that there had been the use of sharp 
objects on the interactive board and this had affected the sensitivity of the boards 
as they could not properly function due to this abuse. This is indication that while 
there can be infrastructure; lack of training on how to utilize it can also hamper its 
effectiveness.

Despite the availability of ICT labs, not every student has had access to ICT 
based teaching material as most of them do not have gadgets that are compatible 
with the provided ICT infrastructure. Some do not have smart phones. Interviews 
indicated that when a lecturer posts material on social media platforms not every-
one has access. Pondiwa and Phiri [13] argued that when lecturers use social media 
as a teaching and learning platform, there is an assumption is that everyone has 
access to gadgets that are compatible with social media platforms.

10. Benefits of ICT integration into education

This study indicated that new technologies spur spontaneous interest more than 
tradition approaches of learning. Both Lecturers and students from the two institu-
tions indicated that they would prefer the use of ICT in education. 78% of students 
who answered questionnaire questions indicated that they would prefer to have 
lectures and other teaching material delivered using ICT. One learner from the MSU 
Harare campus indicated that instead of lecturers having to travel to campus they 
could just use ICT facilities such as Google class, Skype or the E- learning accounts 
of students to deliver teaching and learning material.

ICT promotes collaborative and cooperative learning. This happens when 
there is interaction and cooperation among teachers and students regardless of 
distance. ICT increases contact among learners and facilitates the level of commu-
nication between these students and their lecturers. The results from this research 
indicated that as numbers of students increase, lecturers find it convenient to 
adopt ICT as it becomes difficult to have personal contacts with the students. 
This is confirmed by Lau-rillard1994 who posits that ICT provides opportunities 
for departments, faculties and college and universities to communicate rela-
tively easily.

ICT promotes creative learning in that it gives students greater chances of 
being independent and this gives them room to be innovative. Students at both 
MSU and SUZA confirmed that the adoption of ICT in learning has given them the 
independence in that if one misses a lecture they can still catch up if the learning 
material is posted on their e-learning accounts or other platforms such as Google 
class, WhatsApp and Facebook. The adoption of e learning provides institutions 
of learning such as SUZA and MSU with flexibility of time and place of delivery or 
receipt of learning information. Traditional teaching methods are relatively more 
expensive than the modern ones. One reason traditional teaching cost more than 
e-learning is because it involves more staff expenses. Faculties that used ICT had 
fewer teaching assistants as compared to those departments who used traditional 
ways of teaching. A departmental chairperson when interviewed commented that 
with the introduction of e-learning, the need for someone to always physically 
attend lecturers was now a thing of the past as it was now possible to post learning 
material on e-learning portals and students would access even without getting to 
the lecture room.
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11. Conclusion

The study indicated that there has been massive integration of ICT in education 
at both MSU and SUZA. The integration of ICT into education, though faced with 
many challenges, has improved teaching and learning in a number of ways. The 
integration of ICT into education is an area that still needs a lot of commitment and 
investment if it is to yield better results. There is also need to continuously improve 
ICT infrastructure as it is ever changing.
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