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Chapter 1

Formulae of Sediment Transport in Steady Flows (Part 1)

Shu-Qing Yang and Ishraq AL-Fadhly

Abstract

This paper makes an attempt to answer why the observed critical shear stress for incipient sediment motion sometimes deviates from the Shields curve largely, and the influence of vertical velocity is analyzed as one of the reasons. The data with \( d_{50} = 0.016 \sim 29.1 \text{ mm} \) from natural streams and laboratory channels were analyzed. These measured data do not always agree with the Shields diagram’s prediction. The reasons responsible for the deviation have been re-examined and it is found that, among many factors, the vertical motion of sediment particles plays a leading role for the invalidity of Shield’s prediction. The positive/negative deviations are associated with the up/downward vertical velocity in decelerating/accelerating flows, and the Shields diagram is valid only when flow is uniform. A new theory for critical shear stress has been developed, a unified critical Shields stress for sediment transport has been established, which is valid to predict the critical shear stress of sediment with/without vertical motion.

Keywords: critical shear stress, non-uniform flows, shields diagram, vertical velocity, decelerating/accelerating flows

1. Introduction

The incipient motion of sediment is one of the most important topics in sediment transport. Generally, two methods are available in the literature to express quantitatively it, the shear stress approach and velocity approach [1]. The latter assumes that if the mean velocity exceeds its critical velocity, then the sediment motion can be observed. The former used by researchers represents the force acting on a particle. Shields [2] is the earliest one who used the shear stress approach, or Shields number \( \tau/\rho_{\text{s}}g d_{50} \) versus the Reynolds number, and he obtained a famous Shields curve to express sediment initiation. Francalanci et al. [3] interpreted the Shields number as the ratio of streamwise/vertical forces using the following form:

\[
\tau_{\text{c}} = \frac{\tau_{\text{c}}}{\rho_{\text{s}} g d_{50}} = \frac{4}{3} \left( \frac{\tau_{\text{c}}}{\rho_{\text{s}} g} \right) \left( \frac{d_{50}}{\frac{4}{3}} \right) \]

where \( \tau_{\text{c}} = \rho u_{\text{e}}^2 \) is the critical shear stress for the median grain size of sediment, \( d_{50} \); \( g \) is the gravitational acceleration; \( u_{\text{e}} \) is critical shear velocity; \( \rho_{\text{s}} \) and \( \rho \) are the sediment and fluid densities, respectively. The shear stress exerted by the fluid
must be higher than the critical shear stress $\tau_c$ to initiate sediment motion at the bed. Based on available experimental data, Shields in 1936 found that the Shields number $\tau_s$ depends on the particle Reynolds number ($R_e$), i.e.,

$$R_e = \frac{u_* d_{50}}{\nu}$$

(2)

where $\nu$ is the kinematic viscosity of the fluid.

The original Shields diagram has been reproduced and modified by many researchers. A comprehensive review has been done by many researchers [4, 5], in which some significant deviations of the observed critical shear stress from the standard Shields curve were observed. This has attracted extensive research by notable investigators, and some factors leading to the data scatter have been identified and discussed.

Some researchers believe that the definition of the incipient motion may cause the invalidity of Shields diagram, as the incipient motion depends more or less on the experimental observers’ subjective judgment. To address this, criteria like “individual initial motion”, “several grains moving” and “weak movement” has been introduced to express the incipient motion [6]. Subsequently, an error band has been included in the modified Shields diagram [7].

Other researchers attribute the large discrepancy to the stochastic nature of turbulence and sediment shape, its orientation, or exposure, protrusion [8–11]. It is natural to expect that when sediment is non-uniform, the critical condition is very difficult to determine, as the larger particles could move relatively easily than the finer one that is sheltered [12].

Over the past eight decades, the incipient motion has been extensively studied again and again [4], because the Shields diagram has been found invalid to predict the critical shear stress of sediment transport in some circumstances. The invalidity is not fully explained, some researchers ascribe it to sediment’s characteristics, the other believe these deviations are caused by the flow conditions i.e., non-uniformity of flow [13].

Iwagaki [14] firstly linked the wide scatter in Shields diagram with flow’s non-uniformity based on his observation: for the same sediment by the same experimenter, the observed critical shear stress in non-uniform flows largely deviates from that in uniform flows. Afzalimhr et al. [13] confirmed Iwagaki’s results, they found experimentally that in decelerating flows, the critical shear stress is considerably below the Shields’ prediction, and their experimental data are in complete disagreement with the Shields diagram. Other experimental researchers [15, 16] obtain similar results as Afzalimhr et al.’s [13] who claimed “… there is no universal value for $\tau_s$ ”. Likewise, Buffington and Montgomery [4] also agreed “less emphasis should be given on choosing a universal $\tau_s$ ”.

Some researchers try to explain the large discrepancy between predicted and measured critical shear stress by considering channel’s characteristics, such as the channel shape and channel slope [16–22]. “the well-known Shields criterion is insufficient for large slope” was observed by Graf and Suszka [23], while Lamb et al. [24] comprehensively re-visitted and examined almost all published datasets, and concluded that the critical shear increases with channel slope, this is totally different from the common sense that predicts increased mobility with increasing channel slope due to the added gravitational force in the downstream direction. But Chiew and Parker’s experiments [17] in very steep channels show that the critical shear stress is decreased, contrary to Lamb et al.’s [24] conclusion.

Therefore, the brief literature review shows that Shields diagram cannot predict the critical shear stress well and there are many different potential causes for the
deviation, among them, it is necessary to clarify how the channel-bed slope and non-uniformity of flow affect the critical shear stress for sediment motion. The primary objectives of the present study are to

1. investigate the mechanism that causes the invalidity of the Shields curve for the incipient motion of sediment transport;

2. examine why the Shields number depends on the water depth's variation or channel slope;

3. establish a universal Shields diagram that is valid for all data available in the literature; and

4. verify the newly established equations using data from the literature.

2. Theoretical considerations of influence of vertical velocity on the critical shear stress

The author has been systematically investigating the role of vertical velocity on the mass and momentum transfer and has obtained a series of important and interesting conclusions [25–27]. It is found that omission of vertical velocity in our existing theorem of sediment transport makes many phenomena unexplainable. For example the presence of vertical velocity in non-uniform flows leads to the deviation of measured Reynolds shear stress from the linear distribution from the free surface to the bottom, consequently the upward velocity causes the positive deviation of velocity from the log-law or the wake-law is needed to express the velocity distribution, and the downward velocity results in the dip-phenomenon, or the maximum velocity is submerged and does not occur at the free surface as the log-law predicts. As the momentum and mass transfers are closely related to each other, it is interesting to investigate how the vertical motion affects sediment transport.

As a continuous effort, this study investigates the influence of upward/downward velocity on sediment incipient motion and the validity of Shields’ diagram. Figure 1 shows how a river flow interchanges with groundwater and the Darcy law
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*Figure 1. The upward and downward vertical velocity generating from seepage face injection seepage.*
tells that vertical velocity is proportional to the hydraulic gradient, i.e., the suctions and injections inside groundwater can be expected in flood/dry seasons alternatively. The upward flow or injection flow may increase the sediment particles’ mobility, or the required critical shear stress is reduced due to the “buoyant effect”, which reduces the net settling velocity, mathematically

\[
\omega' = \omega - V_b
\]

where \( \omega \) = particle’s settling velocity in still water and \( \omega' \) = the net settling velocity subject to the vertical velocity of groundwater, \( V_b \). The submerged weight in Eq. 1 can be represented by a drag force with the falling velocity \( \omega \) in still water \((V_b = 0)\) as:

\[
Cd\pi \frac{d^2 \rho \omega^2}{2} = \pi \left( \frac{d}{2} \right)^3 g(\rho_s - \rho)
\]

where \( d \) is the particle diameter, \( Cd \) is the drag coefficient.

If the upward velocity \( V_b \) of groundwater is so high and \( V_b = \omega \), the net settling velocity of the particle becomes zero, thus the particle is neutrally suspended, i.e., liquefaction state. This is often observed during earthquakes. In such case, saturated soil loses its strength and stiffness, it is natural that the Shields diagram cannot predict the particle’s critical shear stress. Similarly, if the groundwater in Figure 2 is downward, then the net falling velocity \( \omega' \) should be higher than \( \omega \), the threshold critical shear stress should be unpredictable using the existing Shields diagram.

The above discussion clearly demonstrates that velocity \( V_b \) in a sediment layer may cause the invalidity of Shields diagram, which is supported experimentally by many researchers [28] who conducted experiments by observing the critical shear stress subject to injection and suction flows. Lu et al. [29] has reviewed these experimental results comprehensively. The influence of vertical motion on the critical shear stress has been discussed by many researchers, the parameters used to express the vertical motion include (i) the hydraulic gradient of seepage, e.g., Cheng and Chiew [30]; (ii) the pressure variation in flows [3]. But, there is no research available to investigate the role of time-averaged vertical velocity on the incipient motion of sediment transport.

The introduction of apparent sediment density is similar to Francalanci et al.’s treatment [3]. Instead of modifying the sediment density, they modified the water’s density to eliminate the effect of pressure variation over time and space (like pressure induced by waves or bridge piers) on sediment’s critical shear stress. Their results show that higher pressure yields higher “apparent water density”, and lower pressure corresponds to lower “apparent water density”. They found that the

\[
\omega' = \omega - V_b
\]
Shields number shown in Eq. 1 is actually the ratio of friction force in the streamwise direction (i.e., $\tau\pi d^2/2$) to the net force in the vertical direction, i.e., downward gravitational force ($=\rho g\pi d^3/6$) minus the upward buoyant force ($=\rho g\pi d^3/6$), so that the effective density of the particle is reduced from $\rho_s$ to $\rho_s - \rho$. When a particle is experienced in the environment with upward velocity $V_b$, additional upward force will be generated, and the problem is how to determine the additional upward force $F_{vb}$ induced by the upward velocity.

Eq. 4 shows that the denominator of Shields number, i.e., $(\rho_s - \rho)gd$ can be replaced by $3C_{d,\text{lift}}\rho \omega^2/4$, this is why the parameter of settling velocity $\omega$ can be used in the study of sediment incipient motion. Some researchers believe that $\omega$ is a parameter for suspended load and it should not be used to express the sediment initial motion. The first one who uses $\omega$ to discuss the critical velocity is Yang [1], and this treatment significantly simplifies the problem. But this treatment has been blamed by many researchers who believe that the initiation problem does not involve any settling process. Now, Eq. 4 clearly shows that it is logical to express the incipient motion with sediment settling velocity.

For the case shown in Figure 2, if the upward velocity is zero, this is a static problem and the net force balance in vertical direction is expressed in Eq. 4. When the upward velocity is non-zero, this becomes a dynamic problem where the lift force $F_{vb}$ should be included, i.e., submerged weight minus $F_{vb}$ must be balanced by the drag force with settling velocity $\omega'$.

$$C_d\pi \frac{d^2 \rho \omega^2}{4} = \pi \frac{d^3}{6} g(\rho_s - \rho) - F_{vb}$$

(5)

where $F_{vb} = C_{d,\text{lift}}\pi d^2 \rho V_b^2/8$. Let $\rho'_s = \rho_s - F_{vb}/(\pi d^3 g/6)$ and inserting the apparent density of sediment into Eq. 5, then the net force in the vertical direction can be alternatively expressed as:

$$C_d\pi \frac{d^2 \rho \omega^2}{4} = \frac{d^3}{6} g(\rho'_s - \rho)$$

(6)

In this study, apparent sediment density is introduced, and it depends on the vertical velocity of groundwater. Therefore, it is expected to have a relationship between the apparent sediment density and the settling velocity, similar to Einstein’s relativity theory that the length/time depends on velocity if the light’s speed is assumed to be constant. Therefore, the effect of vertical motion caused by pressure variation or seepage on sediment transport is eliminated after the introduction of apparent density. In other words, real lightweight particles motion must be the same as those with reduced settling velocity $\omega'$ in terms of mobility when both have the same settling velocity. Hence, the apparent density can greatly simplify the mathematical treatment for the complex $F_{vb}$ induced by vertical motions. From Eqs. (4) and (5), the relationship between the modified settling velocity and the apparent density can be expressed by:

$$\frac{\rho'_s - \rho}{\rho_s - \rho} = \alpha \left(\frac{\omega - V_b}{\omega}\right)^2$$

(7)

where $\alpha$ is a coefficient ($= C_d/C_0$) and $\alpha = 1$ is assumed in this study to simplify the mathematical treatment. Because the drag coefficient depends on Re, this assumption is approximately correct if the particle size is very coarse or the Re does not change significantly with/without $V_b$. Eq. 7 tells that if $V_b$ is equal to zero, then $\rho'_s$ is the same as the natural sediment; if $V_b$ is positive or upwards then $\rho'_s$ is less than
the density of natural sediment $\rho_s$, and the particles behave like “lightweight sand” or plastic sands; if $V_b = \omega$, then $\rho'$ is same as the density of water or similar to neutrally buoyant milk; if $V_b$ is negative or downward, the higher apparent density of sediment behaves like heavy metals.

The vertical velocity $V_b$ in Figure 2 has the similar effect for the particles’ stability as the buoyancy effect, i.e., the submerged weight of the particles is no longer $\rho_s - \rho$, but $\rho_s - \rho'$, one may give the general expression of Shields number

$$\tau_s' = \frac{\tau_c'}{(\rho_s - \rho)gd_{50}}$$

(8)

Substituting Eq. 7 into Eq. 8, one obtains:

$$\tau_s' = \frac{\tau_c'}{(\rho_s - \rho)gd_{50}} \left( \frac{\omega}{\omega - V_b} \right)^2$$

(9)

or

$$\tau_s' = \frac{\tau_c'}{(\rho_s - \rho)gd_{50}} \left( \frac{1}{1 - Y} \right)^2$$

(10)

where $Y = V_b/\omega$.

Eq. 9 or 10 generally expresses the influence of vertical velocity $V_b$ on the critical shear stress. It is clear that $V_b$ can be induced by seepage in the sediment layer, it can be also inferred that $V_b$ can be estimated by the Darcy Law using the hydraulic conductivity and hydraulic gradient. Obviously, $Y = 1$ means that the particles can be suspended in water, i.e., liquefaction. If $Y > 1$, it means that particles flow in the upward direction with a net velocity of $V_b - \omega$, this may have a devastating impact on dikes in flood defense as it may cause piping failure. In the following section, the analysis shows that the vertical velocity, $V_b$ is ubiquitous in open channel flows, which is induced by non-uniform flows.

3. Influence of non-uniform flow on the critical shields stress

Ideal uniform flow is very rare in natural conditions, flow rate and water depth/channel width keep always changing, i.e., non-uniform, as shown in Figure 3. It is interesting to discuss how accelerating or decelerating flows generate the vertical
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*Figure 3.* Non-uniform flows in open channel and the variation of water depth, in which $u$ and $v$ are mean velocities in $x$ and $y$ direction, respectively.
velocity. To simplify the discussion, it is assumed that the flow rate is constant, i.e., $\frac{dh}{dx} \neq 0$. The 2-D continuity equation is:

$$
\frac{\partial \bar{u}}{\partial x} + \frac{\partial \bar{v}}{\partial y} = 0
$$

(11)

where $\bar{u}$ and $\bar{v}$ are the mean local velocity at any point in $x$ and $y$ directions, respectively. By integrating Eq. 11, one has

$$
\bar{v} = -\int_0^y \frac{\partial \bar{u}}{\partial x} dy
$$

(12)

$\frac{\partial \bar{u}}{\partial x} > 0$ means accelerating, thus Eq. 12 tells that accelerating flows yield a negative or downward vertical velocity; but decelerating flows generates the positive or upward vertical velocity, i.e., $\frac{\partial \bar{u}}{\partial x} < 0$. Hence, the vertical velocity can be generated by in non-uniform flows.

For a channel with a constant width, its discharge per unit width can be expressed by:

$$
Q/b = Uh
$$

(13)

where $Q$ = discharge; $U$ is the depth-averaged velocity, $b$ is the channel width and $h$ is the water depth. If $Q/b$ could be constant in $x$ direction, one has:

$$
\frac{d(Uh)}{dx} = \frac{d}{dx} \int_0^h \bar{u} dy = 0
$$

(14)

The vertical velocity $\bar{v}_h$ at the free surface can be obtained from Eq. 12 using Leibniz’s rule, i.e.

$$
\bar{v}_h = -\int_0^h \frac{\partial \bar{u}}{\partial x} dy = -\frac{d}{dx} \int_0^h \bar{u} dy + \bar{u}_h \frac{dh}{dx}
$$

(15)

where $\bar{u}_h$ is the horizontal velocity at the surface in the $x$ direction. By inserting Eq. 14 into 15, one obtains:

$$
\bar{v}_h = \bar{u}_h \frac{dh}{dx}
$$

(16)

Eq. 16 shows that $dh/dx > 0$, i.e., a decelerating flow generates $\bar{v}_h > 0$, but $dh/dx < 0$ or an accelerating flow yields the negative $\bar{v}_h$. Therefore, the vertical velocity in the main flows can also generate vertical velocity. Its interaction with groundwater can be obtained from $V_b = V_g + V_r$, or the groundwater velocity at the bed is jointly caused by Darcy velocity $V_g$ and the vertical velocity caused by the main flow, $V_r$. Even the velocity on the solid–liquid interface may be very small, its importance for sediment transport should not be underestimated [3], and Eq. 16 shows that the vertical velocity has similar amplitude like the secondary current, i.e., about 1% of mean velocity.

Julien [5] replaced the Reynolds number in Shields’ diagram by dimensionless particle diameter:

$$
d_* = \left( \frac{\rho_s - \rho g d_{50}^3}{\rho \nu^2} \right)^{1/3}
$$

(17)
Similarly, \(d^*\) needs modification by introducing the apparent density with the following form:

\[
d'_s = \left[ \frac{\rho_g - \rho \frac{g d_{50}^3}{\nu^2}}{\rho} \right]^{1/3}
\]  

(18)

Inserting Eq. 7 into Eq. 18, one has

\[
d'_s = \left[ \frac{\rho_s - \rho}{\rho} (1 - Y)^{2/3} \frac{g d_{50}^2}{\nu^2} \right]^{1/3}
\]  

(19)

or

\[
d'_s = (1 - Y)^{2/3}
\]  

(20)

Therefore, the empirical equation of Shields curve by Yalin and Silva [31] can be modified with the following form:

\[
\tau'_s = 0.13d'_s^{-0.392} \exp (-0.015d'_s^2) + 0.045[1 - \exp (-0.068d'_s)]
\]  

(21)

For the fall velocity, many empirical equations are available in the literature. Julien [5] related \(c_d\) in Eq. 4 with the particle diameter \(d^*\) and obtained the following empirical equation:

\[
\frac{\omega d_{50}}{\nu} = 8 \left[ \sqrt{1 + 0.0139d'_s^2} - 1 \right]
\]  

(22)

The incipient motion in uniform flows has been extensively investigated, but no one investigates the influence of vertical velocity on incipient motion, probably because this vertical flow may not large enough to induce discernible seepage, thus it is useful to estimate \(V_b\) using some measured parameters. The depth-average vertical velocity can be determined by,

\[
V = U \frac{dh}{dx}
\]  

(23)

where \(U\), the average streamwise velocity, and both \(U\) and \(dh/dx\) are measurable parameters, thus Eq. 23 is convenient to use.

The vertical velocity is jointly induced by either the groundwater or the surface variation, the joint effect can be assumed as the proportional \(V\) and the nominal seepage velocity \(V_s\), i.e., \(\lambda V + \lambda_s V_s\), or:

\[
V_b = \frac{\lambda V + \lambda_s V_s}{1 - \epsilon_0}
\]  

(24)

where \(\lambda\) and \(\lambda_s\) are the coefficients to relate \(V_b\) with the mean vertical velocity \(V\) and nominal seepage velocity \((V_s)\) defined by Darcy \((V_s = ki, k = \text{hydraulic conductivity}, i = \text{hydraulic gradient}), \epsilon_0 = \text{porosity of granular materials.}\)

Generally in laboratory flumes, the second term of Eq. 24 is negligible (i.e., \(V_s = 0\)), but in natural streams both the river flow and underground water flow can generate the velocity at the river bed, thus two terms co-exist in Eq. 24.
4. Re-analysis of data on the original shields diagram

To verify whether Eq. 21 is applicable to non-uniform flows, 329 data points are comprehensively compiled [13, 17, 23, 29, 32–40]. The hydraulic conditions of the used data are summarized in Table 1, and the experimental conditions are briefly outlined as follows:

Neil conducted his experiments in a flume 0.9 m wide and 5 m long by using sands with different particle sizes and densities [32]. Among the data sets, 11 data points are obviously above the Shields curve. White collected his data from a recirculating flume 6 m long and 0.3 m wide, uniform sediment was used with diameter between (0.016–2.2) mm [33]. The experimental datasets by Everts included 35 runs with size $d_{50}$ from 0.127 to 1.79 mm and specific gravity of 2.65, and 11 runs having $d_{50}$ from 0.09 to 0.18 and specific gravity of 4.7 [34]. Figure 4 shows that almost all his data points are located below the Shields’ prediction. Carling’s data [35] were collected from a narrow natural stream and in a broad stream. Graf and Suszka measured the critical shear stress in a flume 16.8 m long, 0.6 m wide and 0.8 m high, gravel sediment with uniform size was used [23]. Shvidchenko and Pender [36] used a flume to study the effect of relative depth on the incipient motion of coarse uniform sediments. Gaucher et al.’s [40] experiments were conducted in a horizontal, rectangular glass walled flume with dimensions of 6 m long, 0.5 m wide and 0.7 m deep, different types of non-cohesive materials were used ranged from $d_{50} = 0.91$ to 4.36 mm. Cheng and Chiew [30] investigated the influence of upward seepage on the critical conditions of incipient motion, the experiments were conducted in a horizontal flume 7.6 m long, 0.21 m wide and 0.4 m deep, with particle sizes of $d_{50} = 0.63$, 1.02 and 1.95 mm, and the seepage velocity (injection) was measured with a range between (0–0.0138) m/s. They found that the upward seepage reduces significantly the critical shear stress required by Shields curve. Kavcar and Wright [38] conducted experiments in a 7.5 m long, 0.6 m wide flume with both injection and suction seepage using sediment particle of $d_{50} = 0.16$, 0.5 and 1.2 mm and the observed value of seepage velocity, i.e. $V_s$, is range between ($-0.0026$–$0.00223$) m/s. Liu and Chiew [29] examined the critical shear stress for sediment with $d_{50} = 0.9$ mm subject to downward seepage with velocity between ($-0.00314$–$0$) m/s. Their glass-sided flume was 30 m long, 0.7 m wide and 0.6 m deep, they observed that the upward seepage (injection) decreases the critical shear velocity while the downward seepage (suction) increases it.

Nineteen flume experiments from Sarker and Hossain [37] are also included in Figure 4. They investigated the initiation of sediment motion under non-uniform sediment mixtures. Afzalimhr et al. [13] conducted experiments to investigate the effect of non-uniformity of flow on the critical shear stress in a channel (14 m long, 0.6 m width and 0.5 m depth), the sediment size of $d_{50} = 8$ mm was used for their observation. Different from Lamb et al’s [24] prediction, their experimental data reveal that the value of critical shear stress is smaller than Shields’ prediction by at least 50%. Similarly, Emadzadeh et al. [39] conducted experiments in accelerating and decelerating flow conditions, his flume was 14 m long, 0.6 m wide and 0.6 m deep. The sediment size used were $d_{50} = 0.8$ and 1.3, 1.8 mm for a total of 72 data sets. The decelerating/accelerating flows were obtained by adjusting negative and positive bed slope ($\pm 0.7\%$, $\pm 0.9\%$, $\pm 1.25\%$ and $\pm 1.5\%$). It is found that the critical shear stress and Shields parameter for incipient motion in accelerating flow are higher than those predicted by Shields in uniform flow while their values in decelerating flow are considerably lower than that in accelerating flow.

These data mentioned are plotted in Figure 4, where the observed critical shear stress highly deviates from the standard Shields curve. All has been noticed and
<table>
<thead>
<tr>
<th>Researchers</th>
<th>$d_{50}$ (mm)</th>
<th>$S$</th>
<th>$h$ (m)</th>
<th>$U$ (m/s)</th>
<th>$u_*$ (m)</th>
<th>$\tau_c/\tau_v$</th>
<th>$\omega$ (m/s)</th>
<th>No. of data points</th>
<th>remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neil (1967)</td>
<td>5–29.1</td>
<td>0.01</td>
<td>0.03–0.192</td>
<td>0.28–0.35</td>
<td>0.029–0.165</td>
<td>0.685–1.18</td>
<td>0.13–0.62</td>
<td>59</td>
<td>uniform</td>
</tr>
<tr>
<td>Gaucher et al. (2010)</td>
<td>0.91–4.36</td>
<td>0.01</td>
<td>0.125–0.14</td>
<td>0.29–0.56</td>
<td>0.021–0.038</td>
<td>0.405–0.907</td>
<td>0.105–0.245</td>
<td>6</td>
<td>Uniform</td>
</tr>
<tr>
<td>Carling (1983)</td>
<td>62</td>
<td>0</td>
<td>0.213</td>
<td>0.163</td>
<td>0.141</td>
<td>—</td>
<td>0.94</td>
<td>2</td>
<td>uniform</td>
</tr>
<tr>
<td>Shvichenko &amp; Pender (2000)</td>
<td>1.5–12</td>
<td>0.0019–0.0287</td>
<td>0.002–0.65</td>
<td>0.1–1.07</td>
<td>0.026–0.1157</td>
<td>—</td>
<td>0.14–0.41</td>
<td>21</td>
<td>uniform</td>
</tr>
<tr>
<td>White (1970)</td>
<td>0.016–2.2</td>
<td>0.02</td>
<td>0.02–0.07</td>
<td>0.0018–0.232</td>
<td>0.0062–0.045</td>
<td>—</td>
<td>0.00023–0.174</td>
<td>26</td>
<td>Non-uniform</td>
</tr>
<tr>
<td>Sarker &amp; Hussain (2006)</td>
<td>0.64–1.02</td>
<td>0.00026–0.00063</td>
<td>0.089–0.214</td>
<td>0.3–0.59</td>
<td>0.019–0.024</td>
<td>—</td>
<td>0.084–0.1135</td>
<td>19</td>
<td>Non-uniform</td>
</tr>
<tr>
<td>Afzalimhr et al. (2007)</td>
<td>8</td>
<td>0.0075, 0.015</td>
<td>0.13–0.21</td>
<td>0.726–0.86</td>
<td>0.05–0.061</td>
<td>0.362–0.535</td>
<td>0.338</td>
<td>9</td>
<td>Non-uniform</td>
</tr>
<tr>
<td>Graf &amp; Suszka (1987)</td>
<td>12.2, 23.5</td>
<td>0.0075, 0.025</td>
<td>0.102–0.2</td>
<td>0.23–1.6</td>
<td>0.087–0.155</td>
<td>—</td>
<td>0.41–0.58</td>
<td>9</td>
<td>Non-uniform</td>
</tr>
<tr>
<td>Emadzadeh et al. (2010)</td>
<td>0.8, 1.3, 1.8</td>
<td>±0.7, ±0.9, ±1.25, ±1.5</td>
<td>0.146–0.25</td>
<td>0.15–0.44</td>
<td>0.007–0.021</td>
<td>0.078–2.9</td>
<td>0.097–0.156</td>
<td>72</td>
<td>Non-uniform</td>
</tr>
<tr>
<td>Everts (1973)</td>
<td>0.09–1.79</td>
<td>0.005</td>
<td>0.0094–0.09</td>
<td>0.1312–0.38</td>
<td>0.018–0.043</td>
<td>0.39–1.79</td>
<td>0.007–0.156</td>
<td>35</td>
<td>Non-uniform</td>
</tr>
<tr>
<td>Liu &amp; Chiew (2012)</td>
<td>0.9</td>
<td>0.01</td>
<td>0.12–0.14</td>
<td>0.28–0.35</td>
<td>0.0215</td>
<td>0.98–1.71</td>
<td>0.105</td>
<td>5</td>
<td>seepage</td>
</tr>
<tr>
<td>Cheng &amp; Chiew (1999)</td>
<td>0.63–1.95</td>
<td>0.01</td>
<td>0.027–0.076</td>
<td>0.09–0.399</td>
<td>0.017–0.032</td>
<td>0.02–1.048</td>
<td>0.08–0.163</td>
<td>50</td>
<td>Seepage</td>
</tr>
<tr>
<td>Kavcar &amp; Wright (2009)</td>
<td>0.16, 0.5, 1.2</td>
<td>0.01</td>
<td>0.23–0.29</td>
<td>0.23–0.412</td>
<td>0.013–0.022</td>
<td>0.67–1.84</td>
<td>0.019–0.124</td>
<td>16</td>
<td>seepage</td>
</tr>
</tbody>
</table>

Table 1.
Summary of experimental conditions by previous researchers.
commented by many researchers [4, 24]. The consensus is that this discrepancy cannot be simply attributed to measurement errors or methodological bias. In Figure 4, the three lines are the Eq. 21 \((Y = 0)\) ±100% error band.

5. Dependence of critical shields stress on channel slope

Many researchers have noticed that high channel’s slope can cause the deviation of data from the Shields curve. For example Chiew and Parker [17] proposed that

\[
\frac{\tau^*}{\tau_s} = \cos \varphi \left(1 - \frac{\tan \varphi}{\cos \theta}\right)
\]

Figure 4.
*Measured critical shear stress versus \(d^*\) and its comparison with shields curve or Eq. 21 at \(Y = 0\) (i.e., uniform flow) and 100% error band.*

Figure 5.
*Dependence of critical shear stress on the channel slope.*
where \( \phi \) = angle of streamwise bed slope, \( \theta \) = angle of repose. Eq. 25 shows that the Shields number decreases with the increase of channel slope.

However, the formula given by Lamb et al. (2008) shows that the steep channel has a higher Shields number with the following form:

\[
\tau'_{0} = \exp \left[ 0.0249X^{4} + 0.107X^{3} + 0.199X^{2} + 0.476X - 3.57 \right]
\] (26)

where \( X = 0.407 \ln (142S) \), and the slope \( S \) is in the regime \( 10^{-4} < S < 0.5 \).

Figure 5 demonstrates the comparison of the measured data from Table 1 and Eqs. 25 and 26. Obviously these equations do not agree the data points well. The measured \( \tau'_{0} \) could be largely different even the same type of sediment and channel slope are used. Therefore, the invalidity of Shields prediction cannot be simply explained by the dependence of channel slope, and there are some physics inside for the discrepancy.

6. Seepage on critical shields stress

Figure 5 demonstrates that for the same particle size in the same channel slope, the data points behave largely different, which cannot be explained by any existing theory. Beyond other factors, Eq. 24 shows that the scatter could be induced by either groundwater or the main flow’s non-uniformity, or both of them. The effect of seepage on the critical shear stress is discussed first, the experimental data [29, 30, 38] are showed in Figure 6.

The modified Shields number in Eq. 8 (i.e., that with seepage) will be the same as that obtained from the Shields curve if one uses both the apparent sediment density and the apparent critical shear stress (that with seepage), i.e.

\[
\tau'_{*} = \left( \frac{\tau'_{c}}{(\rho'_{i} - \rho)gd_{50}} \right) = \frac{\tau_{c}}{(\rho_{i} - \rho)gd_{50}}
\]

(27)

Using Eq. 7, one obtained the ratio of critical shear stresses with/without \( V_{b} \) in the following form:

![Figure 6. Comparison of measured and predicted critical shear stress subject to seepage.](image)
\[
\frac{\dot{\tau}_c}{\tau_c} = (1 - Y)^2
\]  
(28)

Figure 6 shows the critical shear stress predicted by Eq. 28 and the empirical factor \( \lambda \) is found to be 8.5, the experimenters determined the critical shear stress without seepage using the Shields curve. The good agreement between the measured and predicted critical shear stress indicates that the introduction of apparent sediment density is acceptable.

Similarly, local scour by large vortices (e.g., scour holes around bridge piers) is not caused by higher velocity or higher boundary shear stress, but the upward velocity \( Y \). The mechanism is similar to the helicopter whose rotor blades generate the upward velocity by “vortices”\(^\text{a}\). Consequently, low water pressure induces the seepage or upward velocity, large particles like stones/helicopter can be lift. One can easily infer the relationship between the upward velocity and “vortices” in front of an electricity fan. Likewise, by observing how tornadoes damages large particles like cars, houses on surface, one can easily concluded that the upward velocity or lift force is the cause, by no means the shear force.

7. Effect of non-uniformity of flow on the critical shear stress

Figure 4 shows that the Shields’ curve could be totally invalid sometimes, these noticeable deviations imply that the non-uniformity of flow could affect the predictability of Shields curve, for example, Afzalimhr et al.’s [13] data points locate below the curve when the flow was decelerating, Emadzadeh et al.’s data points [39] were far from the Shields’ prediction, and his data points were obtained from both decelerating and accelerating flows. Hence, the large deviations from Shields curve shown in Figure 4 can be used to verify Eq. 24, i.e., the vertical velocity induced by flow’s non-uniformity is responsible for the invalidity of Shields curve.

To confirm whether the invalidity of Shields curve is caused by the non-uniformity of flow, the data without seepage in Table 1 are used, and the water depth variation \( \frac{dh}{dx} \) is calculated using the following formula:

\[
\frac{dh}{dx} = \frac{S - S_f}{1 - U^2/gh}
\]  
(29)

where \( \frac{dh}{dx} \) is the water depth’s variation, \( S \) and \( S_f \) are the bed and energy slopes, respectively. Manning coefficient \( (n) \) can be assessed using the Strickler’s formula:

\[
n = \frac{d_{50}^{1/6}}{21.1}
\]  
(30)

The energy slope \( S_f \) in Eq. 29 can be determined from the Manning equation using the hydraulic radius \( R \), i.e.,

\[
S_f = \frac{n^2U^2}{R^{4/3}}
\]  
(31)

In Table 1, the calculated \( \frac{dh}{dx} \) could be either negative or positive and the data points in Figure 4 are included and replotted in Figure 7, where the data point is represented by the sign “+” if the obtained \( \frac{dh}{dx} \) is positive, otherwise the data point is marked by “-” for all negative \( \frac{dh}{dx} \) cases. Figure 7 clearly shows that nearly all
data points above the Shields curve have “-” signs, indicating the flows were accelerating, whilst almost all data points below the Shields curve have the sign of “+”, or decelerating. Therefore, the non-uniformity of flow can play an important role for the deviation of measured critical shear stress from the Shields curve. Figure 7 reveals that the presence of vertical velocity is one of the main causes responsible for the deviation of observed critical shear stress from the Shields curves for these data, the accelerating flow enhances particles’ stability, and decelerating flow enables sediment’s mobility. In Figure 7, the calculated positive $\frac{dh}{dx}$ ranges from 0.000237 to 0.0526 and $\frac{-0.024}{0.00073}$. It remains necessary to investigate whether the higher $\frac{dh}{dx}$ has the higher deviation, and its analysis is shown below.

8. Modification of shields diagram

To examine whether data points without seepage shown in Figure 4 can be expressed by Eq. 21, we can analyze the datasets without artificial seepage or with negligible groundwater effects, only those data are analyzed in which $V_b$ is caused by the non-uniformity of flow in the main flow. Therefore, Eqs. 23 and 24 can be simplified as follows:

$$Y = \frac{V_b}{\omega} = \frac{\lambda U}{(1 - \varepsilon_0)\omega} \frac{dh}{dx}$$  \hspace{1cm} (32)

Experiments [13, 34, 39, 40] are analyzed first. They reported that their measured critical shear stress is lower than Shields’ prediction. Besides, the datasets [32, 39] are examined; they claimed that higher values of critical shear stress were observed.

In these studies, the experimental data sets from non-uniform flows are plotted in Figure 8 where the empirical factor $\lambda$ is found to be 8.5 for both decelerating and accelerating flows. The comparison of the predicted and measured critical shear stress in Figure 8 shows that the agreement is reasonably good. Better agreement can be obtained if $\lambda$ is calibrated as a function of sediment gradation and shapes, turbulence. Here, the assumption is that sediment particle size is uniform and can be represented by $d_{50}$.
Figure 9 shows the comparison of measured and the predicted critical shear stress for the datasets [23, 33, 35–37]. Obviously, the observed critical shear stress largely deviates from the solid line, i.e., Shields curve ($Y = V_s/\omega = 0$), all data points can be covered by Eq. 9 or 10 when the parameter $Y$ is used. In other words, Figure 9 suggests that the scatter might be explained by variation of $Y$.

9. Discussion on slope’s influence

As mentioned, some researchers have found the dependence of the critical shear stress on the channel slope, but it is still an open question about the validity of
Shields curve, especially when the bed slope is large, thus it is worthwhile to discuss this dependence. This study reveals that the deviation from the Shields curve could be caused by the vertical velocity, the Shields curve is approximately valid only when the flow is uniform, when the vertical velocity is almost zero. As the true uniform is very rare in laboratory or nature, thus it is understandable why Shields curve is invalid to express most of observed critical shear stress. Hence, one needs to answer whether the dependence of \( \tau^* \) on the channel slope is also caused by the flow’s acceleration.

Eqs. 23 and 24 show that in almost all cases, there always exists the vertical velocity caused groundwater and flow’s non-uniformity. Therefore, the widely observed dependence by Lamb et al. [24] may be also caused by the parameter \( Y \neq 0 \). Obviously, they assumed that the data used in their analysis were collected from uniform flows, thus these data can be used to compare the data with the Shields curve, and conclusion of the slope-dependence can be drawn. It is useful to examine this assumption by checking whether Lamb et al’s data [24] are observed from uniform flows. Their data are listed in Table 2, in which only the laboratory data are included as their field data were certainly collected from non-uniform conditions. The last column of Table 2 shows the length of flumes, and from it one can see that almost half of the flumes were less than 10 m. Kirkgöz and Ardiçlioğlu [41] measured the minimum length to form a uniform flow in a flume and found that a channel should be longer than 10 m as there is a transition zone from non-uniform flow to uniform flow. Even for those data from flumes longer than 10 m, the flow still could be non-uniform also when the parameter \( dh/dx \) is calculated using Eq. 6. Paola and Mohrig [42] suggest that uniform flow can only be assumed when the channel length is longer than h/S, if the water depth is 0.1 m, and slope is 1%, this means that the channel length should be longer than 100 m. Therefore, one can conclude that it is likely that the data were generated in non-uniform conditions.

<table>
<thead>
<tr>
<th>Researchers</th>
<th>( d_{50} ) (mm)</th>
<th>( \tau^* )</th>
<th>( R^* )</th>
<th>Flume length (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neil (1967)</td>
<td>6.2, 8.5, 10.6, 20, 23.8, 29.1, 5, 16, 6.4</td>
<td>0.04–0.06</td>
<td>184.3–4800</td>
<td>5</td>
</tr>
<tr>
<td>Paintal (1971)</td>
<td>7.95, 2.5</td>
<td>0.05, 0.05</td>
<td>638, 112</td>
<td>15</td>
</tr>
<tr>
<td>Everts (1973)</td>
<td>3.57, 1.79, 0.895, 0.508, 0.395, 0.254, 0.127, 0.18, 0.09</td>
<td>0.018–0.07</td>
<td>1.3–162</td>
<td>16.8</td>
</tr>
<tr>
<td>Ashida &amp; Bayazit (1973)</td>
<td>22.5, 12, 6.4</td>
<td>0.0386–0.1178</td>
<td>12–127</td>
<td>20</td>
</tr>
<tr>
<td>Fernandez Luque &amp; Van Beek (1976)</td>
<td>0.9, 1.5, 1.8, 3.3</td>
<td>0.021–0.047</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Ikeda (1982)</td>
<td>0.42</td>
<td>0.02</td>
<td>8.7</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>1.3</td>
<td>0.047</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>Graf &amp; Suszka (1987)</td>
<td>12.2, 23.5</td>
<td>0.05–0.07</td>
<td>800–5000</td>
<td>16.8</td>
</tr>
<tr>
<td>Wilcock (1987)</td>
<td>1.83</td>
<td>0.03</td>
<td>61</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>1.83</td>
<td>0.036</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.67</td>
<td>0.023</td>
<td>332</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.28</td>
<td>0.037</td>
<td>115</td>
<td></td>
</tr>
<tr>
<td>Wilcock &amp; Mcardell (1993)</td>
<td>5.3</td>
<td>0.02</td>
<td>219</td>
<td>7.9</td>
</tr>
<tr>
<td>Shvidchenko &amp; Pender (2000)</td>
<td>1.5, 2.4, 3.4, 4.5, 5.65, 7.15, 9, 12</td>
<td>0.025–0.065</td>
<td>40–2000</td>
<td>6.5</td>
</tr>
</tbody>
</table>

Table 2. Previously reported data selected from Lamb et al. (2008).
this may lead to the different interpretation of the dependence of critical shear stress on the channel slope. Figure 3 shows the accelerating flows in steep channels, thus it is likely that the downward velocity increases particles' stability.

Chiew and Parker’s data [17] is used as an example, their observation is opposite to Lamb et al’s prediction [24], they also found the dependence of critical shear stress on the channel slope based on their own data. In their experiments, the channel slope was specially adjusted from -10° to 31°, their channel lengths used were 4 m and 2 m only. Obviously, their experiments were conducted in the non-uniform flow conditions as the 2 ~ 3 m length is too short to form a uniform flow. In other words, both conclusions drawn by Lamb et al. and Chiew and Parker [17, 24] are not very convincing as they did not check the parameter of \( dh/dx \), and the data they used may be generated from non-uniform conditions.

10. Conclusions

This paper investigates why the observed critical shear stress widely deviates from the Shields curve, its discrepancy or validity could be caused by many factors like sediment shapes, gradation, measurement errors, turbulence and channel-bed slopes. However, this study reveals that the vertical motion also plays an important role, and the vertical velocity could be induced by non-uniformity of flow and seepage turbulence alike. After re-examining 329 data points from the literature, the following conclusions can be drawn:

1. The upward velocity increases sediment mobility and downward velocity increases sediment stability. The mobility or stability can be equivalently expressed by its apparent sediment density which is able to eliminate the effect of vertical velocity as shown in Eq. 7. This shifts a dynamic problem into a simplified static problem.

2. There exists vertical velocity on the channel bed and this vertical velocity could be induced by seepage or non-uniformity of flow, similar to the secondary currents, the small vertical velocity’s influence on sediment incipient should not be underestimated. The joint effect is expressed by Eq. 24. For non-uniform flow, the sediment tends to move in decelerating flows, but it becomes more difficult to move in accelerating flows.

3. The Shields curve is valid only when the flow is nearly uniform, but a general Shields curve can be obtained by introducing the apparent sediment density, thus the modified Shields curve could be extended to express complex flows, this modified relationship for critical shear stress has been established.

4. A new parameter \( Y \) can be used to express the influence of non-uniformity of flow or seepage, this parameter should be included in the models of sediment transport. According to available experimental data in the incipient motion in non-uniform flows or in the seepage cases, good agreements between the measured and predicted values can be achieved if \( Y \) is included in the existing model, but more research is needed to determine the coefficients \( \lambda \) and \( \lambda' \) in Eq. 24, they could be a function of sediment gradation and shapes, and turbulence.

All in all, high horizontal motion can make a plane (a big particle) to fly, high vertical velocity can also make the same particle called helicopter to fly.
Two mechanisms are totally different. It is wrong to ascribe all sediment transport phenomena to the horizontal motion only, without considering the vertical motion.

**Notations**

\( b = \) channel width
\( C_d = \) drag coefficient;
\( d_{50} = \) median size of sediment particles;
\( F_{vb} = \) force induced by the vertical velocity;
\( g = \) gravitational acceleration;
\( h = \) water depth;
\( i = \) hydraulic gradient;
\( k = \) hydraulic conductivity;
\( n = \) Manning coefficient;
\( Q = \) discharge;
\( R_e = \) Reynolds number;
\( S_f = \) energy slope.
\( U = \) mean velocity;
\( u_\tau = \) shear velocity;
\( \bar{u} \) and \( \bar{v} \) = time-averaged velocity in the streamwise and vertical directions;
\( \bar{u}_h, \bar{v}_h = \) horizontal and vertical velocities at the surface;
\( V = \) vertical velocity;
\( V_b = \) vertical velocity at the bed;
\( V_s = \) nominal seepage velocity at the bed;
\( X = 0.407 \ln(142S) \);
\( y = \) distance normal to the wall;
\( \gamma = V_b / \omega \)
\( \varepsilon_0 = \) porosity of granular materials
\( \theta = \) angle of repose.
\( \lambda \) and \( \lambda_c = \) coefficients;
\( \nu = \) kinematic viscosity;
\( \rho = \) fluid density;
\( \rho_s = \) sediment density;
\( \rho_s' = \) apparent density of sediment;
\( \tau = \) boundary shear stress;
\( \tau_c = \) critical boundary shear stress;
\( \tau_* = \) Shields number;
\( \tau_*' = \) modified Shields number subject to vertical velocity;
\( \phi = \) angle of streamwise bed slope,
\( \omega = \) particle fall velocity;
\( \omega' = \) net falling velocity subject to vertical velocity.
References


Chapter 2

Formulae of Sediment Transport in Unsteady Flows (Part 2)

Shu-Qing Yang

Abstract

Sediment transport (ST) in unsteady flows is a complex phenomenon that the existing formulae are often invalid to predict. Almost all existing ST formulae assume that sediment transport can be fully determined by parameters in streamwise direction without parameters in vertical direction. Different from this assumption, this paper highlights the importance of vertical motion and the vertical velocity is suggested to represent the vertical motion. A connection between unsteadiness and vertical velocity is established. New formulae in unsteady flows have been developed from inception of sediment motion, sediment discharge to suspension. It is found that upward vertical velocity plays an important role for sediment transport, its temporal and spatial alternations are responsible for the phase lag phenomenon and bedform formation. Reasonable agreement between the measured and the proposed conceptual model was achieved.

Keywords: unsteady flow, shields number, rouse number, sediment transport, vertical velocity

1. Introduction

Sediment transport is the movement of solid particles driven by fluid like water or wind in rivers, lakes, reservoirs, coastal waters. Generally, in the real world the flow is unsteady like flood waves, tidal waves and wind waves, because steady and uniform flows are very rare in reality. Even so, it is understandable that sediment transport is first observed under well controlled conditions in laboratory, and then the data are collected to calibrate the models. These formulae are further examined using field data by assuming the laboratory flow conditions (generally steady and uniform flows) can be extended to rivers and coastal waters (generally unsteady and non-uniform).

In the literature, many formulae use the boundary shear stress \( \tau = \rho ghS \) to express sediment discharge, like Einstein [1], Meyer-Peter and Muller [2], Yalin [3], Engelund and Hansen [4] and Ackers and White [5]. For example, the Meyer-Peter and Muller equation for the bed load and Engelund-Hansen formula for the total load have the following forms:

\[
\frac{g_b}{\sqrt{(\rho_s/\rho - 1)gd_{50}}} = 8.0 \left( \frac{\tau}{(\rho_s - \rho)gd_{50}} - 0.047 \right)^{1.5}
\]

\[
\frac{g_t}{\sqrt{(\rho_s/\rho - 1)gd_{50}}} = 0.1 \left( \frac{\tau}{(\rho_s - \rho)gd_{50}} \right)^{0.52}
\]
where \( g_b \) and \( g_t \) = bed-load and total load of sediment discharge per unit width, \( g \) = gravitational acceleration, \( d_{50} \) = median sediment size, \( \rho \) = sediment density, and \( \rho_s \) = water density, \( h \) = water depth, \( S \) = energy slope, \( \gamma_f \) = friction factor which is constant in fully rough regime. The subscribes \( b \) and \( t \) denote the bed load and the total load. Eqs. (1) and (2) demonstrate that if \( d_{50}, \rho \), are constant, sediment discharge only depends on \( \tau \).

Alternatively, the mean velocity \( U \) was selected to represent the hydraulic parameter for sediment discharge or concentration like the Velikanov’s [6] parameter, \( U^3/(gh\omega) \). The WIHEE’s [7] equation which has been widely used in China has the following form:

\[
C = k_1 \left( \frac{U^3}{gh\omega} \right)^m
\]

where \( C \) = sediment concentration, \( k_1 \) and \( m \) are empirical coefficient, \( \omega \) = sediment settling velocity.

Besides the parameters \( U \) and \( \tau \) alone, attempts have been made to correlate the sediment transport with the product of \( U \) and \( \tau \). Probably Bagnold [8] was the first one to do so, and it is known as the stream power (\( = \tau U \)). Likewise, the product of \( U \) and \( S \), or the unit stream power \( US/\omega \) was used by Yang [9]. van Rijn [10] selected \( u' \), the shear velocity related grains, in his equations, i.e., \( T \), and \( d^* \), they are

\[
T = \frac{u^2 - u^2_{*c}}{u^2_{*c}}
\]

\[
d^* = d\left[ \frac{(\rho_1/\rho - 1)g}{\nu^2} \right]^{1/3}
\]

where

\[
u' = \frac{U}{2.5\ln \frac{11h}{2d_{50}}}
\]

where the critical shear stress \( \tau_c = \rho u'^2 \), \( \nu \) = kinematic viscosity.

Yang and Tan [11] found that the shear velocity \( u' \) is responsible for transporting the sediment particles, Yang [12] defined the energy dissipation on sediment transport as \( E = \tau u' \), and obtained the formula of sediment transport:

\[
\overrightarrow{g_t} = \left( \frac{\rho}{\rho_s - \rho} \right) k u' \left( \frac{E - E_c}{\omega} \right)
\]

where the arrows represent the direction, i.e., sediment is transported in the same direction as the near bed flow if the flow directions of upper and lower layers are different, \( E_c \) (\( = \rho u'^3 \)), \( k \) is a constant (\( = 12.2 \)) and insensitive to other hydraulic parameters like Froude number, Reynolds number, relative roughness and Rouse number [13].

Obviously, all the hypotheses in all equations listed above is that the higher the streamwise parameters are (e.g., \( U, u', \tau, E \) or \( US \) etc.), the more particles are transported [14]. However, this prediction is invalid in unsteady conditions [15, 16]. Tabarestani and Zarrati [17] reviewed the performance of existing formulae and concluded that in general, the sediment discharge under unsteady flow conditions cannot be predicted by these equations, because the streamwise parameters in the rising limb is much larger than that in the falling limb, but the measured sediment load yield during hydrograph rising limb is smaller than that in the falling
limb. The highest \( g \) or \( C \) comes after the peak flowrate or velocity \( U \), and the lag phenomenon has been widely observed and reported. The shear stress based theory has also been questioned by Nelson et al. [16] who observed from their experiment that the sediment flux increases even though the bed shear stress decreases.

Sleath [18] argued that when the “pressure gradient” is not small compared with the shear stress exerted by the flow, these equations need to be modified and a new \( S_1 \) number should be considered for wave conditions, its definition is:

\[
S_1 = \frac{\rho U \sigma}{(\rho_s - \rho)g} \tag{8}
\]

where \( \sigma \) is the angular frequency of waves.

Alternatively Francalanci et al. [19] suggest using the pressure \( P \) to express the unsteadiness, but Liu and Chiew [14] and Cheng and Chiew [20] use the hydraulic gradient \( i \) in the sediment layer. The challenge also comes from the bursting phenomenon even in steady and uniform flows. It is found that the similar lag phenomenon exists in a bursting cycle [21, 22]. Cellino and Lemmin’s [23] experiments demonstrate that the upward flow (or ejection) appears responsible for the threshold of particle movement, the entrainment and transport of bedload and lifting of sediment into suspension. This cannot be explained by the parameters of pressure \( P \) or hydraulic gradient \( i \) or seepage velocity.

It seems that there is a knowledge gap between the unsteady flows and sediment transport, a new parameter is needed to be developed to express the unsteadiness, thus the above phenomena can be explained. In this study, the induced vertical velocity \( V \) is selected to express the effect of unsteadiness on the sediment, an attempt is made to justify its suitability for sediment transport as well as the phenomena of phase-lag and bedform formation. The research objectives include:

1. to compare \( V \) with other parameters to express the force induced by unsteady flows;

2. to establish a simple connection between \( V_b \) in the sediment layer and \( V \) in the main flow;

3. to develop formulae to express critical shear stress, sediment discharge and Rouse number in unsteady flows;

4. to explain the mechanism of phase lags and bedform formation.

The chapter discusses the existence of vertical velocity in unsteady flows first, then the influence of vertical velocity on critical shear stress of sediment is analyzed, followed by its influence on sediment discharge and suspension concentration. Finally a comprehensive discussion is provided.

### 2. Theoretical consideration

Sediment transport is a joint result of streamwise and vertical motions of fluid. This joint effect can be seen from the definition of Shields number that is the ratio of forces in streamwise and vertical directions as noted by Francalanci et al. [19]:

\[
\tau_v = \frac{\tau}{(\rho_s - \rho)gd} \tag{9}
\]
where $\tau^* = \text{Shields number.}$ The numerator denotes the streamwise friction force and the denominator represents the vertical force, i.e., the net buoyant force of particle. Sediment starts to move at $\tau^* \geq \tau^*_{c}$, the critical Shields number.

A simple wave model is shown in Figure 1a where a surface wave induces a vertical motion for the particles on the permeable bed. The surface wave is propagating in the research domain where the current velocity is $U$, the streamwise parameters like the point velocity, shear stress, pressure $P$ and hydraulic gradient $i$ in the soil are also modified. In this study, the induced vertical motion has been expressed by velocity at the interface is $V_b$. The relationship between the wave and its induced vertical velocity is shown in Figure 1b.

In Figure 1, the continuity equation of unsteady flows must be satisfied, i.e.,

$$\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0 \quad (10)$$

where $u$ and $v$ are the streamwise and vertical time-averaged velocities in $x$ and $y$ directions. The vertical velocity can be determined from Eq. (10) as follows:

$$v = -\int \frac{\partial u}{\partial x} dy \quad (11)$$

In Eq. (11) the term $\partial u/\partial x$ is the gradient of streamwise velocity in $x$-direction, it is positive if the velocity becomes higher to downstream (accelerating), and

Figure 1. (a) Schematic diagrams showing interaction of surface waves and induced and vertical motions at the sediment layer along $x$ direction. (b) Definition of progressive wave and its induced vertical velocity at different time ($x = \text{constant}$).
negative if the fluid particles experience decelerating. Hence, the accelerating flow yields a negative or downward $v$, the decelerating flow generates an upward or positive $v$.

At the permeable boundary, the fluid velocity must meet the continuous boundary condition, i.e., $v_{y=0^+} = v_{y=0^-}$, or the velocity inside the sediment layer must be same as the velocity in the main flow at the interface. Thus it can be concluded that a downward velocity exists in the sediment layer when the main flow layer is accelerating, and an upward velocity appears when a flow is decelerating.

Generally speaking, the rising limb is the accelerating stage which induces a downward velocity, but the decelerating stage in ebb limb generates an upward velocity. In the real world, it is also possible that flows in both rising/falling limbs are accelerated as observed by Song and Graf [24], who used acoustic Doppler velocity profiles measured the vertical velocity in unsteady open channel flows, and found during the rising/falling limbs, “the measured vertical velocity are almost always negative, and this implies that the flows of the present experiments are accelerating ones”. On the other hand, Leng and Chanson [25] used an acoustic Doppler velocimeter (ADV) measured the vertical velocity in tidal bores and found that the vertical velocity is always upward or decelerating in both rising and falling limbs. To simplify the discussion, this study only discusses the cases shown in Figure 1b and the waves’ influence on parameters like $q, U$ is assumed to be negligible.

The direction of vertical velocity can noticeably change the profile of Reynolds shear stress, streamwise velocity etc. [12, 26]. One of the examples is shown in Figure 2, Kemp and Simons [27, 28] measured the velocity profiles in a flume where the incident wave was set to propagate against or along the direction of the currents. The flow depth at the test section was kept at 200 mm for all tests. Regular waves were generated with a constant wave period of 1 second. The wave heights were 27.9 to 20.7 mm, the wave lengths were 1053 mm to 1426, respectively. Their results clearly show that the measured velocity is greater than log-law’s prediction when waves opposite the current as the original uniform flow is decelerated by the waves from downstream, but less than the log-law’s prediction when the waves to the currents as the original uniform flow is accelerated by waves from upstream.

Existing research [26, 29] shows that in a turbulent flow the log-law is satisfied if the upward velocity in the main flow $V = 0$, but the measured velocity is higher than the log-law’s prediction if $V > 0$ or upward velocity exists, and the maximum velocity is submerged if $V < 0$ (or downward velocity exists). Further investigation shows that a decelerating flow generates an upward velocity, but an accelerating
flow induces downward velocity [30]. Therefore one can infer that in Figure 2, there exists an upward velocity for waves against a current or the waves make the current decelerated; but a downward velocity exists in the case of waves following current, which accelerates the water.

For sediment particles in Figure 1, the settling velocity \( \omega \) in still water is determined by:

\[
Cd \pi \frac{d^2 \rho \omega^2}{4} = \pi \frac{d^3}{6} g (\rho_s - \rho)
\]  

where drag coefficient \( Cd \) depends on the Reynolds number \( Re = \omega d / \nu \) and \( Cd = 0.45 \) for large Reynolds number, i.e., \( Re > 1000 \).

If a surface wave induces an upward velocity \( V_s \) in the preamble sediment layer, the net settling velocity is reduced to \( \omega - V_b \). The reduction of settling velocity could be treated by altering its density from \( \rho_s \) to \( \rho_s' \) by assuming the particle’s size remains unchanged, and the force balance equation is similar to Eq. (12) with the following form:

\[
Cd' \pi \frac{d^2 \rho(\omega - V_b)^2}{4} = \pi \frac{d^3}{6} g (\rho_s' - \rho)
\]  

From Eqs. (12) and (13), one can derive the following relationship:

\[
\frac{\rho_s' - \rho}{\rho_s - \rho} = \alpha \left(1 - \frac{V_b}{\omega}\right)^2
\]  

where \( \alpha = C_d' / C_d \) and \( \alpha = 1 \) are assumed to simplify the mathematical treatment. Eq. (14) shows that if \( V_b \) is upward, then \( \rho_s' < \rho_s \), or the sediment particles become lighter in the “boiling” environment. If the upward \( V_b = \omega \), Eq. (14) shows that the sediment density is similar to the water density \( \rho_s' = \rho_s \). If the sediment particles are exercising the downward velocity (negative \( V_b \)), then the density \( \rho_s' > \rho_s \), or the sediment behaves like heavy metals. As the decelerating velocity can generate upward velocity, it can be inferred that if the streamwise parameters keep almost unchanged, the sediment can be more easily transported in decelerating flows relative to the accelerating flows. In other words, the sediment particles become lighter in decelerating flows (or decelerating phase), but heavier in accelerating flows/phase. As Eq. (10) is also valid for turbulent velocity and wave conditions, then the conclusion can be extended to the bursting phenomenon or wave conditions where the accelerating/decelerating phases alternate randomly or regularly, thus these equations provide a general tool to analyze sediment transport.

3. Influence of unsteadiness on critical shear stress for incipient sediment transport

It is interesting to discuss how the waves affect the initiation of sediment movement. For an unsteady flow, the existing Shields diagram may be invalid to express the threshold sediment motion, due to the existence of vertical velocity caused by its unsteadiness. When the apparent sediment density is included in the Shields number, it has the following form:

\[
\tau'_s = \frac{T'_c}{(\rho_s' - \rho)gd}
\]  
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where $\tau'$ is the critical shear stress with vertical velocity. Inserting Eq. (14) into Eq. (15), one has:

$$
\tau' = \left( \frac{\omega}{\omega - V_b} \right)^2 \frac{\tau_c}{(\rho_s - \rho)gd}
$$

(16)

Using Eq. (9), Eq. (16) can be rewritten as follows

$$
\frac{\tau'}{\tau} = \left( \frac{\omega}{\omega - V_b} \right)^2
$$

(17)

Eqs. (16) and (17) generally express the relationship between the Shields number $\tau'$ with waves and the original Shields number $\tau$ without waves. It predicts that the original Shields number may significantly deviate from the Shields curve subject to wave conditions.

Eq. (15) includes the influence of the vertical velocity, it demonstrates that the upward velocity reduces particles’ apparent density, thus the required critical shear stress will be also reduced. Whilst the downward velocity increases the apparent density, thus the required critical shear stress is higher. If the cases with/without vertical velocity are compared, the critical shear stress without waves $\tau_c$ and the critical shear stress with waves $\tau'_c$ have the following relationship:

$$
\frac{\tau'}{\tau} = (1 - Y)^2
$$

(18)

and

$$
Y = \frac{V_b}{\omega}
$$

(19)

Eq. (18) shows that the critical shear stress $\tau'_c$ in unsteady flows. It should be stressed that for sediment incipient motion, $V_b$ in Eq. (19) depends on the instantaneous maximum upward velocity for which the ejection of burst phenomenon, unsteadiness and others may jointly contribute. For flows shown in Figure 2, one can infer that the measured $\tau'_c$ is less than Shields diagram’s prediction when the waves propagate against the current, but the $\tau_c$ becomes larger than $\tau_c$ when the waves propagate with the current. The reason is that, the former generates an upward velocity in the decelerating flows, but the latter has a downward as it is an accelerating flow.

If the influence of small wave on the shear stress is negligible, the $Y$ with small waves must be higher than the $Y$ without waves. In such case, one can easily conclude from Eq. (18) that the $\tau'_c$ (with waves) must be always less than $\tau_c$ (without waves). In the literature, it seems that many researchers agree that the existing Shields diagram can be extended to the wave-current motion (i.e., [31, 32]). Till recently, few researchers like Green and MacDonald [33] found waves, not currents initiate sediment transport, their data show that “observed $\tau'_c$ never exceeded the theoretical dimensionless $\tau_c$”. It is well known that for large particles, the critical Shields number $\tau_c = 0.06$. They observed suspension at the same value of $\tau_c$ when waves are present in tidal flows, similar observations were reported by Green and Coco [34]. All of these observations can be easily explained by Eq. (18) when $Y \approx 1$.

It should be stressed that accelerating flows constrain sediment mobility from vertical point of view, but the higher velocity and shear stress in the rising limb
promote sediment transport in the streamwise direction, therefore the complete effect of accelerating flows in the rising limb should include both shear stress and maximum $Y$. Likewise, the decelerating flow makes particles “lighter” in vertical direction, but the reduced shear stress makes particles to move “harder”. Therefore, one need to justify the critical shear stress by considering both streamwise and vertical parameters.

Eq. (18) clearly demonstrates that the critical shear stress is jointly determined by the streamwise and vertical motions. The coexistence of streamwise/vertical motions results in the invalidity of Shields diagram which can be improved by Eq. (18) and shown in Figure 3, where the Shields number in the original Shields diagram is $\tau^* = 0.045$, $0.03$ and $0.13$ are calculated using Eq. (18). The region below the curves represents that the sediment is static, and above these curves is mobile. The calculated results show that when $Y \geq 0.7$, the sediment is mobile, for which the required shear stress is always zero.

4. Effects of vertical velocity induced by waves on sediment transport

As mentioned before that sediment transport is a joint effect of streamwise and vertical motions, the latter can be represented by the apparent sediment density. Therefore, Eq. (7) can be modified with the following way:

$$g_t' = \left( \frac{\rho_l'}{\rho_l' - \rho} \right) k u_* \left( \frac{E - E_c}{\omega - \nu_b} \right)$$

Eq. (20) shows that the direction of sediment motion is always the same as the near bed velocity. This is meaningful to specify the sediment moving direction in
coastal waters where the direction of flow in up layer is often different from that in the bottom layer. Eq. (20) has the following simplified form [35]:

\[
g_t = k \frac{\rho_i - \rho}{\rho_i} \frac{u_e^2 - u_{*c}^2}{\omega'}
\]

Inserting Eq. (12) into Eq. (21), one has:

\[
g_t(Y) = k \left[ \frac{\rho}{\rho_i - \rho} \left( \frac{1}{1 - Y} \right)^2 + 1 \right] \frac{u_e^2 - u_{*c}^2}{\omega(1 - Y)}
\]

Eq. (22) shows that sediment transport rate is jointly determined by the streamwise flow conditions (i.e., \(\tau_o\) and \(u^*\)) and \(Y\).

For the maximum over-the-wave-cycle horizontal wave-orbital speed at the bed \(U_b\) can be expressed by the wave height \(H\) and the wave period \(T\), as both these govern the wave-orbital speed at the bed at any given water depth \(h\). For linear waves, this is expressed as

\[
U_b = \frac{\pi H}{T \sinh (k_o h)}
\]

where the dispersion relationship gives:

\[
\sigma^2 = gk_o \tanh (k_o h)
\]

\(\sigma = 2\pi/T\), \(k_o\) is the wave number and \(k_o = 2\pi/L\), \(L\) = wave length.

It can be assumed that at the interfacial boundary, \(v(\gamma = 0^+)^\prime\) has the same magnitude order as \(U_b\), and the vertical velocity at the sediment layer can be expressed as

\[
V_b = \beta U_b
\]

To evaluate the influence of vertical velocity on sediment transport rate, one can compare the sediment transport rate in two cases: with or without the vertical velocity induced by waves if \(\tau_o\) remain unchanged. At \(V_b = 0\), Eq. (22) becomes:

\[
g_t(0) = k \frac{\rho_i - \rho}{\rho_i} \frac{u_e^2 - u_{*c}^2}{\omega}
\]

From Eqs. (22) and (26), one has:

\[
\frac{g_t(Y)}{g_t(0)} = \frac{\rho}{\rho_i(1 - Y)^3} + \frac{\rho_i - \rho}{\rho_i(1 - Y)}
\]

where \(g_t = Cq\) and \(C = \) sediment concentration. For a current with very small waves, the influence of small waves on the discharge \(q\) is negligible, thus \(g_t(Y)/g_t(0) \approx C(Y)/C(0)\). Green [36] measured sediment concentration in an estuarine intertidal flat in New Zealand under very small waves. The wave height is less than 10 cm, and wave period ranges from 1.0–1.8 s. The measured data shows that sediment concentration in the rising tide is not very high, the highest concentration is always appear in the ebb tide. Eq. (11) may provide an explanation when the rising tide is assumed to be accelerating and the falling tide is decelerating. A downward velocity is generated...
the rising tide, which has the same effect on sediment as the particle’s density becomes heavier. But during the falling limb or low tide, the particles become lighter, so the concentration becomes higher in this stage as shown in Figure 4.

In their analysis, Green [36] found that the “wave-plus-current-stress” theory provides poor agreement with their data. But the “wave-orbital speed” theory performed the best at predicting the incipient motion and suspension. They found a strong relationship between the measured sediment concentration and the wave-orbital acceleration $a_0$ which is defined as:

$$a_0 = \frac{1}{n} \sum_{i=1}^{n} \left( |U_{ZDC+}| - |U_{ZDC-}| \right)_i / T_{ZDC_i}$$

where $n$ is the number of zero-down crossing waves in the burst, $U_{ZDC+}$ is the maximum zero-down crossing current excursion in the positive direction from its average velocity. $U_{ZDC-}$ is the maximum zero-down crossing current excursion from the mean velocity in the negative direction, $T_{ZDC}$ is the period for the events.

Figure 4 shows a plot $C(Y)/C(0)$ versus $Y (=a_0/23)$. Green [36] plotted his measured concentration in mg/L against $a_0$ using Eq. (28), in which the wave period is almost constant, thus the acceleration $a_0$ in Eq. (28) is actually the velocity. In Figure 4, the averaged concentration in the flood stage is used as $C(0)$ and $C(0) = 5$ mg/L. It is found that data points match Eq. (27) very well when the acceleration $a_0$ is normalized by 23 cm/s$^2$ that is not clear the reason. In the calculation, the sediment and seawater densities are 2650 and 1025 kg/m$^3$, respectively.

It can be seen that the sediment transport rate can be significantly promoted by an ebb tide, if the upward velocity is 75% of settling velocity ($Y = 0.75$), then the predicted sediment transport rate can be increased to 27 times of $g_s(0)$. Figure 4 also shows that the sediment transport rate is slightly reduced if a downward flow exists. If $Y = -0.5$, then the sediment transport rate will be reduced to 1/2 of $g_s(0)$, this transport rate is achieved as the particles becomes “heavier”.

5. Sediment suspension by tidal waves

The governing equation of suspended concentration can be derived from the continuity equation of solid-phase in the following form [37].

![Figure 4. Measured sediment concentration normalized by $C(0) = 5$ mg/L versus the wave-orbital acceleration normalized by 23 cm/s$^2$. The raw data were deprived from Green [17], the acceleration in flood limb was set to negative and the acceleration in ebb stage was set to be positive. After this transformation, the obtained data can structurally match Eq. (27), implying the connection between the dimensionless parameters $Y$ and the wave-orbital acceleration.](image)
\[ \frac{\partial c}{\partial t} = \frac{\partial (cu + c'u')}{\partial x} + \frac{\partial (cv + c'v')}{\partial y} + \frac{\partial (cw + c'w')}{\partial z} \]  

(29)

where \( c' \) = fluctuation of sediment concentration; \( c \) = local time-averaged sediment concentration, \( u, v \) and \( w \) are the streamwise, vertical and lateral time-averaged velocities; \( u', v' \) and \( w' \) are the velocity fluctuations in \( y \) and \( z \) directions, respectively.

In equilibrium conditions, time averaging of Eq. (29) gives:

\[ \frac{\partial (cv + c'v' - cw)}{\partial y} = 0 \]  

(30)

The integration of Eq. (30) with respect to \( y \) yields the following equation

\[ cv + c'v' - cw = 0 \]  

(31)

If the eddy viscosity is used and Rouse number in Rouse’s law has the following form:

\[ Z(Y) = \frac{\omega(1 - Y)}{ku_*} \]  

(32)

\[ \frac{Z(Y)}{Z(0)} = 1 - Y \]  

(33)

Similar to the Shields number, many researchers also found that the measured \( Z \) is different from the calculated \( Z \). van Rijn [10] and Van de Graaff [38] attribute this invalidity to sediment characteristics like size or streamwise flow strength, Eq. (33) indicates that if the vertical velocity exists, it also leads to the invalidity of Rouse number in practice.

Rosea and Thorneb [39] observed the Rouse number by measuring suspended sediment concentration profiles in the river Taw estuary, UK, where the flow is dominated by strong rectilinear, turbulent tidal currents. Their measurement was focused on the rising (flood) tide for a period of 3 hours. The measured \( Z(Y)/Z(0) \) is shown in Figure 5, at the starting point the minimum vertical velocity \( Y \) can be expected, and \( Z(Y)/Z(0) \approx 1 \) is observed, in the process, the streamwise velocity or shear velocity changed in a range of \( \pm 20\% \), but the observed \( Z(Y)/Z(0) \)

![Figure 5](image)

**Figure 5.** Measured \( Z(Y)/Z(0) \) in a rising tidal flow by Rose and Thome, at the starting point the streamwise velocity was the highest, minimum vertical velocity \( Y \) can be inferred, and \( Z(Y)/Z(0) \approx 1 \) is observed and all data points show \( Z(Y)/Z(0) > 1 \) in the rising tidal flow.
increased 150% and all data points shows that \( \frac{Z(Y)}{Z(0)} > 1 \) in the rising tidal flow, this is agreed with Eq. (33), i.e., accelerating flows generate an downward velocity or negative \( Y \) that constrains sediment transport. This also can be seen from the measured sediment concentration \( Ca \) at the reference level near the sea bed, the decreasing \( Ca \) implies that the downward velocity makes the particles “heavier” to move, consequently \( Ca \) is reduced to 44.8% of its original value.

If \( \frac{Z(Y)}{Z(0)} \) in flood tide is compared with its values observed during ebb-tidal, Eq. (33) clearly indicates that the ebb-tide will have a lower value. This is in agreement with Al-Ragum’s [40] observation as shown in Table 1. The data were collected from the Biscay Bay near Spain and France border. “The Rouse parameter varied with the tide, and the values were higher on the flood-tide than on the ebb-tide” as claimed by the author. The average Rouse parameter during flood tide is about 0.7, but it is reduced to 0.44 during the ebb tide. The flood tide generates 60% higher Rouse number relative to that during the ebb-tide.

### 6. Discussion on vertical velocity induced by unsteadiness and its effects

#### 6.1 Unsteadiness parameter

For sediment transport by either flood waves in rivers or tidal waves in the sea, the unsteadiness plays a significantly role for sediment transport. The equations developed from steady flow may be invalid in unsteady flows. Some researchers like Graf and Suszka [41] found that the measured sediment transport rate in an unsteady flow is always larger than these equations’ predictions. An unsteadiness parameter was proposed by them:

\[
P_1 = \frac{h_p - h_1}{t_d u_*}
\]  

where \( t_d \) is the duration of a hydrograph, \( h_1 \) is the initial or baseflow depth, \( h_p \) is the peak flow depth of the hydrograph.

It is interesting to note that \( (h_p - h_1)/t_d \) is actually the averaged vertical velocity \( V \). Eq. (34) can be understood as the ratio of vertical velocity to the shear velocity, similar to \( Y \) in Eq. (19). The unsteadiness parameter \( P_1 \) is useful for the prediction of time average sediment transport rate, but it cannot be used to explain the measured instantaneous rate \( g_t \) or concentration \( C \) that depends on the instantaneous vertical velocity, thus Eq. (19) may have a wider application. Compared with Eq. (34), Eq. (19) is simple and direct, the difficult parameter \( u_* \) is replaced with the sediment settling velocity \( \omega \) that is independent of flow characteristics, and the instantaneous vertical velocity \( V \) can easily explain the observed phenomena in unsteady flows.
In fact, the unsteadiness parameter $S_1$ in Eq. (34) can be written in its alternative form:

$$S_1 = \frac{V}{(\rho_s/\rho - 1)ga/U}$$  \hspace{1cm} (35)

where $a$ is the wave amplitude similar to $h_{p-h_1}$ in Eq. (34) and the vertical velocity $V = a\sigma/(2\pi)$, thus Eq. (35) shows that $S_1$ is similar to $Y$. Sleath [18] also proposed another parameter to express sediment transport by waves, i.e., $\omega/\sigma\delta$, and $\delta$ is the maximum thickness of the mobile layer, which can be read as $1/Y$ if $V_b = \sigma\delta$ is assumed.

Figures 4 and 5 show the influence of unsteadiness on sediment transport in tidal flows. For flood waves in a river, Lee et al. [15] measured the transport rate over a series of triangular hydrographs. Their experimental results show the existence of phase lag between the peak discharge and peak sediment rate $g_t$, which lag is very long and about 6–15% of the flow hydrograph duration. Figure 6 shows the hydrograph and measured sediment discharged by Lee et al. [15], it shows that the highest sediment transport rate appears in the falling stage when the shear stress is much less than that in the rising stage. This phase-lag phenomenon cannot be explained by those shown in Eqs. (1)–(7). It is interesting to note that there are two $g_t$ peaks in Figure 6, the mechanisms may be totally different, the former in the rising limb is likely generated by very high $\tau$ in the rising limb, but the upward velocity probably dominates the second peak where the shear stress is very small.

It should be mentioned that the peak sediment discharge in the rising limb is not always discernible as shown in Figure 6. For example, Qi et al. [42] reported that in Yellow River, artificial flood waves have been used to flush sediment in lower course of Yellow River by releasing water from its Xiaolangdi reservoir. As shown in Figure 7, the rising limb did not increase sediment concentration much, but the falling stage generated very high sediment concentration. From their experience, to enhance the flush efficiency, the duration of rising limb should be short as its rising flow does not increase $g_t$ or $C$ too much.

To interpret the results in Figures 6 and 7, the conceptual mathematical model in Eq. (27) may be useful as it covers the parameters in streamwise and vertical directions. Eq. (27) precisely suggests that the upward velocity may be responsible for the widely observed “phase lag” in sediment transport in rivers.

6.2 Mechanism of bedform formation

The formation of ripples and dunes over a flat mobile bed is an amazing phenomenon, and has attracted many investigations. All previous equations of
sediment transport (e.g., Eqs. (1)–(7) and Eqs. (34) and (35) fail to explain how the bedforms are formed, because these equations only use the streamwise parameters \((U, \tau)\) etc.) that are constant in every cross section from upstream to downstream if the flow is steady and uniform, thus the sediment discharge in every cross section is same and no local erosion occurs, so none of them can successfully explain the formation of ripples and dunes.

However, Eqs. (14) and (22) may provide a possible explanation for the discontinuity of sediment transport from upstream to downstream. It is well known that turbulence in a steady and uniform flow is dominated by complex, multiscaled, quasi-random and organized eddies that possess both spatial and temporal coherence [43]. The velocity fluctuations are also governed by the continuity equation with the following form:

\[ v' = -\int \frac{\partial u'}{\partial x} dy \]  

(36)

The coherent events can be broadly divided into ejections \((v' > 0\) or decelerating) and sweeps \((v' < 0\) or accelerating), both of them are always alternated in space and time.

To help conceive the formation of bedforms, a flow region in Figure 8 is divided simply into three zones, A, B and C during a short period. If the flow region B is dominated by the ejection event (denoted by “+” in Figure 8 for upward vertical velocity), severe erosion should be observable in Zone B as Eq. (27) and Figure 4 indicate that the upward velocity significantly promotes the sediment discharge. On the other hand, Zones A and C are dominated by the downward velocity (or negative “-” velocity), and Eq. (27) and Figure 4 predict that the sediment carrying capacity is weaker if the vertical velocity is negative, therefore the sediment from zone B has to deposit at Zone C. It can be seen that the vertical velocity and its alternation in direction in space play a key role for the formation of dunes and ripples. The discontinuity of sediment-laden capacity along the flow direction is uneven, this triggers the formation of bedforms, once some scouring holes are formed over a flat mobile bed, erosion in these areas most likely would continue till the equilibrium condition is reached.

Alternatively, we can consider a simple model that all particles in Figure 8 possess higher apparent density in zone A and C like iron particles (represented by dark solid circles in Figure 8), but the particles in zone B have lighter density (like plastic particles). All particles in zone A, B and C have the same diameter. It is understandable that a scour hole will be formed in zone B, and deposition will occur.
at C even though the $U$ and $\tau$ remains constant in zones A to C. In other words, it can be seen that the vertical velocity and its spatial alternation play a key role for the formation of bedform. The simple model shown in Figure 8 explains the formation of a scour hole on a flat plane that triggers the formation of bedforms. This mechanism can be extended to dune formation in deserts where the horizontal wind generates sediment transport in horizontal direct, and vertical motions yields the bedforms. The wind is accelerating along the upwind side of a dune, thus its surface is smooth, and the decelerating wind after the peak generates upward velocity, thus small holes are formed in the lee side.

By comparing the mechanism of phase lag and bedform formation discussed above, one may find that the vertical velocity is responsible for both phase lag phenomenon and bedform formation. The temporal alternation of upward and downward velocities generates the phase lag phenomenon, whilst its spatial alternation yields the bedforms. Generally speaking, we can see that the phenomena of sediment transport can be categorized into streamwise and vertical motions dominated events. Sediment transport should be expressed using variables in streamwise and vertical directions jointly.

6.3 Unifying mechanism of wave formation and breaking waves

Generally, all interfaces on solid–liquid, liquid–liquid, liquid-gaseous phases exist waves if there exists alternating vertical motions as shown in Figure 8, otherwise no waves can be observed no matter how high the velocity is if the flow is laminar. Likewise, the ocean waves between water and air are not caused by the shear stress or wind velocity on the sea surface, but the air pressure oscillation whose period should be identical to the ocean waves. In other words, turbulence is the cause of ocean waves. In summer, the heated sea surface generates an upward motion, consequently typhoons, cyclones and hurricanes can be observed. In winter, the downward cold air yields a relatively calm surface.

The existence of upward velocity can be inferred from numerous small bubbles when waves are broken. The soluble gas or air near in a lower lever like the seabed (high pressure) can be transferred to the surface (gauge pressure = 0) by the
upward velocity, which causes significant pressure difference of inside and outside bubbles, consequently the bubbles are broken. In other words, from bubbles one may conclude that there is an upward velocity to transfer the bubbles from deep water to the surface, this is also true for bubbles in hydraulic jumps. It is predictable that in high speed flow, cavitation (i.e., local scour over a metal/concrete surface) can be observed when decelerating flow or the vertical flow exists. The liquefaction can be observed when the seepage velocity and particle settling velocity are in the same order of magnitude.

7. Conclusions

This study investigates the influence of vertical velocity induced unsteady flows on sediment transport. It is well-known that the vertical velocity is ubiquitous and it can be induced by coherent structures, non-uniformity, unsteadiness, and so on. This paper just discusses the simplest cases, i.e., the presence of vertical velocity does not significantly alter the streamwise parameters like velocity $U$ or discharge $q$, in which the rising limb or accelerating flow generates a downward velocity, but the falling limb or decelerating flow induces an upward velocity. A conceptual mathematical model is developed to account for the vertical velocity’s influence on particles’ critical shear stress, sediment discharge and suspension. It is found that the model can provide a qualitatively explanation to some observed phenomena. Based on this investigation, the following conclusions can be drawn:

1. The upward velocity enhances sediment mobility and downward velocity increases its stability. Mathematically the behavior of sediment transport subject to a vertical motion can be equivalently treated by the variation of apparent density. Particles become “heavier” when they experience the downward flows, this reduces the sediment transport rate. But particles become “lighter” in flows with upward velocity where the sediment discharge is increased significantly. The obtained new equation for sediment transport’s apparent density is used to explain sediment transport in unsteady flows.

2. The application of Shields diagram, equations of sediment discharge and Rouse equation developed from steady flows could be extended to unsteady flows if the vertical parameter $Y = V/\omega$ is included. The conceptual model shows that sediment is easily be transported when $Y > 0$, but difficult to move when $Y < 0$, same for the transport rate $g_t$ and Rouse number $Z$. The developed equations provide reasonably good agreement with the measured data. The condition for liquefaction can be expressed by $Y = 1$.

3. The mathematical model may also provide a tool to understand many odd phenomena in sediment transport like the phase lag phenomenon and bedform formation. Both are widely reported and discussed, this is the first trail to give the similarities between these two phenomena. The research shows that the temporal variation of vertical velocity results in the phase lag, and its spatial variation leads to the bedform formation.

4. In the literature, the vertical velocity is generally ignored in the measurement, which leads to that the conclusions listed above rest on the inferences of vertical velocity, not its measured values and direction. In future, systematical experiments are needed to investigate its role in order to validate the conceptual model.
Notations

\( a \) = wave amplitude
\( a_0 \) = wave-orbital acceleration
\( C \) = averaged sediment concentration by volume
\( c \) = time-average point concentration
\( c' \) = fluctuation of sediment concentration
\( c_f \) = friction factor
\( d \) = particle diameter
\( d^* \) = dimensionless particle size
\( E \) = energy dissipated on skin friction (i.e., \( \tau u' \))
\( g \) = gravitational acceleration
\( g_t \) = sediment discharge
\( h \) = water depth
\( H \) = wave height
\( h_1 \) = depth of baseflow
\( h_p \) = peak flow depth of the hydrograph
\( i \) = hydraulic gradient;
\( k \) = constant
\( k_1 \) = factor
\( k_0 \) = wave number
\( L \) = wave length
\( m_1 \) = coefficient
\( n \) = the number of zero-downcrossing waves in the burst
\( P \) = pressure
\( q \) = discharge per unit width
\( S \) = energy slope
\( S_1 \) = Sleath number
\( t \) = time
\( T \) = transport parameter defined by van Rijn
\( T_{ZDC} \) = the period for the events
\( t_d \) = duration of a hydrograph
\( U \) = mean velocity
\( u^* \) = shear velocity
\( u_c \) = critical shear velocity
\( u'^* \) = shear velocity related to grain friction
\( u, v, w \) = time-averaged velocity in the streamwise, vertical direction and spanwise directions
\( u', v' \) and \( w' \) = velocity fluctuation in streamwise and vertical and spanwise directions
\( U_{ZDC^+} \) = the maximum current excursion in the positive direction
\( U_{ZDC^-} \) = the maximum current excursion in the negative direction
\( V \) = vertical velocity
\( U_b \) = wave-orbital speed at the bed
\( V_b \) = vertical velocity at the bed
\( x \) = streamwise direction
\( y \) = vertical direction
\( z \) = lateral direction
\( Y \) = \( V_b / \omega \)
\( Z \) = Rouse number
\( \beta \) = coefficient
\( \delta \) = maximum thickness of the mobile layer
\( \nu \) = kinematic viscosity
$\rho =$ fluid density
$\rho_s =$ density of sediment
$\rho'_s =$ sediment apparent density
$\sigma =$ angular frequency of waves
$\tau =$ boundary shear stress
$\tau_* =$ Shields number
$\tau'_* =$ Shields number with vertical velocity
$\tau_c =$ critical shear stress
$\tau'_c =$ critical shear stress with vertical velocity
$\omega =$ particle fall velocity

subscribes $b$ and $t =$ bed load and the total load
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Chapter 3

Physics of Cohesive Sediment Flocculation and Transport: State-of-the-Art Experimental and Numerical Techniques

Bernhard Vowinckel, Kunpeng Zhao, Leiping Ye, Andrew J. Manning, Tian-Jian Hsu, Eckart Meiburg and Bofeng Bai

Abstract

Due to climate change, sea level rise and anthropogenic development, coastal communities have been facing increasing threats from flooding, land loss, and deterioration of water quality, to name just a few. Most of these pressing problems are directly or indirectly associated with the transport of cohesive fine-grained sediments that form porous aggregates of particles, called flocs. Through their complex structures, flocs are vehicles for the transport of organic carbon, nutrients, and contaminants. Most coastal/estuarine models neglect the flocculation process, which poses a considerable limitation of their predictive capability. We describe a set of experimental and numerical tools that represent the state-of-the-art and can, if combined properly, yield answers to many of the aforementioned issues. In particular, we cover floc measurement techniques and strategies for grain-resolving simulations that can be used as an accurate and efficient means to generate highly-resolved data under idealized conditions. These data feed into continuum models in terms of population balance equations to describe the temporal evolution of flocs. The combined approach allows for a comprehensive investigation across the scales of individual particles, turbulence and the bottom boundary layer to gain a better understanding of the fundamental dynamics of flocculation and their impact on fine-grained sediment transport.

Keywords: cohesive sediment, floc measurement, particle-resolved direct numerical simulation, continuum model, population balance equation

1. Introduction

Cohesive sediment transport is a tightly coupled system driven by hydrodynamic forcing, resuspension, deposition, and flocculation. Turbulence intensity in the bottom boundary layers and the water column mixed layers controlled by currents (e.g., river outflows, tidal currents), surface waves, and estuarine circulations can vary by several orders of magnitude in terms of turbulent dissipation rate. Hence, the turbulent shear rate defined as \( G = \sqrt{\varepsilon / \nu} \) is the most important
parameter for flocculation models. In the estuarine tidal boundary layers, the turbulent dissipation rate is around $O(10^{-6} \sim 10^{-4})$ $m^2/s^3$ ($G = 1 \sim 10s^{-1}$; e.g., [1, 2]). Near estuarine fronts with shear instabilities, turbulent dissipation rates can increase up to $O(10^{-3})$ $m^2/s^3$ ($G = 30s^{-1}$; [3]). During storm condition when wave motion become dominant, turbulent dissipation rates in the thin wave bottom boundary layer can exceed $O(10^{-3})$ ($G = 30 \sim 100s^{-1}$, [4, 5]). Under breaking waves in the upper ocean or in the surf zone, the turbulent dissipation rate can be as high as $O(10^{-3} \sim 10^{-2})$ ($G = 100 \sim 200s^{-1}$, [6, 7]).

Computer simulation models are commonly the chosen tools that coastal managers use to predict sediment transport rates. In these continuum models, the fluid motion is computed via the continuity equation and the Navier-Stokes equations or spatially and temporally averaged variants thereof, whereas the sediment is represented as a concentration field [8]. This approach allows to simulate large spatial scales covering entire estuaries, because the governing equations are solved on the same Eulerian grid. However, these types of models require closures to account for the unresolved physics of the sediment dynamics, in particular vertical sedimentary distributions [9, 10] and mass fluxes. The latter is the product of the concentration and the settling velocity. Manning and Bass [11] found that mass settling fluxes can vary over four or five orders of magnitude during a tidal cycle in mesotidal and macrotidal estuaries; therefore, a realistic representation of flux variations is crucial to an accurate depositional model.

The specification of the flocculation term within numerical models depends on the sophistication of the model structure. Until recently, even the conceptual relationship between floc size, suspended particulate matter (SPM) concentration and turbulent shear stress proposed by Dyer [12] (see Figure 1a) remained largely unproven. Hence, much more work needs to be done in order to arrive at robust simulation tools with predictive capacity. The present contribution, therefore, provides a review on the state-of-the-art of floc measurements in both the field and laboratory. In addition, we review a newly emerging technique of particle-resolved simulations that can provide a promising alternative avenue to generate data of

![Figure 1](image-url)

**Figure 1.**
An illustration of the dependence of floc size on shear stress and SPM concentration is given. (a) A conceptual diagram showing the relationship between floc modal diameter, suspended sediment concentration and shear stress (from [12]). Subplots (b–e): illustrative examples of real estuarine floc images showing ambient shear stress, SPM concentration and settling velocity; (b) shear stress 0.3 N m$^{-2}$, SPM concentration 3.5 g l$^{-1}$, and settling velocity 5 mm s$^{-1}$; (c) shear stress 0.3 N m$^{-2}$, SPM concentration 3.5 g l$^{-1}$, and settling velocity 8 mm s$^{-1}$; (d) shear stress 0.45 N m$^{-2}$, SPM concentration 0.25 g l$^{-1}$, and settling velocity 1.8 mm s$^{-1}$; (e) shear stress 0.45 N m$^{-2}$, SPM concentration 0.25 g l$^{-1}$, and settling velocity 0.2 mm s$^{-1}$. Illustrations (b–e) are modified from Manning.
small-scale sediment dynamics to derive the missing constitutive equations for continuum models. Finally, we provide a summary of current techniques that are used in continuum models to account for cohesive sediment dynamics, where we explicitly point to the components that deserve more research in the future.

2. Assessment of temporal floc evolution

2.1 Floc measurements

2.1.1 Direct floc size measurements

The presence of large estuarine macroflocs was initially observed in situ using underwater photography [13]. However, floc breakage occurs during sampling in response to the additional shear created by the instrumentation [14]. To overcome this problem, less-invasive techniques for measuring floc properties in situ have been developed. Usually, these can be divided into devices that solely measure floc size ($D$) e.g. Lasentec (Figure 2a) [15], LISST [16], LISST-Holo [17], and InSiPid [18]; and those devices that can provide measurements both of floc size and settling velocity ($W_s$) e.g. VIS [19], HR Wallingford video camera system [20], VIL [21], INSSEV: IN-Situ SEttling Velocity instrument [22, 23] (Figure 2b–c), LabSFLOC—
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**Figure 2.** Some examples are given of floc measuring instrumentation. (a) Schematic of the adapted Lasentec par-tec 100 probe unit showing: 1. The light guide, scanning mechanism and focusing lens, 2. The PVC cylinder, 3. Watertight cable termination, and 4. Electronic circuitry and power supplies (from [15]). (b, c) the INSSEV instrument (from [24]); (b) side view of INSSEV mounted on a metal deployment frame; (c) front view of INSSEV (right side of image), together with optical backscatter (OBS) sensors and an acoustic Doppler velocimeter (ADV) positioned on a vertical pole (left side of image). The ADV provides high frequency turbulence data that can be directly related to the floc populations. (d) Views of a LabSFLOC-2 together with a schematic illustration of the instrument after [25]).
Laboratory Spectral Flocculation Characteristics—instrument [25–27], INSSEV-LF [28], and PICS—Particle Imaging Camera System [29].

The strength of video-based floc measurements is that they minimize the number of assumptions used during the data processing and interpretation stages. Devices that only measure the size component require additional gross and often incorrect assumptions regarding the relationship between settling velocity, floc size, and floc density. The settling velocity of a floc is a function of both its size and effective density, and both of these floc components can display variations spanning three to four orders of magnitude within any one floc population [30–32].

Of note, the LabSFLOC suite of high-resolution, low intrusive, underwater video camera systems for the past 20+ years have been regarded internationally as a benchmark device for the sampling and dynamical simultaneous measurement of sizes and settling velocities for entire populations of flocs and a range of biogenic-sedimentary particles, and this enables individual floc effective density values to be determined by applying a modified Stokes Law [33]. This also enables the calculation of additional floc properties including: structural composition (porosity, fractal dimension), shape, sedimentary mass flux, and floc population mass-balancing, all from within a wide range of aquatic environments. In conclusion, selection of the most appropriate instrumentation is paramount when attempting to parameterise flocculated cohesive sediments. Manning et al. [34] provide a detailed review of many of these floc measuring systems.

2.1.2 Parameterizing floc data

To aid the interpretation of floc characteristics and for their inclusion in sediment transport models, each floc population can be segregated into various subgroupings according to floc size. Sample-mean floc values can be computed (i.e., a single value per floc population) to show generalized floc property trends.

Dyer et al. [35] reported that a single mean or median settling velocity did not adequately represent an entire floc spectrum, especially in considerations of a flux to the bed. Dyer et al. [35] recommended that the best approach for accurately representing the settling characteristics of a floc population was to split a floc distribution into two or more components, each with their own mean settling velocity. Both Eisma [13] and Manning [32] concur with this finding by suggesting that a more realistic and accurate generalization of floc behavior can be derived from the macrofloc and microfloc fractions. These two floc fractions form part of Krone’s [36] classic order-of-aggregation theory and produce two floc property values per floc population.

Macroflocs are large (typically $D > 160 \ \mu m$ [32]) highly porous (typically > 90%) and often fragile (and difficult to sample), fast-settling aggregates (see Figure 1b–d), and typically close to the size of the turbulent Kolmogorov microscale [37, 38]. They are recognized as the most important subgroup of flocs because their fast-settling velocities tend to have the strongest influence on the mass settling flux [39]. Macroflocs are progressively broken down as they pass through regions of higher turbulent shear stress and reduced again to their component microfloc substructures [40]; they rapidly attain equilibrium with the local turbulent environment.

The smaller microflocs (typically $D < 160 \ \mu m$ [32]; see Figure 1e) are considered to be the building blocks from which the macroflocs are comprised. Many field studies [22, 41–43] have shown that the microfloc class of aggregates tend to display a much wider range of effective densities and settling velocities than the macrofloc fraction. Microflocs are much more resistant to breakup by turbulent shear; they tend to have slower settling velocities but exhibit a much wider range of effective densities than the larger macroflocs.
In terms of flocculation kinetics [44], the macroflocs tend to control the fate of purely muddy sediments in an estuary [45]; this is because the smaller microflocs generally settle at less than 1 mm s\(^{-1}\), whereas macroflocs settle in the 1–15 mm s\(^{-1}\) range, enabling them to deposit to the bed [46]. However, when flocculation of mixed sediments occurs, the microflocs can potentially demonstrate settling velocities comparable to those of the macroflocs [28, 47].

2.1.3 Floc data example

In order to illustrate the spectral variability of floc properties, each floc population can be divided into various size bands. The band divisions can be chosen to best fit the data collected. LabSFLOC data for a mud sample from the Medway Estuary, UK, provide a graphical illustration of size banding and the increasing settling velocities associated with larger flocs (Figure 3). Twelve size bands (SB) have been used to represent the Medway floc data, with SB1 representing microflocs less than 50

Figure 3.
An example of various size-banded floc properties for a LabSFLOC SPM sample is given. The complete population of size versus settling velocity data is illustrated in the top-left panel. These data apply to Medway estuary mud slurry (1.6 g l\(^{-1}\)) that has been sheared in the Southampton oceanography Centre (UK) mini-flume at a shear stress of 0.37 nm\(^{-2}\) (data from results in [43]).
40 $\mu$m in size, whilst SB12 is representative of macroflocs greater than 640 $\mu$m in diameter; SB2 to SB6 range from 40 to 240 $\mu$m in five steps, each of 40 $\mu$m, and SB7 to SB11 range from 240 to 640 $\mu$m in five steps of 80 $\mu$m.

2.1.4 Floc settling modeling approaches

2.1.4.1 Constant settling velocity

Specification of the flocculation term within numerical models depends on the sophistication of the model. The simplest parameterisation is a single floc settling velocity value that remains constant in both time and space (one coefficient). These fixed settling values are usually in the range of 0.5–5 mm s$^{-1}$ and typically are selected on an arbitrary basis and sometimes used as a tuning parameter to match predicted erosion and deposition patterns to observations for an undisturbed estuary.

2.1.4.2 Power law settling velocity

The next step is to use gravimetric data provided by field settling-tube experiments to relate floc settling velocity to the instantaneous SPM concentration, using a power law with two coefficients (e.g., [48]; see Figure 4a). Empirical results have shown a generally exponential relationship between the mean, or median, floc settling velocity and SPM concentrations for concentrations $< 10$ g l$^{-1}$. This approach sometimes includes hindered settling (see Figure 4b). However, both the constant settling velocity and the power law parameterisation techniques do not include the important and influential effects of turbulence such as floc breakup induced by turbulent shear.

Figure 4.
Some examples of floc settling velocity measurements are shown. (a) Owen tube determinations of median settling velocity as a function of suspended sediment concentration for different estuaries; the bold dashed line represents an exponent of unity (reproduced with minor modifications from [49]). (b) Median settling velocity of Severn estuary mud as a function of SPM concentration; the Owen-tube data are taken from Odd and Roger [50], and the dashed line represents results based on the SandCalc software sediment-transport computational algorithm, which incorporates the hindered settling effect at high concentrations (reproduced with minor modifications from Soulsby [51]).
2.1.4.3 The van Leussen parameterisation

More recently, a number of authors have proposed simple theoretical formulae interrelating a number of floc characteristics that can then be calibrated using empirical studies. Such an approach has been used by van Leussen [19], who utilized a formula that modifies the floc settling velocity in still water by a floc growth factor, due to turbulence, and then reduces it by a turbulent floc disruption factor. The reference settling velocity (taken at low turbulent shear conditions), $W_{s0}$, is then related to the SPM concentration ($C$) by a power law:

$$W_{s0} = k \cdot C^m$$

where $k$ and $m$ are empirical constants. The van Leussen is a qualitative simplification of a model originally developed for the sanitation industry [52], with only a limited number of interrelated parameters, and hence does not provide a complete description of floc characteristics within a particular sheared environment.

2.1.4.4 The Lick et al. parameterisation

A number of authors have attempted to observe how the floc diameter changes in turbulent environments. In particular, Lick et al. [53] derived an empirical relationship based on laboratory measurements made in a flocculator. They found that the floc diameter varied as a function of the product of the SPM concentration and the turbulence parameter as the turbulent shear rate, $G$:

$$D = c(C \cdot G)^{-d}$$

where $c$ and $d$ are empirically determined values. However, this formulation provides no information on the important floc settling or floc dry mass properties.

2.1.4.5 The Manning and Dyer parameterization

The Manning Floc Settling Velocity (MFSV) algorithm for settling velocity [54] is based entirely on empirical observations made in situ using nonintrusive floc and turbulence data acquisition techniques in a wide range of estuarine conditions. The floc population size and settling velocity spectra were sampled using the video-based INSSEV instrument and LabSFLOC data.

The Manning-Dyer algorithms were generated by a parametric multiple regression statistical analysis of key parameters, which were generated from the raw, spectral floc data. Detailed derivations and preliminary testing of the floc-settling algorithms are described by Manning [26, 55]. Although the resulting empirical formulae are not presented in a fully dimensionless form, these formulae have the merit of being based on a large dataset of accurate, in situ settling velocity measurements (157 individually observed floc populations), acquired from different estuaries (Tamar, Gironde and Dollard) and different estuarine locations, such as the turbidity maximum and the intertidal zone.

The algorithms are based on the segregation of flocs into macroflocs ($D > 160 \ \mu m$ [32]) and microflocs ($D < 160 \ \mu m$), which comprise the constituent particles of the macroflocs. This distinction permits the discrete computation of the mass settling flux (MSF) at any point in an estuarine water column.

Equations are given for: the settling velocity of the macrofloc fraction ($W_{s,macro}$), the settling velocity of microflocs ($W_s$) and the ratio of macrofloc mass to microfloc mass in each floc population—termed the SPM ratio [55]. This type of formulation
gives a good compromise between the representation of physicochemical processes and computational simplicity. Eqs (3) and (4) describe \( W_{s,\text{macro}} \) (mm s\(^{-1}\)) with inputs of SPM in mg l\(^{-1}\) and \( \tau \) in Pa:

\[
W_{s,\text{macro}} = 0.644 + 0.000471 \text{SPM} + 9.36\tau - 13.1\tau^2 \quad (3)
\]

for \( 0.04 < \tau < 0.6 \) Pa

\[
W_{s,\text{macro}} = 3.96 + 0.000346 \text{SPM} - 4.38\tau + 1.33\tau^2 \quad (4)
\]

for \( 0.6 < \tau < 1.5 \) Pa. These equations require the input of a turbulent shear stress (\( \tau \)) and an SPM concentration. These regression equations provide a realistic approximation to the field data. Graphical representations of the equations, together with the data, are presented in Manning and Dyer ([54]; see Figure 5). The Manning settling algorithm is valid for SPM concentrations in the range 10–8600 mg l\(^{-1}\) and shear stress values of \( \tau < 2.13 \) Pa, with extrapolation extending this range to 5–10 Pa.

An example of this is the implementation of the algorithm in a TELEMAC-3D numerical model of the Thames Estuary, UK [57], in which it was shown that the use of the Manning algorithm greatly improved the reproduction of observed distributions of SPM concentrations compared with the other formulations, both in the vertical and horizontal dimensions.

The Manning settling algorithms have been extended to cater for mixed sediment flocculation settling, including different ratios of mud:sand ([24, 47, 56]; see Figure 5). These algorithms are a major step forward in establishing a reliable estimate of the settling velocity. It has been developed based on a large and reliable dataset, it caters for the spectrum of hydrodynamic conditions that occur during a typical tidal cycle [58] (a feature often lacking in the settling terms of many estuarine sediment transport models) and has been shown to more accurately reproduce the distribution of suspended sediment compared with simpler settling models.

Soulsby et al. [59] has developed a more ‘physics-based’ version of the empirical model based on the Manning-Dyer formulation, called Soulsby-Manning 2013. It should be noted that for flocculation algorithms and models that include turbulence as a contributing variable, it is vital to ensure that the turbulence data are accurate, otherwise it has significant implications for the accuracy of the calculated floc settling characteristics.

Figure 5.
Illustration of the settling velocities of macroflocs and microflocs, plotted against shear stress, for a mixed sediment suspension comprising a ratio of 25 per cent mud to 75 per cent sand and a pure mud suspension, all for a total SPM concentration of 5 gl\(^{-1}\) (modified from Figure 14 of Manning et al. [56]).
2.1.4.6 Complex population approaches

Lee et al. [60] applied a time-evolving two-class population balance equation (PBE) to determine the spatially and temporally changing distribution of fixed-size microflocs and size-varying macroflocs for bimodal floc distributions, with a fractal relationship between floc size and mass to derive the distribution of settling velocities. However, the authors felt that further intensive investigation of the aggregation and breakage kinetics would be required before their model was generally applicable when compared with the simpler approach of Manning and Dyer [54] and, presumably, Soulsby et al. [59].

Verney et al. [61] applied a time-evolving, multi-fraction model to determine the spatially and temporally changing distribution of the numbers of flocs in each size fraction, with a fractal relationship between floc size and mass to derive the distribution of settling velocities.

A relationship between the floc settling velocity and floc properties and fractal dimensions is given by Winterwerp [62]. A fractal approach has been used by Winterwerp [63] to solve a differential equation that simulates the time-varying representative floc diameter, from which floc density is derived from fractal considerations, and settling velocity obtained from a Stokes-like formula. Winterwerp et al. [64] also used a simplified fractal model to relate settling velocity to a turbulent shear parameter, the instantaneous concentration, and water depth.

The state-of-the-art model for floc structure is to assume a fractal structure. Many studies [65–67] indicate that the most sensitive parameters in a fractal model controlling the resulting settling velocity are the primary particle properties (primary particle diameter, density and their distributions) and the fractal dimension. For organic-rich particles, evidence suggests that the fractal dimension highly depends on stickiness [68].

Floc breakup in the existing size-class-based PBE formulation is modeled by assuming an invariant floc structure (e.g., fractal dimension ~ 2) and key properties, such as floc yield strength, are assumed constant over a wide range of floc size. The importance of modeling floc yield strength as a function of floc size has been demonstrated by Son and Hsu [67] via a fractal concept [69, 70]. Further details are provided in Section 3.1 below.

A fractal model is widely used to parameterize floc structure. Fractals are a mathematical simple approach, where scientists feel computationally ‘comfortable’ and therefore are happy to ‘shoehorn’ all flocs into this framework, and a fractal dimension of around 2 is often used. However, its applicability for heterogeneous sediments remains to be proved. Moreover, for flocs of high organic content, stickiness can be significantly enhanced due to the presence of extracellular polymeric substances (EPS) and transparent exopolymer particles (TEP). Field observations suggest that the fractal dimension for inorganic particles is larger than 2.0 while for organic rich flocs, it can be smaller than 2.0 [68]. There are also empirical formulations suggesting that the fractal dimension depends on floc size [65, 66].

Unlike Verney et al. [61], who use floc diameter, Maggi et al. [71] describe the floc population based on the number of primary particles in the flocs, which appears to make the incorporation of a variable fractal dimension straightforward. Moreover, Maggi et al. [71] adopt a sophisticated collisional efficiency closure that considers the effects of floc size and permeability.

2.1.5 Future floc modeling directions

Real flocs are multi component of different densities; even measuring real fractal dimensions is highly problematic. The emergence theory has been utilized in many
disciplines (e.g. [72–74]) and provides a valid alternative and potentially more realistic approach for representing real multi-component mud floc structures. Both Cranford et al. [75], and Rietkerk and van de Koppel [76] have successfully adapted an emergence approach for application to natural biomaterials and ecosystems (respectively).

By utilizing an emergence framework for flocculation, at one end a simple fractal representation would still operate for basic, geometrically repeating simple floc structures (e.g. flocs composed from a single clay primary particle). Whilst as the flocs before more complex in structure, composition and geometry, and fractal theory become less representative, the emergence would adapt to a more suitable floc representation. It is envisaged that this new emergence approach [77] could cope better and more efficiently and realistically for real flocs at a wide range in resolution scales all using real image data at each scale. This will provide a level of error checks that are not supported by regular fractal approaches. Nonetheless, we are some way off from implementing this approach in a numerical floc model and more fundamental research on floc dynamics, properties and characteristics is required, in particular 2D and 3D floc imaging techniques (e.g. [27, 78–82]).

2.2 Grain-resolving simulations

Grain-resolving simulations are a powerful tool to obtain detailed, high-fidelity data of complex fluid-particle systems. Despite its rather large computational costs, recent advances in computational power have made it possible to perform grain-resolving simulations on scales that become relevant for sediment transport phenomena. The idea is to compute the trajectories of all the individual grains in a flow. Typically, the flow is computed on a Eulerian grid that is fixed in space and time. It can either be approximated by assuming a prescribed background flow or by solving the Navier–Stokes equations. The movement of the particles is then computed by their equations of motion in a Lagrangian sense, i.e. the particle is free to move within the entire computational domain. Hence, this representation is commonly referred to as the Euler–Lagrange approach.

Depending on their fluid-particle coupling, several schemes can be employed. If the particles are driven by a fluid flow but do not modify the flow field, the scheme is considered one-way coupled, whereas the fluid-particle mixture is two-way coupled if the flow is modified by the particle motion as well. In addition, momentum exchange of particles may be accounted for by means of collision and contact or any other particle related force. Using a two-way coupled simulation that accounts for particle-particle interactions is considered a fully-coupled scheme. In the context of the present study, attractive cohesive forces can contribute to the particle-particle interaction by binding grains into aggregates that are much larger than the individual primary particle. This process can be understood as flocculation. In the following, we will first review the governing equations to compute the particle motion in a Lagrangian sense and then proceed to present two examples to model flocculation of cohesive sediment to investigate aggregation and settling processes.

2.2.1 Computing the particle motion

Regardless of the background flow, we prescribe the motion of each primary cohesive particle $i$ as a sphere moving with translational velocity $u_{p,i}$ and angular velocity $\omega_{p,i}$. These are obtained from the Newton-Euler equations
\[
m_{p,i} \frac{du_{p,i}}{dt} = \sum_{j \neq i} \left( F_{h,i} \cdot \frac{\pi D_p^2 \left( \rho_{p,i} - \rho_f \right)}{6 F_{t,i}} \right) + \sum_{j=1, j \neq i}^{N_p} \left( F_{\text{con},ij} + F_{\text{lab},ij} + F_{\text{coh},ij} \right),
\]

\[
I_{p,i} \frac{d\omega_{p,i}}{dt} = \sum_{j \neq i} \left( T_{h,i} \cdot \frac{(r \cdot n)dA}{T_{t,i}} \right) + \sum_{j=1, j \neq i}^{N_p} \left( T_{\text{con},ij} + T_{\text{lab},ij} \right),
\]

where the primary particle \( i \) moves in response to the hydrodynamic force \( F_{h,i} \), the gravitational force \( F_{g,i} \) and the particle-particle interaction force \( F_{t,i} \) which accounts for the direct contact force \( F_{\text{con},ij} \) in both the normal and tangential direction, as well as for short-range normal and tangential forces due to lubrication \( F_{\text{lab},ij} \) and cohesion \( F_{\text{coh},ij} \), where the subscript \( ij \) indicates the interaction between particles \( i \) and \( j \). The hydrodynamic torque is denoted by \( T_{h,i} \), while \( T_{t,i} \) represents the torque due to particle-particle interactions, where we distinguish between direct contact torque \( T_{\text{con},ij} \) and lubrication torque \( T_{\text{lab},ij} \). Here, \( m_{p,i} \) denotes the particle mass, \( D_{p,i} \) the particle diameter, \( \rho_{p,i} \) the particle density, \( \rho_f \) the fluid density, \( g \) the gravitational acceleration, \( \Gamma_{p,i} \) the fluid–particle interface, \( \tau \) the hydrodynamic stress tensor, \( N_p \) the total number of particles in the flow and \( I_{p,i} = \pi \rho_{p,i} D_{p,i}^5 / 60 \) the moment of inertia of the particle. Furthermore, the vector \( n \) represents the outward-pointing normal on the interface \( \Gamma_{p,i} \), \( r \) is the position vector of the surface point with respect to the centre of mass of the particle.

Following Biegert et al. [83, 84], Zhao et al. [85, 86] represent the direct contact force \( F_{\text{con},ij} \) by means of spring-dashpot functions, while the lubrication force \( F_{\text{lab},ij} \) is accounted for based on lubrication theory [87] as implemented in Zhao et al. [85, 86]. The model for the cohesive force \( F_{\text{coh},ij} \) is based on the work of [88], which assumes a parabolic force profile, distributed over a thin shell of thickness \( h_c \) surrounding each particle:

\[
F_{\text{coh},ij} = \begin{cases} 
-4C_0 \frac{\zeta_{n,ij}^2 - \zeta_{n,ij}^2 - h_c \zeta_{n,ij}}{h_c^2} n, & \zeta_{\text{min}} < \zeta_{n,ij} < h_c \\
0, & \text{otherwise}
\end{cases},
\]

Here, \( \zeta_n \) is the gap size in between particle surfaces, \( \zeta_{\text{min}} \) is a limiter and \( C_0 \) is the cohesive number that has to be defined according to a given problem as will be detailed below. We remark that, based on Eqs. (5) and (6), the configuration of the primary particles within a floc can change with time in response to fluid forces, since the cohesive bonds are not rigid.

2.2.2 Aggregation

The flocculation process is strongly affected by the turbulent nature of the underlying fluid flow. Small-scale eddies modify the collision dynamics of the primary particles and hence the growth rate of the flocs, while turbulent stresses can result in the deformation and breakup of larger cohesive flocs. Hence, the dynamic equilibrium between floc aggregation and breakage is governed by a complex and delicate balance of hydrodynamic and inter-particle forces.
In the spirit of earlier investigations [89, 90], Zhao et al. [85] apply a simple model flow in order to investigate the effects of turbulence on the dynamics of cohesive particles. These authors consider the one-way coupled motion of small spherical particles in the two-dimensional, steady, spatially periodic cellular flow field commonly employed as initial condition for simulating Taylor-Green vortices (cf. Figure 6a), with fluid velocity field $u_f = (u_f, v_f)^T$

$$u_f = \frac{U_0}{\pi} \sin \left( \frac{\pi x}{L_0} \right) \cos \left( \frac{\pi y}{L_0} \right), \quad v_f = -\frac{U_0}{\pi} \cos \left( \frac{\pi x}{L_0} \right) \sin \left( \frac{\pi y}{L_0} \right),$$  \hspace{1cm} (8)

where $L_0$ and $U_0$ represent the characteristic length and velocity scales of the vortex flow. By computing the fluid flow via this idealized flow field, the hydrodynamic torque $T_{h,i}$ can be omitted while the hydrodynamic force $F_{h,i}$ is generally replaced by a simple stokes drag force $F_{d,i} = -3\pi D_p \mu \left( u_{p,i} - u_{f,i} \right)$ when simulations are one-way coupled in the sense that the particles do not modify the fluid flow. Here, $u_{f,i}$ indicates the fluid velocity evaluated at the particle center, $\mu$ the dynamic viscosity of the fluid.

The dynamics of the primary particles are characterized by the Stokes number $St = U_0 \rho_{p,i} D_p^2 / (18 \mu)$, and the settling velocity $W_s = v_s / U_0$ where $v_s = \left( \rho_{p,i} - \rho_f \right) D_p^2 g / (18 \mu)$ is the Stokes settling velocity of an individual primary particle $i$, as well as the cohesive number

$$Co = \frac{\max \left( \| F_{c,i} \| \right)}{U_0^2 L_0^2 \rho_f} = \frac{A_H (D_{p,i} + D_{p,j})}{32 \lambda \zeta_0} \frac{1}{U_0^2 L_0^2 \rho_f^2},$$  \hspace{1cm} (9)

where the Hamaker constant $A_H$ is a function of the particle and fluid properties, $\lambda = (D_{p,i} + D_{p,j}) / 40$ represents the range of the cohesive force and $\zeta_0 = (D_{p,i} + D_{p,j}) / 8000$ the characteristic distance. Representative values of $A_H$ for common natural systems can be found in [88].
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Figure 6.

(a) Streamlines of the doubly periodic background flow given by Eq. (8); (b) typical floc configuration with individual flocs distinguished by color (figure taken from [85]).
Zhao et al. [85] employ a computational domain with periodic boundaries. All particles have identical diameters $D_p$ and densities $\rho_p$. Initially they are at rest and separated, and randomly distributed throughout the domain. When the distance between two particles is less than $\lambda = 2$, the particles are considered as part of the same floc and the number of flocs $N_f$ is tracked as a function of time, with an individual particle representing the smallest possible floc (Figure 6b). Based on the simulation results, Zhao et al. [85] propose a new flocculation model to predict the temporal evolution of the floc size. For flocs of fractal dimension $n_f$, the mean floc size $D_f$ is related to the average number of primary particles per floc $N_p$, local$^{\text{int}}$ as:

$$D_f = (N_p,\text{local})^{\frac{1}{n_f}} D_p, \quad (10)$$

where $N_p,\text{local},\text{int}$ denotes the initial number of particles per floc and the average number of particles per floc during the equilibrium stage $N_p,\text{local},\text{max}$ is defined as:

$$N_p,\text{local},\text{max} = \begin{cases} N_p, & N_p,\text{local},\text{max} \geq N_p, \\ 8.5a_1St^{0.65}C_0^{0.58}D_p^{-2.9} \phi^{0.39} \rho_s^{-0.49} (W_s + 1)^{-0.38}, & \text{otherwise,} \end{cases}, \quad (12)$$

where $\rho_s = \rho_p / \rho_f$ denotes the density ratio, $\phi$ the volume fraction of particles. The agglomeration rate $|b|$ with the constraint $b \leq 0$ is obtained by:

$$b = \begin{cases} -0.7a_2St^{0.36}C_0^{-0.017}D_p^{-0.36} \phi^{0.75} \rho_s^{-0.11} (W_s + 1)^{-1.4}, & St \leq 0.7, \\ -0.3a_2St^{-0.38}C_0^{0.0022}D_p^{-0.61} \phi^{0.67} \rho_s^{0.033} (W_s + 1)^{-0.46}, & St > 0.7. \end{cases}, \quad (13)$$

For the present cellular model flow the values $a_1 = a_2 = 1$ in Eqs. (12) and (13) yield optimal agreement with the simulation data with the fitting deviation of $\pm 30\%$. For real turbulent flows, $a_1$ and $a_2$ need to be determined by calibrating with experimental data. The new model, Eqs. (10)–(13), with a constant fractal dimension $n_f = 2$ for predicting the floc size has been employed and successfully validated with experimental data in our earlier work [85] (cf. Figure 7). The recent study by Zhao et al. [86] even goes beyond this assumption by showing that the fractal dimension becomes a function of the floc size when particles undergo flocculation in isotropic turbulence.

2.2.3 Hindered settling

It is well known that the settling behavior of a dense suspension differs substantially from the settling behavior of a single grain. Particles settling in a dense suspension induce a counterflow and experience friction by colliding with other particles. These processes yield the so-called hindered settling, which is substantially slower than the settling of an individual particle and depends on fluid and particle properties. Nevertheless, the Stokes settling velocity of an individual grain is still widely used to quantify the settling speed of sediment in particle-laden turbidity currents (e.g., [84]). Hence, constitutive equations to predict the settling speed as a function of the local flow conditions can enhance existing computational...
frameworks for the analysis of turbidity currents. To investigate the effects of the settling behavior of flocculating cohesive sediment by means of grain-resolving simulations [88, 93], it is important to not only account for frictional contact between particles in a dense suspension but also for the modifications of the fluid flow that is caused by settling particles displacing the fluid underneath them [94]. In this case, one needs to solve the Navier-Stokes equations for an incompressible Newtonian fluid:

\[ \frac{\partial \mathbf{u}}{\partial t} + \nabla \cdot (\mathbf{u} \mathbf{u}) = -\frac{1}{\rho_f} \nabla p + \nu_f \nabla^2 \mathbf{u} + \mathbf{f}_{IBM}, \tag{14} \]

along with the continuity equation

\[ \nabla \cdot \mathbf{u} = 0, \tag{15} \]

where \( \mathbf{u} = (u, v, w)^T \) designates the fluid velocity vector in Cartesian components, \( p \) denotes the pressure, \( \nu_f \) is the kinematic viscosity, \( t \) the time, and \( \mathbf{f}_{IBM} \) represents an artificial volume force introduced by the Immersed Boundary Method (IBM) [95, 96]. This volume force is introduced in the vicinity of the inter-phase boundaries to enforce a no-slip condition on the particle surface and to modify the fluid motion according to the particle motion. This measure also yields the hydrodynamic forces and torques, \( \mathbf{F}_{h,i} \) and \( \mathbf{T}_{h,i} \) in Eqs. (5) and (6), respectively, as a direct result of this coupling scheme.

While this set of equations represents a fully coupled system, it is important to note that the relevant scales that define the system have changed compared to Section 2.2.2. In the scenario that investigates hindered settling of polydisperse cohesive sediment, the fluid flow is driven by moving particles. Hence, the relevant scale becomes \( m_{50} g' \), where \( m_{50} \) is the mass of the median grain size and \( g' = \left( \rho_p/\rho_f - 1 \right) g \) is the specific gravity of the sediment. This scaling yields a modified cohesive number:
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**Figure 7.**
Calibration of the empirical coefficients for the models of Winterwerp [62] (\( k'_A = 1.35 \) and \( k'_B = 1.29 \times 10^{-5} \)), Kuprenas et al. [91] (\( k'_A = 0.45 \) and \( k'_B = 1.16 \times 10^{-5} \)), and for our Eqs. (10)–(13) (\( a_1 = 500 \) and \( a_2 = 35 \)); comparison between experimental data and predictions by the models. The experimental parameters are measured by Tran et al. [92], \( D_p = 5 \) μm, \( \rho_p = 2650 \) kg/m\(^3\), \( \rho_f = 1000 \) kg/m\(^3\), \( \mu = 0.001 \) Ns/m\(^2\), the shear rate \( G = 50 \) s\(^{-1}\), concentration \( C = 200 \) mg/L.
and a characteristic particle Reynolds number \( Re = D_{50} u_s / \nu_f \), where \( D_{50} \) is the median grain size and \( u_s = \sqrt{\gamma D_{50}} \) is the buoyancy velocity of the sediment. These two non-dimensional numbers, \( Co \) and \( Re \), fully define the physical system under consideration.

Particles that are placed in a tank will settle due to gravity thereby displacing the fluid and accumulate at the bottom of this tank. The induced counter flow as well as the particle-particle interaction yields frictional contacts and flocculation due to cohesive forces, which is the desired situation for hindered settling [88]. For small particle sizes, where cohesive forces remain relevant, Vowinckel et al. [88, 93] obtain a faster settling behavior for cohesive sediment as compared to its non-cohesive counterpart (Figure 8). During the settling process, the sediment will transform from a suspended state, where the weight is fully supported by the fluid pressure, to a deposited state, where the weight is supported through contact chains of the deposited sediment that extent all the way to the bottom of the tank [93]. This process is described by the effective stress concept, which states that the total stress, i.e. the submerged weight of sediment, is supported by either the particle pressure or the effective stress due to particle contact [97].

Figure 8.
Particle configurations during the settling and deposition process. Top row: Non-cohesive (\( Co = 0 \)) and bottom row: Cohesive (\( Co = 5 \) according to Eq. (16)). Left column: \( t = 17.6 \tau_s \), which corresponds to the time at which the particle phase has its maximum kinetic energy. Here, \( \tau_s = D / u_s \) is the non-dimensional reference time. From left to right, the columns are separated by time intervals of 72.5\( \tau_s \). The gray shading reflects the vertical particle velocity (figure taken from [88]).
3. Coastal modeling

Coastal modeling typically refers to the modeling of regional scale (10–100 km²) coastal and estuarine processes over a timescale of hours to months. Due to the large spatial and temporal scales that need to be covered, a Reynolds-averaged Navier-Stokes (RANS) model is adopted (e.g., [98–100]). Turbulence dissipation and mixing are parameterized with two-equation closure models via a diffusion process. Moreover, when surface waves are present, the individual wave-phase is often not resolved. The generation, transformation and dissipation of the random wave field are represented by a wave spectrum and solved by using the spectral wave action balance equation [101]. Wave-period-averaged wave statistics are then coupled with the coastal models. Consequently, the wave bottom boundary layer processes cannot be directly resolved and additional parameterizations are needed, such as the apparent roughness [102], i.e. the effect of the wave bottom boundary layer on the current resolved by the coastal model, wave-driven small-scale seabed morphological features (e.g., ripples), and the near-bed sediment transport processes (often called bedload or near-bed load). The suspended load transport for a range of non-cohesive sediment classes above the wave bottom boundary layer can be resolved in the coastal models via the conservation of mass. One of the main challenges for extending these coastal models for simulating cohesive sediment transport is the parameterization of settling velocity due to flocculation.

Since the recognition of flocculation in controlling the settling velocity of cohesive sediment in coastal and marine environments [12, 41], significant progress has been made, particularly in the physical parameters controlling the floc dynamics, floc size distribution and their relationships with settling velocity statistics. To name a few, the role of turbulent shear and particle concentration in determining the aggregation rate and the resulting floc size has been quantified [62, 103–105] (see also Figure 1a). Particularly, in many tidal boundary layers and laboratory experiments of homogeneous turbulence, the mean floc size is observed to be limited by the Kolmogorov length scale (e.g., [106, 107]). Moreover, the relationship between floc size population and settling velocity (or floc density) in both idealized and realistic conditions has been revealed (e.g., [108, 109]) and the fractal dimension has been applied to model these relationships [65, 66, 69, 71] (see also Figure 3). Finally, researchers have begun to understand complex floc characteristics in estuaries dominated by organic particles (e.g., [110]), high cohesion due to TEP (e.g., [111]) and the presence of sand (e.g., [112, 113], see also Figure 5). A more complete discussion on these observational-based empirical parameterizations is provided in Section 2.1.4.

Advancements have also been made in modeling flocculation processes of cohesive sediments. Following the summary presented in Section 2.1, this section focuses on a more in-depth discussion of the complex population approach. Pioneering work by Winterwerp [62, 94] established a robust single-size class (averaged floc size) flocculation modeling framework. This framework has been refined by Kuprenas et al. [91] to limit the floc size growth by the Kolmogorov length scale. A more sophisticated flocculation model [114] based on the population balance equations (PBE) has been incorporated into the Princeton Ocean Models (POM) by Xu et al. [115] to study the dynamics of Estuarine Turbidity Maximum (ETM). Recently, Sherwood et al. [116] incorporated the PBE flocculation model FLOCMOD by Verney et al. [2] into the Regional Ocean Modeling system (ROMS), which is part of the Coupled Ocean-Atmosphere-Wave-Sediment Transport Modeling System (COAWST, [98]). The model is used to study cohesive sediment transport in an idealized setting and a realistic application in the York River estuary.
model was recently developed in the coastal model TELEMAC [117]. Last but not least, the empirical parameterization of the floc settling velocity MFSV algorithm (see Section 2.1.4) suggested by Manning and Dyer [54] has been incorporated into TELEMAC-3D [57], while more recently the nondimensional version of MFSV proposed by Soulsby et al. [59] has been incorporated into the Finite Volume Community Ocean Model (FVCOM, [99]). These closure models cover a wide range of flocculation physics incorporated or neglected, and the resulting computational cost also varies from minimal to very significant. It is worth to point out that besides the turbulence-averaged models discussed so far, a PBE formulation for flocculation dynamics has recently been incorporated into a turbulence-resolving large-eddy simulation model by Liu et al. [118] to study floc dynamics in the upper-ocean mixing layer subject to Langmuir turbulence.

3.1 Structure of continuum model

The Reynolds-averaged suspended sediment mass concentration \( C(x_i, t) \) is solved by the conservation of mass in an advection-diffusion equation:

\[
\frac{\partial C}{\partial t} + \frac{\partial u_i C}{\partial x_i} = \frac{\partial C W_s \delta_{ij}}{\partial x_i} + \nabla \cdot \left( \nu \frac{\partial C}{\partial x_i} \right)
\]

where \( u_i \) is the fluid velocity, \( W_s \) is the settling velocity, \( \nu \) is the fluid viscosity and \( \nu_t \) is the turbulent (eddy) viscosity. The Kronecker delta \( \delta_{ij} \) is used here with \( j = 2 \) representing the direction of gravitational acceleration. A challenge in modeling cohesive sediments is that the settling velocity, \( W_s \), depends on the flocculation process. To include flocculation, there are generally two approaches [119]. The first approach is called the distribution based approach (e.g., [116, 120]), which directly models a bulk settling velocity as a variable due to flocculation. The simplest formulations are empirical formulas characterizing settling velocity as a function of mean floc size, sediment concentration, and turbulent shear rate [64]. Most notably, the framework provided by Winterwerp [62, 94] solves flocculation using a mean floc size, or number concentration of floc (having a mean floc size) that explicitly includes aggregation and breakup terms. Floc density and settling velocity can then be estimated by assuming a constant fractal dimension \( n_f \). Such framework has been extended for a variable fractal dimension [67] and applied to model sediment resuspension in the Ems/Dollard estuary by Son and Hsu [121]. Flocculation process involved complex interaction between floc aggregation and breakup of different sizes, ranging from primary particles, microflocs, and macroflocs (see Section 2.1.2 for their definition). Using a mean value of floc property to describe these complex flocculation process may be too simplistic. For example, field observations suggest that natural flocs sometimes show a bimodal distribution (e.g., [18]). Maerz et al. [120] developed a flocculation model that solves the first moment of floc size distribution. Shen and Maa [119, 122] further use the quadrature of moments to model the evolution of floc size distribution. As discussed by Sherwood et al. [116], since settling velocity calculated from the distribution-based approach are based on the statistics of floc properties, the resulting bulk settling velocity must be a variable in time and space. Many existing coastal models utilize an efficient advection scheme that is designed for a constant and uniform settling velocity [115, 123]. Since these coastal models have been designed and routinely used to model suspended sediment (non-cohesive) transport of multiple size classes, it is more straightforward to extend the multiple-size class model into a PBE formulation to model flocculation processes.
3.2 Population balance equation

In the population balance formation, the sediment mass concentration \( C \) is partitioned into \( N \) classes and each class is represented by an index \( k \), where \( k \) and \( N \) are positive integers. \( N \) must be a sufficiently large number to resolve the distribution. The sediment mass concentration in each class \( c_k(x_i, t) \) is calculated by its mass conservation equation:

\[
\frac{\partial c_k}{\partial t} + \frac{\partial u_i c_k}{\partial x_i} = \frac{\partial c_k u_{i,k}}{\partial x_i} + \left( \nu + \nu_i \right) \frac{\partial c_k}{\partial x_i} + G_{1,k} - L_{1,k} + \ldots, \quad k = 1, 2, \ldots, N
\]

(18)

where \( u_{i,k} \) is the settling velocity of class \( k \). To include the flocculation processes, additional gain and loss terms, e.g., \( G_{1,k}, L_{1,k}, \ldots \), due to aggregation of flocs (and primary particles) and breakup of flocs need to be modeled, which will be discussed later. It is important to point out that the flocculation processes only re-distribute the floc mass among different size classes and care must be taken to ensure the total sediment mass conservation when modeling these terms (i.e., these gain and loss terms must cancel each other after the summation of all size classes in Eq. (18)), including the numerical treatment (e.g., using a logarithmically distributed size class and a mass-weighted interpolation).

As mentioned before, the sediment mass concentration distribution can be described by floc size class [61] or number of primary particles in the floc [66]. Here, we focus on the more popular one using floc size class with each class having a floc diameter of \( D_{f,k} \). The sediment mass concentration of each class can be related to number concentration of flocs in each size class \( n_k(x_i, t) \) as:

\[
c_k(x_i, t) = m_k n_k(x_i, t)
\]

(19)

where \( m_k \) is the mass of a floc in size class \( k \). Assuming a floc is formed by spherical primary particles of diameter \( D_p \) and density \( \rho' \), the mass of a primary particle can be calculated as

\[
m_p = \frac{\pi}{6} \rho' D_p^3.
\]

(20)

By, furthermore, assuming that the floc structure follows a fractal relationship, we can calculate the mass of a floc as [69]:

\[
m_k = m_p \left( \frac{D_{f,k}}{D_p} \right)^{n_f}.
\]

(21)

Therefore, with the given fractal dimension and primary particle properties, \( m_k \) can be explicitly calculated for a given floc size class \( D_{f,k} \). Following the fractal theory, the floc density of size class \( k \) can be readily calculated as [69]:

\[
\rho'_k = \rho'' + (\rho' - \rho'') \left( \frac{D_{f,k}}{D_p} \right)^{n_f}
\]

(22)

where \( \rho'' \) is the density of water (or seawater). With the known floc diameter and floc density, the settling velocity of the flocs in each size class can be calculated. The simple Stokes law is used here following Sherwood et al. [116]
where \( \mu \) is the dynamic viscosity of water (seawater).

It is worth noting that in the population balance formulation, the floc settling velocity of a particular size class is treated as a constant determined by the given fractal dimension, primary particle properties, and fluid properties. Therefore, it is more suitable for typical coastal modeling systems due to their numerical treatment of advection. In typical field conditions, a size-class based population balance formulation is reported to require at least 10–20 size classes [61, 116].

After proposing the appropriate gain and loss terms in Eq. (18), the full dynamics of floc transport, settling and re-distribution of sediment mass among all floc size classes due to flocculation can be modeled. In practice, some models solve a system of partial differential equation for the number concentration \( n_k(x, t) \) directly by substituting Eq. (19) into Eq. (18) (e.g., Liu et al. [118]). For typical coastal models (e.g., Sherwood et al. [116]), the numerical treatment of flocculation and the advection-diffusion-settling processes are split into two steps. The zero-dimensional (homogenous turbulence condition without the advection, diffusion and settling terms) number concentration equations that only include the gain and loss terms are solved at every grid point over each (baroclinic) time step size of the coastal model to redistribute floc mass between different classes. Then, the newly calculated floc mass due to flocculation in each size class is updated by the advection-diffusion-settling equation (Eq. (18)) without the gain and loss (flocculation) terms. One advantage of such approach is that many zero-dimensional flocculation models developed elsewhere can be easily coupled into the coastal models. For example, Sherwood et al. [116] couple an existing zero-dimensional size-class based flocculation model FLOCMOD developed by Verney et al. [61] into the COAWST coastal modeling framework.

In this paper, the essential model formulations and closures of Verney et al. [61] are reviewed. The purpose here is not to discuss the model details, since they can be found in the cited references. Rather, this section is intended to bridge the discussions in Section 1 and Section 2 by focusing on the key model elements that are sensitive to the model results and hence may require more physical understanding. The governing equation for floc number concentration \( n_k \) (S.I. unit: m\(^{-3}\)) of size class \( k \) is written as

\[
\frac{\partial n_k}{\partial t} = G_a(k) - L_a(k) + G_{bs}(k) - L_{bs}(k)
\]

in which \( G_a(k) \) and \( L_a(k) \) represent the gain and loss of flocs in size class \( k \) due to aggregation, while \( G_{bs}(k) \) and \( L_{bs}(k) \) represent the corresponding gain and loss due to shear-driven breakup. Verney et al. [61] also include terms due to collision-induced breakup [70]. However, this mechanism is shown to be of minor importance for pure clay flocculation and it is not discussed here for brevity. The model assumes aggregation that is driven by turbulent shear and binary collision. Other known mechanisms driving aggregation, namely, the Brownian motion (important for particle smaller than 1 \( \mu \)m) and the differential settling are neglected by assuming that coastal and estuarine environments are dominated by turbulent shear. The \( G_a(k) \) and \( L_a(k) \) terms are modeled as

\[
G_a(k) = \frac{1}{2} \sum_{i+j=k} \alpha_{ij} A(i,j)n_in_j
\]
and

\[
L_a(k) = \sum_{i} N \alpha_{ik} A(i,k) n_in_k
\]  

(26)

where \( \alpha_{ij} \) represents the collisional efficiency (dimensionless) and the shear-driven binary collision probability function is written as

\[
A(i,j) = \frac{1}{6} G(D_i + D_j)^3.
\]  

(27)

The quantity \( G_a(k) \) shown in Eq. (25) represents the gain of flocs in size \( k \) due to aggregation of smaller flocs at size class \( i \) and \( j = k - i \) while \( L_a(k) \) shown in Eq. (26) expresses the loss of flocs in size class \( k \) due to aggregation with flocs in other size classes. In Verney et al. [61], \( \alpha_{ij} \) is set to be a constant \( \alpha_{ij} = \alpha \) for simplicity. This point will be revisited later. Gain and loss of flocs in size class \( k \) due to breakup driven by turbulent shear are calculated as

\[
G_{bs}(k) = \sum_{i=k+1}^{N} \Pi_{ki} B_i n_i
\]  

(28)

and

\[
L_{bs}(k) = B_k n_k.
\]  

(29)

Essentially, gain of flocs \( G_{bs}(k) \) in size class \( k \) due to fragmentation can only occur in floc size classes larger than \( k \). The fragmentation probability function is written as

\[
B_i = \beta_i G^{3/2} D_i \left( \frac{D_i - D_p}{D_p} \right)^{3-u_f}
\]  

(30)

where \( \beta_i \) is the (dimensional: \( m^{-1}s^{1/2} \)) fragmentation rate and it is assumed to be a constant \( \beta_i = \beta \) in Verney et al. [61]. More discussions on \( \beta_i \) will be given later. The breakup distribution function is defined as \( \Pi_{ki} \) and it characterizes different breakup scenarios. Our understanding on the shear-induced breakup scenarios is currently limited. Nevertheless, the breakup distribution functions \( \Pi_{ki} \) provided in Verney et al. [61] include binary (fragmentation of floc mass \( m_k \) into two small flocs of equal mass \( m_k/2 \)), ternary (fragmentation of floc mass \( m_k \) into three smaller flocs, one floc of \( m_k/2 \) and two flocs of \( m_k/4 \)), and erosion (fragmentation of floc mass \( m_k \) into \( r + 1 \) flocs, one larger floc and \( r \) smaller flocs of equal size).

As demonstrated in Verney et al. [61], their PBE-based flocculation model can predict several key features of floc dynamics observed in the field. For instance, the model is capable of reproducing the observed slower aggregation and more rapid fragmentation process (so-called clock-wise hysteresis of aggregation/fragmentation process) during a tidal cycle. As the floc size directly controls the settling velocity, capturing the hysteresis of floc aggregation/fragmentation is essential to further predict the net sediment fluxes during a tidal cycle. Moreover, Verney et al. [61] showed that a bimodal distribution of flocs often observed in the field can be reproduced by the PBE model by including a mix of different breakup distribution functions. Although the PBE-based flocculation models provide a promising modeling framework for cohesive sediment transport, there are limitations that require future investigations.
The most sensitive empirical parameters in FLOCMOD are the collisional efficiency $\alpha$ and the fragmentation rate $\beta$, which are often assumed to be constants. As demonstrated systematically by Verney et al. [61], to match the mean equilibrium floc size, there is no unique set of optimum $\alpha$ and $\beta$ values and it is the ratio of $\alpha/\beta$ for these two empirical parameters that controls the mean equilibrium floc size. A similar finding is reported in the single size-class flocculation model of Winterwerp [62]. Hence, to fully benefit from the capability of PBE-based models that provide the temporal evolution of the full spectrum of floc sizes, the model calibration should go beyond just using equilibrium mean floc size. Sherwood et al. [116] provide a limited validation of Verney et al. [61] model for the temporal evolution of mean floc size. Such validation should be expanded for different data sets and for different floc size statistics in order to better constrain the empirical model parameters.

The sensitivity of the modeled mean floc diameter to the prescribed fractal dimension has also been discussed in Verney et al. [61]. More recently, Penaloza-Giraldo et al. [124] report that the temporal evolution of floc sizes (timescale to reach the equilibrium floc sizes) are sensitive to the fractal dimension $n_f$. As shown in Eq. (30), when $n_f$ is smaller, the fragmentation probability function becomes larger, and hence it takes a shorter time to reach the equilibrium floc size. Even when $\alpha/\beta$ and $n_f$ are calibrated to match the measured mean equilibrium floc size and flocculation timescale, it may not be straightforward to match the model results with measured data for the entire floc size distribution. Specifically, since the choice of breakup distribution function $\Pi_{ki}$ is not constrained, the calibrated $\alpha/\beta$ and $n_f$ may also depend on the $\Pi_{ki}$-function. In summary, the sensitivity study of Verney et al. [61] and preliminary findings reported by Penaloza-Giraldo et al. [124] imply that the following flocculation physics controlling the empirical parameters in the PBE warrant future studies:

3.2.1 Parameterizing the floc structure with a fractal dimension

To estimate floc mass and floc density in a given floc size, further assumptions on floc structures is needed. The state-of-the-art model for floc structure is to assume a fractal structure, which renders Eqs. (21) and (22) useful. In the PBE models for floc dynamics, fractal dimension directly affects the breakup term via the fragmentation probability function (see Eq. (30)). While most of the existing flocculation models assume a constant fractal dimension, examining the field and laboratory data by relating measured floc settling velocity and floc size (see Eqs. (22) and (23)) suggests that the fractal dimension may not be a constant, especially when considering the PBE equations are very sensitive to the prescribed fractal dimension value. Recent grain-resolving simulations (see Section 2.2.2 and the studies of [85, 86] referenced therein) also confirms that the fractal dimension depends on floc size. Researchers have proposed to model fractal dimension as a function of floc size [65, 71], however, whether it significantly improves the modeled flocculation processes remain to be proven.

3.2.2 More complete descriptions of collisional efficiency and fragmentation rate

As discussed by Hill and Nowell [125], the collision efficiency is practically treated as an empirical tuning parameter that parameterizes three main processes: encounter, contact and sticking. Encounter and contact are physical processes while sticking is associated with chemical-biological processes. From a physical perspective, only sticking efficiency is solely an empirical parameter. Maggi et al. [71] used
a more complex collisional efficiency formulation that depends on the size and porosity of two colliding flocs. Through detailed laboratory experiments, Soos et al. [126] proposed a collisional efficiency formulation $\alpha_{ij}$ that depends on the size of the two colliding flocs and the turbulent shear rate. More systematic studies on the impact of collisional efficiency on the modeled flocculation in the PBE-based formulation are required.

While the existing studies mostly treat the fragmentation rate to be a model constant, physically the fragmentation rate $\beta_i$ further depends on the floc breakage force $F_y$ and the dynamic viscosity of the fluid [71]:

$$\beta_i = E \left( \frac{\mu}{F_y} \right)^{1/2}$$

with $E$ an empirical constant. It is clear that the only way to justify that the fragmentation rate is a constant, i.e., $\beta_i = \beta$, is to assume that the floc breakage force $F_y$ is independent of floc size, which theoretically is consistent with the fractal theory [69]. Indeed, in most cohesive sediment transport literature (e.g., [61, 71, 115]), $F_y$ is assumed to be $F_y = O(10^{-10})N$ following Winterwerp [62]. Since assuming floc structure follows the fractal theory (independent of the size of the aggregates) is an approximation, $F_y$ may need to be considered as a variable in practice. Jarvis et al. [127] presented a review of many laboratory measurements of floc breakage force per unit area (it was called floc strength in their paper). Due to a wide range of cohesive sediment samples tested and different measurement techniques used, the quantitative results are not conclusive. However, it is clear that $F_y/D_f^2$ decreases as floc size increases. This conclusion does not exclude the possibility that $F_y$ is a variable and it may be insensitive, or has a certain degree of dependence on floc size. More quantitative investigations on floc breakup force for different mineral composition and turbulence intensity are needed.

### 3.2.3 Improved physical understanding of breakup distribution functions

In the coastal sediment literature, detailed studies on floc breakup, particularly from the observational perspective, are rare. In the water quality literature, Jarvis et al. [127] provide some insights into the breakup distribution function. First, they discern the fragmentation mechanism, similar to the binary breakup, as the most likely scenario to occur when flocs are subjected to tensile stress acting across the floc. Secondly, the erosion mechanism in floc breakup is likely due to shear stress acting tangentially to the floc surface. Based on this argument, researchers hypothesize that the floc breakage types may depend on the ratio of floc size to the Kolmogorov length scale (smallest turbulent eddy size). However, the results are not conclusive and more comprehensive studies on how turbulent eddies interact with flocs and causing floc breakage are warranted.

### 4. Conclusions

We have presented an overview covering different types of floc analyses based on experimental measurements and grain-resolved simulations. These tools are currently emerging and show a very promising perspective to generate the data needed to account for unresolved cohesive sediment dynamics in continuum models with high fidelity. More work will be needed in the future to cover the
different aspects laid out in this chapter. Those are in particular, the effects of biofilms, the settling velocity of different types of flocs, as well as the aggregation and break-up efficiencies governing the exchange between different classes of PBE-type models. The knowledge to be gained can lead to a new generation of continuum models that enable simulations with predictive power for entire estuaries, which will bring inestimable advantages for these attractive settlement areas, both in economic terms and in terms of an increased quality of life.
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Nomenclature

\[ \alpha_{ij} = \alpha \] collisional efficiency
\[ \beta_i = \beta \] fragmentation rate
\[ \Gamma_{p,i} \] fluid-particle interface of particle \( i \)
\[ \delta_{i,j} \] Kronecker delta
\[ \zeta_0 \] characteristic distance
\[ \zeta_n \] gap size in between particles
\[ \zeta_{\text{min}} \] limiting gap size in between particles
\[ \lambda \] cohesive force range
\[ \mu \] dynamic fluid viscosity
\[ \nu \] kinematic fluid viscosity
\[ \nu_t \] turbulent viscosity
\[ \Pi_{ki} \] breakup distribution function
\[ \rho_f \] fluid density
\[ \rho_{f,k} \] floc density of class \( k \)
\[ \rho_{p,i} \] density of particle \( i \)
\[ \rho_r \] density ratio
\[ \rho^p \] primary particle density
\[ \rho_w \] density of water
\[ \tau \] turbulent shear stress
\[ \tau \] hydrodynamic stress tensor
\[ \tau_i \] nondimensional reference time
\[ \phi \] particle volume fraction
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_{p,i}$</td>
<td>Angular velocity vector of particle with index $i$</td>
</tr>
<tr>
<td>$A(i,j)$</td>
<td>Shear-driven binary collision probability function</td>
</tr>
<tr>
<td>$A_h$</td>
<td>Hamaker constant</td>
</tr>
<tr>
<td>$a_1$</td>
<td>model constant</td>
</tr>
<tr>
<td>$a_2$</td>
<td>model constant</td>
</tr>
<tr>
<td>$b$</td>
<td>agglomeration rate</td>
</tr>
<tr>
<td>$B_i$</td>
<td>fragmentation probability function</td>
</tr>
<tr>
<td>$C$</td>
<td>SPM concentration</td>
</tr>
<tr>
<td>$c$</td>
<td>empirical constant</td>
</tr>
<tr>
<td>$c_k$</td>
<td>sediment mass concentration of class $k$</td>
</tr>
<tr>
<td>$C_0$</td>
<td>cohesive number</td>
</tr>
<tr>
<td>$D$</td>
<td>floc size</td>
</tr>
<tr>
<td>$D_{50}$</td>
<td>median grain size</td>
</tr>
<tr>
<td>$\bar{D}_f$</td>
<td>mean floc size</td>
</tr>
<tr>
<td>$D_{f,k}$</td>
<td>floc diameter of class $k$</td>
</tr>
<tr>
<td>$D_p$</td>
<td>primary particle diameter</td>
</tr>
<tr>
<td>$D_{p,i}$</td>
<td>diameter of particle $i$</td>
</tr>
<tr>
<td>$E$</td>
<td>empirical constant</td>
</tr>
<tr>
<td>$F_{c,i}$</td>
<td>particle-interaction force vector of particle with index $i$</td>
</tr>
<tr>
<td>$F_{coh,ij}$</td>
<td>cohesive force vector of particle $i$ interacting with particle $j$</td>
</tr>
<tr>
<td>$F_{con,ij}$</td>
<td>normal contact force vector of particle $i$ interacting with particle $j$</td>
</tr>
<tr>
<td>$F_{h,i}$</td>
<td>hydrodynamic force vector of particle with index $i$</td>
</tr>
<tr>
<td>$F_{g,i}$</td>
<td>gravitational force vector of particle with index $i$</td>
</tr>
<tr>
<td>$f_{\text{IBM}}$</td>
<td>artificial volume forced introduced by the IBM $i$</td>
</tr>
<tr>
<td>$F_{\text{lub},ij}$</td>
<td>lubrication force vector of particle $i$ interacting with particle $j$</td>
</tr>
<tr>
<td>$f_y$</td>
<td>floc breakage force</td>
</tr>
<tr>
<td>$G$</td>
<td>turbulence parameter / shear rate</td>
</tr>
<tr>
<td>$G_{1,k}$</td>
<td>mass gain due to aggregation of flocs</td>
</tr>
<tr>
<td>$G_a$</td>
<td>gain of flocs in a size class due to aggregation</td>
</tr>
<tr>
<td>$L_{bs}$</td>
<td>gain of flocs in a size class due to shear driven break-up</td>
</tr>
<tr>
<td>$g$</td>
<td>gravitational acceleration</td>
</tr>
<tr>
<td>$g'$</td>
<td>specific gravity</td>
</tr>
<tr>
<td>$h_{co}$</td>
<td>thickness of cohesive shell</td>
</tr>
<tr>
<td>$I_{p,i}$</td>
<td>moment of inertia of particle $i$</td>
</tr>
<tr>
<td>$k$</td>
<td>empirical constant</td>
</tr>
<tr>
<td>$k$</td>
<td>index of class for sediment mass concentration</td>
</tr>
<tr>
<td>$k_A$</td>
<td>agglomeration constant</td>
</tr>
<tr>
<td>$k_B$</td>
<td>breakup constant</td>
</tr>
<tr>
<td>$L_0$</td>
<td>characteristic length</td>
</tr>
<tr>
<td>$L_{1,k}$</td>
<td>mass loss due to breakup of flocs</td>
</tr>
<tr>
<td>$L_a$</td>
<td>loss of flocs in a size class due to aggregation</td>
</tr>
<tr>
<td>$L_{bs}$</td>
<td>loss of flocs in a size class due to shear driven break-up</td>
</tr>
<tr>
<td>$m$</td>
<td>empirical constant</td>
</tr>
<tr>
<td>$m_k$</td>
<td>mass of an individual floc in class $k$</td>
</tr>
<tr>
<td>$N$</td>
<td>number of classes for sediment mass concentration</td>
</tr>
<tr>
<td>$n_f$</td>
<td>fractal dimension</td>
</tr>
<tr>
<td>$N_f$</td>
<td>total number of flocs in the flow</td>
</tr>
<tr>
<td>$n_k$</td>
<td>number concentration of class $k$</td>
</tr>
<tr>
<td>$N_p$</td>
<td>total number of particles in the flow</td>
</tr>
<tr>
<td>$N_{p,local}$</td>
<td>average number of primary particles per floc</td>
</tr>
<tr>
<td>$m_{50}$</td>
<td>mass of the median grain size</td>
</tr>
</tbody>
</table>
$m_{p,i}$ mass of particle $i$
$m_k$ mass of a floc
$r$ radial position vector
$Re$ Reynolds number
$St$ Stokes number
$t$ time
$T_{c,i}$ Torque vector of particle with index $i$ due to particle-interaction
$T_{\text{con},ij}$ collision torque vector of particle $i$ interacting with particle $j$
$T_{h,i}$ hydrodynamic torque vector of particle with index $i$
$T_{\text{lub},ij}$ lubrication torque vector of particle $i$ interacting with particle $j$
$U_0$ characteristic velocity
$u_{f,i} = u$ fluid velocity vector
$u_{p,i}$ translational velocity vector of particle with index $i$
$u_s$ buoyancy velocity
$\nu_s$ Stokes settling velocity
$W_s$ settling velocity of microflocs
$w_{s,k}$ settling velocity of of class $k$
$W_{s,\text{macro}}$ settling velocity of macroflocs

**Abbreviations**

ADV acoustic doppler velocimeter
COAWST Coupled Ocean-Atmosphere-Wave-Sediment Transport Modeling System
DNS direct numerical simulation
EPS extracellular polymeric substance
ETM estuarine turbidity maximum
FVCOM finite volume community ocean model
IBM immersed boundary method
INSSEV IN-Situ SEttling Velocity instrument
LabSFLOC laboratory spectral flocculation charactersitics
MFSV manning floc settling velocity
MSF mass settling flux
OBS optical backscatter
PBE population balance equation
PICS particle imaging camera system
POM Princeton ocean models
RANS Reynolds-averaged Navier-Stokes
ROMS regional ocean modeling systems
SB size band
SPM suspended particulate matter
TEP transparent exopolymer particles
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Chapter 4

Rheology of Mud: An Overview for Ports and Waterways Applications

Ahmad Shakeel, Alex Kirichek and Claire Chassagne

Abstract

Mud, a cohesive material, consists of water, clay minerals, sand, silt and small quantities of organic matter (i.e., biopolymers). Amongst the different mud layers formed by human or natural activities, the fluid mud layer found on top of all the others is quite important from navigational point of view in ports and waterways. Rheological properties of fluid mud layers play an important role in navigation through fluid mud and in fluid mud transport. However, the rheological properties of mud are known to vary as a function of sampling location within a port, sampling depth and sampling location across the globe. Therefore, this variability in rheological fingerprint of mud requires a detailed and systematic analysis. This chapter presents two different sampling techniques and the measured rheological properties of mud, obtained from laboratory experiments. The six protocols used to measure the yield stresses are detailed and compared. Furthermore, the empirical or semi-empirical models that are commonly used to fit rheological experimental data of such systems are presented. The influence of different factors such as density and organic matter content on the rheological behavior of mud is discussed. The fluidic yield stress of mud samples was observed to vary from 0.2 Pa to 500 Pa as a function of density and organic matter content.

Keywords: Mud, rheology, density, yield stress, moduli, flow curve, protocol, organic matter, nautical bottom, cohesive sediment

1. Introduction

Mud beds, typically found at the bottom of rivers, lakes and in coastal areas, belong to the category of cohesive material. These deposits consist of water, clay minerals, sand, silt and organic matter (such as living microorganisms and in particular their excreted biopolymers) [1]. These mud beds are usually exposed to a continuous wave motion and disturbances produced by ship movement [1, 2], human actions such as dredging [3], natural climatic events and bioturbation [4]. The water column can be divided into different layers. In its large upper part, where mud particles are advected by currents and diffused by turbulent motion, mud is found as suspended particulate matter (SPM). Close to the bottom, different mud layers are found with increasing density as function of depth. These layers are defined as fluid mud (FM), pre-consolidated sediment (PS) and consolidated
sediment (CS). Besides having different densities, these mud layers are known to have significantly different compositions and rheological fingerprints.

Fluid mud, the most important mud layer from a navigational perspective, is typically identified as a layer with a density of 1030–1300 kg m\(^{-3}\), whereby hindered settling of particles plays a role due to the presence of flocs (i.e., combination of clay particles and organic matter) [5–7]. All mud layers, but particularly the fluid mud layer, display complex rheological behavior, i.e., combination of thixotropy, shear-thinning, two-step yielding behavior and viscoelasticity [8, 9]. The rheological/cohesive properties of mud are observed to vary as a function of solid fraction (or bulk density), type and concentration of organic matter, type of clay minerals and ionic concentration [10–17]. The thorough understanding of the rheological characteristics of mud, as a function of above-mentioned parameters, can help to estimate the strength, the flow and thickness of (fluid) mud in ports and waterways. The quantification of the rheological properties for fluid mud also facilitates the definition of boundary conditions for sediment transport modeling, which in turn helps optimizing the dredging operations and defining the proper maintenance strategy for navigational channels [18–21]. However, in order to develop the appropriate in-situ techniques for measuring rheological properties, these characteristics need to be analyzed in laboratory beforehand. Therefore, in this chapter, following research questions are answered: How to efficiently collect the “undisturbed” mud sample? Which sediment properties are important for determining the rheological properties of mud? Which protocols are suitable for measuring rheological characteristics, i.e., yield stress of mud? Which empirical or semi-empirical model is appropriate to fit the rheological experimental data of mud, particularly for two-step yielding? How much comparable is the rheological signature of mud samples from different sources?

In this chapter, two different sampling techniques are presented to collect the “undisturbed” mud samples along with their important physical properties (Section 2). In Section 3, different protocols used to measure the rheological properties particularly yield stresses of mud are detailed and compared. Furthermore, the empirical or semi-empirical models that are commonly used to fit the rheological experimental data of mud are presented in Section 4. The influence of different factors such as density and organic matter content on the rheological behavior of mud is discussed in Section 5. In the end, the rheological properties, i.e., yield stress, of mud samples obtained from different ports are compared. In the present chapter, only laboratory experiments are presented.

2. Sampling techniques and physical properties of mud

In order to determine the physical and rheological characteristics of mud in the laboratory, appropriate sampling method needs to be applied. Two of the most commonly used sampling methods/equipment for mud are: (i) Van Veen grab sampler, and (ii) Frahmlof core sampler (see Figure 1). The criterion for selecting the suitable sampling method is based on the fact that the mud should be obtained in an “undisturbed” state with a naturally occurring density gradient profile, in order to estimate the properties of mud as close as possible to in-situ conditions. Core sampler is considered to meet this criterion well. Apart from collecting in-situ mud layers with different densities, another approach to study the effect of density on the rheological behavior is to dilute a consolidated mud layer, to obtain different samples with varying densities [9, 23]. However, the rheological characteristics of natural and diluted mud layers of same density are found to vary significantly from each other [24].
The bulk density (or water content) of the mud samples is usually estimated using the oven-drying method [25–28]. In short, the weight of the sample is recorded before and after heating at 105°C for 24 h. Using these weights and the density of water and minerals (i.e., 1000 and 2650 kg m$^{-3}$, respectively), the mean bulk density of the sample is obtained. The particle size distribution (PSD) of mud is typically investigated using (static) light scattering methods [17, 28, 29]. However, this technique also possesses some inherent drawbacks which are the facts that (i) the conversion between raw data and particle size is based on the assumption that the particles are spherical and have a homogeneous composition, (ii) the measurements are possible in a limited range of concentrations, and (iii) there can be a serious overestimation of the amount of large particles due to the mathematical smoothing of the PSD’s by the manufacturer’s software [30]. The total organic carbon (TOC) of mud samples is commonly analyzed by using loss-on-ignition method [31, 32], which is based on weighing the sample before and after heating at 430–500°C for 24 h. The total organic carbon is then estimated by loss in weight. All these sediment properties are known to significantly influence the rheological characteristics of mud samples.

3. Protocols for measuring rheological properties of mud

3.1 Yield stress

Mud can either behave as a solid-like material (i.e., elastic solid) at small stresses or as a liquid-like material above a critical value of stress, defined as yield stress. The nautical bottom for ports and waterways is typically defined on the basis of mud density [33], which does not account for the solid/liquid transition defined by the yield stress. Measurement of the yield stress of mud is, therefore, quite useful in defining the navigability of mud layers [15, 21]. The determination of yield stress is highly dependent on the selected rheological geometry and experimental method, as significantly different yield stress values can be obtained due to (i) the history of samples before analysis, (ii) differences in experimental methods, (iii) the use of different criteria for defining the yield point, (iv) different experimental timescales [34–39].

Several rheological geometries are available to perform the rheological analysis of mud including concentric cylinder (Couette), cone & plate (CP), parallel plate (PP) and vane. Cone & plate geometry has been observed to produce scattered
rheological responses for mud samples due to the presence of large particles within the narrow gap between cone and plate and, hence, is not recommended for this kind of samples [40]. The remaining geometries can be used for analyzing mud samples but with certain benefits and limitations for each one. The differences between the geometries is illustrated in Figure 2a which shows the response of a FM mud layer in terms of elastic stress (\(= G'\gamma\)) as a function of applied oscillatory amplitude at 1 Hz for different geometries. It can be clearly seen that the mud sample exhibits a two-step yielding behavior (i.e., two distinct peaks in the response of elastic stress). The associated yield stresses are termed as “static” and “fluidic” yield stresses, and their values and dependence on amplitude are function of the used geometry. These two characteristic yield points can be associated to the breaking of floc network, re-organization and breakdown of flocs during shearing [40–43].

Figure 2b presents the yield stress values of different mud layers obtained by using the elastic stress method for different geometries. The results show that the highest yield stress values are obtained for parallel plate geometry, which may be attributed to the fact that this geometry induces the lowest disturbance in the sample while the plates are approached to confine the sample. However, this geometry is not very appropriate for analyzing the rheology of liquid-like samples, as the sample can flow out of the holder during shearing. Couette geometry is most suitable to analyze the rheological characteristics of mud ranging from very fluid to paste-like. For consolidated samples, however, it is preferable to use vane geometry, as the bob used in Couette geometry usually gets stuck during analysis of (very) dense mud samples.

In addition to different geometries, several rheological protocols have been reported in literature to determine the yield stress of mud. These protocols include shear rate ramp-up [29, 44], shear stress ramp-up [15, 17], and Claeyts et al. protocol [45]. Shear rate/shear stress ramp-up methods are quite fast and easy to perform. On the other hand, Claeyts et al. protocol is based on several cycles of selected shear rates (applying a shear, stop shearing, applying a shear ...) along with high shear rate steps in-between these cycles, with a total experimental time of about 15–20 min. Figure 3 shows the pictorial representation of different experimental protocols that can be used to measure the yield stresses of mud.

The outcome of the different protocols in terms of shear stress as a function of shear rate or apparent viscosity as a function of shear stress for Port of Hamburg mud is shown in Figure 4. The values of yield stresses (static and fluidic) obtained

![Figure 2.](image)

(a) Elastic stress as a function of amplitude at 1 Hz using different geometries for FM layer obtained from Port of Hamburg. Solid line is just a guide for the eye. Bars represent standard deviation. Circles with dashed lines represent the static yield points (SYS) and circles with solid lines represent the fluidic yield points (FYS). (b) Static and fluidic yield stress values obtained from elastic stress method for different mud layers collected from Port of Hamburg using Couette, parallel plate and vane geometries. Reprinted from Ref. [40].
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from the viscosity declines of these curves (see Figure 4b) are presented in Table 1. It can be seen from Table 1 that higher yield stress values are obtained from stress ramp-up test, ramp-up step of shear rate ramp up and ramp down (CSRT) test and
increasing equilibrium flow curve (EFC) test. This is linked to the fact that these methods deform mud samples from an almost undisturbed state to an almost fully disturbed state. These methods are, therefore, suitable to measure the yield stresses of mud close to in-situ conditions. However, the determination of a static yield point is somehow difficult in case of ramp-up step of CSRT test (due to the scattering of the initial apparent viscosity as function of stress points, see black curve in Figure 4b) and increasing EFC test is a somehow lengthy test (~20 min, see Figure 3c and d). Therefore, it is recommended to use stress ramp-up test for analyzing the yield stresses of mud for ports and waterways applications. The yield stress values obtained from the rest of the methods (i.e., Claeys et al., decreasing EFC, pre-shear and ramp-down step of CSRT) are quite lower, which indicates the extensive structural breakdown of the samples during analysis.

In literature, several terminologies have been used to represent the two yield points for mud. The correspondence between these terminologies is presented in Table 2.

### 3.2 Thixotropy and structural recovery

Thixotropy, a commonly observed rheological fingerprint of suspensions, is defined as a phenomenon in which the viscosity of the system is both shear rate and time dependent. Therefore, a thixotropic material shows a time dependent viscosity (decreasing as a function of time; when the viscosity is increasing as a function of time the material is said to be rheopectic) after applying/stopping shear rate [49]. Typically, the thixotropic behavior of mud is determined by performing a shear rate ramp-up followed by a constant high shear step and then a shear rate ramp-down step [17, 44]. The area of the hysteresis loop formed between the upward and downward curve quantifies the thixotropic behavior of the material [50]. Multiple thixotropic loops can also be produced for the same sample without allowing for any delay between each loop, in order to understand the thixotropic behavior of mud after extensive structural breakdown [17].

In addition to thixotropy, the structural recovery of mud after extensive shearing is also interesting to analyze by using small amplitude oscillatory rheological measurements. A three step experimental protocol has been reported in literature to quantify the structural recovery of mud after steady pre-shearing [51]. In short, the first step of the protocol involves the application of an oscillatory amplitude within the linear viscoelastic (LVE) regime and recording the moduli as a function of time (i.e., resting step). This step provides the initial moduli values before the pre-shearing step and also eliminates the disturbances created by the geometry. In a second step, a constant high shear rate is applied for a time interval which is enough to completely destroy the structure of the sample (i.e., pre-shear step). The last step provides the key information about the structural recovery of mud after

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluidic yield stress</td>
<td>Static yield stress</td>
<td>Criterion for navigation</td>
<td>Undrained shear strength</td>
<td></td>
</tr>
<tr>
<td>ΔYS = (Fluidic – Static)</td>
<td>Bingham yield stress</td>
<td>Dynamic yield stress</td>
<td>Bingham yield stress</td>
<td></td>
</tr>
<tr>
<td>Static yield stress</td>
<td>(True) yield stress</td>
<td>Yield stress</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 2.**

*Correspondence between different yield stress terminologies reported in literature for mud.*
pre-shearing, again by applying the oscillatory amplitude within LVE regime and recording the moduli as a function of time (i.e., structural recovery step). The schematic representation of the experimental protocol is shown in Figure 5.

### 3.3 Moduli

Apart from above mentioned rheological properties of mud, the estimation of moduli (storage and loss) within LVE regime (i.e., without significantly affecting the structure of the material) as a function of frequency provides useful information about the strength of the material. Preliminary oscillatory amplitude sweep experiments are usually performed to determine the LVE regime (where the response of material is independent of applied stress/strain). The frequency sweep tests are then performed by selecting the appropriate amplitude of oscillation within LVE regime and the desired frequency range [17, 29]. The results can either be plotted as moduli (storage and loss) vs. frequency or complex modulus and phase angle as a function of frequency. In addition to small amplitude oscillatory experiments, large amplitude oscillatory tests have also been reported in literature to analyze the nonlinear response of mud in terms of stress waveform and Lissajous pattern [41].

### 4. Rheological modeling of mud

#### 4.1 Flow curve

In literature, the rheological behavior (i.e., flow curve) of mud has been fitted with numerous empirical or semi-empirical models including Bingham [52], Herschel-Bulkley [53], Worrall-Tuliani [54], and Toorman model [48], given as follows:

**Bingham model:**

\[
\tau = \tau_B + K\dot{\gamma}
\]  
(1)
Herschel-Bulkley model:

\[ \tau = \tau_0 + K\dot{\gamma}^n \] (2)

Worrall-Tuliani model:

\[ \tau = \tau_0 + \mu_\infty \dot{\gamma} + \frac{(\mu_0 - \mu_\infty)\ddot{\gamma}}{1 + \frac{\mu_0 - \mu_\infty}{\tau_0 - \tau_\infty} \dot{\gamma}} = \tau_0 + \mu_\infty \dot{\gamma} + \frac{\Delta \mu \dot{\gamma}}{1 + \beta \dot{\gamma}} \] (3)

Toorman model:

\[ \tau = \lambda \tau_0 + \mu_\infty + \frac{c \lambda + \beta \tau_0 \lambda_e}{e} \dot{\gamma} \] (4)

where \( K \) is the consistency index, \( \mu_0 \) and \( \mu_\infty \) are the viscosities at lower and higher shear rates, \( n \) is the flow behavior index, \( \tau_0 \) is the yield stress and \( \tau_\infty \) and \( \tau_B \) are the Bingham yield stresses at high shear, \( \lambda \) is the structural parameter which varies between 0 and 1, \( \lambda_e \) is the equilibrium structural parameter and \( \beta \) is the ratio of breakdown and aggregation parameter. However, all these models are suited to fit the experimental data of flow curve with only single step yielding.

4.1.1 Empirical model for two-step yielding

It has been reported in literature that mud samples usually exhibit a two-step yielding phenomenon \([17, 41, 51]\), which is associated with two yield stresses. These two yield points depict the transition between a fully structured sample (i.e., interconnected network of flocs), partially structured sample (i.e., mobile flocs) and almost fully disturbed sample (i.e., smaller flocs or particles). Therefore, the shear stress as a function of shear rate for the whole investigated range can be written as a sum of two functions, which represent the two yield regions, given as:

\[ \tau = \alpha \tau_{\text{stat}} + (1 - \alpha) \tau_{\text{fluid}} \] (5)

where \( \alpha \) is a step function given by:

\[ \alpha = 1 - \frac{1}{1 + \exp(-k(\dot{\gamma} - \dot{\gamma}_0))} \] (6)

where \( \dot{\gamma}_0 \) represents the shear rate at which the transition between the two regions occurs and its sharpness varies as a function of parameter \( k \). The stress function for the first yield region can be written as follows:

\[ \tau_{\text{stat}} = \frac{\tau_s}{1 + \dot{\gamma}/\dot{\gamma}_s} \] (7)

The shear stress \( \tau_s \) represents the first yield point typically known as static yield point and the shear rate \( \dot{\gamma}_s \) can be used to control the curvature of this stress function. The stress function for the second yield region can be given by:

\[ \tau_{\text{fluid}} = \tau_s + \frac{\tau_f}{1 + \left( (\dot{\gamma}_f - \dot{\gamma}_0)/(\dot{\gamma} - \dot{\gamma}_0) \right)^d + \mu_\infty (\dot{\gamma} - \dot{\gamma}_0)} \] (8)

The shear stress \( \tau_f \) represents the second yield point typically known as fluidic yield point and the parameter \( d \) can be used to tune the sharpness of this function.
Figure 6 shows the fitting of experimental data obtained for the mud sample from Port of Hamburg using Eq. (5) along with the values of fitting parameters.

4.2 Structural recovery

The experimental data of structural recovery tests (i.e., storage modulus as a function of time) can be easily fitted with the stretched exponential function [51] given as follows:

\[
\frac{G'}{G_0'} = \frac{G_0'}{G_0} + \left( \frac{G_0' - G_i'}{G_0} \right) \left( 1 - \exp \left[ -\left( \frac{t}{t_r} \right)^d \right] \right)
\]  

(9)

where \( G' \) represents the storage modulus recorded as a function of time after pre-shear step, \( G_0' \) denotes the initial storage modulus value before pre-shear step, \( G_i' \) is the storage modulus value recorded immediately after pre-shear step, and \( d \) is the stretching exponent. The two remaining parameters, i.e., \( G_0' \) and \( t_r \) represent the equilibrium storage modulus of the system and the characteristic time of recovery (the time required to attain 63% of equilibrium storage modulus), respectively. These two parameters provide the strength of recovered structure and the time required to regain its strength, which is useful information for ports and waterways applications, where the mud is disturbed by natural or human activities in the ports.

5. Factors affecting rheological properties of mud

5.1 Density

Density (i.e., solid content and water content) is an important characteristic of mud which can significantly affect their rheological behavior, such as yield stress, thixotropy and moduli. In natural environment, the density gradient in mud is usually created by wave motion or human activities along with settling of particles. In literature, several researchers have reported the rheological characteristics of mud as a function of solid content or density [9, 17, 23, 26, 27, 29, 55]. For instance,
the mud obtained from Lianyungang, China showed an exponential increase in yield stress as a function of volume concentration of particles [29]. Likewise, the similar exponential relation between yield stress and solid content or water content of mud has also been reported by other researchers for samples obtained from different ports [17, 26, 27, 55].

However, this correlation between yield stress and density is highly dependent on the mud composition. For example, the (fluidic) yield stress values as a function of density for mud samples collected from different locations of port of Hamburg is shown in Figure 7a. It can be seen that the dependence of yield stress on mud density is significantly different for the samples collected at different locations. In order to further quantify this difference, both the fitting parameter ‘a’ for the power law relation given in the caption of Figure 7a and the total organic carbon (TOC) are plotted as function of different locations (Figure 7b). There is clearly a correlation between the TOC content and the fitting parameter ‘a’. This behavior suggests that the yield stress of mud is strongly dependent both on TOC and mud density, as already reported in literature [15, 16].

Several researchers have reported the rheological characteristics of mud as a function of density either by collecting natural mud layers with varying density [17] or by diluting dense mud samples [9, 23]. However, it has been observed that the natural and diluted mud layers display significantly different rheological properties [24] (see Figure 8), which may again be linked to the composition of each mud layer, procedure of dilution, etc.

Apart from yield stress, other rheological properties including moduli, thixotropy, structural recovery, etc. are also strongly dependent on the density of mud samples [24, 51]. For instance, the structural recovery, observed by using above mentioned protocol (Section 3.2), for mud samples collected from different locations and different depths is shown in Figure 9a and b, respectively. From the figure, it is found that the structural recovery (i.e., moduli values) of mud is highly dependent on the mud layer, and position in the harbor [51]. Hence, density of mud is a critical parameter particularly for describing their rheological characteristics, however, for defining nautical bottom in ports only density is not enough and other parameters also need attention from the researchers.

5.2 Organic matter content (TOC) and its degradation

The presence of organic matter in mud usually hinders the settling of particles and can help to form fluid mud layers, in addition to the natural wave motion or
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(a) Fluidic yield stress ($\tau_f$) as a function of excess density ($\rho - \rho_w$) for mud samples from different locations of port of Hamburg. The solid lines represent the power law fitting with one fitting parameter ‘a’. $\rho_w$ represents the density of water. L1 to L10 represent the locations from river towards sea side in the Port of Hamburg. (b) Fitting parameter ‘a’ and TOC as a function of different locations of port of Hamburg. Reprinted from Ref. [46].
human activities which are also responsible for the existence of these layers. This organic matter can or cannot be mineral-associated organic matter (i.e., organic matter adsorbed at the mineral surface or trapped inside the particle) [56]. There are two common sources of organic matter in mud: (i) natural and (ii) anthropogenic. The natural sources include erosion of terrestrial topsoils, plant litter, planktonic and pelagic biomass while surface runoff and sewage waste contribute to the anthropogenic source of organic matter [32].

The existence of organic matter in mud is also known to significantly influence the rheological and cohesive properties of mud [10, 14, 15]. For instance, the rheological characteristics of mud have been investigated in literature by varying organic matter content and keeping density constant [16]. The results showed an increase in yield stresses and moduli of mud with increasing organic matter content, for a similar density value (see Figure 10a). However, further research is required to investigate the effect of type of organic matter/biopolymer at different pH or ionic concentrations on the rheological behavior of mud.

Figure 8.
Fluidic yield stress values vs. bulk density for natural and diluted mud layers from Port of Hamburg. Solid lines represent the power law fitting. Reprinted from Ref. [24].

Figure 9.
(a) Normalized storage modulus (\(G'/G'_{∞}\)) as a function of time for pre-consolidated (PS) sediment samples obtained from different locations of port of Hamburg and pre-sheared at 100 s\(^{-1}\) using Couette geometry. L1 to L10 represent the locations from river towards sea side in the port of Hamburg with similar densities. (b) Normalized storage modulus (\(G'/G'_{∞}\)) as a function of time for different mud layers having different densities collected from one location of Port of Hamburg and pre-sheared at 100 s\(^{-1}\) using Couette geometry. Inset shows the equilibrium structural parameter (\(G'_{∞}/G'_{∞}\)) for different mud layers. Reprinted from Ref. [51].
In addition to organic matter content, its extent of degradation can also significantly affect the rheological properties of mud. Aerobic degradation (in the presence of oxygen) of organic matter usually results in the production of carbon dioxide while anaerobic degradation produces methane in addition to carbon dioxide [32]. For a detailed information about the aerobic and anaerobic degradation of mud, see ref. [32]. The entrapped gas bubbles of methane can significantly decrease the density and strength of mud, due to the poor solubility of methane in water. The outcome of stress ramp-up tests for fresh and anaerobically degraded mud samples, collected from port of Hamburg, is shown in Figure 10b. It can be seen that the values of the two yield stresses (static and fluidic) for degraded sample are significantly lower than the fresh ones. However, further quantification of organic matter content before and after degradation is required, in order to correlate the organic matter degradation with rheological characteristics of mud.

6. Discussion

The yield stress dependency on mud density is observed to vary for the samples collected from different parts of the world. As an example, fluidic yield stress values are plotted as a function of density for the samples collected from different ports (see Figure 11). One observes that the mud samples obtained from different ports exhibit considerably different yield stress values for a particular density. This difference may be attributed to the composition of mud, particle size distribution, type and content of TOC, ionic strength, etc. This behavior highlights the needs for a systematic investigation of the rheological properties of mud, as function of relevant parameters, for different ports.

Furthermore, the values of the rheological characteristics including yield stress and storage modulus of mud samples collected from different parts of the world are compared in Table 3. It can be seen that the mud from the Port of Santos [27], the Hangzhou Bay, China [23], the Port of Rotterdam [9], and the Port of Hamburg [16] display similar values of rheological properties for similar densities. However, the mud samples obtained from Mouth of Yangtze River, Shoal of Hangzhou Bay, and Yangcheng Lake, China [44] possess higher values of rheological parameters, which may be attributed to the their higher densities. Moreover, the mud from Eckernförde Bay, Germany show considerably lower yield stress values for the
comparable densities, which may be linked to the organic matter content or measuring protocol.

As already mentioned that the yield stress can be used as a criterion to define navigable fluid mud layers, Port of Emden, Germany is reported to use the yield stress of 100 Pa as a criterion for nautical bottom [15]. However, this critical value of yield stress for defining nautical bottom is significantly dependent on the spatial variation of the sediment characteristics (i.e., sand content, organic matter content, etc.). For instance, the rheological properties of mud samples from Port of

<table>
<thead>
<tr>
<th>Location</th>
<th>Bulk Density (kg/m³)</th>
<th>Fluidic Yield Stress (Pa)</th>
<th>Storage Modulus @ 1 Hz (Pa)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Port of Rotterdam, the Netherlands</td>
<td>1168</td>
<td>7</td>
<td>45</td>
<td>[9]</td>
</tr>
<tr>
<td>Eckernförde Bay, Germany</td>
<td>1038–1280</td>
<td>1.07–20.50</td>
<td>—</td>
<td>[31]</td>
</tr>
<tr>
<td>Hangzhou Bay, China</td>
<td>1145–1634</td>
<td>0.55–40</td>
<td>0.02–15</td>
<td>[23]</td>
</tr>
<tr>
<td>Mouth of Yangtze River, China</td>
<td>1650–1700</td>
<td>910–2810</td>
<td>—</td>
<td>[44]</td>
</tr>
<tr>
<td>Shoal of Hangzhou Bay, China</td>
<td>1705–1741</td>
<td>772–2140</td>
<td>—</td>
<td>[44]</td>
</tr>
<tr>
<td>Yangcheng Lake, China</td>
<td>1651–1691</td>
<td>2070–3960</td>
<td>—</td>
<td>[44]</td>
</tr>
<tr>
<td>Lianyungang Port, China</td>
<td>1098–1305</td>
<td>0.098–28.029</td>
<td>2–1050</td>
<td>[29]</td>
</tr>
<tr>
<td>Port of Santos, Brazil</td>
<td>1085–1206</td>
<td>5–334</td>
<td>—</td>
<td>[27]</td>
</tr>
<tr>
<td>Port of Rio Grande, Brazil</td>
<td>1132–1308</td>
<td>5–350</td>
<td>—</td>
<td>[27]</td>
</tr>
<tr>
<td>Port of Itajaí, Brazil</td>
<td>1138–1360</td>
<td>5–299</td>
<td>—</td>
<td>[27]</td>
</tr>
<tr>
<td>Amazon South Channel</td>
<td>1293–1512</td>
<td>5–379</td>
<td>—</td>
<td>[27]</td>
</tr>
<tr>
<td>Port of Hamburg, Germany</td>
<td>1087–1210</td>
<td>2.44–312</td>
<td>0.47–7915</td>
<td>[16]</td>
</tr>
</tbody>
</table>

Table 3.  
Comparison of rheological properties (i.e., yield stress and storage modulus) of mud samples obtained from different sources.
Hamburg, Germany are significantly different for different locations within the port, due to the different organic matter content [46]. Therefore, using a single value of yield stress as a criterion for defining nautical bottom for the whole port can be quite tricky and instead, different boundaries of yield stress as a function of density can be used for different locations, in order to define the nautical bottom.

7. Conclusions

In this chapter the rheological behavior of mud as found in harbors, is discussed. Different mud layers, formed as a result of either natural or human activities, were defined. These mud layers exhibit a complex rheological fingerprint, by displaying a combination of thixotropy, two-step yielding behavior and viscoelasticity, which is conventionally associated to the existence of clay flocs (aggregated clay particles with organic matter). The analysis of the rheological properties of the top layer (fluid mud layer) is crucial for navigational purposes, optimizing dredging operations and the proper maintenance of dredged navigational channels.

In order to study the rheology of mud in laboratory, it was found that core sampling is the best sampling technique as it allows to collect mud samples without much disturbance. In contrast to what some authors do, it is not recommended to dilute a specific sample to predict its rheological behavior as function of density. It is shown that the rheological properties of natural mud layers of different densities found on top of each other at a specific location in the harbor do not match the properties of samples obtained from diluting the densest (deepest) mud layer sample. The reason lays in the differences in mud composition and structure at different depths.

The determination of yield stress of mud is highly dependent on the selected rheological geometry and experimental method. A detailed analysis shows that the Couette geometry along with stress ramp-up test is the most suitable combination to analyze the yield stress of mud for ports and waterways applications. The optimization of this stress ramp-up test enables to reduce the experimental time for different mud layers (~10–200 s). Several empirical or semi-empirical models are available in literature to fit the experimental data of mud displaying a single-step yielding. However, the mud samples are observed to exhibit a two-step yielding and, therefore, the behavior of shear stress as a function of shear rate (i.e., flow curve) can be represented as a sum of two functions, which capture the two yield regions. The model captures the two-step yielding phenomenon in mud samples quite well, within the density range of 1050–1200 kg. m\(^{-3}\).

Several factors are known to influence the rheological characteristics of mud such as density and organic matter content. An exponential relation between yield stress and density (i.e., solid content) is usually observed in literature for mud from different sources. However, this correlation between yield stress and density is highly dependent on the mud composition. Apart from yield stress, other rheological properties including moduli, thixotropy, structural recovery, etc. are also strongly dependent on the density and composition of mud samples. For instance, the fluidic yield stress of mud from Port of Hamburg, Germany is observed to increase from 79 Pa to 312 Pa by increasing the organic matter content from 2.8% to 4.3%. The degradation of organic matter in mud, which can occur over time for different layers is found to significantly influence the rheological and cohesive properties of mud. Further research is required to investigate the effect of type of organic matter at different pH or ion type and concentrations on the rheological fingerprint of mud.
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Chapter 5

Flocculation in Estuaries: Modeling, Laboratory and In-situ Studies

Claire Chassagne, Zeinab Safar, Zhirui Deng, Qing He and Andrew J. Manning

Abstract

Modelling the flocculation of particles in a natural environment like an estuary is a challenging task owing to the complex particle-particle and particle-hydrodynamic interactions involved. In this chapter a summary is given of recent laboratory and in-situ studies regarding flocculation. A flocculation model is presented and the way to implement it in an existing sediment transport model is discussed. The model ought to be parametrized, which can be done by performing laboratory experiments which are reviewed. It is found, both from laboratory and in-situ studies, that flocculation between mineral sediment and organic matter is the dominant form of flocculation in estuarine systems. Mineral sediment in the water column is $< 20 \mu m$ in size and its settling velocity is in the range $[0–0.5]$ mm/s. Flocs can then be categorized in two types: flocs of size $[20–200] \mu m$ and flocs of size $> 200 \mu m$. The origin of these two types is discussed. The two types of flocs are found at different positions in the water column and both have settling velocities in the range $[0.5–10]$ mm/s.

Keywords: Mud, flocculation, sediment transport, population balance equation, Rhine ROFI, Yangtse, floc, aggregation, LISST, monitoring, logistic growth

1. Introduction

Numerical fine sediment transport models make use of hydrodynamic models to estimate the transport (advection and diffusion) of suspended matter in the water column. In most numerical models, a few classes of suspended matter are defined. Each class is defined as a collection of particles having the same (often time-invariant) settling velocity and a concentration of suspended matter per class (suspended mass per unit of volume). The models are calibrated using in-situ observations, whereby suspended mass concentrations are measured at given locations in time. The settling velocity chosen for each class is based on in-situ observation of settling velocity and model calibration. To give an order of magnitude, it is generally found that using 3 classes of particles, with settling velocities of the order of $\leq 0.01$ mm/s, $0.1$ mm/s and $\geq 1$ mm/s enables to correctly predict the Suspended Particulate Matter (SPM) in space and time for a large number of situations in coastal areas [1–5].

In the context of sediment transport modeling, several open questions however remain.
The hypothesis that the classes of particles do not interact is for instance questionable in estuarine regions, where fine particles are known to be in the form of flocs. Several studies over the years have therefore concentrated on implementing flocculation in sediment transport models [6–9]. Flocs are aggregates of mineral sediment particles, most often combined with organic matter. The underlying question, in terms of (numerical) modeling is related to flocculation dynamics. Are the models used at present, based on Population Balance Equations (PBE) adequate to capture the physical processes occurring in-situ? Which alternative equations, representing the flocculation process, should otherwise be implemented in a numerical model? This question will be addressed in Section 2.

Modeling flocculation requires to know the relevant parameters that plays a role in the process. Some of these parameters are for instance salinity, shear stress and type of organic matter present. The influence of each parameter on flocculation can be studied in a systematic way in the laboratory, but how do lab studies relate to in situ measurements? How should these parameters be accounted for in a numerical model? This question is addressed in Section 3.

Settling velocities are difficult to assess in situ [10, 11]. Measurements of the settling velocities of particles in quiescent water can be done by performing on board experiments [12–14]. These experiments consist in carefully pipetting a sample and let particles settle in a column filled with water of same composition as the one at the sample location. The settling velocity of particles in still water is then recorded by video microscopy. From the videos, the size, aspect ratio and Stokes settling velocity of each particle can be estimated.

The disadvantages of this method are: (1) only a limited number of samples can be taken and (2) the structure and velocity of the flocs can be altered through sampling and during settling, due to collective particle effects. Especially point (1) is of concern. As sediment transport models are run over large period of times, the interaction between particles and hydrodynamics are better understood if longer time series of measurements can be performed. The longer time series measurements performed in situ enable to assess particle size distributions (PSD), the volume concentration of suspended particles and suspended sediment (mass) concentration (SSC) based on light scattering (and also acoustic) techniques. Combining these measurements, a rough estimate of the mean settling velocity of particles can be given, using Stokes law [15, 16]. The question is whether this mean settling velocity is in agreement with the on board settling experiments. This question is specifically discussed in Section 3.2. A brief summary and outlook is given in the last section.

2. Flocculation models

Traditionally, flocculation is modeled using population balance equations (PBE), which were introduced in 1917 by Smoluchowski [17–19]. These equations represent the change in concentration of classes of particles over time, whereby a class is defined as a collection of identical particles. Each particle (floc) in class $k$ has the same size $L_k$, and contains the same number $k$ of primary mineral clay particles. If $n_k$ is the number of class $k$ particles per unit of volume, there are $k \times n_k$ primary particles per unit of volume in class $k$. The change in time of the number of particles within a class $n_k(t)$ is a function of the collision frequency and the collision efficiency between particles, as well as a function of the break-up of an aggregate, usually due to shear.

PBE models have successfully been applied to model the flocculation of suspensions destabilized by addition of salt [18, 19]. An example is for instance the
aggregation that is likely to occur when fine mineral sediment particles are advected from fresh to saline environment.

In the presence of organic matter, however, the flocculation mechanisms cannot properly be modeled using PBE’s for the following reasons:

• the size of a floc is not connected anymore to the number of primary mineral clay particles that composes the floc, since for a same size, a floc could be formed by aggregation of different amounts of organic matter and mineral sediment. Particles can break-up due to shear, but polymeric flocs are elastic and usually tend to coil under shear without breaking. Their shape and size thus can change over time from elongated to spherical without loss of mass.

• the collision frequency in PBE models is a function of the diameter of the colliding particles. Organic particles can have very anisotropic shape, and extracellular polymeric substances (EPS) that are a major driver for flocculation consist of elongated, flexible polymeric chains, composed mainly of polysaccharides, proteins and DNA. Their radius of gyration is a function of shear and water properties (such as salinity). The expression for the collision frequency is in this case unknown.

Some authors have tried to adapt PBE models to mimic the floc size evolution, but doing this implies to add a significant amount of unknown parameters to the model, even for a model accounting for only 3 classes of particles (microflocs, macroflocs and megaflocs) [6]. To parametrize the model, the following adjustable parameters are required (number of parameters in parenthesis): the mass fraction of microflocs produced when a macrofloc or a megafloc breaks up (2); the mass fraction of the remaining megafloc when a larger megafloc breaks up (1); the number of generated microflocs and macroflocs when a larger macrofloc or megafloc breaks up (4); the number of microflocs in one macrofloc or megafloc, or fractal dimension of microflocs and macroflocs (2); the collision efficiency, taken to be constant, but could be class-dependent (1); the collision frequency between microflocs, macroflocs and megaflocs (6); the breakup frequency of a megafloc and a macrofloc (2). These 18 parameters are difficult to estimate and therefore they are used as calibration parameters.

Recently, a simpler approach to model flocculation, that makes use of logistic growth theory, was proposed [20]. Logistic growth models are conveniently used to model systems whereby rate constants can be measured, such as the growth and decay of a bacterial community over time. In the context of flocculation, one can think of increase and decrease of the number of particles within a size class in terms of growth (birth) and decay. The time evolution of the concentration of particles within a class $n$ (we here omit the subscript $k$ for simplicity) is given by:

$$\frac{dn}{dt} = [b(t) - d(t)]n$$

(1)

where the birth function $b(t)$ and the decay function $d(t)$ are given by

$$b(t) = \frac{1}{t_b} \cdot \frac{a_b \exp(-\frac{t}{t_b})}{1 + a_b \exp(-\frac{t}{t_b})}$$

(2)

$$d(t) = \frac{1}{t_d} \cdot \frac{a_d \exp(-\frac{t}{t_d})}{1 + a_d \exp(-\frac{t}{t_d})}$$

(3)
There are 4 unknown parameters, $a_d$, $a_b$, $t_d$ and $t_b$ for each class of particles. Birth and decay are associated with the characteristic timescales $t_b$ and $t_d$ and $a_d$ and $a_b$ are parameters that influences the flocculation rates, see Eq. (7). The analytical solution of Eq. (1) is given by

$$n(t) = n_\infty \frac{1 + a_d \exp \left(-\frac{t}{t_d}\right)}{1 + a_b \exp \left(-\frac{t}{t_b}\right)}$$  \hspace{1cm} (4)$$

The parameter $n_\infty$ represents the value of $n(t)$ at long times, after the particles might have experienced birth and decay (or only birth or only decay). The flocculation rate $dn/dt$ can be defined as being the slope of $n(t)$ at the onset of aggregation,

$$n(t \rightarrow 0) = n(t = 0) + \frac{dn}{dt} \times t$$  \hspace{1cm} (5)$$

with

$$n(t = 0) = \frac{1 + a_d}{1 + a_b} n_\infty$$  \hspace{1cm} (6)$$

$$\frac{dn}{dt} = n_\infty \frac{a_b (1 + a_d)/t_b - a_d (1 + a_b)/t_d}{(1 + a_b)^2}$$  \hspace{1cm} (7)$$

The main advantage of Eqs. (1) and (4) is that each class can be seen as independent of each other: it is possible to estimate the evolution of one class only (for instance the class corresponding to the most abundant type of particles found in the water column). With 4 parameters, it is hence possible to parametrize the flocculation kinetics through Eq. (1) which is the equation required in numerical models, see Section 2.1.

2.1 Classes of particles

In the previous section, a new model was proposed to study the time evolution of a class of particles. As discussed in that section, because of the presence of organic matter, a class of particles cannot be defined as flocs containing the same number of primary particles. This is why, for the model proposed in Section 2.2, two types of particles will be distinguished: “primary” particles (Class 1) which are unflocculated mineral sediment particles and “flocs” (Class 2), which are particles aggregated with an unspecified amount of organic matter. The settling velocity of primary particles can be assumed to be a constant, but the settling velocity of flocs is a function of time, as the floc can get denser under the action of shear, or gain in volume and mass by further aggregation.

Class 1: class of particles defined as being mineral sediment particles. The mass concentration of Class 1 in the water column is $m_1(t)$ and the settling velocity associated to this class is $w_{s,1}$ which is assumed to be constant. The total clay mass in Class 1 per unit of volume is given by $m_1(t) = V_1(t) \times \rho_p$ where $V_1$ is the total volume occupied by Class 1 particle per unit of volume and $\rho_p$ the absolute density of clay particles, which is of the order of 2600 kg/m$^3$. The total volume of particles in Class 1 per unit of volume is given by $V_1 = n_1(t) \times V_p$ where $V_p$ is the volume of a particle in Class 1. In case that Class 1 is composed of polydisperse particles, one can subdivide Class 1 in different fractions based on size: $V_1 = \sum n_{1,i}(t) \times V_{p,i}$
where each particle in sub-class \( i \) has a volume \( V_{p,i} \). The volumes \( V_1 \) and \( V_p \) can be estimated from in-situ particle size measurements, see Section 3.

**Class 2**: class of particles defined as flocs. The mass \( m_2(t) \) represents the mineral clay mass (not the floc mass) per unit volume contained in Class 2. The settling velocity associated to flocs in this class is \( w_{s,2}(t) \) which is assumed to be time-dependent. We will see, from in-situ measurements, that Class 2 can be split in two (Class 2a and Class 2b). Class 2b flocs have a smaller density and larger size than Class 2a flocs but a comparable settling velocity range.

Two types of flocculation are distinguished:

**Microflocculation**: this process describes the capture of primary particles by suspended organic matter or by existing flocs. This implies a transfer of mineral sediment mass between Class 1 and Class 2. A primary particle that is captured will experience a change in settling velocity, and be transported differently. A small colloidal mineral particle can be transported over larger distances than the same particle when it is imbedded in a floc. The sources and sink terms of mineral clay in the water column are located at the boundaries of the domain: mineral clay can be advected from the rivers into the sea or re-suspended from the bed due to shear. The resuspension of unflocculated mineral sediment from the bed occurs:

- during storm or dredging periods, when the fluff layer (containing organic matter) that constitutes the top of the sediment bed has been eroded.

- when the organic matter has decayed sufficiently to release primary particles from the bed. This happens mainly during the winter season.

**Macroflocculation**: this process describes the capture of a floc by another floc. There is no mass transfer between classes as all particles experiencing macroflocculation remain in Class 2. We will see that this process, even though occurring in the water column, is most probably not the dominant one in terms of sediment transport. When two flocs aggregate, their settling velocity will change. However, we will show that there is a large spread in settling velocity for flocs, even without flocculation, as the settling velocity changes due to coiling under shear. For numerical modeling purposes, it is therefore not necessary to account for macroflocculation, as no clear correlation can be made, at this stage, between macroflocculation and change in settling velocity.

Flocculation, in terms of numerical modeling, is hence defined as the mineral sediment mass transfer between Class 1 and Class 2. All the primary particles which leave Class 1 by flocculation become part of Class 2. Flocs that aggregate or break in smaller flocs remain part of Class 2. The transfer from Class 2 to Class 1 occur when organic matter in flocs has decayed sufficiently to free mineral particles.

### 2.2 Inclusion of flocculation in a sediment transport model

The inclusion of flocculation in a sediment transport model is done by expressing the advection–diffusion equations for the two mass classes of particles. The equations presented below are for the special case where only vertical advection and diffusion is considered. Generalization to other coordinates is straightforward.

**Step 1** At the first numerical step, particles are entering or leaving a volume element by advection/diffusion:

\[
\frac{\partial m_1}{\partial t} + \frac{\partial (v_z - w_{s,1})m_1}{\partial z} - \frac{\partial}{\partial x} \left( D_z \frac{\partial m_1}{\partial z} \right) = 0
\]  

(8)
\[
\frac{\partial m_2}{\partial t} + \frac{\partial (v_z - w_{z,1})m_2}{\partial z} - \frac{\partial}{\partial z} \left( D_z \frac{\partial m_2}{\partial z} \right) = 0
\]  

(9)

The parameters \( v_z \) and \( D_z \) represent the vertical water velocity and eddy diffusion and \( w_i \) represents the vertical settling velocity of a particle under the influence of gravity. The new mass concentrations \( m_1(t + dt/2) \) and \( m_2(t + dt/2) \) are obtained.

**Step 2** At the second numerical step, flocculation occurs within the volume element, and a mass transfer occurs between Class 1 and 2:

\[
\frac{\partial m_2}{\partial t} = -\frac{\partial m_1}{\partial t}
\]

(10)

The mass transfer can be modeled by equations similar to Eq. (1). In the simple case where only aggregation (no break-up) occurs, one gets

\[
\frac{\partial m_1}{\partial t} = -d_1(t) \times m_1
\]

(11)

\[
\frac{\partial m_2}{\partial t} = b_2(t) \times m_2
\]

(12)

And it follows from Eq. (10) that \( d_1(t) \times m_1 = b_2(t) \times m_2 \). Both birth and decay functions are function of the mass of organic matter present in the water. The new mass transfer between Class 1 and Class 2 are obtained. The dynamics of the mass transfer between Class 1 and Class 2 are discussed in Section 3.

The average settling velocity of Class 1 particles is given by

\[
w_{s,1} = \frac{d_f^2}{18\eta} \left( \rho_p - \rho_w \right) g
\]

(13)

This velocity is a constant as function of time. The average size of primary particles can be assessed by Laser In-Situ Scattering and Transmissometry (LISST) data in-situ or laboratory PSD measurements from samples collected in-situ. Setting column experiments combined with video microscopy can confirm the values estimated for \( w_{s,1} \).

**Step 3** At the third numerical step, the change in settling velocity of Class 2 particles is addressed. The link between particle number, mass and volume concentration is not straightforward for Class 2 particles. Class 2 particles evolve in time, as flocs can aggregate, break or coil, hereby changing their size, aspect ratio and density, and therefore their settling velocity – a key parameter for numerical modeling. The settling velocity of Class 2 particles is given by

\[
w_{s,2}(t) = \frac{[d_f(t)]^2}{18\eta} \left( \rho_f(t) - \rho_w \right) g
\]

(14)

Whereby both the average size of flocs \( d_f \) and its density \( \rho_f \) should be updated as function of time. In Section 2.3 we describe how \( w_{s,2} \) can be estimated from in-situ measurements and in Section 2.4 how analytical functions can be obtained from laboratory experiments.

**Boundary condition** The boundary condition at the fluid/bed interface can be written in terms of mass fluxes. One flux is the mass flux settling down to the bed and given by \( w_{s,1} m_k \). The other is the erosion flux, which is usually written in the form \( M_k(\tau/\tau_c - 1) \) where \( M_k \) is mass per unit of area and time that leaves the bed, \( \tau \) is the bottom shear stress and \( \tau_c \) is the stress at which the bed start to be eroded.
If the bed is composed of a fluff layer with underneath a organic matter-degraded bed, it is assumed that the erosion will be different for each layer. The mass transfer from Class 2 to Class 1 inside the bed by degradation of organic matter is given by an equation analogous to Eq. (10). The parametrization of this equation is an ongoing topic of research.

2.3 Estimation of the settling velocity from in-situ measurements

To estimate the mean density of the flocs \( \rho_f \), one assumed it is given by

\[
\rho_f = \frac{m_f + m_w}{V_f} \tag{15}
\]

where \( m_f \) (g) is the mass mineral sediment inside a floc and \( m_w \) (g) the mass water inside a floc (it is therefore assumed that the density of organic matter is close to the one of water) and \( V_f \) (L) is the volume of a floc. It follows that

\[
\rho_f - \rho_w = \left( 1 - \frac{\rho_w}{\rho_p} \right) \frac{m_f}{V_f} \tag{16}
\]

where \( \rho_f \) is the floc density (g/L), \( \rho_w \) is the ambient water density (about 1000 g/L), \( \rho_p \) is the sediment absolute density (usually taken to be equal to the mineral sediment density, i.e. of the order of 2650 g/L). Realizing that

\[
\frac{n_2 m_f}{n_2 V_f} = \frac{m_2}{V_2} \tag{17}
\]

where \( V_2 \) (L/L) is the volume occupied by Class 2 flocs per unit of volume and assuming that \( V_2 \gg V_1 \) (where \( V_1 \) is the volume occupied by Class 1 particles per unit of volume) one gets

\[
\rho_f - \rho_w = \left( 1 - \frac{\rho_w}{\rho_p} \right) \frac{m_2}{V_{tot}} \tag{18}
\]

where \( V_{tot} \) (L/L) is the total volume of particles detected per unit of volume. It represents the volume occupied by the sediment in a given volume of water and can be measured in-situ by LISST, which also provides full PSD’s (in the range 2–500 \( \mu \)m) as function of time. The mean floc size \( d_f \) can therefore also be estimated from LISST data.

We recall that \( m_2 \) (g/L) represents the total mass of mineral clay per unit volume inside Class 2. Note that most authors assume that \( m_2 = m_{clay} \) (the total mass of mineral clay in suspension) hereby implying that there are no Class 1 particles in suspension. This approximation can lead to an overestimation of the floc density since despite representing a small volume of the total volume compared to Class 2, Class 1 particles may represent a non-negligible part of the total sediment mass. The mass \( m_{clay} \) is the mass suspended mineral sediment per unit volume (g/L) also denoted SSC (suspended sediment concentration) and usually estimated in-situ by Optical Back Scattering (OBS) technique.

From the estimation of \( \left( \rho_f - \rho_w \right) \) and \( d_f \) the settling velocity \( w_{s,2}(t) \) can be evaluated.
2.4 Estimation of the settling velocity from models

Considering the fact that a lot of data has been collected over the years to link the mean floc size to parameters such as shear rate and salinity, the time evolution of the mean floc size $d_f$ can be parametrized as function of these variables [21–25]. It has been shown for example that in the case of salt-induced flocculation the equilibrium floc size is given by

$$d_{f,eq} = CG^{-\gamma} \tag{19}$$

Where $C$ and $\gamma$ are constants to be fitted. Values $\gamma$ are around $[0.29–0.81]$ whereas for $C$ they are in the range $[10^{-3} – 10^{-2}] \text{m/s}^{1/2}$ [22]. As shown in Section 3.1.1, salt-induced grown flocs will never exceed the Kolmogorov microscale $d_K$ given by

$$d_K = \left(\frac{G}{\nu}\right)^{-0.5} \tag{20}$$

Where $\nu$ is the kinematic viscosity which is of the order of $10^{-6} \text{m}^2\text{s}^{-1}$ for water at 20°C. From laboratory experiments, the time evolution of the mean particle size can be modeled using the same type of logistic growth model as presented in Eq. (4):

$$d_f(t) = \frac{d_{f,eq}(1 + a_f,d \exp\left(-\frac{t}{t_f,d}\right))}{1 + a_f,b \exp\left(-\frac{t}{t_f,b}\right)} \tag{21}$$

where the parameters $d_{f,eq}, a_f,d, a_f,b, t_f,d$ and $t_f,b$ are found by fitting experimental results. By performing a large number of laboratory experiments, where each of the relevant parameters (salinity, organic matter, shear) can be varied independently of one another the dependence of $d_{f,eq}, a_f,d, a_f,b, t_f,d$ and $t_f,b$ on these parameters can be found. This work is currently going on [20]. The floc density is found from settling velocity measurements, and is usually parametrized using the relation

$$\rho_f - \rho_w = \left(\rho_p - \rho_w\right) \left(\frac{d_f}{d_p}\right)^{D-3} \tag{22}$$

where $D$ is a parameter (often designated as “fractal dimension”) between 1.5 and 3 and $d_p$ a characteristic size, such that $d_p \leq d_f$. A large amount of data is available for the parameters $D$ and $d_p$, but a systematic study of their dependence on the relevant parameters is still missing.

From Eqs. (14), (20) and (21) the settling velocity $w_{s,2}(t)$ can be evaluated.

3. Laboratory studies and in-situ monitoring

3.1 Laboratory studies

Laboratory experiments have the great advantage that the sample under investigation is in a closed volume, and that therefore the mineral clay mass is conserved during the experiment. This enables to estimate mass balances that are required for flocculation models.
3.1.1 Flocculation by salt and pH

In Figure 1, some examples are given of the mean particle size evolution for different salinities and pH. At low pH, the edges of the clay particles are positively charged, leading to Coulombic attraction between the negatively charged faces and the positively charged edges. Flocs will be created whereby the particles preferably arrange themselves in a so-called house of card structure. At pH > 7, clay particles are overall negatively charged and flocculation is driven by van der Waals attraction, when the Coulombic repulsion has been screened by sufficient addition of salt [25]. The main features of these type of flocculation mechanism are:

• the time to reach a steady-state mean floc size is of the order of hours

• the flocs produced are always smaller than the Kolmogorov microscale

As discussed in the previous section, this type of flocculation will not be the preferred mode of aggregation in estuarine systems. Flocs in these systems will in majority contain some proportion of organic matter. Organic matter-induced flocculation is very fast, especially in saline environment, where Coulombic repulsion between particles of same charge is neutralized.

3.1.2 Flocculation by organic matter

An example is given here of polymer-induced flocculation. For this example 0.7 g/L of river clay with 4.7 mg/L polymeric cationic flocculant was used. Typical example of cationic flocculant in the water column are polysaccharides. The flocculant to clay ratio is 6 mg/g. The optimal flocculant dose is defined as the flocculant to clay ratio which leads the fastest to the creation of large flocs. The optimal dose for flocculation with this cationic flocculant for the studied clay was found to be around 5 mg/g flocculant to clay ratio [26]. Another example can be found in [20], where a ratio of 0.71 mg/g was used (lower than optimal dose).

The composition of the clay used is predominantly quartz, calcite, anorthite and muscovite [27]. The flocculant, referenced ZETAG 7587, is composed of a copolymer of acrylamide and quaternary cationic monomer usually used for the conditioning of municipal and industrial substrates.

Figure 1. 
Left panel: Time evolution of the mean particle of a kaolinite suspension (0.135 g/L) at pH = 9.3 with 100 mM of added MgCl₂ for different shear rates. Right panel: Mean particle size at steady-state as function of shear rate. Mud was taken from the lower Western Scheldt (0.135 g/L). The sample at pH = 1.8 has no added salt, the other samples were at pH = 8. The salts used (indicated in the legend) were: MgCl₂ (40 mM), NaCl (100 mM). The dashed line corresponds to the Kolmogorov microscale. Data is adapted from [18].
The particle size distribution (PSD) and mean particle size (D50) as function of time of this suspension was measured by static light scattering using a Malvern MasterSizer 2000, with a procedure described in [20, 27]. The PSD of the clay sample is given as the PSD at t = 0 s. At a time defined as t = 1 s flocculant was added to the clay suspension. The Particle Size Distributions (PSD) are given following the class distributions of the software of the static light scattering device. The size distribution is given by

$$d_k(\mu\text{m}) = 10^{0.05 \times k}/50$$

where k is an integer number between 1 and 100 and represents the number of the class associated to a given size (diameter) $d_k$. For instance, $k = 46$ corresponds to particle $d_{46} = 4 \mu\text{m}$ and $k = 84$ corresponds to particle size $d_{84} = 320 \mu\text{m}$. A hundred size bins are so created. In the experiments the concentration of each size class is given in terms of percent volume concentration $V_k,\%$ (volume occupied by Class k particles divided by the volume occupied by all particles) and consequently

$$\sum_{k=1}^{100} V_k,\% = 100\%.$$ 

The samples were further analyzed by video microscopy. This was done using a LabSFLOC-2 camera system (Laboratory Spectral Flocculation Characteristics, version 2) which records the settling velocity of particles from a pipetted amount of sample. From the settling velocity, the particle size, shape and density were estimated [28, 29].

The time evolution of the PSD of this suspension is given in Figure 2. The flocculation is very fast, as the cationic flocculant concentration is close to the optimal dosage.

One can see that the results obtained by video microscopy are in close agreement with the ones obtained from laser scattering. The % volume of particles below 100 \(\mu\text{m}\) is larger by video microscopy than by laser scattering. The PSD peak obtained by laser scattering is wider than the one obtained by video microscopy. It was observed that PSD’s obtained from this particle sizer overestimated the largest sizes [27]. Consequently, as the total volume should give 100%, the % volume of smaller particles is underestimated.

Two types of fits were performed: first the data set was fitted considering times below 250 s, and then the same data set was fitted for the duration of the experiment (1835 s). The corresponding time evolution of the different size classes are given in Figure 3.

From the analysis of all the size classes, it is clear that some classes are not representative of a flocculation process, like class size 106 \(\mu\text{m}\) in Figure 3, which is
located in-between the high-end tail of the initial clay PSD and the low-end tail of the flocculated clay PSD.

In order to represent the typical behavior of particles under flocculation, it is therefore better to define size classes as wider groups, containing particles in a given size range. From the fits of all classes, three size classes are proposed. Similar classes have been identified by other authors, from in-situ studies [30, 31]. Replotting the data by creating three size classes gives Figure 4.
The characteristics of the 3 classes are:

**Class 1**: particles of size < 20 μm. These particles represent the unflocculated mineral clay that was present at the onset of the experiments. The concentration of this class goes to zero over time as none of the clay is left unflocculated in this experiment.

**Class 2a**: particles of size [20–200] μm. These flocs are created at the onset of the experiment. Their concentration increases at longer times.

**Class 2b**: particles of size > 200 μm classes. The flocs are largely created at the onset of the experiment, but their concentration decreases over time, due to coiling.

By analyzing the behavior of the classes, several characteristic times can be identified. The data was fitted for the time period between [0–250] s (Figure 4, left panel) and for the whole duration of the experiment (Figure 4, right panel). It is shown, by taking Class 2a as an example (left panel, short times fit) that the data can be fitted correctly using the full analytical equation Eq. (4) with birth and decay (dashed line). The choice is made, however, to use only a decay function for Class 1 and birth functions for Classes 2a and 2b (full lines), so as to analyze the most important dynamics of these classes at short times. The associated characteristic times and birth and decay rates are given in Table 1.

Two behaviors are observed:

- within the first 100 s of the experiment, flocculation (mass transfer between Class 1 and 2) has occurred.
- at longer time (in a matter of hours) there is a significant change in size for Class 2 particles, whereby large flocs (from Class 2b) coil and start to populate size Class 2a.

Twenty-four hours after the start of the experiment, the sample was re-measured after the steering was stopped overnight. The found PSD is given in Figure 2, along the PSD found from the analysis of a subsample by video microscopy. From video microscopy 1550 particles were recorded, and their sizes were divided into the same size classes as given by Eq. (23). The volume concentration of particles in each class was thus estimated. The settling velocity and estimated density of the particles from Stokes’ law are given in Figure 5, along with the aspect ratio of each particle. One can observe that the aspect ratio is quite large for many particles. Most particles with high aspect ratio have been formed by differential settling during the video microscopy experiment, where it was observed that flocs that were touching immediately stuck to each other (a consequence of the fact that the flocculant to clay ratio is close to the optimal dose).

Using again Eq. (23) to create bin sizes, the data is replotted in Figure 6, top panel. The classes are furthermore divided in the three size classes 1, 2 and 3 (lower panel).

The density as function of size was estimated using Eq. (22). The characteristic size $d_p$ was taken to be the smallest recorded particle, viz. 13 μm. The density $\rho_p$ was estimated using Eq. (22).

### Table 1.

<table>
<thead>
<tr>
<th>Class size</th>
<th>Flocculation rate (% s⁻¹) for [0–250] s</th>
<th>Flocculation rate (% s⁻¹) for [0–1835] s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1: &lt; 20 μm</td>
<td>–3.2 ($t_d = 70$ s)</td>
<td>0</td>
</tr>
<tr>
<td>Class 2a: [20–200] μm</td>
<td>0.0011 ($t_b = 10$ s)</td>
<td>0.018 ($t_d = 673$ s)</td>
</tr>
<tr>
<td>Class 2b: &gt;200 μm</td>
<td>0.0012 ($t_b = 10$ s)</td>
<td>–0.022 ($t_d = 2231$ s)</td>
</tr>
</tbody>
</table>

*Aggregation kinetics for the three classes. Characteristic times for birth or decay are given in parenthesis.*
taken to be the average density of the particles of class size 13 μm (2250 kg/m³), \( \rho_w \) is the density of water (1000 kg/m³), and D was found to be 2.39. It can be seen that, even if Eq. (22) is a good approximation for the density behavior, there is a large scatter in the measured data, as particles in Class 2a have a relative density that varies between 100 to 1000 kg/m³, resulting in settling velocities ranging between 0.5 and 5 mm/s.

For each PSD measurement using the laser diffraction technique the total volume of particles detected per unit of volume \( V_{\text{tot}} \) (L/L) is known. At \( t = 0 \) all clay is unflocculated and it is therefore easy to estimate the expected \( V_{\text{tot}} \) from the clay concentration in the jar \( (m_{\text{clay}}) \) and the absolute density of mineral sediment \( \rho_p \):

\[
V_{\text{tot}} = \frac{m_{\text{clay}}}{\rho_p} = \frac{0.7 \text{ g/L}}{2650 \text{ g/L}} = 0.0265\% \tag{24}
\]

which is very close to the value of 0.0273% found by laser diffraction. In time, particles will aggregate, and mass will be transferred from Class 1 to Class 2. This mass transfer can be estimated by

Figure 5.
Settling velocity, estimated density (from Stokes’ law) and aspect ratio of the sample corresponding to “video 24h later” in Figure 2.

Figure 6.
Settling velocity, estimated density (from Stokes’ law) and sizes of the sample corresponding to “video 24h later” in Figure 2.
\[ m_1(t) = \rho_p V_1 = m_{\text{clay}} - m_2(t) \]  

where \( V_1 \) (L/L) represents the volume occupied by Class 1 particles per unit of volume. Most software’s (LISST, Malvern ParticleSizer) give the relative % volume occupied by a class, which implies that \( V_1 \) can be evaluated from

\[ V_1 = V_{1,\%} V_{tot} \]  

where \( V_{1,\%} \) is the volume occupied by Class 1 particles divided by the volume occupied by all particles. When the system is unflocculated, \( V_{1,\%} = 1 \) and one can recover Eq. (24).

The mass transfer is represented in Figure 7. It is clear that the change in mass as function of time can be fitted using the same logistic growth functions used to fit the change in volume concentration (see Figure 4). These functions can subsequently be implemented in the numerical model, see Eqs. (10)–(12).

The density of Class 2 particles is evaluated according to Eq. (18). It is found that between 500 s and 2000s the relative density of Class 2 flocs increases linearly from 30 to 36 g/L. As was already evident from the PSD analysis, the flocs have become denser over time, under the action of shear. After 24 h and being re-suspended, the relative density became about 140 g/L, which has to be compared with the mean value found by video microscopy, which is 340 g/L. There has been a significant increase in density overnight. The effect of deposition/resuspension is a topic that needs to be investigated further. From the estimation of the change in density and mean floc size over time, the settling velocity \( w_{s,2}(t) \) (see Eq. (14)) can be estimated and implemented in the numerical model.

3.2 In-situ studies

3.2.1 Observed size, shape and behavior under flow

The large spread in particle size, aspect ratio and settling velocity found in laboratory experiments was also observed during in-situ video recordings, see Figures 8 and 9, performed during a 13 hours survey in the Rhine Region Of
Freshwater Influence (Rhine ROFI), about 10 km downstream of the mouth of the Rotterdam waterway, during a calm weather day, with low shear stresses and low SSC [32]. In Figure 8 an illustration of in-situ flocculation is given: two flocs are observed to stick to each other and remain stuck in the hydrodynamic flow, displaying an elastic behavior. Flocs in situ are formed by aggregation of mineral sediment and both living and dead organic matter. Living organic matter is illustrated by the elongated particles in the lower panel which are formed by
aggregation of single algae cells. Some flocs are a combination of living cells, excreted polymers and mineral sediment.

Despite being measured during a calm day, the hydrodynamics at the measurement location are complex, owing to the regular passage of a fresh water front originating from the Rhine river. This results in the advection and diffusion of flocculated material close the bed, where the camera was positioned. The PSD was nonetheless relatively uniform over the whole day, and the number of particles per taken sample was low.

In Figure 9 three settling velocities measurements performed on samples taken at different times of the day using the LabsFLOC-2 video microscopy technique are given. One can observe that particles have a large spread in size and settling velocities (and hence relative density).

By coupling the settling velocities results to the video microscopy observations, the density of particles can be estimated and three major types of flocs could be distinguished, based on their structure (indicated by a number in Figure 8).

1. compact flocs, containing a significant amount of mineral sediment, with an estimated density close to 2600 kg/m$^3$

2. flocs of various shape and structure, from elongated to coiled, in most of them strains of algae are still recognizable, with an estimated density close to 1160 kg/m$^3$.

3. bare algae strains, or strains coated with little amounts of debris, with an estimated density close to 1016 kg/m$^3$.

As was already found in laboratory experiments, density and floc size cannot be properly correlated: there is a wide spread in density in the [20–200] μm size class (Class 2a). As a lot of flocs of larger size are anisotropic, their equivalent diameter will have them part of the Class 2a (and not 2b). Moreover aspect ratio cannot be a proper variable to estimate settling velocities, as flocs are elastic and are prone to coil over time. In the next subsection, we will introduce a better variable to distinguish between different types of settling particles.

### 3.2.2 Variation with depth, tidal cycle and season

Many studies have confirmed the role of bio-cohesion in the formation of flocs [30, 33, 34]. In two recent studies, it was found that there is a correlation between flocculation and algal microorganisms presence in the water column, also outside the algae bloom season [35, 36]. This correlation can be studied using the sediment to algae concentration ratio, which is expressed as

\[
\text{ratio} = \frac{CC}{SSC}
\]  

(27)

where CC is the chlorophyll concentration (μg/L) and SSC the suspended sediment concentration (g/L). The data shown in Figure 10 was collected in the South Passage of Changjiang Estuary (East China), for the summer period, when the amount of organic matter in the water column is significant [36]. A correlation was found between CC/SSC and particle density, evaluated from Eq. (18). The density was found to increase as function of CC/SSC in winter (when CC is constant over the whole water column), a low CC/SSC thus being associated with a high SSC. Particle density was found to decrease with CC/SSC in summer (when SSC is relatively constant over the whole water column), a low CC/SSC thus being
associated with a low CC. The D50 was found to be an exponentially decreasing function of particle density, in line with Eq. (22). Due the higher shear rates in summer, even silt particles could be entrapped in the flocs. These silt particles were even found at the top of the water column, as was assessed from laboratory PSD analysis on samples treated so as to remove organic matter.

The chlorophyll concentration (CC) was found to be relatively uniform over the whole water column in winter, with concentrations of about 0.6–1.0 μg/L. In summer the CC increased towards the bed with concentrations ranging from 1.3 to 3.7 μg/L. The CC/SSC ratio ranged from 1.5 to 61.6 μg/L in summer, the higher values being found at the top of the water column, where algae activity is highest. A threshold value for CC/SSC was found to be 10–20 μg/L. Above the threshold value, flocs are predominantly governed by organic matter (algae), and bimodal PSD’s are found, reflecting both the anisotropy of algae-containing flocs (known to lead to multimodal PSD peaks) along with their large spread in size. These flocs populate the whole water column in summer from the high water slack (HWS) period to ebb tide.

The PSD dynamics around HWS is particularly interesting and given in Figure 10 as function of depth in the water column: 0H represents the surface water, whereas 1H represents the position just above bed. At 5 h, large particles are advected at the top of the water column from the seaside. At 6 h, two PSD’s are observed. In the upper half of the water column [0H – 0.6H] the PSD peaks at about 20 μm (with a peak having an asymmetric shape towards the highest sizes – indicating the presence of large particles). In the lower half of the water column [0.6 – 1H] the PSD peaks at 30–50 μm and does not display any large PSD asymmetry. This transition seems to be in line with the change in salinity at HWS: algae-rich particles are trapped above the pycnocline, whereas clay-algae flocs are located...
underneath. This trapping mechanism has been reported by several authors. During the period that algae-rich particles are trapped, microfloculation (the capture of fine mineral sediment by organic matter) can occur. As was seen from laboratory experiments, this flocculation is usually very fast, of the order of seconds or minutes. Due to the in-situ conditions (different mixing, lower SSC), the timescale for microfloculation could be slightly different, but is expected to be fast nonetheless.

Subsequently the algae-rich particles are slowly settling to the bottom of the water column, still capturing the finest fraction of mineral sediment that can be found at any depth in the water column. As the algae-sediment flocs are settling they can also experience macrofloculation (the capture of a floc by another one) and/or coiling. The CC/SSC ratio which is about 50 μg/g in the upper half of the water column increases from nearly 0 to 50 μg/g in the lower half as function of time. This implies that a significant amount of algae is reaching the seafloor. The particles residing below the pycnocline are denser, as they are composed of flocs with a large residence time in the water column (and hence are more prone to be coiled) and more susceptible to contain larger amounts of mineral sediment, since more mineral sediment is to be found at the bottom of the water column. During HWS both algae-rich and mineral-rich flocs settle down but do not necessarily catch-up (limiting macrofloculation), which explains the large polydispersity of the measured PSD’s. It has similarly been found, by the analysis of different European estuaries [31], that the relative ratio of size class 2a (usually called “microflocs”) and size class 2b (called “macroflocs”) do not depend on shear and that the system composed of Class 2a flocs and Class 2b flocs is a steady-state – which is another indication that macrofloculation in the water column is not a major process.

4. Conclusions

In this chapter, the dynamics of flocculation are discussed in connection to both laboratory and in-situ experiments and observations. Three classes of particles, defined by mass, size and settling velocity have been presented and are summarized in Table 2.

The equation to be implemented in a sediment transport model relates to the process of “microfloculation” whereby mineral sediment of Class 1 is aggregating with organic matter, creating a Class 2a or Class 2b floc. The rate of mass transfer between Class 1 and Class 2 can be obtained from laboratory experiments in closed vessels (to ensure mineral mass conservation during the experiment), and linked with changes in particle sizes over time. Studying flocculation in closed vessels is at

<table>
<thead>
<tr>
<th>Type</th>
<th>Mineral sediment (unflocculated)</th>
<th>Mineral sediment flocculated with organic matter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
<td>1</td>
<td>2a</td>
</tr>
<tr>
<td>Size</td>
<td>&lt; 20 μm</td>
<td>[20–200] μm</td>
</tr>
<tr>
<td>Mass transfer between classes</td>
<td>$m_1(t)$ (mass mineral sediment free in suspension)</td>
<td>$m_2(t)$ (mass mineral sediment inside flocs)</td>
</tr>
<tr>
<td>Density and settling velocity</td>
<td>2.6 kg/L [0–0.5] mm/s</td>
<td>[2.6 – 1.16] kg/L [0.5–10] mm/s</td>
</tr>
</tbody>
</table>

Table 2.
Definitions of the classes with associated size, mass concentration, density and settling velocity.
present done in conditions that differ from in-situ conditions. The shear stresses in particular are usually higher in laboratory experiments (to avoid settling of particles in pipes or jars), the mineral clay concentrations are higher than in-situ (to ensure a proper detection by laser diffraction) and differential settling/floculation of flocs in high water columns, with finite residence time, ought to be better studied. More work is also required to link the settling velocities obtained from settling column experiments via Eq. (13) to estimated settling velocities from in-situ techniques using Eq. (18). The one example given in the chapter shows that the velocities were different even though of the same order of magnitude.

The process of “macrofloculation” whereby a Class 2a or Class 2b is aggregating with another Class 2a or Class 2b is found to be a minor process in the water column (but might play a significant role close to the bed, where flocs interact more). As microfloculation is fast it is expected that at the top of the water column, where large particles of organic matter (like algae) are advected in summer, Class 2b particles are predominantly formed. Class 2a particles can be formed in regions where organic matter is less abundant, or where the shear is high, as by shearing flocs become denser and get a more spherical shape (by coiling). Class 2b particles can thus become Class 2a particles over time, as was demonstrated by laboratory experiments, and visible from under-water video microscopy. Another source of Class 2a particles is originating from resuspension from the bed, as it was observed that upon resuspension flocs are denser and smaller than before deposition. More work is required to parametrize the boundary condition (deposition/erosion) at the bed and in particular the mass transfer between Class 2 and Class 1 in the bed. This boundary condition is of course crucial for any sediment transport model.

Acknowledgements

This work has been performed in the frame of the grant NWO 869.15.011 “Flocs and Fluff in the Delta” (The Netherlands), the project ‘Coping with deltas in transition’ within the Programme of Strategic Scientific Alliance between China and The Netherlands (PSA), the Ministry of Science and Technology of People’s Republic of China (2016YFE0133700), the Natural Science Foundation of China (51739005·U2040216), and the MUDNET academic network (https://www.tudelft.nl/mudnet/).
Author details

Claire Chassagne¹*, Zeinab Safar¹, Zhirui Deng¹,², Qing He² and Andrew J. Manning¹,³,⁴,⁵

¹ Faculty of Civil Engineering and Geosciences, Department of Hydraulic Engineering, Delft University of Technology, The Netherlands

² State Key Laboratory of Estuarine and Coastal Research, East China Normal University, Shanghai, People’s Republic of China

³ Coasts and Oceans Group, HR Wallingford, Oxon, UK

⁴ Energy and Environment Institute, University of Hull, Hull, East Riding of Yorkshire, UK

⁵ School of Biological and Marine Sciences, University of Plymouth, Plymouth, Devon, UK

*Address all correspondence to: c.chassagne@tudelft.nl

IntechOpen

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
References


[16] Fettweis, Michael. "Uncertainty of excess density and settling velocity of mud flocs derived from in situ measurements." Estuarine,
Coastal and Shelf Science 78.2 (2008): 426-436.


[27] Ibanez Sanz, M. E. Flocculation and consolidation of cohesive sediments under the influence of coagulant and flocculant. Diss. Delft University of Technology, 2018


[32] Safar, Z. Suspended Particulate Matter formation and accumulation in the delta Diss. Delft University of Technology, 2021


Chapter 6

Advances in Maintenance of Ports and Waterways: Water Injection Dredging

Alex Kirichek, Katherine Cronin, Lynyrd de Wit and Thijs van Kessel

Abstract

The main objective of this chapter is to demonstrate developments in port maintenance techniques that have been intensively tested in major European ports. As regular port maintenance is highly expensive, port authorities are considering alternative strategies. Water Injection Dredging (WID) can be one of the most efficient alternatives. Using this dredging method, density currents near the bed are created by fluidizing fine-grained sediments. The fluidized sediment can leave the port channels and be transported away from the waterways via the natural force of gravity. WID actions can be successfully coupled with the tidal cycle for extra effectiveness. In addition, WID is combined with another strategy to reduce maintenance dredging: the nautical bottom approach, which enables the vessel to navigate through the WID-induced fluid mud layer. The nautical bottom approach uses the density or the yield stress of sediment to indicate the navigability after WID rather than the absolute depth to the sediment bed. Testing WID-based port maintenance requires thorough preparation. Over the years modeling and monitoring tools have been developed in order to test and optimize WID operations. In this chapter, the application of the recently developed tools is discussed.

Keywords: fluid mud, dredging, sailing through mud, WID, nautical depth, cohesive sediment

1. Introduction

Navigation in ports, canals and waterways must be safeguarded by maintenance dredging to remove sediments deposited by tide, river flows and currents. In order to keep ports and waterways accessible, this non-contaminated sediment is typically dredged by a trailing suction hopper dredger (TSHD) and reallocated at sea [1].

Maintenance dredging of sediment deposits can be highly expensive and inefficient as it must be done on a regular basis. Therefore, port authorities seek tailor-made solutions to reduce the costs and at the same time guarantee safe navigation in ports and waterways. Over the last decades, a number of strategies for port maintenance have been tested by port and governmental authorities. Maintenance dredging can be optimized by techniques to avoid or reduce sedimentation, such as optimization of port design, current deflecting walls, see [2], or by designing a sedimentation trap to focus sediment deposition in order to make reallocation easier and to reduce sediment deposition in other port areas [3].
Once dredging has conducted, typical strategies for dredged sediment management are either based on the concepts of keeping sediment in the water system or bringing sediment on land (see Figure 1). The former is generally considered as the most cost-effective strategy. However, the latter can be utilized for beneficial re-use of dredged sediment, thus better embedded into a circular economy.

It is a well-known fact that in major sea ports fine-grained sediment deposits are routinely reallocated from the port area either further away downstream from the dredged area or directly to the sea depending on the return flow of from the reallocation locations. The choice in reallocation area often consists of finding a balance between minimizing sediment return flows back into the harbor and transport distance and costs. Often, the reallocation of dredged sediment is combined with sediment management within a building with nature concept [4]. These reallocation projects are mainly focused on the reallocation of fine-grained sediment for land creation or improvement, wild habitat restoration, shore nourishment and marsh or wetland development [5–7].

In contrast to reallocation of sediment, conditioning is used for port maintenance with the assumption that the sediment stays in the port area. The goal of conditioning the sediment is to create navigable conditions in waterways while keeping the sediment in place. In this case, the nautical bottom concept is often applied for navigation through mud [8–10]. One of the examples for applying sediment conditioning for port maintenance is in the Port of Emden. The sediment first dredged and then conditioned by reducing the strength of dredged sediment in the dredging vessel [8]. The created fluid mud is then pumped back to the port mouth creating a weak navigable fluid mud layer. If the transport of fluid mud towards the river equals the import of suspended mud by exchange flows, a dynamic equilibrium is achieved without residual import, hence dredging.

These techniques do not apply to contaminated dredged sediment which is either stored in confined disposal facilities [1, 11] or processed in sediment treatment facilities [12, 13]. The latter technology uses mechanical treatment to prepare the sediment for further beneficial re-use options. Recently, mechanical treatment is also used for non-contaminated sediment as dredged sediment is being recognized as a resource. The treated material can be used as a constructional component for building and re-enforcement of infrastructure [14, 15].

Water injection dredging (WID) can be used as a tool for both reallocation and conditioning of the deposited sediment. The efficiency of this dredging method has been recognized over the past 30 years. However, the successful application of WID can be only achieved by combining technical approaches with knowledge of the system where WID is to be applied. Particularly, the following key questions have to

---

**Figure 1.** Types of port maintenance methods which are based on the dredging methods keeping sediment in water or bringing dredged material on land.
be answered in order to understand better the impact of WID on reallocation and conditioning of cohesive sediment:

- What type of sediment is to be relocated or conditioned by WID?
- What are the hydrodynamic conditions and bathymetry in the WID area?
- How fluidized sediment is distributed in port basins after WID?
- How far and where is the WID-induced plume transported after WID?
- What is the impact of WID on near-surface turbidity and how is this influenced by operational parameters?
- What criteria for navigation can be used in WID-conditioned areas?

The goal of this chapter is to provide an overview of the developed knowledge and tools that can be used for addressing the abovementioned questions. In addition, recently-developed numerical modeling, field and laboratory experiments can provide the necessary information for optimizing WID and defining the boundary conditions for its application. Finally, the recent findings on navigable conditions in ports and waterways, where WID is used for conditioning the sediment and keeping fluid mud in place, are discussed.

2. Working principles behind water injection dredging (WID)

2.1 Fluidization of fine-grained sediment

The principle of the water injection process is based on fluidization of deposited sediment by a water jet (see Figure 2). Water injection is performed by injecting large volumes of water (approx. 12,000 m³/h) under relatively low pressure (approx. 1-1.5 bar) from water jet nozzles, that are distributed over an equal distance on the jet [16, 17]. The injected water penetrates the cavities between the individual sediment particles weakening the forces between them and destroying the formed structure of the bed. The water-sediment mixture forms a fluid mud layer of about 0.5-3 m thickness right above the bed. Most investigations show that the sediment
material hardly mixes into the upper water volume, and sediment transport of the fluidized mud layer remained predominantly close to the bottom [18, 19].

2.2 Transport of fluidized sediment

A sketch of WID performed in a navigational channel with a bed mainly consisting of fine-grained cohesive sediment is shown in Figure 3. The near bed fluidized sediment deposit generates a gravity driven density flow up to few meters high, transporting the sediment in a horizontal direction as a result of the density difference [17, 20–22]. This density flow can be described as a homogeneous suspension layer with a solid concentration of up to 200 g/l. Since the density between the fluid mud layer and the surrounding water body is different, fluid mud sets in motion under the action of natural hydrodynamic processes. Thus, WID is different from agitation dredging in which sediment is deliberately mixed over the full water column and then transported in horizontal direction as a passive plume by the ambient currents resulting in a less environmental-friendly outcomes.

The velocity of fluidized sediment is reported in the range between 0.3 m/s and 1 m/s [16, 21, 22]. Based on the hydrodynamic conditions in a port basin, WID-conditioned sediment can either settle over time in a low-energy area or be transported by means of gravity currents to deeper areas such as sediment traps [3].

Different transport distances from a few hundred meters to a few kilometers are reported for fluidized sediment [19, 21–23]. Natural transport of coarse-grained sandy sediment is substantially shorter. Therefore, the sediment composition of the bottom can be altered by WID operations. Fine-grained sediment can be generally more easily fluidized than coarse-grained material and has better transport properties. Since the fine grain fraction is transported away sooner and further than the coarse grain fraction, over time the particle size distribution of the sediment bed can be segregated as a result of dredging. Therefore, the coarse-grained component increases as a result of WID operations.

Figure 3.
Illustration of WID performed in a navigational channel during the ebb tide. a) Initial conditions for WID. b) Fluidization of deposited sediment during WID. c) WID-induced fluid mud layer. d) Final result after WID in case WID is conducted for sediment reallocation purposes.
2.3 Efficiency of WID

The effectiveness of the WID process can be influenced by various factors. The direction, velocity and achieved transport distances of the fluidized layer depend on the interaction of different physical forces. The important influencing factors are sediment composition and characteristics, WID operation characteristics, resulting density of the fluidized layer, bathymetry and natural currents and bed shear stresses in the WID area. The efficiency of the process is also influenced by the bathymetry of the dredging area and the prevailing natural currents. Productivity is generally increased when WID can be carried out so that fluid mud can flow with a natural gradient from higher to lower-lying bathymetry.

The composition and strength of the sediment are also essential for fluidization process. Although it is reported that WID has been also performed for removing coarse-grained sandy sediment and even consolidated soils [16, 21, 22], the best efficiency of WID has been achieved by fluidizing fine-grained sediment deposits. In [20] WID productions are reported in the order of a few thousand m³/h for very fine-grained sediments and in the order of a few hundred m³/h for coarser sediments.

The operational parameters for execution of WID are playing an important role for WID. The determining factors are the nozzles diameter, the flow velocity of the water from the jet, jet penetration, the forward movement of the jet pipe, and the distance between the jet nozzle and the surface of the sediment [24]. A WID operator can find the optimal combination of the aforementioned factors to achieve the maximum production of loosened material. However, not only the mass flux of loosened material should be optimized, but also the initial density, layer height and velocity. A thin but dense layer with little initial momentum will hardly spread, whereas a thick, diluted layer with high velocity will quickly mix with ambient water, with negative consequences for turbidity and focus of sedimentation footprint.

WID is generally considered as a relatively low-cost process [3, 25]. As the fluidized sediment is transported in the form of a density flow on the bed and is not distributed throughout the entire water column, WID is also characterized by a high level of environmental compatibility competing to traditional port maintenance dredging [3, 18]. Recently, it was also shown that WID is more CO₂ efficient than the regular TSHD maintenance because WID requires less fuel consumption than TSHD. All these aspects suggest that WID can be more attractive tool for port maintenance.

3. Modeling of WID

In recent years, different tools have been developed for optimizing WID processes and better prediction of sediment plume movement during WID. Numerical modeling tools can be used for estimating sediment dynamics in ports and waterways after WID.

Mid-field modeling is often used for calculating the sediment footprint on the areas up to about 1 km away from WID. The obtained knowledge on sedimentation can help to better design WID operations including real bathymetry of a navigational channel. Existing and hypothetical infrastructure can be included in mid-field modeling allowing for testing of WID in combination with sediment transport steering management solutions such as sediment traps, sills and current-deflection walls.

Far-field modeling evaluates the impact of WID on the scale of the entire port or estuary area. This kind of modeling is used for estimating WID reallocation strategies of sediment from the port basins to the sea and for assessing return flows. Simulations can demonstrate the transport of the WID plume during different phases of the tide and the impact of river and sea conditions. Based on the obtained information, the authorities can decide if conducting WID for reallocation purposes is effective in the port.
3.1 Mid-field modeling of WID

Mid-field modeling is carried out by two distinct models: a Lagrangian 1DV model and a 3D CFD model (TUDflow3D). The Lagrangian 1DV model is a rapid assessment tool which can be used for rather uniform bathymetry and slowly varying flows while neglecting lateral spreading. When these assumptions are not valid the more sophisticated 3D CFD model TUDflow3D can be used which includes lateral spreading and simulates a WID density current in three dimensions. TUDflow3D needs much more simulation time as the Lagrangian 1DV model.

The Lagrangian 1DV approach allows us to follow the development of the fluidized layer flow along a user-defined trajectory using a moving frame of reference. The 1DV model determines the thickness and the density (or the sediment concentration) of the fluidized mud layer and correlates these properties to the hydrodynamics in the water column and the slope of the bed. Additionally, it determines the sedimentation flux on the bed. For an equal initial momentum of the fluidized mud layer, the layer will flow further along a downward slope than along a flat bed. In general, the results of 1DV modeling can be used for a better planning of WID.

Figures 4 and 5 illustrate an example of utility of the 1DV model for water injection dredging. In both figures, the left panel shows the distribution of the sediment concentration and the height of the fluidized mud layer along the slope. The right panel shows the flow velocity of the fluidized mud layer. Figure 4 shows the simulation of WID for an initial WID plume height of 2 m and Figure 5 shows the results of WID for an initial WID plume height of 3 m. Both cases start with an initial sediment concentration of 170 kg/m³ and 0.7 m/s flow velocity. It can be seen that a higher fluidized mud layer travels faster and reaches a higher internal velocity.

Figure 4.
1DV results for initial WID plume height of 2 m.

Figure 5.
1DV result for initial WID plume height of 3 m.
WID density-driven plumes can be also simulated in 3D by the CFD model TUDflow3D [26, 27]. Originally, TUDflow3D has been developed for accurate near field simulations of Trailing Suction Hopper Dredger overflow plumes on real scale. It has also been used for MFE (Mass Flow Excavation) plumes, deep sea mining tailing plumes and salinity driven density flows. TUDflow3D can supplement the 1DV model for complex situations in which the simplifications of the 1DV model make application impossible. TUDflow3D is fully 3D with variable density taken into account in all three dimensions (not just in the vertical), non-hydrostatic pressure and turbulence captured by either the accurate LES (Large Eddy Simulation) approach or by a faster RANS (Reynolds Averaged Navier Stokes) approach.

An instantaneous snapshot of the modeled density current is shown in Figure 6. The individual turbulent eddies and whirls resolved on the grid in LES are clearly visible. Comparison for time averaged velocity and Suspended Sediment Concentration (SSC) profiles with measured ones is given in Figure 7. Here, different manners of capturing turbulence are compared. In addition to LES with the WALE sub-grid-scale model, the RANS with Realizable K-Epsilon model and Realizable K-Epsilon model with reduced eddy viscosity near the bed are tested. In the latter the eddy viscosity near the bed is adjusted, effectively reduced, to correspond to the correct amount of bed shear stress. The results show that this adjustment improves the Realizable K-Epsilon results for this flow. The vertical SSC profile and layer thickness of the density current is captured very well in the CFD LES model and the velocity profiles are captured reasonably well with a small overprediction of the near bed velocity. The Realizable K-Epsilon results with adjusted near bed viscosity are considerably better as the default Realizable K-Epsilon results.

An example a of application of TUDflow3D for WID is given in Figure 8. In this CFD run a WID works along a 300 m track which it has done 6 times in a row.
Figure 7.
Comparison modeled time averaged velocity and SSC profiles with 3 different turbulence settings (LES; realizable K-epsilon and realizable K-epsilon with reduced near bed viscosity) and measurements from [28].

Figure 8.
Example of TUDflow3d simulation: Plume distribution from WID action along black dashed line.

Figure 9.
Example of TUDflow3D simulation: Implementing bathymetry in a CFD domain.
The CFD model uses the real bathymetry of the port. The resulting WID plume is shown in brown and the bathymetry is illustrated as a gray surface. At the moment of this image the WID has just finished the 6th time along the black dashed track of 300 m long. In this example the WID plume flows down the sloping bed in lateral direction under influence of gravity. A top view of the bathymetry is shown in Figure 9.

A comparison of TUDflow3D and the Lagrangian 1DV model for WID in a lateral confined situation without bed-slope is shown in Figure 10. For this simulation, the following initial conditions were applied: initial WID layer thickens of 2 m, 170 kg/m³ and 0.7 m/s inflow (resulting in an influx of 238 kg/s). The example shows the simulated vertical velocity profiles and density profiles at different distances from the WID. The model also calculates the sedimentation flux out of the WID density current. The results of the 1DV model and full 3D CFD are close to each other for this case. For cases where the assumptions of the Lagrangian 1DV model (neglecting lateral spreading and slowly varying flow conditions) hold it is much faster as the more sophisticated TUDflow3D model and in other cases it is advised to use a 3D near field model like TUDflow3D.

![Figure 10. Comparison of CFD model TUDflow3D and 1Dv simulations for WID in a lateral confined situation. TUDflow3D is compared for two different turbulence settings (LES; realizable K-epsilon).](image-url)
3.2 Far-field modeling of WID

Sediment dynamics and specifically, the siltation of mud, in ports is of great interest to those responsible for the maintenance of ports, harbors and access channels around the world. The amount of siltation determines the frequency and volume of maintenance dredging needed to maintain navigable depth. In order to understand sediment dynamics in the system, in particular the processes responsible for suspended mud and fluid mud transport, a range of spatial and temporal scales must be analyzed. A numerical model is an ideal tool with which to investigate both the transport, deposition, and potential resuspension of a WID plume. Such a model was developed, using Delft3D, for the Rhine Meuse Delta in the Netherlands, in order to calculate both background fine sediment dynamics in the Port of Rotterdam and the transportation of a fluid mud layer after a WID operation.

Deltares’ open source software Delft3D is a flexible, integrated modeling framework which simulates two and three-dimensional flow, waves, sediment transport and morphology (as well as dredging and dumping) on a time-scale of days to decades. The sediment transport module includes both suspended and bed/total load transport processes for an arbitrary number of cohesive and non-cohesive sediment fractions. It can keep track of the bed composition to build up a stratigraphic record. The suspended load solver is connected to the 2D or 3D advection–diffusion solver of the hydrodynamic module and importantly for fluid-mud simulations, density feedback can also occur.

Figure 11. Horizontal near bed plume spreading, WID starts 1 h before HW with a production rate of 500 kg/s.
For this work, a Delft3D model of the entire Rhine Meuse Estuary was setup. Hydrodynamic conditions were simulated for a full month, including wave effects. This hydrodynamic model is then used to force the sediment transport model. Background sediment concentrations are included in the model using three sediment fractions to represent the appropriate range of coarser and finer fractions. Once natural dynamics regarding sediment transport and sediment deposition in the different ports was captured, a range of WID tests could be undertaken. The parameters derived for different WID production rates in the mid-field modeling (described in Section 3.1) are used to define the initial conditions for the WID plume in the far-field model. Numerical experiments could then be performed such as simulating where the WID plume is transported to, the amount of return flow into different parts of the port and the amount of mixing that occurs throughout the water column. Vertical mixing may result in elevated turbidity levels near the surface, which should remain within the environmental limits. The model is also used to investigate the optimum location for sediment traps to capture the WID high density plume.

Figures 11 and 12 show an example of how the far-field modeling was used to investigate the impact of carrying out WID at different stages of the tidal cycle. WID was carried out in the area of a black rectangle. The colourbar indicates the distribution of suspended sediment concentration (SSC) in the port area. The duration of WID was 8 hours with a production rate of 500 kg/s. During 2 simulations, WID was initiated 1 h before high water (HW) and 1 h before low water (LW). The results of both simulations are shown in Figures 11 and 12, respectively.
The plume disperses in a distinct way between the simulation starting before high water (HW) compared to a start at low water (LW). Figure 11 shows that the plume is predominantly dispersed in the seaward direction with the outgoing tide. For WID, this would be the most preferable conditions because in this way the suspended sediment will be relocated from the area where WID is conducted offshore. However, after approximately six hours the flow is reversed, and the plume is pushed in the landward direction.

Figure 12 show the initial plume dispersion for the simulations in which sediment is released just before LW. The dispersion of the plume in the first 2 hours of the simulations is similar to the experiment with WID release just before HW. However, between four and eight hours a predominant landward plume dispersion is observed. After the flow reversal, it is observed that the plume starts to disperse in the seaward direction. A continuation of the landward spreading is observed in the channel because of the predominant landward flood directed current.

The far-field modeling illustrates the importance of the hydrodynamic conditions during WID. This knowledge can help to choose the most-efficient strategy for WID in ports and waterways with mud layers. The most efficient strategy is not only related to optimizing the sedimentation footprint, but also to minimizing vertical mixing and the contribution of WID to turbidity higher up in the water column. By choosing operational parameters wisely and executing WID operations only during favorable hydrodynamic conditions demands on sedimentation footprint and turbidity are more easily met.

4. WID and navigation through mud

In low-energy regions or in a tidal area of the port, WID-induced sediment can form a fluid mud layer that remains in the port area. The thickness of WID-induced fluid mud layer is often larger than the thickness of original mud layer resulting in a reduced draft for the incoming vessels. In this case, WID is often combined with the nautical bottom approach defined by PIANC for navigation. According to PIANC, “The nautical bottom is the level where physical characteristics of the bottom reach a critical limit beyond which contact with a ship’s keel causes either damage or unacceptable effects on controllability and manoeuvrability” [10, 29]. The nautical bottom allows to use the fluid mud in estimates of under keel clearance (UKC) that the vessels can navigate in the port areas with no unacceptable effects on controllability and maneuvering of the vessels. If accepted by the port authorities, the nautical bottom approach is used for navigation through mud in ports and waterways with fluid mud layers.

Generally, the density of the top sediment layer is used for defining the nautical bottom (see Figure 13). The level, where the density of sediment is lower than 1.2 t/m³, is widely accepted for navigation in ports. Ports in Rotterdam, Zeebrugge, Bordeaux, Saint-Nazaire, Bristol, Bangkok, Tianjin have successfully adapted the density criterium for navigation [29, 30]. However, the Port of Emden relies on the rheological properties rather than density of the sediment for defining the nautical bottom. The yield stress of the top sediment layer gives an indication if the sediment is navigable or not. The sediment with yield stress lower than 100 Pa is considered navigable. The choice of the nautical bottom criterium is related to the conditioning of sediment, that the Port of Emden has been conducting for port maintenance.

The knowledge on in-situ density or rheological properties of the top sediment layer are necessary for implementing the nautical bottom approach. There are in-situ tools that can provide an information about vertical profiles of density and strength in water-mud column. The in-situ devices Rheotune, Graviprobe and DensX have been intensively tested for the nautical bottom approach over last years [3, 29, 31].
An example of in-situ measurement of density and yield stress provided by Rheotune is shown in Figure 14. The measurements are conducted in a sediment trap that was filled with WID-induced fluid mud during day 1. The development of density and yield stress of WID-induced sediment has been observed for the period of 3 months. The in-situ devices can naturally provide only 1D vertical profiles. However, the thickness of mud layer can be defined from the profiles if the critical value for physical parameters is defined.

In the example given in Figure 15, the critical value for the density is chosen as 1.2 t/m³ providing the density-based nautical bottom shown in red line. In this case, the SILAS software is used for matching the density given by Rheotune (shown by vertical blue line in Figure 15) to the seismic data of 38 kHz. The measurements are conducted 7, 21 and 42 days after WID.

The development of WID-induced mud layer be also estimated with the numerical code solving the Gibson Eq. [32]. For instance, settling and consolidation of fluid mud can be predicted by matching the measured data to the model output. Figure 16 shows the comparison of 1DV model and measured data during consolidation of WID-induced fluid mud layer. The model's output is the density of mud and the water mud interface as a function of time, that can be correlated to measured densities and multibeam data, respectively. The latter can typically provide a reliable water-mud interface for WID operations. For instance, Figure 17 shows the development of water-mud interface before, during and after WID in the Calandkanaal.

Vertical density profiles are shown in the right panel of Figure 16. The density measurements can be done by different penetrometers [3, 31, 33], in this case the densities are measured by DensX. It can be observed that the measured density profiles show a good resemblance with the results of numerical modeling [31, 33]. Thus, the combination of the model with the in-situ measurements can potentially be used for predicting the development of the nautical bottom in time.

An example of the application of PIANC’s nautical bottom approach after WID in the Port of Rotterdam is shown in Figure 18. The standard multibeam echosounder survey indicated the bathymetry that corresponds to the water-mud level. However, the WID-induced fluid mud has relatively low densities (<1200 kg/m³) and weak strength (<100 Pa). Therefore, the nautical bottom approach can be applied. Adapting either a density-based (1200 kg/m³) or yield stress-based (100 Pa) criterium for the nautical bottom results in an additional 1.5 and 2 m of navigable depth, respectively.
20 days after WID, these differences are reduced. However, the yield stress-based nautical bottom still shows an advantage of about 0.5 m of extra navigable depth.

**Figure 14.**
Density and yield stress profiles measured by Rheotune.

**Figure 15.**
Development of the density-based nautical bottom after WID. Red line shows the level, where the density of sediment is equal to 1.2 t/m³.

**Figure 16.**
Estimating consolidation of fluidized mud layer after WID. Left panel shows development of water - fluidized mud interface as well as fluidized mud – Consolidated bed interface. Right panel show model predictions (solid lines) and in-situ measurements (symbols) of densities in water-mud vertical column.
5. Discussion

Water injection dredging is a widely applicable dredging method. The efficiency of the method for maintaining ports and waterways is generally high. WID operational parameters, knowledge of sediment properties, boundary and hydrodynamic conditions of the maintained area can greatly increase the efficacy of the water injection process. The most important parameters and factors influencing the performance of WID are the following: WID operational parameters (diameter of nozzles, flow velocity from the nozzle, stand-off distance of the jet, trailing speed of the WID vessel), sediment properties (grain size distribution, shear strength, density, oxygen consumption potential and sediment quality), boundary conditions of the maintained area (bathymetry, slope angle, embankments), hydrodynamics conditions (direction and velocity of tidal currents, existing density currents and salinity gradients).
Apart from the operational parameters, other factors and conditions that can increase the performance of WID are site-specific. Currently, the literature on research investigations into WID operational parameters is scarce. Therefore, there is a need for further systematic laboratory investigations for exploring the most-efficient WID operational parameters, which can further maximize the WID production rates in the field.

Sediment properties in the proposed area for WID can be studied before conducting WID. Typically, sediment samples are collected for laboratory analysis. The shear strength and density of sediment are linked to WID operational parameters (such as flow velocity) during the WID fluidization processes. The literature on investigations of sediment properties while testing varying WID operational parameters is very limited. Predominantly, WID is applied in the area with no-contaminated sediment. Therefore, the knowledge of the quality of sediment in the WID area is important.

The geometry of the WID area should be taken into account for planning and execution of WID operations in port and waterways. Bathymetric charts, which, will provide the information about deeper areas in the WID location, which are typically filled in with fluid mud after WID. Furthermore, bathymetric charts will indicate the slopes in the WID area, which can be also used for transporting the fluidized mud more efficiently.

Hydrodynamic conditions in the WID area should be taken into account when determining the final fate of fluid mud generated by WID, whether WID is used for the transport or conditioning of mud. For the transport of mud, the knowledge of the direction of the natural current and current velocities can help to minimize the spread of the WID-induced fluid mud deeper into the port area and maximize the transport of the sediment from the port area. For the conditioning of mud, the hydrodynamic conditions can potentially provide an indication whether fluid mud starts to settle in the allocated area or is transported to other locations of the port. Salinity gradients and local density currents can influence the density currents by damping the velocity of WID-induced fluid mud, thus decreasing production rates in the WID-area.

6. Conclusions

This chapter focusses on presenting an overview of developed knowledge for WID. In particular, new insights gained using a combination of in-situ monitoring and numerical modeling. The research focusea on fluid mud behavior and transport, but also the resulting sediment plume. Both mechanisms are important and depend on the surrounding hydrodynamic conditions. Mid-field modeling was used to investigate the WID plume flow and deposition behavior up to 1 km away from the WID dredger. The WID-induced fluid mud layer thickness and WID production estimates were used as input in to the far-field model. The far-field model was used to determine where the WID-induced plume traveled under different tidal and discharge conditions, how much deposited back in the harbors and how much was flushed out to sea with the ebb tide. The model was also used to test different disposal locations to reduce return flow.

Key factors and parameters influencing the efficiency of WID have been identified from the available literature and discussed further. The modeling tools presented in the chapter can potentially help to analyze the sediment properties, boundary conditions and hydrodynamic conditions in the WID area and in the entire port area. However, more experimental research is needed for defining the
most-efficient set of operational parameters. Particularly, the knowledge on linking WID operational parameters with sediment properties for maximizing production rates is very scarce.

By combining measurements from the field, laboratory experiments on fluid mud properties, with a state-of-the-art modeling approach, new insights were gained on the best approach for implementing WID as a maintenance dredging strategy. In addition due to more efficient maintenance, reduction of costs, CO$_2$ emissions and additional environmental impacts is achieved during the application of these techniques.
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Chapter 7

Non-Intrusive Characterization and Monitoring of Fluid Mud: Laboratory Experiments with Seismic Techniques, Distributed Acoustic Sensing (DAS), and Distributed Temperature Sensing (DTS)

Deyan Draganov, Xu Ma, Menno Buisman, Tjeerd Kiers, Karel Heller and Alex Kirichek

Abstract

In ports and waterways, the bathymetry is regularly surveyed for updating navigation charts ensuring safe transport. In port areas with fluid-mud layers, most traditional surveying techniques are accurate but are intrusive and provide one-dimensional measurements limiting their application. Current non-intrusive surveying techniques are less accurate in detecting and monitoring muddy consolidated or sandy bed below fluid-mud layers. Furthermore, their application is restricted by surveying-vessels availability limiting temporary storm- or dredging-related bathymetrical changes capture. In this chapter, we first review existing non-intrusive techniques, with emphasis on sound techniques. Then, we give a short review of several seismic-exploration techniques applicable to non-intrusive fluid-mud characterization and monitoring with high spatial and temporal resolution. Based on the latter, we present recent advances in non-intrusive fluid-mud monitoring using ultrasonic transmission and reflection measurements. We show laboratory results for monitoring velocity changes of longitudinal and transverse waves propagating through fluid mud while it is consolidating. We correlate the velocity changes with shear-strength changes while the fluid mud is consolidating and show a positive correlation with the yield stress. We show ultrasonic laboratory results using reflection and transmission techniques for estimating the fluid-mud longitudinal- and transverse-wave velocities. For water/mud interface detection, we also use distributed acoustic sensing (DAS) and distributed temperature sensing (DTS).

Keywords: Safe navigation, non-intrusive monitoring of fluid mud, transmission seismic measurements, reflection seismic measurements, yield stress, distributed acoustic sensing (DAS), distributed temperature sensing (DTS)
1. Introduction

Safe navigation through fluid mud is increasingly important because enhancing the navigability with less dredging can help lower transportation costs and benefit biodiversity. The areas with fluid-mud layers need to be routinely surveyed to provide navigation charts used by the vessels. Fluid mud is described as a highly concentrated non-Newtonian suspension of sediment consisting mainly of water, organic matter, silt and clay minerals [1]. Fluid mud is a crucial factor when determining the nautical depth (nautical bottom). It is typically defined by a density value [2]. For example, the Port of Rotterdam uses the density of 1.2 kg/L as a nautical-depth criterium. Other parameters are though also used – for example, the Port of Emden adopts the yield stress of 100 Pa to define the nautical depth [2, 3]. Thus, it is important to have an accurate parameter that description of the fluid mud and could be used in the same way in different ports.

Full-scale and scaled experiments for safe ship navigation in the ports and waterways have been performed already for several decades [3–5]. Traditional ways of characterizing fluid mud involve its sampling, which inevitably disturbs the mud. Other methods, for instance radioactive probes, such as X- and γ-ray tube, can be used to measure the density of the fluid mud, where the density calculation is based on the Lambert–Beer Law [6]. The density profiler based on X-rays – DensX, and the Graviprobe, which measures the cone-penetration resistance and pressures when sinking freely in the water-mud column, can be used to estimate the density and undrained shear strength, respectively [7, 8]. Although these tools can provide a quantitative information about the densities and strength of mud, non-intrusive characterization and monitoring of fluid mud in ports and waterways is preferable. Currently, echo-sounding measurements are used as non-intrusive techniques for assessment of the nautical depth, for which the relationship between the acoustic impedance and densities of the fluid mud are investigated [9]. Multi-beam echo-sounders are deployed to detect fluid-mud layers. Utilization of signals at a higher frequency (200–215 kHz) and at a lower frequency (15–40 kHz) provides an estimate of the approximate thickness of the fluid-mud layer [7]. The higher-frequency measurements are used to map the lutocline, while the lower-frequency measurements provide an estimate of the sea-floor depth. Schrottke and Becker deployed a high-resolution side-scan sonar with a frequency of 330 kHz and a parametric sub-bottom profiler with frequencies of about 100 kHz for detecting the fluid mud with high vertical resolution [10]. The velocimeter, especially the acoustic Doppler velocimeter, was developed on the basis of ultrasonic waves to measure turbulence velocities in the fluid-mud sediments [11]. The mentioned techniques, though, rely on longitudinal (P-) waves, which are related to the bulk properties of the materials.

The propagation velocity and amplitude of transverse (S-) waves strongly depend on the geotechnical properties of the sediment, such as fluid mud [12]. Thus, S-waves could be used to characterize the fluid mud more precisely than when using P-waves and thus bulk properties. However, in seismic exploration in marine environments, the sources and receivers are usually deployed in the water column, more often relatively close to the water surface. Thus, the sources, such as airgun arrays, give rise to P-waves, and the receivers, usually towed by a vessel as streamers, record P-waves as well. This limits the utilization of S-waves because extracting the S-wave information is rather more involving and time-consuming [12]. Still, strong P-to-S-converted waves could be generated at the water bottom, and their utilization for characterization of the fluid mud is possible. A technique that could allow direct extraction of the S-wave velocities is seismic interferometry (SI) for retrieval of non-physical reflections. SI is a method that retrieves new recordings from existing recordings most often by cross-correlation [13–15] of the
existing recordings. When the required assumptions for the practical application of SI are not met, non-physical arrivals are also retrieved. Some of the non-physical arrivals arise from internal reflections between layer boundaries [16–18]. SI can thus be applied for targeted retrieval specifically of non-physical (ghost) reflections to estimate the layer-specific velocities for layers in the subsurface [17, 18].

Ultrasonic transmission measurements of marine sediments have been performed, and it was reported that the P-wave attenuation coefficients indicate changes in the sediment composition more distinctly than the velocity of the P-waves [19]. Additionally, relationships between the porosity and P- and S-waves velocities were examined [19]. Leurer [20] carried out pulse-transmission measurements with a center frequency of 50 kHz and reported that in a foraminiferal mud the P-wave velocities range between 1840 m/s and 2462 m/s. Using a center frequency of 100 kHz under different effective pressures, it was also found that the S-wave velocities range between 450 m/s and 975 m/s [20]. Other studies showed that the S-wave velocity in mud samples can be as low as 7 m/s when using signals with a center frequency of 200 Hz [21, 22]. These different values for the P- and S-wave velocities show that it is necessary to perform seismic (ultrasonic) measurements for characterization of the fluid mud for each specific location, i.e., for each port or waterway. This would favor utilization of reflection measurements like in seismic exploration as they can be performed more easily. Additionally, seismic reflection experiments can be conducted with the aid of synthetic seismogram analysis to investigate the shear-wave velocity structure of the shallow-water sediments [23].

Seismic measurements for characterization and monitoring of the subsurface targets are also performed by means of distributed acoustic sensing (DAS) and with distributed temperature sensing (DTS). DAS has already been successfully used in the field of earthquake seismology [24–28], vertical seismic profiling [29, 30], and ambient noise velocity inversions [31]. DTS measurements have been used for monitoring of subsea structures [32] and of carbon capture, utilization and storage [33]. Thus, DAS and DTS could also be very useful in for characterization of fluid mud.

Utilization of DAS and DTS to measure seismic waves in the water and fluid mud offers advantages over the conventional electrical sensors such as electric isolation, immunity to electromagnetic interference, but also that they are non-conductive and non-corrosive, making them well-suited with regard to safety and durability for utilization in liquid-level sensing [34–37]. Such practical advantages are complemented by economical ones. There has been a rapid development in the optical fibers due to their wide usage by the communication industry. This has led to a substantial decrease in price, as well as an increase in performance. For instance, a single-mode optical fiber that used to cost $20/$m in 1979 costed just 0.1 $/m in 2008 [38]. Given that the optical fibers are relatively cheap and require little to no maintenance, they could be very useful, from an economical point of view, as receivers for monitoring the nautical depth in ports and waterways. With the experiments we describe below, we investigate the utilization of optical fibers as receivers for fluid-mud level detection and characterization.

In the following, we use laboratory ultrasonic experiments to investigate how P- and S-wave measurements can be used for fluid-mud characterization. We discuss the latest results of seismic (ultrasonic) measurements of P- and S-waves propagation through fluid mud. In Section 2, we first describe the materials, sample preparation, and the rheological experiments for measuring the yield stress. We then introduce the ultrasonic measurements systems we use for transmission and reflection measurements. Subsequently, we describe the DAS and DTS measurement setups.

In Section 3, we present the results from the transmission measurements for monitoring possible changes of the P- and S-wave velocities when the ultrasonic signals propagate through fluid mud at different stages of consolidation. We link
the observed transmission velocity changes to the measured yield stress during the same consolidation stages of the fluid mud. Further, we describe results from the reflection setup for estimating the layer-specific P- and S-wave velocities of the fluid mud. Finally, we validate the utilization of DAS and DTS as seismic and temperature receivers in laboratory experiments for detecting the fluid-mud/water interface.

In Section 4, we discuss the accuracy of our results and their applicability to other ports, while in Section 5 we draw conclusions.

2. Characterization and monitoring of fluid mud in a laboratory

We develop laboratory ultrasonic measurement systems for transmission and reflection seismic measurements for characterization and monitoring of fluid mud while it is consolidating. The transmission seismic-measurement systems are designed for direct, fast, point-to-point measurements in the fluid mud using ultrasonic transducers or DAS as receivers. The reflection seismic-measurement system uses ultrasonic transducers to record waves that have reflected or refracted at different layer boundaries including the bottom of the water layer and the bottom of the fluid-mud layer. The reflection measurements can be used to record common-source gathers, which can subsequently be utilized to characterize velocity changes in the fluid mud during the consolidation using seismic-exploration techniques. We also describe the laboratory setup for rheological measurements of the fluid mud and the setup for DTS measurements.

2.1 Fluid-mud sample preparation and handling

For the transmission and reflection measurements, we use fluid-mud samples extracted from the Calandkanaal (Port of Rotterdam) at the location indicated in Figure 1a. Before conducting the measurements, we stir a sample using a mechanical mixer in order to obtain a homogeneous volume of fluid mud with a uniform density. The density of the homogenized sample is 1197 kg/m³. After the homogenization, the fluid-mud sample appears like a mud slurry (Figure 1b). The samples are consecutively left to consolidate through a self-weight process. We perform ultrasonic measurements while the fluid mud is consolidating. Synchronously with the ultrasonic measurements, we also perform rheological measurements to investigate the yield stress. We investigate the fluidic yield stress using a recently...
developed protocol for the fluid mud [39, 40]. We use a HAAKE MARS I rheometer (Thermo Scientific) with two measuring geometries (Couette and vane) and apply stress ramp-up tests to measure the yield stress. The stress ramp-up tests are performed using a stress increase from 0 to 500 Pa at a rate of 1 Pa/s, until the shear rate reaches 300 s\(^{-1}\), under a stress-control mode.

2.2 Transmission seismic measurements with transducer receivers

The transmission seismic laboratory setup is equipped with two pairs of piezoelectric ultrasonic transducers (Figure 2b and c). Each pair consists of a source and receiver transducer, with one of the pairs using P-wave transducers and the other pair – S-wave transducers. The direct transmission measurement represents a point-to-point measurement with both transducer pairs placed along the horizontal direction. Because of this source-receiver geometry, the estimated velocities of the P- and S-waves correspond to transmissions along horizontal layers inside the fluid mud, if such layers are developed.

As shown in Figure 2a, the laboratory setup includes a fluid-mud tank, a signal-control part, and the two pairs of ultrasound transducers. The signal-control part in turn consists of a source-control part and a receiver-control part. In the source-control part, a function generator produces a desired signal, which signal is subsequently passed to a power amplifier to be finally passed to the source transducer, which sends it through the fluid mud. The fluid-mud tank is a plastic box that has
opening for the installation of the transducer end-caps. The receiver-control part of
the setup consists of the receiver transducers, attached to the fluid-mud tank using
end-caps, an oscilloscope for digitalization and displaying, and a computer,
connected to the oscilloscope, to record the sensed signals. The generated source
signal is also visualized on the oscilloscope for quality control.

For the transmission measurements, we use as a source signal a gated sine-wave
pulse with a center frequency of 1 MHz. A measurement is performed using a pulse-
time delay. To increase the signal-to-noise ratio, especially needed for the S-wave
velocity estimations, a measurement at each stage of consolidation consists of 1024
repeated recordings summed together to obtain a final transmission recording. This
is done for both the P- and S-wave pair.

For each stage of the measurements, the first step in estimating the propagation
velocities is to pick the first arrivals of the P- and S-waves. The second step is to
calculate the P- and S-wave velocities by dividing the travel distance of waves,
which is the distance from the source to the receiver transducer within each pair
(equal for both pairs), by the travel times estimated from the picked first arrivals.

2.3 Reflection seismic measurements with transducer receivers

Similar to the transmission seismic laboratory setup, the reflection system consists
of a signal-control part, a fluid-mud tank, and ultrasound transducers, but further to
that also includes a transducer-placement part (Figure 3). While the signal-control
part is the same as for the transmission measurements (Figure 3b), the fluid-mud
tank is different and only one pair of ultrasonic transducers is used (Figure 3c). The
transducer-placement part allows changing the positions of the transducers by mov-
ing them along horizontal and vertical bars (Figure 3a and c). This facilitates record-
ing of reflections at multiple horizontal positions to obtain reflection common-source
gathers, if desired with sources and receivers at different depths.

In the measurements we perform, the transducers are placed a certain distance
above the top of the fluid-mud layer to better mimic a geometry of a marine seismic-
exploration survey. While placing sources and receivers during a field measurement
campaign directly at the top of the fluid mud would allow direct recording of S-
waves, a recording geometry with seismic sources and receivers towed at a certain
height above the bed in the navigational channel is more practical – the surface of the
sediments is seldomly flat, and hard object protruding from the sediments could
damage the sources and/or receivers. On the other hand, towing the sources and
receivers at a distance above the top of the fluid-mud layer inevitably brings uncer-
tainty in the estimated seismic velocities caused by the salinity and temperature of the
water. It is possible to monitor the changes in the salinity and temperature at specific
locations, but the uncertainty still remains when using such point measurements for
larger-area surveys due to the dynamics of the marine environments.

In order to eliminate these uncertainties, we apply SI for retrieval of ghost
reflections from inside the fluid-mud layer and eliminate the travel-paths of the
waves in the water layer. For pressure measurements in water, like in our laboratory
setup, a general representation of SI by cross-correlation is [41].

\[
p(R_2, R_1, t) + p(R_2, R_1, -t) \propto \sum_{S=S_1}^{S=N} p(R_2, S, t) \otimes p(R_1, S, t),
\]

where \(p(R_2, R_1, t)\) is the retrieved pressure response at receiver at \(R_2\) from a
virtual source at the position of a receiver at \(R_1\), \(p(R_2, S, t)\) is the pressure response
measured at \(R_2\) from a source at \(S\), with \(S_1 \ldots SN\) sources distributed evenly over
surface that effectively surrounds the two receivers, \(-t\) indicates time reversal (acausal time), and \(\otimes\) indicates correlation. As mentioned above, when the assumptions for this simplified representation are not met [14], e.g. as in a seismic reflection survey when the sources are only at the surface and thus do not surround the receivers, ghost reflections are retrieved [17, 18], and we can write

\[
p(R_2, R_1, t) + p(R_2, R_1, -t) + \text{ghosts} \propto \sum_{S = SK_1}^{SK_2} p(R_2, S, t) \otimes p(R_1, S, t),
\]  

(2)
where \emph{ghosts} represents retrieved non-physical arrivals, including ghost reflections, and \( SK_1 \) and \( SK_2 \) now indicate that the summation is only over sources on a limited surface. For practical purposes, in our laboratory setup we choose to have only two source positions and multiple receiver positions. Using source-receiver reciprocity, we can thus rewrite relation (2) as

\[
p(S_2, S_1, t) + p(S_2, S_1, -t) + \text{ghosts} \propto \sum_{R=RR_1}^{RK_2} p(S_2, R, t) \otimes p(S_1, R, t), \tag{3}
\]

where the summation is now over receiver positions and we retrieve a pressure recording at a virtual receiver at the position of source \( S_2 \) from a source at \( S_1 \). Thus, to apply SI, we use two common-source gathers (CSGs). The two source positions (labeled Source 1 or \( S_1 \) and Source 2 or \( S_2 \) in \textbf{Figures 4} and \textbf{5}, respectively) at the same height and distanced in the horizontal direction 50 mm from each other. We record the reflected signal at a receiver, labeled Receiver 1 (R1) in \textbf{Figure 4}, aligned with the two source positions and distanced 100 mm from \( S_1 \) (and thus 50 mm from \( S_2 \)). Following the nomenclature in [17], the source and virtual receiver redatumed by SI to the top of the fluid-mud layer during the ghost-reflection retrieval are referred to as ghost source and ghost receiver, respectively. Assuming a favorable geometry, to explain the retrieval of a ghost reflection inside the fluid-mud layer, the travel-path of the reflection from the fluid-mud bottom, i.e., the travel-path starting from \( S_1 \), transmitted at the water/mud interface, reflected by the fluid-mud bottom, transmitted at the mud/water interface, and then arriving at \( R_1 \) is labeled 1–2–3–4 in \textbf{Figure 4}. The travel-path of the reflection from the water/mud interface, starting from \( S_2 \) and arriving at \( R_1 \), is labeled \( 1'–4' \). Cross-correlation of the recorded reflections at \( R_1 \) from \( S_1 \) and \( S_2 \) will effectively result in removal of the common travel-paths in 1–2–3–4 and 1'–4'. Thus, the parallel travel-paths 1 and 1' and the coinciding travel-paths 4 and 4' are eliminated, and only the travel-path 2–3 is left over representing a ghost reflection only inside the fluid-mud layer from a ghost source and ghost receiver placed directly at its top (\textbf{Figure 4}). In reality, the exact receiver position ensuring that travel-paths \( 1 = 1' \) and \( 4 = 4' \) is unknown. Because of that, recordings at multiple receiver positions from both sources are required, i.e., two CSGs. To obtain such gathers, we displace the receiver from position \( R_1 \) to the right along the horizontal bar by 5 mm multiple times and record
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\textbf{Figure 4.}
\textit{Illustration of the geometry needed for retrieval of ghost reflections from inside the fluid-mud layer. See text for explanation of the symbols.}
Figure 5.
(a) Illustration of the travel-paths of the expected arrivals from S1 to a receiver in the reflection measurements.
(b) Wiggle plot of the recorded CSG from S1. (c) Wiggle plot of the recorded CSG from S2. (d) Sketch of the travel-paths of the primary reflections of the mud top in the CSG from S2. (e) Sketch of the travel-paths of the primary reflection of the mud bottom (PPPP) in the CSG from S1. The ghost reflection is retrieved by summing the individual arrivals highlighted in green in (e) obtained from cross-correlating the primary reflection from the fluid-mud top in the CSG from S2 with the primary reflection PPPP in the CSG from S1.
for the same source at each receiver position. In this case, we record at 20 positions. That is, the CSGs for S1 and S2 consist of 20 traces each.

The source signal we use is similar to the one for the transmission measurements but with a center frequency of 100 kHz.

Also with these measurements, to increase the signal-to-noise ratio of the recorded signals, a measurement at each receiver position from each source is repeated 1024 times and the 1024 measurements are summed together to obtain a final trace for that source and receiver positions.

Using the travel-path sketches in Figure 5a, we explain several arrivals of interest in the CSGs. Figure 5b and c present wiggle plots of the recorded CSGs from S1 and S2, respectively. We calculate expected arrival times based on the source/receiver offsets and the thicknesses of the water and fluid-mud layers, each of which we can directly measure. For propagation through the water layer, we use P-wave velocity of 1500 m/s. For the waves propagating through the fluid mud, we use values estimated from the transmission measurements – 1570 m/s for the P-wave velocity and 958 m/s for the S-wave velocity. The calculated reference times are illustrated by dashed lines superimposed on the CSGs to assist in interpretation of the arrivals. In Figure 5b and c, the reflection arrivals of interest in this study are the primary reflection from the fluid-mud top (magenta) and the three primary reflections from the fluid-mud bottom that are labeled as PPPP (blue), PPSP (red), and PSSP (orange). The S-waves in the experiment appear as waves converted from P to S at the top or the bottom of the fluid-mud layer. For example, the P-to-S converted wave in PPSP is generated when the P-wave impinging on the fluid-mud bottom is reflected as an S-wave; the P-to-S converted wave in PSSP is generated when the P-wave impinging on the fluid-mud top in transmitted to the fluid mud as an S-wave (Figure 5a) and continues to propagate as an S-wave until reaching the fluid-mud top again.

To retrieve ghost reflections, one can use relation (3) and correlate the CSGs. Such an approach could result in other retrieved arrivals interfering with the desired ghost reflections. To avoid that, we follow [17] and correlate only specific arrivals. To retrieve a P-wave ghost reflection from inside the fluid mud, we cross-correlate the primary reflection from the fluid-mud top in the CSG from S2 (Figure 5d) with the primary reflection PPPP in the CSG from S1 (Figure 5e). In a similar way, the P-to-S converted ghost reflection and S-wave ghost reflection are retrieved using the reflections PPSP and PSSP in the CSG from S1, respectively.

2.4 Transmission seismic measurements using DAS and measurements with DTS

We use a standard single-mode communication fiber for both the DAS and DTS measurements. This means that we can combine the two methods and compare the difference in their performance. With DAS, such fibers can act as seismic receivers that measure the dynamics of a strain field acting on a fiber [42]. With DTS, such fibers can act as strain and temperature sensors (and thus also labeled DT(S)S), which measure the static strain and temperature along the fiber [43].

To verify that these fibers can serve as receivers for fluid-mud level detection and characterization, we conduct seismic and temperature laboratory experiments using commercially available interrogators. These interrogators are the iDAS from Silixa and DITEST STA-R from Omnisens for measuring the acoustic impedance and temperature, respectively. For a more detailed explanation of the iDAS system, the reader is referred to [42].

Our fiber is coiled around a PVC pipe with a diameter of 0.125 m, which allows us to use more fiber and, hence, have more measuring points than when using a
straight fiber. In addition, the coining increases the vertical resolution by compressing the gauge length of 10 m of the cable (the length over which the back-scattered signal is averaged to increase the signal-to-noise ratio of the detected dynamic deformation) only over a few vertical centimeters. Due to the coiling, we also change the directional sensitivity [44], making the cable more sensitive to horizontal waves, with respect to the column. The PVC pipe with the fiber coiled on it is placed inside a transparent column. We first perform experiments with two types of synthetic clay, namely kaolinite and bentonite, and subsequently with two types of fluid mud – one from the Port of Rotterdam, which is the same sample mud as described above, and the other from the Port of Hamburg. For the experiments with the synthetic clays, we fill the lowest part of the column, without coiled optical fiber, with sand. Above the sand, we put one of the clays, and then we fill the remainder with water. For the fluid-mud experiments, we instrument also the lowest part of the column with fiber and start filling the column with one of the fluid muds starting already at the bottom, while we again fill the remainder of the column with water. A schematic overview and pictures of the setup are shown in Figure 6. Note that for the measurements with kaolinite and bentonite, we have 0.5 m in depth, which is 123 m in fiber length, acting as sensors. For the measurements in the muds, we added 0.2 m in depth, giving us a total of 171 m of fiber length, acting as sensors. For both setups, we have 10 m of fiber outside of our column to use as a reference.

With DAS, we try to capture the water/mud interface and measure the shear strength build-up. We test various sources for these purposes. Our sources include a small transducer with a center frequency of 500 kHz, a larger transducer with a center frequency of 200 kHz (Figure 6b and c) and a common duo echo-sounder with a center frequency of 38 kHz and 200 kHz, which is also used by marine vessels to measure depth. We connect these sources to the same source-side signal-control part as described above. We use a frequency range from 25 kHz to 45 kHz, since preliminary results indicated that this range should give the best results. The sampling frequency of the DAS system is set at the maximum of the system, which is 100 kHz.

For the DTS measurements, we use two standard heating rods, which we place 5 cm away from the fiber, to heat the column and measure the difference with respect to time along the column. This we only do for the kaolinite sample, since a very similar result is expected for the other clay and two mud samples.

Figure 6.
(a) Schematic overview of the setup for DAS and DTS measurements. A photo of the column with the optical fiber wound around the PVC pipe when using mud from the (b) port of Rotterdam and (c) port of Hamburg.
3. Results

We describe the results of the ultrasonic transmission measurements with ultrasonic transducers and correlate them to the results from the rheological measurements. We further report the results from the reflection measurements and how they were used to retrieve ghost reflections. We then show the results from the DAS and DTS measurements.

3.1 P- and S-waves velocities in the fluid mud from transmission measurements with ultrasonic transducers

We examine the first arrivals of transmitted P- and S-waves and estimate their velocity variations during the consolidation of the fluid mud. We do not observe a detectable change in the P-wave velocity – the P-wave first arrivals appear to be constant throughout the consolidation process (Figure 7a). This finding agrees with previous results reporting that the S-wave velocity is more sensitive to changes in lithology and mechanical properties than the P-wave velocity [45]. The traveltime of the direct arrivals of the P-wave is 0.074 ms (Figure 7a), and thus the corresponding velocity is 1570 m/s. By examining the change in arrival time of the
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*Figure 7.*
(a) Transmission recordings of the direct P- and S-wave arrivals as a function of consolidation time. (b) Estimated S-wave velocity as a function of the consolidation time.
first S-wave arrival (Figure 7a), we find that the S-wave traveltime decreases with consolidation time, indicating that the S-wave velocity increases with the consolidation progress (Figure 7b).

We can see from Figure 7, that during the first three days the S-wave velocity is nearly stable exhibiting very little fluctuations. Starting from Day 3, the S-wave velocity shows a strong increase from 959 to 995 m/s during the next two days. In the second week, the S-wave velocity only experiences a small increase and eventually reaches 998 m/s. By comparing the velocity variations of the P-wave and S-waves, we can summarize that the relative increase in the S-wave velocity is much stronger than in P-wave velocities, validating the statement that the S-waves are much more sensitive to the consolidation of the fluid mud than the P-waves. This finding agrees with a previous in-situ seismic exploration results using pulse-transmission techniques [45].

By drawing the estimated S-wave velocities from Figure 7b as a function of the concurrently estimated fluidic yield stresses (Figure 8), we see a positive correlation during the consolidation of the fluid mud. The correlation appears to indicate that the S-wave velocity starts increasing after the fluidic yield stress exceeds some critical value (for each of the Couette and vane geometry). Once the critical value is surpassed, the S-wave velocity increases with the increasing fluidic yield stress caused by the consolidation.

3.2 P- and S-wave velocities inside the fluid-mud layer from ghost reflections

The recorded primary reflections from the fluid-mud top and bottom are identified and shown in Figure 9. We apply SI using the reflection from the mud top in the CSG from S2 and the primary reflections PPPP, PPSP, and PSSP from the mud bottom in the CSG from S1 (Figure 9). As explained in Section 2.2, the ghost reflections are retrieved by eliminating the P-wave travel-paths inside the water. The ghost reflections in Figure 10, retrieved using the primary reflections PPPP, PPSP, and PSSP, are labeled PP, PS, and SS, respectively. In Figure 10, we also show the length of each of the legs of the reflection travel-paths of the retrieved ghost reflections. We use these lengths to estimate the wave velocities using the arrival times of the retrieved ghost reflections.

![Figure 8](http://dx.doi.org/10.5772/intechopen.98420)

**Figure 8.** Relationship between the estimated S-wave velocities (Figure 7b) and the concurrently estimated fluidic yield stress, using Couette and vane geometry, as a function of the consolidation time.
As explained, the retrieved result is obtained by stacking the correlated traces. When the receiver array is sufficiently long, the stacking would have resulted in the retrieved ghost reflections only, with the contribution to the retrieved signal coming from summation inside the so-called stationary-phase region [46], i.e., the region where a curve appears nearly horizontal. In Figures 11a–13a, we indicate the stationary-phase regions with green dashed rectangles. Because our receiver array is of a limited length and is further only on one side of the sources, summation of all traces produces more or less erroneous results (Figures 11b–13b). Because of this, to retrieve the ghost reflections we use for the summation only traces in the stationary-phase region (Figures 11c–13c). We then pick from those results the two-way traveltimes to estimate the velocities inside the fluid-mud layer.
Dividing the travel distance of 179.2 mm, which ghost reflection PP has traversed inside the fluid-mud layer (Figure 10) by the picked two-way traveltime from Figure 11c, we estimate the P-wave velocity to be 1592 m/s. To estimate directly the S-wave velocity inside the fluid-mud layer, we divide the travel distance the ghost reflection SS has traversed inside the fluid-mud layer, again 179.2 mm (Figure 10), by the picked two-way traveltime from Figure 13c, and obtain 995 m/s. Comparing this value with the estimated value from the transmission measurements on day 11 of 998 m/s (Figure 7b), we see that the difference is only 0.3%, which is negligible. Comparison of the estimated P-wave velocity to the value from the transmission measurements of 1570 m/s, we see that the difference is 1.4%, which is a bit higher but still acceptable.

3.3 Detection of the water/mud interface using DAS and DTS

Figure 14 shows DAS measurements of the arrivals recorded along the fiber as a function of arrival time when using the fluid mud from the Port of Hamburg and
the large transducer as a source (Figure 6c). We perform the measurements after
the mud has consolidated for 9 days. To improve the signal-to-noise ratio, we repeat
the recordings 10 times and then stack them. Using the first arrivals, i.e., the direct
P-wave, we estimate the P-wave velocity in water to be around 1450–1500 m/s,
while in the fluid mud to be 1490–1570 m/s. The reason for the uncertainty is likely
related to the relatively low rate of time sampling of 100 kHz for the source
frequency we use of 25–45 kHz. For this sampling rate, the Nyquist frequency is
50 kHz, which is very close to the source frequencies and, thus, makes the velocity
analysis more ambiguous. The small difference in the P-wave velocity of the water
and the fluid mud combined with the uncertainties make the detection of the water/
mud interface rather challenging if the first arrival as used.

Figure 13.
As in Figure 11 but for ghost reflection SS. The correlation in (a) is with the PSSP reflection.

Figure 14.
DAS recordings using the setup from Figure 6c showing direct arrivals and multiple reflections. The blue line
indicates the water/mud interface, which is at 90.7 m along the fiber.
The recordings in Figure 14 show that a more accurate and robust criterion to detect the water/mud interface is to look at the multiple reflections and their amplitude attenuation. Looking at the figure, we can see that later arrivals appear to faint, i.e., are more attenuated after the water/mud interface, with the latter indicated by the blue line. Taking a closer look at the multiple reflections, we see that these later arrivals have completely fainted after 93.7 m fiber length, with the water/mud interface at 90.7 m fiber length. This difference of 3 m of fiber might be related to the gauge length of the fiber, i.e., the length over which the DAS system averages the observations, which in our case is 10 m. Another reason could be the uncertainty in the exact position of the fiber.

The measurements with the fluid mud from the Port of Rotterdam and the two clays show similar results.

We also look at the signal attenuation due to the consolidation of the mud, and thus the increase of its shear strength. Figure 15a and b show the DAS recordings in bentonite clay performed on the first and second day of the consolidation, respectively. We see a clear difference in signal penetration through the bentonite clay – on the first day, there is little to no signal penetration, opposed to the second day, when the waves propagate all the way through the column. This difference is purely related to the buildup of shear strength in the bentonite, since bentonite does not settle but builds up shear strength with time.

From the tests we perform with different types of sources (small and large transducer and duo echo sounder) we observe that the small transducer with resonant frequency of 500 kHz does not generate enough energy when we use it for emitting a P-wave at 25 kHz – 45 kHz. For that reason, it is outperformed by the big transducer whose resonant frequency of 200 kHz is closer to our target source-signal frequency of 25 kHz – 45 kHz. The duo echo sounder generated by far the strongest signal; however, because it was mounted on the transparent outer column and was situated right above our PVC pipe, a lot of tube waves and refracted waves are generated, which are undesired in our tests. These strong interfering events could potentially be suppressed applying further signal processing, as we suggest above – for example using a frequency-wavenumber filter.

Besides using the optical fiber as a receiver for seismic waves, we also use it as DTS recorder to measure temperature. Due to the difference in the heat capacity and heat conductivity between water and mud, a difference in heating occurs when we start heating up the column using heating rods in the water and kaolinite. This difference can be observed in Figure 16, where we show the measured Brillouin
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**Figure 15.**
DAS recordings when synthetic clay (bentonite) is used as fluid mud. The recordings were done after (a) half an hour and (b) 24 hours of consolidation of the bentonite.
frequency when we heat up the water and kaolinite. The brown curves show a reference measurement before the heating, while the other colored curves show the measurements after increasing the temperature of the water each time by 1°C. Inside the water layer (Figure 16a), we observe a linear increase in the Brillouin frequency. Inside the mud layer, however, we see a non-linear trend due to the lower heat capacity and lower heat conductivity. This is especially visible along the red curve, which characterizes the first measurement after we start heating up the column: we see that in the lower part, starting at 99 m, the red curve overlaps the brown curve meaning that the heat from the heating rods has not yet reached the fiber at that level and deeper.

The DTS measurements show that interpretation of the water/mud interface can be achieved with a likely accuracy of around 4 cm.

4. Discussion

The direct transmission measurements of the P- and S-wave velocities inside the fluid-mud layer showed that the P-wave velocity is nearly independent of the consolidation process while the S-wave velocity significantly increases during the consolidation. This can be attributed to the property changes of the fluid mud due to the compaction effect of the consolidation and potentially the production of gas in the mud. The S-wave velocity is principally determined by the grain structure and shear modulus of the frame of the solid phase (minerals). The P-wave velocities on the other hand depend on the elastic moduli of the grains, sediment frame, and bulk modulus of the fluid. Thus, for marine sediments with high porosity, such as the fluid mud, the S-wave rather than the P-wave is strongly affected by the consolidation, and, thus, can be potentially used to characterize the consolidation process.

Using SI for retrieval of ghost reflections inside the fluid-mud layer, we removed the kinematic influence of the water layer above the mud. The estimated velocities of the P- and S-waves using the ghost reflections PP and SS, respectively, were very close to the ones estimated from the direct transmission measurements inside the fluid-mud layer. Because we also had the ghost reflection PS (Figure 12), we could estimate the S-wave velocity inside the fluid mud also from this arrival. We did this making use of the already estimated P-wave velocity for the propagation along the P-wave path of 91.6 mm in Figure 10. The value we then obtained was 991 m/s, which is quite close to the value of the S-wave velocity obtained from the ghost reflection SS, but is of course inheriting errors from the estimation of the P-wave velocity. Nevertheless, all three values can be used as quality control of each other...
or as substitutes when one of the three ghost reflections cannot be reliably retrieved due to, for example, interference from other arrivals.

Observing the multiple reflections in the DAS recordings, we estimated an error of 3 m along the coiled fiber in detecting the depth of the water/mud interface. Since we coiled the fiber around a PVC pipe with a diameter of 0.125 m and because the fiber’s thickness is 1.6 mm, the 3-meter error of fiber length translates to 1.2 cm of vertical error in the depth of the water/mud interface. With such an error, to the best of our knowledge, our approach is the most accurate non-intrusive method for determining the depth of the water/mud interface. Note that to achieve this accurate result, the only processing we applied was to increase the signal-to-noise ratio by the summation of the 10 separate recordings. More signal processing could further improve the determination of the water/mud interface. We expect that a similar high accuracy is achievable in the field as well since the upper end of the optical fiber is placed at the very bottom of the water layer, which limits errors caused by differences in, for instance, the water temperature.

The direct transmission measurements with DAS, on the other hand, allowed estimation of the P-wave velocity in the fluid mud in the range $1490–1570$ m/s. Comparing these values to the value of $1570$ m/s from the direct transmission measurements horizontally inside the fluid mud means an uncertainty of about 5.1%, which is not negligible. This confirms the difficulty when using a source in the water and receivers in the fluid mud, and clearly underlines the advantage of using SI with ghost reflections from reflection measurements. Thus, we argue that another very useful application of DAS could be with direct transmission measurements inside the fluid-mud layer, and thus also for transmission tomography between a vertical array of sources inside the mud and a vertical DAS pole with coiled fiber.

For our laboratory measurements, we used fluid-mud samples from the Port of Rotterdam and the Port of Hamburg. Nevertheless, our results and conclusions can be generalized to fluid-mud samples from other ports. Because the estimated P- and S-wave velocities using the ghost reflections do not depend kinematically on the water layer, this technique could easily be applied to any port or waterway. Of course, the P- and S-wave velocities of the fluid mud will differ from place to place, so those will need to be estimated for each place, for example for correlation with the yield stress. The DAS and DTS techniques for estimating the water/mud boundary can likewise be used at any other port or waterway, as they depend only on the strong contrast in the observed parameters between the layer and fluid-mud layer.

5. Conclusions

We presented recent results for non-intrusive characterization and monitoring of fluid mud in ports and waterways using ultrasonic measurements in transmission and reflection geometry, including measurements with Distributed Acoustic Sensing (DAS), and using temperature measurements with Distributed Temperature Sensing (DTS). We performed the measurements in a laboratory on samples from the Port of Rotterdam, Port of Hamburg, and two synthetic clays.

Using ultrasonic transmission measurements with transducers directly inside fluid mud, we investigated the changes in the velocities of longitudinal (P-) and transverse (S-) waves and their possible relation to the yield stress during the consolidation. We observed no detectable change of the P-wave velocities during the consolidation of the fluid mud. We observed that the S-wave velocities exhibited a relatively strong increase after the fluid mud settles for a certain amount
of time, in our study after 3 days. Comparing the estimated S-wave velocities to the concurrently estimated fluidic yield stress, we showed a positive correlation between the two. Our findings verify that the S-wave velocities increase with increasing yield stress caused by the fluid-mud consolidation and can thus be potentially used for indirect in-situ assessment of the yield stress.

Using ultrasonic reflection measurements with transducers, we investigated the direct estimation of the P- and S-wave velocities inside the fluid-mud layer. The source and receiver transducers were placed inside the water layer, but we showed that the kinematic influence of the water layer can be completely eliminated by retrieval of non-physical (ghost) reflections inside the fluid mud by application of seismic interferometry. Using the retrieved ghost reflections to estimate the layer-specific P- and S-waves velocities of the mud, we eliminated possible uncertainty due to salinity and temperature gradients of the water, which affect the velocity estimates using the usual seismic-reflection processing techniques. We show that the reflection-estimated velocities differ from the transmission-calculated values only by 1.4% and 0.3% for the P- and S-waves, respectively.

We also showed that DAS and DTS can be very effective in estimating the depth of the water/mud interface. We showed that a standard communication fiber is sufficient to achieve an accuracy in the estimated depth of the water/mud interface of 1.2 cm. This accuracy, to the best of our knowledge, is higher than what is achievable with any the currently used non-intrusive methods. Furthermore, we showed that the strength of the signal recorded with DAS is linked to changes in the shear strength of clays.
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Chapter 8

Activated Flooded Jets and Immiscible Layer Technology Help to Remove and Prevent the Formation of Bottom Sediments in the Oil Storage Tanks

Georgii V. Nesyn

Abstract

Two flooded jet methods of tank bottom sediments caving based on either screw propeller generation or nozzle jets generated with entering crude head oppose each other. The comparison is not advantageous for the first one. Exceptionally if crude oil contains some concentration of high molecular weight polymer which can perform Drag Reduction. In this case, the jet range increases by many times, thus, upgrading the capability of caving system. Preventing the sedimentation of crude oil heavy components may be put into practice with Immiscible Layer Technology. Before filling the tank with crude oil, some quantity of heavy liquid, that is immiscible with all the components of crude oil, is poured into the tank. The most suitable/fit for purpose and available liquid is glycerin. Neither paraffin and resins, nor asphaltenes can penetrate through the glycerin layer to settle down at the tank bottom because of its density, which is equal to 1.26 g/cm³. Instead, sediments are concentrated at/on the glycerin surface and when it is heated in external heat exchanger all the sediments ought to move upwards with the convection streams. Thus, no deteriorate sediment is formed in the tank bottom.

Keywords: crude oil, storage tank, residue, sludge, sediments, crude heavy components, flooded jet, washing out, drag reducing agents, immiscible heavy liquid, glycerin, external heat exchanger, convection streams

1. Introduction

Long-term crude oil storage in the tanks, as well as transportation by tank wagons and tankers, is accompanied by agglomeration and precipitation of water, inorganic impurities, paraffin, resins and asphaltenes. Organic part of the sediment is a product of crude oxidation that occurs in the course of oil contact with air and is followed by condensation reactions. Inorganics and water are caught into oil during production and transportation. Temperature drop in the tank makes some of the heavy components of crude oil insoluble. They gravitate onto the bottom in aggregate with inorganics and water. Bottom sediment reduces effective tank volume, promotes corrosive action, complicates oil transfer and water drain out. As heavy
crude fraction is growing step by step in the whole production volume, the problem of bottom sludge in the oil storage tank will enhance.

2. The bottom residue washing out technologies

Mechanical methods of sludge disposal usually include scraping and auger techniques. In complicated cases, a technological pass-through is made for a robot-machine [1]. The personnel in this case must work using supplied-air respirators. As mechanical cleaning is accompanied by a number of problems, such as pretreatment, degassing, manual labor in gas hazard conditions, oil sludge disposal, all of which making it rather expensive and time-consuming, it is only applied in the case of maintenance shutdown or tank repurposing.

Now Transneft Company makes extensive use of screw propellers, both for caving bottom deposits and prevention of their accumulations. They are fixed in a manhole of a tank first circle and make a flooded jet of oscillating direction within the sector of about 60° in a plane parallel to the tank bottom [2]. However, this method has downsides, the biggest of which is quite large energy consumption that makes the use of “Diogen” screw propeller for prevention of bottom sediments formation not feasible. Other disadvantages [3]: peripheral propeller location, i.e. at the tank wall, which reduces the efficiency of the impact on the bottom area close to the opposite wall, as well as the occurrence of vibrations and increased stress in the welded joint of the inlet-distribution nozzle. In addition, in the case of high-viscosity oil, mixing can be difficult due to reduced mixing efficiency. Purely mechanical cleaning methods are complemented, if necessary, by physical and chemical methods, which allow for more comprehensive disposal of heavy oil components. Among such methods are the action of solvents, reagents and heated oil [4]; warm water containing surfactants [5], etc. As a result of this action, deposits are heated, liquefied and homogenized with subsequent separation of hydrocarbons by means of filter presses [6], centrifuges [7], and other methods. However, almost always after hydrocarbons are removed, solid residues are buried, which has an adverse impact on the environment. The cleaning procedure involves emptying and decommissioning of the tank for a period of two to seven weeks depending on the tank volume, amount of sediments and season of the year.

3. Prevention of bottom sediments’ formation

As a rule, it is more beneficial to prevent the formation of sediments rather than to clean the already settled ones. For these purposes, for instance, a tank can be equipped with either jet hydraulic mixers (Figure 1) or a washout unit where the inlet nozzles fit with washout heads that generate flooded crude oil jets directed along the tank bottom. One of the options for washout heads is a plate lying on the tank bottom that, when being subjected to crude oil pressure, elevates, thus, forming a fan-shape jet.

Both washout systems are characterized by cost efficiency due to the use of the part of potential flow energy in the pipeline section preceding the tank inlet and quite high hydrodynamic capacity exceeding the capacity of propeller type mixers. Let us focus on washout heads system, the efficiency of which, as shown in paper [8], can be significantly enhanced without additional capital investments and which can be used not only to prevent tank bottom sediments formation but also for tank cleaning.
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Under standard operational conditions, areas covered by washout heads should overlap. However, in the case of low oil pressure or if a head gap gets clogged, the areas of coverage of fan-shaped jets do not overlap and stagnation zones are formed where a build-up of bottom sediments occurs. In our case, for a number of reasons, sediments occupied about 20% of the useful volume of the tank. And activation of flooded jets of oil, coming out of washout heads, was attempted to be made through injection of high molecular weight oil soluble polymers into the pipeline section preceding the tank inlet [8].

It is known that polymer additives capable to reduce the hydrodynamic resistance of liquids, when introduced into the flow, significantly increase the compact part of flooded and free jets. Increase in the range of open jets is used, for example, in firefighting and water jet rock destruction. In the latter case, the aqueous polymer solutions perform similarly to sand slurries that have abrasion wear effect on perpendicular plate [9] due to polymeric associates present in the solution [10]. The size of such supermolecular features, according to the authors, is about 1 mm, and their relaxation time is about $10^{-3}-10^{-2}$ s. Associates behave like drops of ordinary fluid in deformation processes with characteristic time exceeding the aforementioned time. If the deceleration time is much shorter than their relaxation time, associates behave like solid particles. Analysis of thin sections of washout zones in metal plates treated with high-speed jets of aqueous polymer solutions indicate in favor of the impact nature of their destruction.

Something similar can occur in the flooded oil jets upon introduction of linear polymers molecules of high molecular weight into the flow: length of the compact part of a stream considerably increases, thus, the action area of a washout head increases by several times. On the other hand, in a compact part of jet, macromolecules and their associates, being guided by the flow, can form anisotropic structures of “thread” or “needle” types. Such inclusions, when encountering a perpendicular obstacle, at sharp braking may act as solid particles of an elongated shape that “dig” the sediments layer (Figure 2).

An additive of high-molecular octene-decenoic copolymer earlier used in experiments to increase the capacity of oil pipelines, was used as an activator for flooded jets. The copolymer solution in naphta was applied, because it takes a short time to get a mixture with oil flow. Sediments were washed out according to the scheme shown in Figure 3 (here 1 - tank; 2 - washout heads; 3 - container with polymer solution; 4 - dosing pump; 5 - extraction pump).

Check gauging of the level of sediments made at five points - at the metering manhole, three inspection and one central manhole - showed that the average level in the first tank made 195 cm, and in the second tank - 206 cm, while the whole

Figure 1.
Diagram of cross sections of mixer for calculations: 1 – Supply nozzle; 2 – Lateral nozzles; 3 – Confusor; 4 – Central nozzle; 5 – Inlet to the mixing chamber.
height of the tank was 1000 cm. The washout was carried out in a flow regime, i.e.,
when oil was simultaneously pumped into and out of the tank. The oil rate was
about 2000 m³/hour. The level of oil above the sediment level was kept within the
range of 1 to 1.5 m. The control 12 hour washout with clean oil performed through
the washout heads gave practically no changes either in the height of the sediment
level or in the oil composition at the inlet and outlet of the tanks.

The polymer solution was dosed into the receiving pipeline at a distance of
200 m from the tank, the polymer concentration in oil was about 50 ppm (parts
per million). The beginning of dosing was accompanied by the growth of water
presence in oil at the outlet of the tank: at an average concentration of 0.18% at the
outlet, it exceeded 2%. It gave evidence of the dispersion of bottom sediments that
contained water. In 10 hours the dosing of the concentrate was stopped, but the
circulation regime was maintained for another 10 hours to complete the hydraulic
transport of washed out sediments outside the tank. The tank was then filled with
oil and allowed its contents to settle for 24 hours. The check measurements made
after that showed that the sludge level after washing out made 80 cm. About half of
the concentrate had been used.

In order to reach maximum efficiency, the second half of the concentrate was
used to wash out the second tank. The cycle of works was repeated in the same
order. The water content at the outlet reached 2.7%. Check measurements of
sediment level made after cleaning showed an average value of 69 cm. Thus, as a
result of the experiment, about 4000 tons of bottom sediments were removed and
mixed with oil from two 20,000 ton vertical tanks. The cleaning procedure includ-
ing preparation activities took ten calendar days. The interaction of the activated
flooded jet with the sediments was so intense that the external tank wall warmed up
to a temperature of about 40°C within the height of sediments location. Dissipation

![Figure 2. Presumable picture of the flooded jet action without the polymer (a) and in the presence of the polymer (b).](image)

![Figure 3. Scheme of the bottom sediments washout by polymeric activators of flooded jets.](image)
of mechanical energy of the “reinforced” jet into the heat energy, apparently, causes autoacceleration of the washout process due to softening the object under the impact of a flooded jet.

The following advantages of the considered cleaning method should be noted:

- useful settlement components are preserved;
- no soil contamination;
- simplicity of hardware design/equipment required;
- fire safety, as there are no works performed inside the tank;
- the tank is taken out of operation for a short time: the cleaning procedure itself takes about one week;
- no personnel are exposed to harmful fumes during the cleaning process.

The method of activation of oil flooded jets can be used both for tank cleaning and prevention of bottom sediments accumulation.

4. Immiscible layer

The idea of an immiscible layer is a separate topic, as it offers a fundamentally new approach to the prevention of bottom sedimentation [11]. It is suggested to use a layer of a heavy liquid covering the bottom of the tank and preventing the settling of heavy oil and water components.

Immiscible layer fluid should meet three requirements: it should be immiscible to oil hydrocarbons; it should have a greater density than oil and its boiling point should be high enough. Polyatomic alcohols are most suitable for this role. Of these, glycerin (Figure 4) is the most applicable for it is available and has a density of 1.26 g/cm$^3$. Asphaltenes that is the heaviest component of crude oil has a density not more than 1.1 g/cm$^3$.

The liquid circulates through an external heat exchanger that maintains the immiscible pad temperature sufficient for thermal convection of the lower oil layers (Figure 5). In this case, heavy asphaltenes will not accumulate on the glycerin surface, and, due to thermal convection, will be distributed along the bulk.

The water proposed for the role of such a liquid [12] is not quite suitable due to corrosion activity and low density: heavy resins and asphaltenes with a density of about 1.1 g/cm$^3$ will penetrate through the water layer and settle on the bottom.

![Figure 4. Structural formula of glycerin.](image-url)
Glycerin is not mixed with oil hydrocarbons and has a density of 1.26 g/cm³. Water and inorganic impurities enter the glycerin layer. Dissolved moisture is periodically removed from the glycerin by an external drying device (not shown in Figure 5). As far as mechanical impurities are concerned, they will be retained within the viscous glycerin for some time, and provided quite intense circulation, most of them will be collected at the external filter. Glycerin does not cause corrosion and its high density will protect the bottom of the tank from asphaltenes and resins settling.

The bottoms of oil tanks with the capacity of more than 5 thousand tons have, as a rule, a conical shape with a slope from the center of 1:100. The height of the immiscible layer should exceed the height of the bottom cone in the preferred case by at least 10 cm, so that the whole surface is covered with heavy immiscible layer fluid (see Figure 5). Based on this, the minimum glycerin volume for a 20 thousand tons tank should be 292 m³, for a tank of 50 thousand tons - 875 m³. The maximum volume of the hydraulic cushion is calculated from the economic feasibility: on the one hand, the formation of sediments and corrosion of the tank bottom are prevented, on the other hand, the layer volume is the “dead volume” of the tank cut off from the commodity transactions. The level of the distribution nozzle should also ensure that glycerin does not get into the pumped out oil.

All manipulations with the immiscible layer liquid can be carried out at external devices without tank shutting down from operation, and the complete set of the equipment on glycerin heating and cleaning can be used for handling of several tanks.

Glycerin is non-toxic and dissolves water together with salts. Moreover, its cost is not high, as it is a waste of biodiesel production from vegetable oils. Currently, a kilo of glycerin costs about $1 and there is a downward trend in the cost.

This method of preventing the formation of bottom sediments can multiply the period between tank cleanups and the lifetime of the tanks. Accordingly, losses of heavy oil fractions will reduce, and operation of the tank farm will be more efficient and environmentally safe.

5. Conclusion

Bringing into development of bituminous oil fields leads to “weighting” of oil pumped through the main oil pipelines. High viscosity oil has an even greater tendency to form sediments during storage. The use of heated tanks partially solves the problem, but is associated with high energy consumption. Forced circulation screw devices can be ineffective in a highly viscous medium. In this regard, the research described in the article may be useful for solving the problems that arise.
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Chapter 9

Study of Water and Sediment Quality in the Bay of Dakhla, Morocco: Physico-Chemical Quality and Metallic Contamination
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Abstract

The present study contributes to the evaluation of the impact of the various activities developed around the Bay of Dakhla in Morocco through the study of the physico-chemical quality of the waters and sediments of the Bay. For this purpose, a spatial and temporal monitoring of the physicochemical and metallic pollution indicator parameters was conducted between May 2014 and March 2015. The main physicochemical descriptors of water quality were monitored, namely: temperature, salinity, pH, dissolved O₂, nutrients (ammonium, nitrites, nitrates, phosphates) and chlorophyll (a). A qualification of the waters of the Bay was drawn up based on water quality assessment grids. The quality of the sediments was assessed through the determination of granulometry, the total organic carbon content and the contents of the main metallic trace elements (cadmium, lead, mercury, chromium, copper and zinc). The results of the present study show the beginning of nutrient enrichment of the water bodies of the bay, especially the stations located near the urban area, where 1.83 mg l⁻¹ of nitrates, 0.37 mg l⁻¹ of phosphate and 7.42 μg l⁻¹ of chlorophyll (a) were recorded. For the sediment, the maximum concentrations of metallic trace elements were recorded in the station near the harbour basin. These results allowed to establish a quality grid for the waters of the bay, generally qualified as “Good”, except for the sites located near the urban area for which the quality is qualified as “Average”. The sediment quality of the bay was assessed according to the criteria established by the Canadian Council of Ministers of the Environment. The levels of metallic trace elements remain below the toxicity thresholds, except for the sediments taken from the harbour basin.

Keywords: Dakhla Bay, sediments, contaminations, hydrological parameters, trace metals, toxicity

1. Introduction

Paralic environments constitute a transition space between continental and marine ecosystems. They are areas of exchange and transfer of energy and
nutrients, very favorable to the development of biological abundance. These environments are therefore the most important marine areas, but also the most vulnerable areas. They present an extremely complex dynamic, influenced by the open ocean and the terrestrial environment. These environments are bodies of water that are often confined, poorly renewed and therefore naturally vulnerable and whose balance can be rapidly modified under the influence of natural or anthropogenic factors [1, 2]. The physico-chemical properties of water masses, as well as the phenomena of tides, swell, and various types of currents, modify the nature of the fauna and flora [3]. The preservation of these fragile environments, of major socio-economic interest, therefore requires knowledge of the processes controlling their evolution [4, 5].

Monitoring the physico-chemical parameters of water bodies and assessing the levels of sediment contamination can help reduce the constraints imposed on these ecosystems and predict possible scenarios to preserve these environments.

For the water bodies the parameters temperature, salinity, pH as well as dissolved oxygen condition the presence of the species according to their preference. Depending on the degree of disturbance of these parameters, the variations can have an influence on the movement of species (e.g. barrier to migration) or have more permanent impacts by disturbing the physiological evolution of organisms (e.g. problems of growth, reproduction, ...) [6–8]. In addition, nutrients and chlorophyll (a), which are hydrological descriptors essential for the study or characterization of the water masses of a marine ecosystem, can have repercussions on human activities such as fishing and shellfish farming because their availability conditions the primary production on the basis of which the whole biological activity of the environment then develops [7].

The physico-chemistry of water is considered to be a supporting element for biology, i.e. the quality thresholds to be determined must transcribe the environmental conditions that allow or not the different biological compartments to be in good condition. Thus, it is necessary to know the requirements of the living in terms of temperature, salinity, dissolved oxygen and nutrients, which implies an analysis of the links between physico-chemical parameters and biology as well as their preferences. Threshold grids of a few physico-chemical parameters and a classification from “very good” to “poor condition” in relation to the needs and tolerances of the ichthyofauna have been defined by the European Water Framework Directive [9].

The nutrient indicator proposed by [10] includes only dissolved inorganic nitrogen (DIN) concentrations, which includes ammonium, nitrates and nitrites. ICES [11].

For phosphate ions, the grid for assessing water quality and its suitability for the natural functions of aquatic environments is described by [12].

For sediments, they are the memory of hydro-sedimentary events and constitute both a place of accumulation and emission of pollutants. Any change in the quantities or nature of inputs (terrigenous, industrial and urban) to the environment is recorded in sediments [13]. The Canadian Council of Ministers of the Environment has established two reference values for trace metal elements in marine sediments. These reference values are defined by an Effect Threshold Concentration (ETC) and a Probable Effect Concentration (PEC). These two reference values have been retained among the new sediment quality criteria, but are not sufficient to determine all the thresholds necessary for sediment management. Three other quality criteria were therefore defined later, namely the Rare Effect Concentration (REC), the Occasional Effect Concentration (OEC) and the Frequent Effect Concentration (FEC). Together, these criteria provide a screening tool to assess the degree of
sediment contamination. These criteria can prevent the contamination of sites that are vulnerable to anthropogenic contaminant input [14].

The biological richness of the Moroccan coastline is linked to the presence of a large number of paralic zones, such as estuaries, lagoons and bays. The latter are coveted, despite their fragility requiring special management. Dakhla Bay is considered one of the most important in Morocco, both in terms of its surface area and its fish stocks. It represents an ecosystem with strong potential in terms of aquaculture, especially shellfish farming. Moreover, it is characterized by vast beaches and permanent winds, favorable to the development of water sports. This marine domain, so rich in fauna and flora, plays an important socio-economic role for Morocco and therefore imposes a commitment for its protection and the preservation of its resources for future generations. The bay is subject to numerous anthropic pressures, particularly since the opening of the port of Dakhla in 2001 and the extension of industrial activities related to fishing, aquaculture and tourism. These different activities invite questions as to their possible negative impacts on the ecosystem of the bay and its balance.

The objective of this study is to carry out a diagnosis of the state of “health” of Dakhla Bay. Contamination assessment has focused on water and sediment quality indicators. The main physicochemical descriptors of water quality, namely: temperature, salinity, pH, dissolved O2, nutrients (ammonium, nitrites, nitrates, phosphates) and chlorophyll (a) were monitored. The quality of the sediments was assessed through the determination of granulometry, total organic carbon content, the contents of the main metallic trace elements (cadmium, lead, mercury, chromium, copper and zinc). A qualification of the waters and sediments of the bay was drawn up based, successively, on the evaluation grids resulting from the European Water Framework Directive [9] and Marine Sediment Quality Criteria according to the Canadian Council of Ministers of the Environment [14].

2. Materials and methods

2.1 Study area

Dakhla Bay is located on the Atlantic coast of southern Morocco. 37 km long and about 13 km wide, the Bay is relatively narrow and open to the ocean to the south. Oriented NE–SW, it is bounded on the Atlantic Ocean side by the peninsula of Oued Ad Dahab, formed by sandy dunes (Figure 1). Dakhla Bay is classified as a Site of Biological and Ecological Interest (SBEI), an Area of International Importance for the Conservation of Birds (IBA) and a RAMSAR site (site recognized as a wetland of international importance) [15]. Unique in North Africa, it is both a migration relay and a wintering and nesting area for thousands of waterbirds [16].

2.2 Sampling points and sampling frequency

Sampling sites were selected to cover the entire bay, particularly areas influenced by human activities (e.g. fishing, aquaculture, tourism, urban planning). For the water compartment, eleven stations were selected. Sampling was carried out at seasonal intervals between May 2014 and March 2015. A total of four sampling and measurement campaigns were carried out. For sediments, five stations were sampled during the winter of 2015 (Figure 1).
2.3 Sampling and analysis

2.3.1 Water compartment

- Physical parameters
  Temperature, salinity and pH were measured *in situ* using a portable multi-parameter probe WTW LF 197 (accuracy 0.1 units).

- Dissolved oxygen
  Dissolved oxygen was determined by Winkler’s chemical method. Sampling was carried out in special glass vials with ground glass stoppers of known volume. Oxygen fixation is carried out on site by addition of the reagents. The method is designed to isolate the sample from air and fix the dissolved oxygen as quickly as possible by reaction with a precipitate of manganese hydroxide formed in the sample. Through a succession of reactions, an iodine solution is obtained which is easily and accurately quantified and has a concentration proportional to that of the oxygen initially present. The results are expressed in mg l⁻¹ [7].

- Nutrient analysis
  Water samples for nutrient analysis (ammonium, nitrite, nitrate, phosphate) were taken sub-surface at a depth of about 0.5 m in clean polyethylene bottles previously rinsed with water to be analysed. The vials were then stored in a cooler at a temperature of approximately 4°C in the dark and transported to the laboratory for analysis. Nutrients were dosed by colorimetry according to the protocols described by [7].

- Chlorophyll (a)
  For the determination of chlorophyll (a), one litre of water was filtered as soon as it arrived at the laboratory, under vacuum on a membrane (47 mm Whatman GF/C filter). The filters were then immersed in a solvent (90% acetone solution

---

*Figure 1.*

Location of sampling stations in Dakhla Bay.
10 ml volume) to dissolve the chlorophyll. The chlorophyll biomass (chlorophyll content (\(c\) in \(\mu g\) l\(^{-1}\)) was estimated by spectrophotometry [7].

2.3.2 Sediment compartment

Sediment samples were taken from the surface layer using a hand corer. The contents of the corer were placed in a food-grade plastic bag, transported to the laboratory in coolers at approximately 4°C and then stored in the freezer at −20°C until analysis.

- Particle size analysis
  After drying at 40°C, the sediment samples were subjected to a conventional particle size analysis. A fraction of each sample was washed on 2 mm and 0.063 mm mesh sieves to separate the following three particle size classes [17]:

  ○ Class of “Rudites”, with a particle diameter greater than 2 mm;
  ○ Class of “Arenites”, with a particle diameter between 2 and 0.063 mm;
  ○ Class of “Lutites”, with a particle diameter of less than 0.063 mm.

- Total organic carbon
  The determination of total organic carbon was carried out by indirect titration using the Walkley-Black method. This consists of oxidation of the organic carbon by a mixture of potassium dichromate and sulphuric acid. After the reaction, the concentration of total organic carbon is determined by measuring the excess dichromate. Titration is done by Mohr salt using diphenylamine as a colour indicator [18].

- Trace metals
  The extraction of metallic trace elements (cadmium, lead, mercury, chromium, copper and zinc) from the sediments was carried out by microwave mineralization using a mixture of strong acids: HNO\(_3\)-HF and HCl [19]. The solutions obtained were analysed by Thermo iCAP Q Series Plasma Mass Spectrometry (ICP-MS). A certified reference material (IAEA-158) and a blank were analyzed with each mineralization series and are used for quality control and reliability of results.

2.4 Statistical processing of data

In order to highlight the relationships that can exist between the environmental factors studied (physico-chemical parameters and metal concentration) and the activities carried out at the bay, the obtained data were processed using XLSTAT 2016.06 software.

3. Results and discussions

3.1 Water compartment

3.1.1 Temperature

The surface water temperature values recorded in situ during this study allowed us to illustrate spatial and temporal variations in this parameter (Figure 2). The
mean value recorded for the entire area was 21.8°C. The greatest thermal amplitude was observed at the Dunablanca station, with a minimum of 16.5°C recorded in winter 2015 and a maximum of 27.0°C recorded in spring 2014. This variation is quite normal given the shallow depth of the basin, which facilitates air-water exchanges.

3.1.2 Salinity

Salinity (Figure 3) ranges from 33.0 to 40.5 PSU, with a mean value of 36.9 PSU. The results obtained are in perfect agreement with previous work [20] in which a mean salinity of 36.9 PSU was recorded for the entire area, with an increasing gradient from the ocean to the bottom of the bay. The maximum value of 40.5

Figure 2.
Spatio-temporal evolution of the temperature at Dakhla Bay.

Figure 3.
Spatio-temporal evolution of salinity at Dakhla Bay.
PSU was recorded during spring 2014 at the Dunablanca site, where the highest temperature was recorded. This value would be explained by the location of the site at the bottom of the bay, characterized by slow renewal of marine waters [21] and a shallow depth favouring greater evaporation when the temperature increases. The value of 33.0 PSU was recorded during the spring of 2014 at the station in the urban area. Dilution of seawater by wastewater discharge would be the main source of the decrease in salinity at this sampling point.

3.1.3 pH

During the present study the values recorded for pH oscillate around 7.8 in the urban area near the discharges and 8.3 in the Lasargua station, with an average of 8.0 during the four seasons (Figure 4). These values are of the same order of magnitude as those reported in previous studies of the bay [22, 23].

3.1.4 Dissolved oxygen

The dissolved oxygen concentrations recorded range from 7.23 mg l$^{-1}$ and 10.83 mg l$^{-1}$, with a mean value of 8.74 mg l$^{-1}$ (Figure 5). This good oxygenation is mainly due, on the one hand, to the strong currents in the southern part of the bay where the strong exchanges with the ocean take place and, on the other hand, to the winds that stir the surface waters. The lowest levels were recorded at stations 7 and 8. However, oxygen levels remain above the required level despite the proximity of these urban discharge stations.

3.1.5 Ammonium

The maximum value recorded in the bay for the ammonium parameter is 0.31 mg l$^{-1}$ and corresponds to the sample taken at the point in the urban area (city centre), and the minimum value is 0.00 mg l$^{-1}$, with an average of 0.06 mg l$^{-1}$. Ammonium is considered to be the hub of the nitrogen cycle in coastal ecosystems. Its concentrations in marine waters are often below 0.01 mg l$^{-1}$ or even undetectable. Ammonium is mainly a tracer of urban and industrial discharges [24], the rise
recorded during spring and summer (Figure 6) is mainly due to wastewater from the industrial area, port and some outfalls located in the urban area. On the other hand, the absence of ammonium in most stations during autumn and winter is related to the temperature drop that slows down biological activities and probably to the flow of urban and industrial discharges near the urban area. Another study on the characterization of these discharges is being carried out to identify their impacts on the bay.

3.1.6 Nitrites

Nitrite concentrations in the study area range from a maximum of 0.04 mg l⁻¹ to a minimum of 0.00 mg l⁻¹. The mean value of this parameter is 0.01 mg l⁻¹ (Figure 7). The spatial distribution of nitrite is dependent on the proximity of the stations studied to sources of enrichment of the environment by this element.
The dominance is observed during spring and summer at the point in the urban area (downtown) subject to urban and industrial discharges.

3.1.7 Nitrates

The values recorded for nitrates range from a maximum of 1.83 mg l\(^{-1}\) in the urban area, with a minimum of 0.00 mg l\(^{-1}\) recorded at most stations, especially during autumn and winter, with an average of 0.12 mg l\(^{-1}\) (Figure 8). The absence of nitrate ions at most sites in the bay during most of the year is only a strong signal of the significant biological activity within the bay. For the “urban area” station that recorded the maximum value, the increase in this element during most of the year means an enrichment of the environment by organic matter which, in the presence of nitrifying bacteria and oxygen, is transformed into nitrite and then into nitrate. This increase is certainly due to inputs from discharges that are close to the area.

Figure 7. Spatio-temporal evolution of nitrites at Dakhla Bay.

Figure 8. Spatio-temporal evolution of nitrates at Dakhla Bay.
3.1.8 Phosphates

For the phosphate parameter, the values show a maximum of 0.37 mg l\(^{-1}\), a minimum of 0.00 mg l\(^{-1}\) and an average of 0.14 mg l\(^{-1}\) (Figure 9). The results of previous studies have shown that phosphate levels in surface water have been in the range of 0.00 to 0.01 mg l\(^{-1}\) [25]. A clear trend toward increasing phosphate levels in the waters of the Bay of Dakhla has been noticed. This increase may be due, on the one hand, to the activities related to the processing industry of fishery products and domestic discards and, on the other hand, to the upwelling phenomenon that characterizes the Dakhla area [26].

3.1.9 Chlorophyll (a)

Figure 10 shows the evolution of the chlorophyll (a) concentration during the study period, the mean value obtained was 2.74 µg l\(^{-1}\), with a minimum of 0.00 µg l\(^{-1}\)
at “Puertitou” and a maximum value of 7.42 μg l⁻¹ recorded in the urban area. These results indicate that the waters of Dakhla Bay have higher chlorophyll (a) levels than those reported in previous studies of the same ecosystem, which have showed that this concentration did not exceed 2.60 μg l⁻¹ in 1991 and 5.00 μg l⁻¹ in 1994 [25]. The high concentration recorded in this study corresponds to the site that is close to the urban area, which is undergoing essential nutrient enrichment for chlorophyll proliferation.

3.1.10 Water quality

Diffuse or punctual anthropogenic inputs have been responsible for significant nutrient enrichment (phosphates and nitrates in this case). These inputs come from various sources: agricultural, industrial or urban. Their “evacuation” or “elimination” is linked to the dilution capacity of the system, the hydrodynamics and the efficiency of the degradation processes of these elements by bacteria [24].

The implementation of the WFD has been a driving force forcing Member States to define environmental quality indicators associated with quality thresholds. These indicators concern dissolved oxygen, nutrients and phytoplankton, qualified among others through the chlorophyll concentration (a) [27]. Ifremer also defined in 2010 a quality indicator for coastal and transition masses, the nutrient indicator proposed by [10] integrates the dissolved inorganic nitrogen (NID) concentrations which include ammonium, nitrates and nitrites. Quality grids proposed by the European Water Framework Directive [9], enabled us to classify the waters of Dakhla Bay as good quality for all the physico-chemical parameters studied, except for the sites located near urban discharges which have an average quality (Table 1).

<table>
<thead>
<tr>
<th>REF</th>
<th>T</th>
<th>pH</th>
<th>O2</th>
<th>NID</th>
<th>PO4</th>
<th>Chlo</th>
</tr>
</thead>
<tbody>
<tr>
<td>St1</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
</tr>
<tr>
<td>St2</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
</tr>
<tr>
<td>St3</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
</tr>
<tr>
<td>St4</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
</tr>
<tr>
<td>St5</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
</tr>
<tr>
<td>St6</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
</tr>
<tr>
<td>St7</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
</tr>
<tr>
<td>St8</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
<td>Average</td>
<td>Good</td>
<td>Good</td>
</tr>
<tr>
<td>St9</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
<td>Average</td>
<td>Good</td>
<td>Very good</td>
</tr>
<tr>
<td>St10</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
</tr>
<tr>
<td>St11</td>
<td>Good</td>
<td>Good</td>
<td>Very good</td>
<td>Good</td>
<td>Very good</td>
<td>Very good</td>
</tr>
</tbody>
</table>

Table 1.
Dakhla Bay Water Quality Grid

3.2 Sediment compartment

3.2.1 Grain size

In Dakhla Bay, Rudites are variable in the sediments. They range from 0.60% to 3.94% of the total dry sample weight. These Rudites mainly come from the biogenic fraction consisting of lamellibranch and gastropod shells [28]. The particle size distribution of the sediments collected at the Dakhla, shows an abundance of Arenites with percentages ranging from 75.60% to 98.28% respectively for the Port Basin and
Boutalha sites. This result informs about the hydrodynamic aspect of the bay and shows that the currents in the downstream part are stronger than in the upstream part. For the Lutites fraction, the sediments contain 1.56% for Boutalha and 22.01% for the harbour basin. The sediment in Dakhla Bay therefore has a predominantly sandy and sandy-muddy particle size texture (Figure 11).

3.2.2 Organic carbon

During the present study, the percentages recorded for organic carbon oscillate around a minimum of 0.20% in Boutalha and a maximum of 2.85% in the port basin (Figure 12). Examination of the results of this study shows that the percentage of organic carbon gradually increases from the downstream to the upstream part. We find that the percentage of organic carbon follows the same evolution as the distribution of fine sediment fractions. The percentage of organic carbon in the harbour basin is ten times greater than in the bay, due to the confinement of the

![Figure 11](image1.png)

*Spatial evolution of the sedimentary texture of Dakhla Bay.*

![Figure 12](image2.png)

*Spatial distribution of organic carbon in the sediment of Dakhla Bay.*
basin on the one hand, and on the other hand to the organic-laden discharges that could be dumped into the harbour.

### 3.2.3 Metal trace elements

The results for the majority of the metallic trace elements studied (cadmium, lead, chromium, copper and zinc) show a minimum at the Dunablanca station, except for mercury, for which a minimum was measured at the Boutalha station. On the other hand, the maximum was recorded, for all elements, at the Port Basin level. With regard to the three metals recognised as toxic (Cadmium, Lead, Mercury), the results recorded for Pb are of the order of $5.15 \pm 0.12$ and $16.69 \pm 0.25$ mg kg$^{-1}$ successively in Dunablanca and Urban Area, while at the level of the port basin the concentration is $45.58 \pm 0.61$ mg kg$^{-1}$. For Cd concentrations are between $0.43 \pm 0.01$ and $0.62 \pm 0.01$ mg kg$^{-1}$ respectively in Dunablanca and Boutalha, in the harbour basin the concentration is $1.3 \pm 0.02$ mg kg$^{-1}$. Mercury levels are below the detection limit for Boutalha and of the order of $0.0023 \pm 0.0001$ and $0.0145 \pm 0.0021$ mg kg$^{-1}$ successively in the Urban Zone and the port basin (Figure 13).
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**Figure 13.**
Spatial evolution of trace metals in the sediment of Dakhla Bay. All values are in milligrams per kilogram (mg kg$^{-1}$) of dry sediment.

### 3.2.4 Sediment quality

Sediment quality in Dakhla Bay was assessed through the determination of particle size, total organic carbon content and the contents of the main metallic trace elements (cadmium, lead, mercury, chromium, copper and zinc).

The results of this study allowed us to assess the degree of contamination of the sediment in Dakhla Bay according to the criteria established by the Canadian
Council of Ministers of the Environment (Table 2). For the four stations Dunablanca, Pk25, Boutalha and the Urban Area, concentrations are below the CSE or even below the CER (Class II). On the other hand, for the Harbour Basin, the concentrations of Pb, Cd, Cu, Cr and Zn are between CSE and CEO (Class III), but for the Hg concentration they are still below CER (Table 3).

The study showed that, apart from the port basin, Dakhla bay remains less polluted, either compared to national or international ecosystems (Table 4). However, special attention must be paid to minimising, or even stopping, all kinds of pollution, in order to better protect the bay.

<table>
<thead>
<tr>
<th>Sediment Quality Criteria</th>
<th>Pb</th>
<th>Cd</th>
<th>Hg</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERC</td>
<td>18</td>
<td>0.32</td>
<td>0.051</td>
</tr>
<tr>
<td>CSE</td>
<td>30</td>
<td>0.67</td>
<td>0.13</td>
</tr>
<tr>
<td>CEO</td>
<td>54</td>
<td>2.1</td>
<td>0.29</td>
</tr>
<tr>
<td>CEP</td>
<td>110</td>
<td>4.2</td>
<td>0.70</td>
</tr>
<tr>
<td>CEF</td>
<td>180</td>
<td>7.2</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Rare Effect Concentration (REC), a Threshold Effect Concentration (TEC), an Occasional Effect Concentration (OEC), a Probable Effect Concentration (PEC) and a Frequent Effect Concentration (FEC) according to the Canadian Council of Ministers of the Environment.

Table 2.
Marine Sediment Quality Criteria [13].

<table>
<thead>
<tr>
<th>Criteria for quality</th>
<th>Class</th>
<th>Impact on the environment</th>
<th>Prevention of sediment contamination from discharges</th>
<th>Evaluation of the quality of the sites studied</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;CEF</td>
<td>Class III</td>
<td>Frequently observed biological effects</td>
<td>The probability of measuring adverse effects increases with the concentrations measured. Examine the problem: continue investigations to identify the source(s) of contamination and intervene if necessary on these sources in order to avoid an increase in contamination or a new inflow of contaminants.</td>
<td>- Port basin</td>
</tr>
<tr>
<td>&lt;CEP</td>
<td>Class III</td>
<td>Biological effects sometimes observed</td>
<td>The likelihood of sediment having an impact on the environment is low. Monitoring can be put in place to verify the evolution of the situation.</td>
<td>-Pk25 -Dunablanca -Boutalha - Urban area</td>
</tr>
<tr>
<td>= ou &gt; CEO</td>
<td>Class I</td>
<td>Rarely observed biological effects</td>
<td>Sediments are considered to have no impact. No action is required, except in cases where persistent, toxic and bioaccumulative substances (e.g., mercury) released into water bodies may accumulate in sediment and in the tissues of organisms</td>
<td>- Port basin</td>
</tr>
</tbody>
</table>

Table 3.
3.3 Statistical analysis of results

More than 83% of the variation of all parameters studied is expressed by the two factorial axes F1 and F2 of the principal component analysis (PCA), with 58% for the F1 axis and 25% for the F2 axis. The principal component analysis shows that the parameters (Nitrites and chlorophyll (α)) are significantly correlated to the first factorial axis (F1 axis) in the urban area while the parameters (Total organic carbon, phosphates and trace metal elements) are significantly correlated to the second factorial axis (F2 axis) in the port area.

The analysis enabled us to highlight that the areas containing urban agglomerations and the port are the most impacted (Figure 14).

Table 4.
Comparison of Pb, Cd and Hg contents in sediments of Dakhla Bay with levels in other paralic environments.

<table>
<thead>
<tr>
<th>Studies/Criteria</th>
<th>Pb (mg kg⁻¹)</th>
<th>Cd (mg kg⁻¹)</th>
<th>Hg (mg kg⁻¹)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dakhla Bay (min - max)</td>
<td>(5.15–16.69)</td>
<td>(0.43–0.62)</td>
<td>(&lt; LD - 0.0023)</td>
<td>This study</td>
</tr>
<tr>
<td>New Port (Dakhla)</td>
<td>45.58 ± 0.61</td>
<td>1.3 ± 0.02</td>
<td>0.0145 ± 0.002</td>
<td></td>
</tr>
<tr>
<td>Dunablanca</td>
<td>3.6 ± 1.8</td>
<td>&lt; LD</td>
<td>n/a</td>
<td>[28]</td>
</tr>
<tr>
<td>Nador Lagoon (min - max)</td>
<td>(3–416)</td>
<td>(0–6.2)</td>
<td>—</td>
<td>[29]</td>
</tr>
<tr>
<td>Moulay Bou Selham Lagoon</td>
<td>22.4 ± 7.5</td>
<td>0.94 ± 0.32</td>
<td>—</td>
<td>[30]</td>
</tr>
<tr>
<td>Sidi Moussa Lagoon</td>
<td>33.0 ± 5.1</td>
<td>3.67 ± 0.64</td>
<td>—</td>
<td>[30]</td>
</tr>
<tr>
<td>Oualidia Lagoon (max)</td>
<td>2.5</td>
<td>0.7</td>
<td>0.08</td>
<td>[31]</td>
</tr>
<tr>
<td>Ebrie Lagoon</td>
<td>(7–250)</td>
<td>—</td>
<td>(0.0–2.2)</td>
<td>[32]</td>
</tr>
<tr>
<td>Oludeniz Lagoon</td>
<td>7</td>
<td>—</td>
<td>—</td>
<td>[33]</td>
</tr>
<tr>
<td>Piratininga Lagoon</td>
<td>66 ± 20</td>
<td>—</td>
<td>—</td>
<td>[34]</td>
</tr>
<tr>
<td>Bay of Bothnia</td>
<td>79</td>
<td>0.94</td>
<td></td>
<td>[35]</td>
</tr>
</tbody>
</table>

3.3 Statistical analysis of results

More than 83% of the variation of all parameters studied is expressed by the two factorial axes F1 and F2 of the principal component analysis (PCA), with 58% for the F1 axis and 25% for the F2 axis. The principal component analysis shows that the parameters (Nitrites and chlorophyll (α)) are significantly correlated to the first factorial axis (F1 axis) in the urban area while the parameters (Total organic carbon, phosphates and trace metal elements) are significantly correlated to the second factorial axis (F2 axis) in the port area.

The analysis enabled us to highlight that the areas containing urban agglomerations and the port are the most impacted (Figure 14).
4. Conclusion

This study shows that:

The monitoring of physico-chemical parameters revealed nutrient enrichment and a significant chlorophyll biomass, especially at sites close to wastewater discharges.

Based on the different quality grids proposed by the WFD, a qualification of the waters of Dakhla Bay was established, which is generally “Good”, except for two stations located near urban discharges, for which the quality is “Average”.

The granulometric study enabled us to identify the sedimentary structure of Dakhla Bay, which is of sandy to sandy-muddy type.

The evaluation of the levels of metallic trace elements (Cd, Pb, Hg, Cu, Cr and Zn) in the sediments shows that, apart from the port basin, Dakhla Bay is less polluted, both in comparison with national and international ecosystems.

In conclusion, Dakhla Bay remains a site little impacted by human activities. However, particular attention must be paid to minimising, or even stopping, all kinds of pollution, to better protect the bay.
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The effective governance and administration of many aquatic environments requires a detailed understanding of sediment transport and behavioral dynamics. This has both environmental and economic implications, especially where there is any anthropogenic involvement. *Sediment Transport - Recent Advances* examines sediment transport-related issues in estuarial, coastal, or freshwater environments as well as non-intrusive seismic monitoring of fluid mud, sediment removal from oil storage tanks, and formulae of sediment transport in both unsteady and steady flows.