





Virtual Assistant
Edited by Ali Soofastaei

Published in London, United Kingdom




C
o
Q.
@)
L
&)
o
)
£




Supporting open minds since 2005




Virtual Assistant
http: /dx.doi.org/10.5772/intechopen. 91579
Edited by Ali Soofastaei

Contributors

Abhishek Kaul, Moruf Akin Adebowale, Adriana Stan, Beéata Lérincz, Musa Alhaiji Ibrahim, Yusuf Sahin,
Margherita Mori, Simon See, Aik Beng Ng, Zhangsheng Lai, ShaoweilLin, Ali Soofastaei, Auwal Ibrahim,
Auwalu Yusuf Gidado, Mukhtar Nuhu Yahya

© The Editor(s) and the Author(s) 2021

The rights of the editor(s) and the author(s) have been asserted in accordance with the Copyright,
Designs and Patents Act 1988. All rights to the book as a whole are reserved by INTECHOPEN LIMITED.
The book as a whole (compilation) cannot be reproduced, distributed or used for commercial or
non-commercial purposes without INTECHOPEN LIMITED’s written permission. Enquiries concerning
the use of the book should be directed to INTECHOPEN LIMITED rights and permissions department
(permissions@intechopen.com).

Violations are liable to prosecution under the governing Copyright Law.

@) |

Individual chapters of this publication are distributed under the terms of the Creative Commons
Attribution 3.0 Unported License which permits commercial use, distribution and reproduction of
the individual chapters, provided the original author(s) and source publication are appropriately
acknowledged. If so indicated, certain images may not be included under the Creative Commons
license. In such cases users will need to obtain permission from the license holder to reproduce
the material. More details and guidelines concerning content reuse and adaptation can be found at
http: /www.intechopen.com/copyright-policy. html.

Notice

Statements and opinions expressed in the chapters are these of the individual contributors and not
necessarily those of the editors or publisher. No responsibility is accepted for the accuracy of
information contained in the published chapters. The publisher assumes no responsibility for any
damage or injury to persons or property arising out of the use of any materials, instructions, methods
or ideas contained in the book.

First published in London, United Kingdom, 2021 by IntechOpen

IntechOpen is the global imprint of INTECHOPEN LIMITED, registered in England and Wales,
registration number: 11086078, 5 Princes Gate Court, London, SW7 2QJ, United Kingdom
Printed in Croatia

British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library

Additional hard and PDF copies can be obtained from orders@intechopen.com

Virtual Assistant

Edited by Ali Soofastaei

p.cm.

Print ISBN 978-1-83968-807-2
Online ISBN 978-1-83968-808-9
eBook (PDF) ISBN 978-1-83968-809-6



We are IntechOpen,
the world’s leading publisher of

Open Access books
Built by scientists, for scientists

55®®+ 135,000+ 165M+

ailable International authors and editor Downloads

Our authors are among the

156 Top 1% 12. 2%

Countries deliv most cited s Contributors from top 500 universities

Selection of our books indexed in the Book Citation Index
in Web of Science™ Core Collection (BKCI)

Interested in publishing with us?
Contact book.department@intechopen.com

Numbers displayed above are based on latest data collected.
For more information visit www.intechopen.com

Y






Meet the editor

Dr. Ali Soofastaei leads innovative industrial projects in artificial
intelligence (AI) applications to improve safety, productivity,
and energy efficiency and reduce maintenance costs. He holds

a Bachelor of Engineering in Mechanical Engineering and has

an in-depth understanding of energy management (EM) and
equipment maintenance solutions (EMS). The extensive re-
search he conducted on Al and value engineering (VE) methods
while completing his Master of Engineering also provided him with expertise in
applying advanced analytics in EM and EMS. Dr. Soofastaei completed his Ph.D.

at The University of Queensland (UQ), Australia, in the field of Al applications in
mining engineering, where he led a revolution in the use of deep learning (DL) and
Al methods to increase energy efficiency, reduce operation and maintenance costs,
and reduce greenhouse gas emissions in surface mines. In addition, as a Postdoctor-
al Research Fellow, Dr. Soofastaei has provided practical guidance to undergraduate
and postgraduate students in mechanical and mining engineering and information
technology. In the past fifteen years, Dr. Soofastaei has conducted various research
studies in academic and industrial environments. As a result, he has acquired
in-depth knowledge of energy efficiency opportunities (EEO), VE, and advanced
analytics. He is an expert in using DL and Al methods in data analysis to develop
predictive, optimization, and decision-making models of complex systems. Dr.
Soofastaei has been involved in industrial research and development projects in sev-
eral industries, including oil and gas (Royal Dutch Shell); steel (Danieli); and min-
ing (BHP, Rio Tinto, Anglo American, and Vale). His extensive practical experience
in the industry has equipped him to work with complex industrial problems in high-
ly technical and multi-disciplinary teams. Dr. Soofastaei has more than ten years of
academic experience as an assistant professor and leader of global research activ-
ities. His research and development projects have been published in international
journals and keynote presentations. He has presented his practical achievements

at conferences in the United States, Europe, Asia, and Australia. Dr. Soofastaei has
founded Soofastaei-Publications, Soofastaei-Educations, and Soofastaei-Businesses
institutes focusing on digital transformation and advanced analytics to provide not
only the required materials and references for the 4.0 industrial digital revolution
but also train the new generation of specialists and industrial managers who are in-
terested in studying and working in the field of advanced applied analytics and Al







Contents

Preface

Chapter1
Introductory Chapter: Virtual Assistants
by Ali Soofastaei

Chapter2
Generating the Voice of the Interactive Virtual Assistant
by Adriana Stan and Bedta Lorincz

Chapter 3
Virtual Assistants and Ethical Implications
by Abhishek Kaul

Chapter 4
Group-Assign: Type Theoretic Framework for Human AI Orchestration
by Aik Beng Ng, Simon See, Zhangsheng Lai and Shaowei Lin

Chapter 5

Al-Powered Virtual Assistants in the Realms of Banking and Financial
Services

by Margherita Mori

Chapter 6

Specific Wear Rate Modeling of Polytetraflouroethylene Composites

via Artificial Neural Network (ANN) and Adaptive Neuro Fuzzy
Inference System (ANFIS) Tools

by Musa Alhaji Ibrahim, Yusuf Sahin, Auwal Ibrahim, Auwalu Yusuf Gidado
and Mulkhtar Nuhu Yahya

Chapter?7
Intelligent Decision Support System
by Moruf Akin Adebowale

XIII

11

33

45

65

77

95






Preface

Intelligent machines and computers have been developed to reduce time consumption
and human efforts, improve safety, and increase the quality of products. Having
virtual assistants (VAs) can play a critical role in using intelligent machines practi-
cally to complete projects efficiently. With the fast-growing technologies in the
field, we have finally reached a stage where almost all the people living in developed
and developing countries have access to these high technologies. However, this is
just the starting point, and a long journey is ahead because future developments are
taking a more advanced route in the shape of artificial intelligence (AI). Intelligent
VAs use Al, and any improvement in Al potentially can develop VA-related
technologies.

The main reason for using VAs is to replace humans with machines for completing
repeatable tasks. This approach can give freedom to people to improve their
innovations and find optimum solutions for personal and professional challenges.
Previously, machines were doing what they were programmed to do, but now with
Al, devices can think and behave like humans. This opportunity can help people to
trust machines as VAs.

High-tech giants like Apple, Amazon, Google, Microsoft, Deloitte, Accenture, and
IBM are very involved in research to develop the knowledge that has produced the
new generation of VAs. Although VAs will form our future, we need to know how
they affect our work and lifestyle. Thus, this book gives readers a glimpse of the role
of VAs in shaping the future world.

This book contains seven chapters that discuss Al and VAs. Examples and scientific
detail support the presented information. The chapters have been drafted to provide
enough technical information for both general and professional readers.

Chapter 1 introduces VAs and includes a review of the scientific background

of VA development from 1910 to the present. This chapter contains a detail of
interaction methods in VA technology and related services. It also discusses the
ethical implications of VA technology and compares notable VAs available in the
market and discusses their economic relevance for individuals and enterprises.
The chapter addresses security concerns and clarifies the definition of virtual
human assistants.

Chapter 2 is about generating the voice of the interactive virtual assistant (IVA). It
presents an overview of the current approaches for generating spoken content using
text-to-speech synthesis (TTS) systems and thus the voice of an IVA. The overview
builds upon the issues that make spoken content generation a non-trivial task and
introduces the two main components of a TTS system: text processing and acoustic
modeling. It then focuses on providing the reader with the minimally required
scientific details of the terminology and methods involved in speech synthesis,

yet with sufficient knowledge to make the initial decisions regarding the choice of
technology for the vocal identity of the IVA.



In Chapter 3, an IT manager from IBM discusses the use of VAs and related ethical
challenges. VAs are becoming a part of our daily lives, both in our homes and our
workplaces. Sometimes we may not even know that the customer service agent we
are speaking with is a VA. These assistants continuously collect information from
our interactions and learn many things about us. The information they gather over
time is enormous. This chapter introduces the concept of ethics and discusses the
ethical principles of VAs (transparency, justice and fairness, non-maleficence,
responsibility, and privacy). Although there is limited regulation governing

VAs, practical guidelines and recommendations are provided for designers and
developers to understand the ethical implications when building a VA. The chapter
also discusses technology and learning techniques for VAs and presents examples
of how to ensure they are ethical.

Chapter 4 covers type-theoretic human-Al collaboration. In today’s information
age, we work under the constant drive to be more productive, and we certainly
progress towards being an Al-augmented workforce where each of us is augmented
by VAs and work together with each other (and their Al assistants) at scale. To
achieve this, a framework should facilitate communication across a network of
different humans and machines. As advancements in Al (narrow or general) models
continue, we will invariably reach a stage where humans and Al co-exist in an inter-
active and personalized manner, which is different from today’s largely invisible Al
that mainly operates autonomously in the background. In this chapter, the authors
discuss their proposed framework designed to collaborate within a network of
humans and VAs. To collaborate, we need a language and a framework. In the con-
text of humans, a human language suffices to describe and orchestrate our intents
with others. This, however, is insufficient in the context of humans and machines.
Therefore, this framework is built upon type theory (a branch of symbolic logic

in mathematics), enabling the type of theoretic description, composition, and
orchestration of intent and implementations for an Al-augmented workforce.

In Chapter 5, a research team from the University of L’Aquila, Italy discusses
Al-powered VAs in banking and financial services. The chapter provides a
framework for analysis of evolutionary trends in finance that have to do with
technological progress, especially with Al applications. The starting point can
be identified with a survey on how AI has modified the business areas involving
banking and financial services and on what can be expected, in terms of future
strategic shifts and behavioral changes, on both the supply and demand sides.
The next step revolves around a wider and deeper investigation into the role that
VAs have started to, and are likely to further, play in the areas under scrutiny.
Special attention is paid to the provision of enhanced customer service support,
including conversational Al and sound branding.

Chapter 6 presents the specific wear rate (SWR) modeling of polytetrafluoro-
ethylene (PTFE) composites via Artificial Neural Network (ANN) and Adaptive
Neuro-Fuzzy Inference System (ANFIS) tools. The ANN and ANFIS models have
been recognized as potential and good tools for mathematical modeling of com-
posite materials’ complex and nonlinear behavior of SWR. This study examines
the modeling and prediction of SWRs of PTFE composites using the ANFIS model.
In addition, it compares the performances of the models with the conventional
multilinear regression model.

Chapter 7 examines a critical challenge in digital banking: phishing attacks.
A phishing attack is one of the most common forms of cybercrime worldwide.

XIvV



In recent years, phishing attacks have continued to escalate in severity, frequency,
and impact. Globally, the attacks cause billions of dollars of losses each year.
Cybercriminals use phishing for various illicit activities such as personal identity
theft and fraud and to perpetrate sophisticated corporate-level attacks against
financial institutions, healthcare providers, government agencies, and businesses.
Several solutions using various methodologies have been proposed in the literature
to counter web-phishing threats. This chapter adopts a novel strategy for detecting
and preventing website phishing attacks, with practical implementation viaa
browser toolbar add-in.

This book gives readers a better vision of the application of VAs in the digital era.
The authors hope that this volume will be a valuable resource for individuals and
companies interested in using new technologies to improve their personal and
professional lives. The chapters in this volume present the state of the art of VAs
and Al The breadth and depth of coverage make this volume a useful resource for
researchers in academia and industrial specialists. The editor hopes that this book
will spur further discussions on using VA technology in different industries.

Ali Soofastaei

Artificial Intelligence Center,
Vale,

Brisbane, Australia
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Chapter1

Introductory Chapter: Virtual
Assistants

Ali Soofastaei

1. Introduction

The application of Virtual Assistants (VAs) is growing fast in our personal and
professional life. It has been predicted that 25% of households using a VA will have
two or more devices by 2021 [1]. A virtual assistant is an intelligent application that
can perform tasks or provide services for a person responding to orders or inquiries.
Some VAs can understand and respond to human speech using synthesized voices.
Users may use voice commands to request their VA to answer the questions, manage
home appliances, control media playing, and handle other essential activities like
email, creating the actions lists, and organize the meetings on calendars [2]. In the
Internet of Things (IoT) world, an VA is a popular service to communicate with
users based on voice command.

VA capabilities and usage are rapidly rising, thanks to new technologies reach-
ing the people’s requirements and a robust focus on voice user interfaces. Samsung,
Google, and Apple each have a considerable smartphone user base. Microsoft’s
Windows-based personal computers, smartphones, and smart speakers have an
intelligent VA installed base. On Amazon, smart speakers have a sizable installed
base [3]. Over 100 million people have used Conversica’s short message and email
interface Intelligent Virtual Assistants (IVAs) services in their companies.

Famous virtual assistants like Amazon Alexa and Google Assistant are typically
cloud-based for maximum performance and data management. Many behavioral
traces, including the user’ voice activity history with extensive descriptions, can be
saved in a VA ecosystem’s remote cloud servers during this process.

The VAs story started in the 1910s, and the growth of technology has supported
VAs’ improvement. The application of Artificial Intelligence (AI) also was a turn-
ing point in VAs journey. Using Al to develop the VAs was a great jump to increase
the VAs’ capabilities. Currently, VAs use narrow Al with limited options. However,
using general Al in the near future can be a revolution to improve the quality of
VAs’ services.

2. Backgrounds
2.1Investigational years: 1910s: 1980s

In 1922, an interesting toy named Radio Rex was introduced that was the first
voice-activated doll [4]. A toy in the dog shape would appear from its den the
moment it was given a name.

Bell Labs introduced the “Audrey,” which was an Automatic Digit Identification
device in 1952. It took up a six-foot-high relay rack, used much power, had
many wires, and had all of the issues that come with complicated vacuum-tube
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electronics. Despite this, Audrey was able to discriminate between phonemes,
which are the basic components of speech. However, it was restricted to precise
digit identification by assigned speakers. As a result, it may be utilized for voice
dialing. However, push-button dialing was generally less expensive and faster than
pronouncing the digits in order [5].

Another early gadget that could carry out digital language identification was
Shoebox voice-activated calculator that IBM developed. It was revealed to the
public for the period of the 1962 Seattle World’s Fair after its first market debut in
1961. This initial machine, which was built nearly twenty years earlier than the first
Personal Computer made by IBM and debuted in 1981, was capable of detecting
sixteen verbal phrases and the numbers 0 through 9.

ELIZA, the first Natural Language Processing (NLP) application or chatbot, was
invented by MIT in the 1960s. ELIZA was designed in order to “show that man-
machine interaction is essentially superficial” [6]. It applied configuration match-
ing and replacement procedures in written reactions to simulate conversation,
creating the impression that the machine understood what was being said.

The ELIZA was designed by professor Joseph Weizenbaum. During the ELIZA
development period, Joseph’s assistant has requested that he leave the room so that
she and ELIZA can chat. Professor Weizenbaum later remarked, “I had no idea that
brief exposures to a really simple computer software might cause serious delusional
thinking in otherwise normal people [7].” The ELIZA impact, or the tendency to
instinctively believe machine activities are equal to people’s behaviors, was called
after this. Anthropomorphizing is a phenomenon that occurs in human interactions
with VAs.

When DARPA funded a five-year Speech Understanding Research effort at
Carnegie Mellon in the 1970s, the goal was to reach a vocabulary of 1,000 words.
Participants included IBM, Carnegie Mellon University (CMU), and Stanford
Research Institute, among many others.

The result was “Harpy,” a robot that could understand speech and knew around
1000 words, roughly equivalent to a three-year vocabulary. To reduce voice recogni-
tion failures, it could also analyze speech that followed pre-programmed vocabular-
ies, pronunciations, and grammatical patterns to determine which word sequences
made sense when spoken.

An improvement to the Shoebox was released in 1986 with the Tangora, a speech
recognition typewriter. With a vocabulary of 20,000 words, it was able to anticipate
the most likely outcome based on its information. Because of this, it was given the
name “Fastest Typewriter. As part of its digital signal processing, IBM used a Hidden
Markov model, which integrates statistics into the Using this strategy, you may
anticipate which phonemes will follow a given phoneme. However, every speaker
was responsible for training the typewriter to recognize his or her voice and halt in.

2.2 The beginning of intelligent virtual assistants: 1990s: Present

To compete for customers in the 1990s, companies such as IBM, Philips, and
Lemont & Hauspie began integrating digital voice recognition into personal com-
puters. The first smartphone introduced in 1994, the IBM Simon laid the ground-
work for today’s smart virtual assistant.

In 1997, Dragon’s Biologically Talking application was able to detect and tran-
scribe natural human speech at a pace of 100 words per minute, with no gaps
between syllables. Biologically Talking is still accessible for download, and many
doctors in the United States and the United Kingdom continue to use it to keep track
of their medical records.
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In 2001, Colloquies released Smarter Child on AIM and MSN Messenger,
among other platforms. “Smarter Child” can play games and check the weather
as well as seek up data. It can even speak with others to a certain extent, even if it
is text.

Siri, which debuted on October 4, 2011, as an option of the iPhone 4S, was the
first innovative digital VA to be placed on a smartphone [8, 9]. Siri was built when
Apple Inc. purchased Siri Inc. in 2010, a spin-off of SRI International, a research
institute financed by DARPA and the US Department of Defense [10]. It was
created to make texting, making phone calls, checking the weather, and setting the
alarm easier. In addition, it can now make restaurant recommendations, perform
Internet searches, and offer driving directions.

Amazon debuted Alexa alongside the Echo in November 2014. Later, in April
2017, Amazon launched a facility that allows users to create conversational inter-
faces for any VA or interface.

From 2017 till 2021, all the VAs mentioned above have been developed, and there
are the more intelligent VAs using for individuals and professional activities. The
companies in different areas use the VAs to improve the quality of their decisions at
different levels, from operation to the high management level.

3. Virtual assistants - method of interaction

There are different methods of interaction that VAs are using them. In the
following, three of the popular VAs’ interaction methods are mentioned.

* Text, including online chat, text messages, email, as well as other text-based
modes of interaction, for instance, Conversica’s IVAs for enterprise [11].

* Voice, for instance, with Siri on an iPhone (Apple products), Google Assistant
on Android mobile smartphones, or Amazon Alexa [12] on the Amazon
Echo device.

* By shooting and uploading photos, as Bixby on the Samsung Galaxy does.

Various VAs, such as Google Assistant, are available in several ways, including
chat on the Google Allo and Google Messages apps and voice on Google Home smart
speakers.

VAs use NLP to translate text input from the user or voice input into executable.
Furthermore, many people use Al techniques, such as machine learning, to learn
continuously. Some of these assistants, such as Google Assistant (which includes
Google Lens) and Samsung Bixby, can also perform image processing to distinguish
things in the image, allowing users to obtain better results from the images they
have clicked.

The awake phrase could be used to activate a voice-activated assistant. These
words, for example, are “OK Google,” or “Hey Google,” “Hey Siri,” “Alexa,” and
“Hey Microsoft” [13]. However, there are increasing legal dangers associated with
VAs as they become more popular [14].

4, Virtual assistants: Services

VAs can help with a wide range of tasks. These include the following [15].
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* Set the alarm, construct to-do and shopping lists, and support data such as
weather;

* Play TV shows, serials, and films on TVs, running from, e.g., Amazon Prime,
YouTube;

* Play music from the platforms such as Pandora, YouTube, Spotify, and;
podcasts, and read journals and audiobooks;

* Assist citizens in their dealings with the government;
¢ Conversational business; and

* Humans should be used to supplement and replace customer service [16]. For
example, one study indicated that an automated online assistant reduced the
burden of a human-staffed call center by 30% [17].

5. Virtual assistants - ethics implications

Generally, the consumers provide free data for the preparation and development
of Al algorithms and VAs, which is often ethically disturbing. However, knowing
how the applied intelligent models are developed using the consumers’ data and
information could be more ethically troubling.

Most VAs on the market use Artificial Neural Networks (ANNSs) to train Al
algorithms, requiring many labeled data. In order to understand the increase in
microwork over the past decade, however, this information must be categorized
by a human being in order to understand the increase in microwork over the past
decade. However, a human being must categorize this information. People world-
wide are paid to perform repetitive and incredibly simple tasks, such as listening
and copying down voice input from a virtual assistant for a few cents. Because of
the insecurity it creates and the lack of control, microwork has been called out as
a problem. The average hourly wage was 1.38 dollars [18], with no healthcare, sick
pay, retirement benefits, or minimum salary. This has led to a dispute between
VAs and their designers over employment insecurity, and the Als they propose are
still human in a way that would be impossible without millions of human workers
micromanaging them [19].

A VA provider’s unencrypted access to voice commands raises privacy concerns
since they can be shared with third parties and handled unlawfully or unexpectedly
[20]. Along with language content, a user’s style of expression and voice features
can provide information about his or her biometric identification, personality attri-
butes, physical and mental health condition, sex and gender, moods and emotions,
and socioeconomic status and geographic origin [21].

6. Comparison of notable virtual assistants

Different Al products work as VA in the market. Each product has been designed
to provide the assistant service for the specific product. There also are different
brands of VAs, and behind them are genius companies who annually are investing
billion dollars in this field. Table 1 shows a shortlist of the most used VAs and their
capabilities.
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Virtual Assistant Developer 10T Chromecast Integration Smart Phone App
Alexa Amazon Yes No Yes
Alice Yandex Yes No Yes
AliGenie Alibaba Yes No Yes
Assistant Speaktoit No No Yes
Bixby Samsung No No Yes
BlackBerry Assistant BlackBerry No No Yes
Braina Brain soft No No Yes
Clova Naver Yes No Yes
Cortana Microsoft Yes No Yes
Duer Baidu N/A N/A N/A
Evi Amazon No No Yes
Google Assistant Google Yes Yes Yes
Google Now Google Yes Yes Yes
M Facebook N/A N/A N/A
Mycroft Mycroft Yes Yes Yes
SILVIA Cognitive Code No No Yes
Siri Apple Inc. Yes No Yes
Viv Samsung Yes No Yes
Xiaowei Tencent N/A N/A N/A
Celia Huawei Yes No Yes
Table 1.

Notable virtual assistants.

7. Virtual assistants — Financial importance
7.1 For persons

Digital experiences facilitated by VAs are one of the most encouraging end-user
trends in recent years. Specialists predict that digital practices would gain a prestige
equivalent to ‘real’ ones, if not more sought-after and valued [22]. The development is
supported by frequent users and a significant increase in the number of virtual digital
assistant users worldwide. The number of people who use digital VAs regularly was
predicted to be approximately 1 billion in mid-2017 [23]. Furthermore, virtual digital
assistant technology is no longer limited to smartphone apps but is also found in many
different industries [24]. There will be a 34.9 percent CAGR for speech recognition
technology from 2016 to 2024, surpassing a global market size of US$7.5 billion by
2024 [25] as a result of considerable R&D expenditures of enterprises across all sec-
tors and increasing use of mobile devices in speech recognition technology [24].

According to an Ovum estimate, by 2021, the “native digital assistant installed
base” will outnumber the global population, with 7.5 billion active speech
Al-capable devices [25]. “Google Assistant would dominate the speech Al-capable
device market with 23.3 percent market share by that time,” according to Ovum,
“followed by Samsung’s Bixby (14.5 percent), Apple’s Siri (13.1 percent), Amazon’s
Alexa (3.9 percent), and Microsoft’s Cortana (2.3 percent)” [25].
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Businesses in North America (such as Nuance Communications and IBM)
are projected to dominate the sector over the next few years due to BYOD
(Bring Your Own Device) and enterprise mobility business strategies.
Furthermore, the growing demand for smartphone-assisted platforms will likely
propel IVA’s further growth in North America. On the other hand, even though
it is smaller than the North American market [24], the intelligent VA sector in
the Asia-Pacific area is predicted to expand at a 40 percent annual growth rate
(above the world average) between 2016 and 2024, with its primary players
located in India and China.

7.2 For companies

VAs should not be viewed solely as a tool for individuals, as they may have genu-
ine economic value for businesses. A virtual assistant, for example, can serve as an
always-available aide with encyclopedia knowledge. Furthermore, it can organize
meetings, checking inventories, and verifying data. VAs, on the other hand, are so
significant that their integration into small and medium-sized businesses is fre-
quently a simple first step towards a more worldwide adaption and use of IoT. Small
and medium-sized enterprises regard IoT technologies as critical technologies that
are difficult, risky, or expensive to employ [26].

8. Virtual assistants: Protection

To demonstrate how audio commands can be directly integrated into music or
spoken text, researchers from the University of California, Berkeley, published
a study in May 2018. The publication showed that VAs could perform speci-
fied actions without the user’s knowledge. The researchers altered audio files to
eliminate the sound patterns that speech recognition algorithms are designed to
recognize. Instead, noises were used to direct the system to dial numbers on the
phone, launch webpages, or even move money [27]. Since 2016 [27], this has beena
possibility, and it impacts Apple, Amazon, and Google devices [28].

Security and privacy concerns with IVAs are not limited to unwanted actions or
voice recording. For example, when a person pretends to be someone else, he or she
uses malevolent voice commands to gain illegal access to their home or garage, such
as unlocking a smart door or shopping items online without their The system may
have trouble distinguishing between similar sounds, even though some IVAs have
avoice-training feature to prevent imitating. In addition, the system may be fooled
into believing that the user is the real owner if a malicious individual has access [29]
to an IVA-enabled device.

9. Virtual assistants: A new definition

From 2020 when the world faced the COVID-19 pandemic, and most people had
to work remotely from home, the VA found the new definition. A human VA, also
known as a virtual office assistant, is a self-employed person who works remotely
from a home office to give clients professional administrative, technical, or creative
(social) help [30]. Unless these indirect costs are included in the VA fees, clients
are not liable for employee-related taxes and insurance or benefits because VAs are
independent contractors rather than employees. They also avoid the logistical night-
mare of providing additional office space, equipment, or supplies to a third party. A
virtual assistant (VA) is a person who does a specific task for a client. The client pays
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only for work, that is. VAs typically serve other small companies [31, 32], but they
can also assist busy executives.

VAs use the Internet, email, phone-call conferences and online workplaces, as
well as fax machines, to communicate and exchange data with each other There is
also a growing use of Skype and Zoom, Slack, or Google Voice by virtual assistants
(VAs Because the professionals in this field operate on contract, it is believed that
they will work together for a long Ten years of office experience is required for
executive assistants, office managers/supervisors, secretaries, paralegal assistants,
legal secretaries, real estate assistants, and information technology.

Voice Over Internet Protocol (VOIP) services like Skype, Microsoft Teams,
Google Meet, and Zoom have made it possible to have a virtual assistant (VA)
answer the phone without the end user’s knowledge in recent years, and VAs have
made their way into many mainstream organizations. With todays technology,
many firms may personalize their receptionists without having to pay for an
additional receptionist.

A VA is a person or company who works remotely as an independent profes-
sional, supplying a wide range of products to businesses and customers. When it
comes to the typical secretarial tasks such as website editing, social media market-
ing, and customer care, and data input and accounting (MYOB and QuickBooks),
virtual assistants excel. In the virtual world, the industry has changed tremendously
as more people join.

VAs come from various professional backgrounds, but the majority have at
least a few years of experience working in the “real” (non-virtual) corporate sector
or working online or remotely. The modern world is a place for VAs, where the
next generation is increasingly relying on intelligent technology to improve their
personal and professional lives.
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Chapter 2

Generating the Voice of the
Interactive Virtual Assistant

Adriana Stan and Bedta Lorincz

Abstract

This chapter introduces an overview of the current approaches for generating
spoken content using text-to-speech synthesis (TTS) systems, and thus the voice of
an Interactive Virtual Assistant (IVA). The overview builds upon the issues which
make spoken content generation a non-trivial task, and introduces the two main
components of a TTS system: text processing and acoustic modelling. It then
focuses on providing the reader with the minimally required scientific details of the
terminology and methods involved in speech synthesis, yet with sufficient knowl-
edge so as to be able to make the initial decisions regarding the choice of technology
for the vocal identity of the IVA. The speech synthesis methodologies’ description
begins with the basic, easy to run, low-requirement rule-based synthesis, and ends
up within the state-of-the-art deep learning landscape. To bring this extremely
complex and extensive research field closer to commercial deployment, an exten-
sive indexing of the readily and freely available resources and tools required to build
a TTS system is provided. Quality evaluation methods and open research problems

are, as well, highlighted at end of the chapter.

Keywords: text-to-speech synthesis, text processing, deep learning, interactive
virtual assistant

1. Introduction

Generating the voice of an interactive virtual assistant (IVA) is performed by
the so called text-to-speech synthesis (TTS) systems. A TTS system takes raw text as
input and converts it into an acoustic signal or waveform, through a series of
intermediate steps. The synthesised speech commonly pertains to a single,
pre-defined speaker, and should be as natural and as intelligible as human speech.
An overview of the main components of a TTS system is shown in Figure 1.

At first sight this seems like a straightforward mapping of each character in the
input text to its acoustic realisation. However, there are numerous technical issues

text processing . ‘:" = acoustic modeling

raw text input processed text soeech output

Figure 1.
Overview of a text-to-speech synthesis system’s main components.
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which make natural speech synthesis an extremely complex problem, with some of
the most important ones being indexed below:

the written language is a discrete, compressed representation of the spoken language aimed at
transferring a message, irrespective of other factors pertaining to the speaker’s identity, emotional
state, etc. Also, in almost any language, the written symbols are not truly informative of their
pronunciation, with the most notable example being English. The pronunciation of a letter or sequence
of letters which yield a single sound is called a phone. One exception here is the Korean alphabet for
which the symbols approximate the position of the articulator organs, and was introduced in 1443 by
King Sejong the Great to increase the literacy among the Korean population. But for most languages,
the so called orthographic transparency is rather opaque;

the human ear is highly adapted to the frequency regions in which the relevant information from
speech resides (i.e. 50-8000 Hz). Any slight changes to what is considered to be natural speech, any
artefacts, or unnatural sequences present in a waveform deemed to contain spoken content, will be
immediately detected by the listener;

speaker and speech variability is a result of the uniqueness of each individual. This means that there
are no two persons having the same voice timbre or pronouncing the same word in a similar manner.
Even more so, one person will never utter a word or a fixed message in an exactly identical manner
even when the repetitions are consecutive;

co-articulation effects derive from the articulator organs’ inertial movement. There are no abrupt
transitions between sounds and, with very few exceptions, it is very hard to determine the exact
boundary of each sound. Another result of the co-articulation is the presence of reductions or
modifications in the spoken form of a word or sequence of words, derived from the impossibility or
hardship of uttering a smooth transition between some particular phone pairs;

prosody is defined as the rhythm and melody or intonation of an utterance. The prosody is again
related to the speaker’s individuality, cultural heritage, education and emotional state. There are no
clear systems which describe the prosody of a spoken message, and one’s person understanding of, for
example, portraying an angry state of mind is completely different from another;

no fixed set of measurable factors define a speaker’ identity and speaking characteristics. Therefore,
when wanting to reproduce one’s voice the only way to do this for now is to record that person and
extract statistical information from the acoustic signal;

no objective measure correlates the physical representation of a speech signal with the perceptual
evaluation of a synthesised speech’s quality and/or appropriateness.

The problems listed above have been solved, to some extent, in TTS systems by
employing high-level machine learning algorithms, developing large expert
resources or by limiting the applicability and use-case scenarios for the synthesised
speech. In the following sections we describe each of the main components of a TTS
system, with an emphasis on the acoustic modelling part which poses the greatest
problems as of yet. We also index some of the freely available resources and tools
which can aid a fast development of a synthesis system for commercial IVAs in a
dedicated section of the chapter, and conclude with the discussion of some open
problems in the final section.

2. Speech processing fundamentals

Before diving into the text-to-speech synthesis components, it is important to
define a basic set of terms related to digital speech processing. A complete overview
of this domain is beyond the scope of this chapter, and we shall only refer to the
terms used to describe the systems in the following sections.

Speech is the result of the air exhaled from the lungs modulated by the articulator
organs and their instantaneous or transitioning position: vocal cords, larynx,
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pharynx, oral cavity, palate, tongue, teeth, jaw, lips and nasal cavity. By modulation
we refer to the changes suffered by the air stream as it encounters these organs. One
of the most important organs in speech are the vocal cords, as they determine the
periodicity of the speech signal by quickly opening and closing as the air passes
through. The vocal cords are used in the generation of vowels and voiced consonant
sounds [1]. The perceived result of this periodicity is called the pitch, and its objective
measure is called fundamental frequency, commonly abbreviated Fy [2]. The slight
difference between pitch and F is better explained by the auditory illusion of the
missing fundamental [3] where the measured fundamental frequency differs from the
perceived pitch. Commonly, the terms are used interchangeably, but readers should
be aware of this small difference. The pitch variation over time in the speech signal
gives the melody or intonation of the spoken content. Another important definition is
that of vocal tract which refers to all articulators positioned above the vocal cords. The
resonance frequencies of the vocal tract are called formant frequencies. Three formants
are commonly measured and noted as Fi, F, and Fs.

Looking into the time domain, as a result of the articulator movement, the
speech signal is not stationary, and its characteristics evolve through time. The
smallest time interval in which the speech signal is considered to be quasi-stationary
is 20-40 msec. This interval determines the so-called frame-level analysis or
windowing of the speech signal, in which the signal is segmented and analysed at
more granular time scales for the resulting analysis to adhere to the digital signal
processing theorems and fundamentals [4].

The spectrum or instantaneous spectrum is the result of decomposing the speech
signal into its frequency components through Fourier analysis [5] on a frame-by-
frame basis. Visualising the evolution of the spectrum through time yields the
spectrogram. Because the human ear has a non-linear frequency response, the linear
spectrum is commonly transformed into the Mel spectrum, where the Mel frequen-
cies are a non-linear transformation of the frequency domain pertaining to the
pitches judged by listeners to be equal in distance one from another. Frequency
domain analysis is omnipresent in all speech related applications, and Mel spectro-
grams are the most common representations of the speech signal in the neural
network-based synthesis.

One other frequency-derived representation of the speech is the cepstral [6]
representation which is a transform of the spectrum aimed at separating the vocal
tract and the vocal cord (or glottal) contributions from the speech signal. It is based
on homomorphic and decorrelation operations.

3. Text processing

Text processing or front-end processing represents the mechanism of generating
supplemental information from the raw input text. This information should yield a
representation which is hypothetically closer and more relevant to the acoustic
realisation of the text, and therefore tightens the gap between the two domains.
Depending on the targeted language, this task is more or less complex [2]. A list of
the common front-end processing steps is given below:

text tokenisation splits the input text into syntactically meaningful chunks i.e. phrases sentences and
words. Languages which do not have a word separator such as Chinese or Japanese pose additional
complexity for this task [7];

diacritic restoration - in languages with diacritic symbols it might be the case that the user does not
type these symbols and this leads to an incorrect spoken sequence [8]. The diacritic restoration refers
to adding the diacritic symbols back into the text so that the intended meaning is preserved;
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text normalisation converts written expressions into their ““spoken” forms e.g. $3.16 is converted into
“three dollars sixteen cents.” or 911 is converted into “nine one one” and not “nine hundred eleven” [9].
An additional problem is caused by languages which have genders assigned to nouns e.g. in Romanian
“21 oi = doudzeci §i una de 0i” (en. twenty one sheep—feminine) versus “21 cai = doudzeci si unu de cai”
(en. twenty one horses-masculine);

part-of-speech tagging (POS) assigns a part-of-speech (i.e. noun, verb, adverb, adjective, etc.) to
each word in the input sequence. The POS is important to disambiguate non-homophone homographs.
These are words which are spelled the same but pronounced differently based on their POS (e.g. bow -
to bend down/the front of a boat/tied loops). POS are also essential for placing the accent or focus of an
utterance on the correct word or word sequence [10];

lexical stress marking - the lexical stress pertains to the syllable within a word which is more
prominent [11]. There are however languages for which this notion is quite elusive such as French or
Spanish. Yet in English a stress-timed language assigning the correct stress to each word is essential for
conveying the correct message. Along with the POS the lexical stress also helps disambiguate non-
homophone homographs in the spoken content. There are also phoneticians who would mark a
secondary and tertiary stress but for speech synthesis the primary stress should be enough as the
secondary does not affect the meaning but rather the naturalness or emphasis of the speech;

syllabification - syllables represent the base unit of co-articulation and determine the rhythm of
speech [12]. Again different languages pose different problems and languages such as Japanese rely on
syllables for their alphabetic inventory. As a general rule every syllable has only one vowel sound but
can be accompanied by semi-vowels. Compound words generally do not follow the general rules such
that prefixes and suffixes will be pronounced as a single syllable;

phonetic transcription is the final result of all the steps above. Meaning that by knowing the POS the
lexical stress and syllabification of a word the exact pronunciation can be derived [13]. The phones are
a set of symbols corresponding to an individual articulatory target position in a language or otherwise
put it is the fixed sound alphabet of a language. This alphabet determines how each sequence of letters
should be pronounced. Yet this is not always the case and the concept of orthographic transparency
determines the ease with which a reader can utter a written text in a particular language;

prosodic labels, phrase breaks - with all the lexical information in place there is still the issue of
emphasising the correct words as per intent of the writer. The accent and pauses in speech are very
important and can make the message decoding a very complex task or an easier one with the
information being able to be faster assimilated by the listener. There is quite a lot of debate on how the
prosody should be marked in text and if it should be [14]. There is definitely some markings in the
form of punctuation signs yet there is a huge gap between the text and the spoken output. However
public speaking coaching puts a large weight on the prosodic aspect of the speech and therefore
captivating the listeners attention through non-verbal queues;

word/character embeddings - are the result of converting the words or characters in the text into a
numeric representation which should encompass more information about their identity pronunciation
syntax or meaning than the surface form does. Embeddings are learnt from large text corpora and are
language dependent. Some of the algorithms used to build such representations are: Word2Vec [15]
GloVe [16] ELMo [17] and BERT [18].

4. Acoustic modelling

The acoustic modelling or back-end processing part refers to the methods which
convert the desired input text sequence into a speech waveform. Some of the
earliest proofs of so-called talking heads are mentioned by Aurrilac (1003 A.D.),
Albert Magnus (1198-1280) or Roger Bacon (1214-1294). The first electronic
synthesiser was the VODER (Voice Operation DEmonstratoR) created by Homer
Dudley at Bell Laboratories in 1939. The VODER was able to generate speech by
tediously operating a keyboard and foot pedals to control a series of digital filters.

Coming to the more recent developments, and based on the main method of
generating the speech signal, speech synthesis systems can be classified into
rule-based and corpus-based methods. In rule-based methods, similar to the
VODER, the sound is generated by a fixed, pre-computed set of parameters.
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Corpus-based methods, on the other hand, use a set of speech recordings to generate
the synthetic output or to derive statistical parameters from the analysis of the spoken
content. It can be argued that using pre-recorded samples is not in itself synthesis, but
rather a speech collage. In this sense Taylor gives a different definition of speech
synthesis: “the output of a spoken utterance from a vesource in which it has not been prior
spoken” [2].

4.1 Rule-based synthesis

Formant synthesis is one of the first digital methods of speech generation. It is
still used today, especially by phoneticians who study various spoken language
phenomena. The method uses the approximation of several speech parameters
(commonly the F and formant frequencies) for each phone in a language, and also
how these parameters vary when transitioning from one phone to the next one [19].
The most representative model of formant synthesis is the one described by [20],
which later evolved into the commercial system of MITalk [21]. There are around
40 parameters which describe the formants and their respective bandwidths, and
also a series of frequencies for nasals or glottal resonators.

The advantages of formant synthesis are related to the good intelligibility even at
high speeds, and its very low computation and memory requirements, making it
easy to deploy on limited resource devices. The major drawback of this type of
synthesis is, of course, its low quality and robotic sound, and also the fact that for
high-pitched outputs, the formant tracking mechanisms can fail to determine the
correct values.

Articulatory synthesis uses mechanical and acoustic models of speech produc-
tion [1]. The physiological effects such as the movement of the tongue, lips, jaw,
and the dynamics of the vocal tract and glottis are modelled. For example, [22] uses
lip opening, glottal area, opening of nasal cavities, constriction of tongue, and rate
between expansion and contraction of the vocal tract along with the first four
formant frequencies. Magnetic resonance imaging offers some more insight into the
muscle movement [23], yet the complexity of this type of synthesis makes it rather
unfeasible for high naturalness and commercial deployment. One exception in the
project GNUSpeech [24] but its results are still poor compared to what corpus-
based synthesis is able to achieve nowadays.

4.2 Corpus-based synthesis
4.2.1 Concatenative synthesis

As the name entails, concantenative synthesis is a method of producing spoken
content by concatenating pre-recorded speech samples. In its most basic form, a
concatenative synthesis system contains recordings of all the words needed to be
uttered, which are then combined in a very limited vocabulary scenario. For exam-
ple, in a rudimentary IVA, it will combine the typed-in phone number of a customer
by combining pre-recorded digits. Of course, in a large vocabulary, open-domain
system, pre-recording all the words in a language is unfeasible. The solution to this
problem is to find a smaller set of acoustic units which can be then combined into
any spoken phrase. Based on the type of segment stored in the recorded database,
the concatenative synthesis is either fixed inventory — segments in the database
have the same length, or variable inventory or unit selection — segments have
variable length. As the basic acoustic unit of any language is its phone set, a first
open-domain fixed inventory concatenative synthesis made use of diphones [25, 26].
A diphone is the acoustic unit spanning from the middle of a phone to the middle of
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the next one in adjoining phone pairs. Although this yields a much larger acoustic
inventory, the diphones are a better choice than phones because they can model the
co-articulation effects. For a primitive diphone concatenation system, the recorded
speech corpus would include a single repetition of all the diphones in a language.
More elaborate systems use diphones in different context (e.g. beginning, middle or
end of a word) and with different prosodic events (e.g. accent, variable duration
etc.). Another type of fixed inventory system is based on the use of syllables as the
concatenation unit [27-29]. Some theories state that the basic unit of speech is the
syllable and, therefore, the co-articulation effects between them is minimum [30],
but the speech database is hard to design. The average number of unique syllables in
one language is in the order of thousands.

A natural evolution of the fixed inventory synthesis is the variable length inven-
tory, or unit selection [31, 32]. In unit selection, the recorded corpus includes
segments as small as half-phones and go up to short common phrases. The speech
database is either stored as-is, or as a set of parameters describing the exact acoustic
waveform. The speech corpus, therefore, needs to be very accurately annotated
with information regarding the exact phonetic content and boundaries, lexical
stress, syllabification, lexical focus and prosodic trends or patterns (e.g. questions,
exclamation, statements). The combination of the speech units into the output
spoken phrase is done in an iterative manner, by selecting the best speech segments
which minimise a global cost function [31] composed of: a target cost - measuring
how well a sequence of units matches the desired output sequence, and a concate-
nation cost - measuring how well a sequence of units will be joined together and thus
avoid the majority of the concatenation artefacts.

Although this type of synthesis is almost 30 years old, it is still present in many
commercial applications. However, it poses some design problems, such as: the need
for a very large manually segmented and annotated speech corpus; the control of
prosody is hard to achieve if the corpus does not contain all the prosodic events
needed to synthesise the desired output; changing the speaker identity requires the
database recording and processing to be started from scratch; and there are quite a
lot of concatenation artefacts present in the output speech making it unnatural, but
which have, in some cases, been solved by using a hybrid approach [33].

4.2.2 Statistical-parametric synthesis

Because concatenative synthesis is not very flexible in terms of prosody and
speaker identity, in 1989 a first model of statistical-parametric synthesis based on
Hidden Markov Models (HMMs) was introduced [34]. The model is parametric
because it does not use individual stored speech samples, but rather parameterises
the waveform. And it is statistical because it describes the extracted parameters
using statistics averaged across the same phonetic identity in the training data [35].
However this first approach did not attract the attention of the specialists because of
its highly unnatural output. But in 2005, the HMM-based Speech Synthesis System
(HTS) [36] solved part of the initial problems, and the method became the main
approach in the research community with most of its studies aiming at fast speaker
adaptation [37] and expressivity [38]. In HTS, a 3 state HMM models the statistics
of the acoustic parameters of the phones present in the training set. The phones are
clustered based on their identity, but also on other contextual factors, such as the
previous and next phone identity, the number of syllables in the current word, the
part-of-speech of the current word, the number of words in the sentence, or the
number of sentences in a phrase, etc. This context clustering is commonly
performed with the help of decision trees and ensures that the statistics are
extracted from a sufficient number of exemplars. At synthesis time, the text is
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converted in a context aware complex label and drives the selection of the HMM
states and their transitions. The modelled parameters are generally derived from the
source-filter model of speech production [1]. One of the most common vocoders
used in HTS is STRAIGHT [39] and it parameterises the speech waveform into F,
Mel cepstral and aperiodicity coefficients. A less performant, yet open vocoder is
WORLD [40]. A comparison of several vocoders used for statistical parametric
speech synthesis is presented in [41].

There are several advantages for the statistical-parametric synthesis, such as: the
small footprint necessary to store speech information; automatic clustering of
speech information-removes the problems of hand-written rules; generalisation—
even if for a certain phoneme context there is not enough training data, the phone
will be clustered along with similar parameter characteristics; flexibility—the trained
models can be easily adapted to other speakers or voice characteristics with mini-
mum amount of adaptation data. However, the parameter averaging yields the so-
called buzziness and low speaker similarity of the output speech, and for this reason
the HTS system has not truly made its way into the commercial applications.

4.2.3 Neural synthesis

In 1943, McCulloch and Pitts [42] introduced the first computational model for
artificial neural networks (ANN). And although the incipient ANNs have been suc-
cessfully applied in multiple research areas, including TTS [43], their learning power
comes from the ability to stack multiple neural layers between the input and output.
However, it was not until 2006 that the hardware and algorithmic solutions enabled
adding multiple layers and making the learning process stable. In 2006, Geoffrey
Hinton and his team published a series of scientific papers [44, 45] showing how a
many-layered neural network could be effectively pre-trained one layer at a time.
These remarkable results set the trend for all automatic machine learning algorithms
in the following years, and are the bases of the deep neural network (DNN)
research field. Nowadays, there are very few machine learning applications which do
not cite the DNNis as attaining the state-of-the-art results and performances.

In text-to-speech synthesis, the progression from HMMs to DNNs was gradual.
Some of the first impacting studies are those of Ling et al. [46] and Zen et al. [47].
Both papers substitute parts of the HMM-based architecture, yet model the audio
on a frame-by-frame basis, maintaining the statistical-parametric approach, and
also use the same contextual factors in the text processing part. The first open
source tool to implement the DNN-based statistical-parametric synthesis is Merlin
[48]. A comparison of the improvements achieved by the DNNs compared to
HMMs is presented in [49]. However, these methods still rely on a time-aligned set
of text features and their acoustic realisations, which requires a very good frame-
level aligner systems, usually an HMM-based one. Also, the sequential nature of
speech is only marginally modelled through the contextual factors and not within
the model itself, while the text still needs to be processed with expert linguistic
automated tools which are rarely available in non-mainstream languages.

An intermediate system which replaces all the components in a TTS pipeline
with neural networks is that of [50], but it does not incorporate a single end-to-end
network. The first study which removes the above dependencies, and models the
speech synthesis process as a sequence-to-sequence recurrent network-based archi-
tecture is that of Wang et al. [51]. The architecture was able to “synthesise fairly
intelligible speech” and was the precursor of the more elaborate Char2Wav [52] and
Tacotron [53] systems. Both Char2Wav and Tacotron model the TTS generation as a
two step process: the first one takes the input text string and converts it into a
spectrogram, and the second one, also called the vocoder, takes the spectrogram and
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converts it into a waveform, either in a deterministic manner [54], or with the help
of a different neural network [55]. These two synthesis systems were also the first to
alleviate the need for more elaborate text representations, and derived them as an
inherent learning process, setting the first stepping stones towards true end-to-end
speech synthesis [56]. However, for phonetically rich languages it is common to
train the models on phonetically transcribed text, and also to augment the input text
with additional linguistic information such as part-of-speech tags which can
enhance the naturalness of the output speech [57, 58].

Starting with the publication of Tacotron, the DNN-based speech synthesis
research and development area has seen an enormous interest from both the acade-
mia and the commercial sides. Most focus has been granted on generating extremely
high quality speech, but also to the reduction of the computational requirements
and generation speed-which in the DNN domain is called inference speed. A major
breakthrough was obtained by the second version of Tacotron, Tacotron 2 [59],
which achieved naturalness scores very close to human speech. However, both
systems’ architectures involve attention-based recurrent auto-regressive processes
which make the inference step very slow and prone to instability issues, such as
word skipping, deletions or repetitions. Also, the recurrent neural networks
(RNNs) are known to have high demands in terms of data availability and training
time. So that, the next step in DNN-based TTS was the introduction of CNNs, in
systems such as DC-TTS [60], DeepVoice 3 [61], ClariNet [62], or ParaNet [63].
The CNNs enable a much better data and training efficiency and also a much faster
inference speed through parallel processing. And also, recently, the research com-
munity started to look into ways of replacing the auto-regressive attention-based
generation, and incorporated duration prediction models which stabilise the output
and enable a much faster parallel inference of the output speech [64, 65].

Inspired by the success of the Transformer network [66] in text processing, TTS
systems have adopted this architecture as well. Transformer based models include
Transformer-TTS [67], FastSpeech [68], FastSpeech 2 [69], AlignTTS [70], JDI-T [71],
MultiSpeech [72], or Reformer-TTS [73]. Transformer-based architectures improve
the training time requirements, and are capable of modelling longer term depen-
dencies present in the text and speech data.

As the naturalness of the output synthetic speech became very high-quality,
researchers started to look into ways of easily controlling the different factors of the
synthetic speech, such as duration or style. The go-to solution for this are the
Variational AutoEncoders (VAEs) and their variations, which enable the disentan-
glement of the latent representations, and thus a better control of the inferred
features [74-78]. There were also a few approaches including Generative Adversar-
ial Networks (GANSs), such as GAN-TTS [79] or [80], but due to the fact that GANs
are known to pose great training problems, this direction was not that much
explored in the context of TTS.

A common problem in all generative modelling irrespective of deep learning
methodologies, is the fact that the true probability distribution of the training data
is not directly learned or accessible. In 2015, Rezende et al. [81] introduced the
normalising flows (NFs) concept. NFs estimate the true probability distribution of
the data by deriving it from a simple distribution through a series of invertible
transforms. The invertible transforms make it easy to project a measured data point
into the latent space and find its likelihood, or to sample from the latent space and
generate natural sounding output data. For TTS, NFs have just been introduced, yet
there are already a number of high-quality systems and implementations available,
such as: Flowtron [82], Glow-TTS [83], Flow-TTS [84], or Wave Tacotron [56].
From the generative perspective, this approach seems, at the moment, to be able to
encompass all the desired goals of a speech synthesis system, but there are still a
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number of issues which need to be addressed, such as the inference time and latent
space disentanglement and control.

All the above mentioned neural systems only solve the first part of the end-to-
end problem, by taking the input text and converting it into a Mel spectrogram, or
variations of it. For the spectrogram to be converted into an audio waveform, there
is the separate component, called the vocoder. And there are also numerous studies
on this topic dealing with the same trade-off issue of quality versus speed [85].

WaveNet [55] was one of the first neural networks designed to generate audio
samples and achieved remarkably natural results. It is still the one vocoder to beat
when designing new ones. However, its auto-regressive processes make it
unfeasible for parallel inference, and several methods have been proposed to
improve it, such as FFTNet [86] or Parallel WaveNet [87], but the quality is
somewhat affected. Some other neural architectures used in vocoders are, of course,
the recurrent networks used in WaveRNN [88] and LPCNet [89], or the adversarial
architectures used in MelGAN [90], GELP [91], Parallel WaveGAN [92], VocGAN [93].
Following the trend of normalising flows-based acoustic modelling, flow-based
vocoders have also been implemented. Some of the most remarkable being:
FlowWaveNet [94], WaveGlow [95], WaveFlow [96], WG-WaveNet [97], EWG
(Efficient WaveGlow) [98], MelGlow [99], or SqueezeWave [100].

In light of all these methods available for neural speech synthesis, it is again
important to note the trade-offs between the quality of output speech, model sizes,
training times, inference speed, computing power requirements and ease of control
and adaptability. In the ideal scenario, a TTS system would be able to generate
natural speech, at an order of magnitude faster than real-time processing speed, on
a limited resource device. However, this goal has not yet been achieved by the
current state-of-the-art, and any developer looking into TTS solutions should first
determine the exact applicability scenario before implementing any of the above
methods. It may be the case that, for example, in a limited vocabulary, non-
interactive assistant, a simple formant synthesis system implemented on a dedi-
cated hardware might be more reliable and adequate.

Some aspects which we did not take into account in the above enumeration are
the multispeaker, multilingual TTS systems. However, in a commercial setup these
are not directly required and can be substituted by independent high-quality sys-
tems integrated in a seamless way withing the IVA.

5. Open resources and tools

Deploying any research result into a commercial environment requires at least a
baseline functional proof-of-concept from which to start optimising and adapting the
system. It is the same in TTS systems, where especially the speech resources, text-
processing tools, and system architectures can be at first tested and only then devel-
oped and migrated to the live solution. To aid this development, the following table
indexes some of the most important resources and tools available for text to speech
synthesis systems. This is by no means an exhaustive list, but rather a starting point.
The official implementations pertaining to the published studies are marked as such.
If no official implementation was found, we relied on our experience and prior work
to link an open tool which comes as close as possible to the original publication.

Speech and text datasets and resources

Language Data Consortium (LDC) is a repository and distribution point for various language
resources. Link: www.ldc.upenn.edu
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The European Language Resources Association (ELRA) is a non-profit organisation whose main
mission is to make Language Resources for Human Language Technologies available to the community
at large. Link: www.elra.info/en/

META-SHARE [101] is an open and secure network of repositories for sharing and exchanging
language data, tools and related web services. Link: www.meta-share.org

OpenSLR is a site devoted to hosting speech and language resources, such as training corpora for
speech recognition, and software related mainly to speech recognition. Link: www.openslr.org

LibriVox is a group of worldwide volunteers who read and record public domain texts creating free
public domain audiobooks for download. Link: www.librivox.org

Mozilla Common Voice is part of Mozilla’s initiative to help teach machines how real people speak.
Link: www.commonvoice.mozilla.org/en/datasets

Project Gutenberg is an online library of free eBooks. Link: www.gutenberg.org

LibriTTS [102] is a multi-speaker English corpus of approximately 585 hours of read English speech
designed for TTS research. Link: www.openslr.org/60/

The Centre for Speech Technology Voice Cloning Toolkit (VCTK) Corpus includes speech data
uttered by 109 native speakers of English with various accents. Each speaker reads out about 400
sentences. Link: www.datashare.is.ed.ac.uk/handle/10283/2950

CMU Wilderness Multilingual Speech Dataset [103] is a speech dataset of aligned sentences and
audio for some 700 different languages. It is based on readings of the New Testament. Link: www.
github.com/festvox/datasets-CMU_Wilderness

Text processing tools

Festival is a complete TTS system, but it enables the use of its front-end tools independently. It
supports several languages and dialects. Link: www.cstr.ed.ac.uk/projects/festival/

CMUSphinx G2P tool is a grapheme-to-phoneme conversion tool based on transformers. Link: www.
github.com/cmusphinx/g2p-seq2seq

Multilingual G2P uses the eSpeak tool to generate phonetic transcriptions in multiple languages. Link:
www.github.com/jcsilva/multilingual-g2p.

Stanford NLP tools includes various text-processing and knowledge extraction tools for English and
other languages. Link: www.nlp.stanford.edu/software/

RecoAPy [104] tool includes an easy to use interface for recording prompted speech, but also a set of
models able to perform high accuracy phonetic transcription in 8 languages. Link: www.gitlab.utcluj.
ro/sadriana/recoapy

word2vec [15] is a word embedding model that learns vector representations of words that capture
semantic and other properties of these words from large amounts of text data. Link: code.google.com/
archive/p/word2vec/

GloVE [16] is a word embedding method that learns from the co-occurences of words in text corpus
obtaining similar vector representations for words that occur in the same context. Link: www.nlp.
stanford.edu/projects/glove/

ELMo [17] obtains contextualized word embeddings that model the semantics and syntax of the word,
but can learn different representations for various contexts. Link: www.allennlp.org/elmo

BERT [18] is a Transformer-based model that obtains context dependent word embeddings and can
process sentences in parallel. Link: www.github.com/google-research/bert

Speech synthesis systems

eSpeak is a formant-based compact open source software speech synthesiser. Link: www.espeak.
sourceforge.net/ [Official]

Festival is an unrestricted commercial and non-commercial use framework for building
concatenative and HMM-based TTS systems. Link: www.cstr.ed.ac.uk/projects/festival/
[Official]

MaryTTS [105] is an open-source, multilingual TTS platform written in Java supporting diphone and
unit selection synthesis. Link: http://mary.dfki.de/ [Official]
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HTS [36] is the most commonly used implementation of the HMM-based speech synthesis. Link:
http://hts.sp.nitech.ac.jp/ [Official]

Merlin [48] is a Python implementation of DNN models for statistical parametric speech synthesis.
Link: www.github.com/CSTR-Edinburgh/merlin [Official]

IDLAK [106] is a project to build an end-to-end neural parametric TTS system within the Kaldi ASR
framework. Link: www.idlak.readthedocs.io/en/latest/ [Official]

DeepVoice [50] follows the structure of HMM-based TTS systems, but replaces all its components
with neural networks. Link: www.github.com/israelg99/deepvoice

Char2Wav [52] is an end-to-end neural model trained on characters that can synthesise speech with
the SampleRNN vocoder. Link: https://github.com/sotelo/parrot [Official]

Tacotron [53] is one of the most frequently used end-to-end neural synthesis systems based on
recurrent neural nets and attention mechanism. Link: www.github.com/keithito/tacotron

VoiceLoop [107] is one of the first neural synthesisers which uses a buffer memory instead of
recurrent layers and does not require an audio-to-phone alignment. Link: www.github.com/
facebookarchive/loop [Official]

Tacotron 2 [59] is an enhanced version of Tacotron which modifies the attention mechanism and also
uses the WaveNet vocoder to generate the output speech. Link: www.github.com/NVIDIA/tacotron2

DeepVoice 3 [61] is a fully convolutional synthesis system that can synthesise speech in a multispeaker
scenario. Link: www.github.com/r9y9/deepvoice3_pytorch

DCTTS [60] - Deep Convolutional TTS is a synthesis system that implements a two step synthesis, by
first learning a coarse and then a fine-grained representation of the spectrogram. Link: www.github.
com/tugstugi/pytorch-dc-tts

ClariNet [62] is the first text-to-wave neural architecture for speech synthesis, which is fully
convolutional and enables fast end-to-end training from scratch. Link: www.github.com/ksw0306/
ClariNet

Transformer TTS [67] replaces the recurrent structures of Tacotron 2 with attention mechanisms.
Link: www.github.com/soobinseo/Transformer-TTS

GAN-TTS [79] is a GAN-based synthesis system that uses a generator to produce speech and multiple
discriminators that evaluate the naturalness and text-adequacy of the output. Link: www.github.com/
yanggeng1995/GAN-TTS

FastSpeech [68] is a novel feed-forward network based on Transformer which generates the Mel-
spectrogram in parallel, and uses a teacher-based length predictor to achieve this parallel generation.
Link: www.github.com/xcmyz/FastSpeech

FastSpeech 2 [69] is an enhanced version of FastSpeech where the length predictor teacher network is
replaced by conditioning the output on duration, pitch and energy from extracted from the speech
waveform at training and their predicted values in inference. Link: www.github.com/ming024/
FastSpeech2

AlignTTS [70] is a feed-forward Transformer-based network with a duration predictor which aligns
the speech and audio. Link: www.github.com/Deepest-Project/AlignTTS

Mellotron [108] is a multispeaker TTS able to emote emotions by explicitly conditioning on rhythm
and continuous pitch contours from an audio signal. Link: www.github.com/NVIDIA/mellotron
[Official]

Flowtron [82] is an autoregressive normalising flow-based generative network for TTS, also capable of
transferring style from one speaker to another. Link: www.github.com/NVIDIA/flowtron [Official]

Glow-TTS [83] is a flow-based generative model for parallel TTS using a dynamic programming
method to achieve the alignment between text and speech. Link: www.github.com/jaywalnut310/
glow-tts [Official]

Speech synthesis system libraries

Mozilla TTS is a deep learning library for TTS that includes implementations for Tacotron, Tacotron 2,
Glow-TTS and vocoders such as MelGAN, WaveRNN and others. Link: www.github.com/mozilla/TTS
[Official]
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NeMO is a toolkit that includes solutions for TTS, speech recognition and natural language processing
tools as well. Link: www.github.com/NVIDIA/NeMo [Official]

ESPNET-TTS [109] is a toolkit that contains implementations for TTS systems like Tacotron,
Transformer TTS, FastSpeech and others. Link: www.github.com/espnet/espnet [Official]

Parakeet is a flexible, efficient and state-of-the-art text-to-speech toolkit for the open-source
community. It includes many influential TTS models proposed by Baidu Research and other research
groups. Link: www.github.com/PaddlePaddle/Parakeet [Official]

Neural Vocoders

WaveNet [55] is an autoregressive and probabilistic model used to generate raw audio. It can also be
conditioned on text to produce the very natural output speech, but its complexity makes it very
resource demanding. Link: www.github.com/r9y9/wavenet_vocoder

WaveRNN [88] is a recurrent neural network based vocoder that is able to generate audio
faster then real time as a result of its compact architecture. Link: www.github.com/fatchord/
WaveRNN

FFTNet [86], inspired by WaveNet also generates the waveform samples sequentially, with the
current sample being conditioned on the previous ones, but simplifies its architecture and allows
real-time synthesis. Link: www.github.com/syang1993/FFTNet

nv-WaveNet is an open-source implementation of several different single-kernel approaches to the
WaveNet variant described by [50]. Link: www.github.com/NVIDIA/nv-wavenet [Official]

LPCNet [89] is a variant of WaveRNN that improves the waveform generation by combining the
recurrent neural architecture with linear prediction coefficients. Link: www.github.com/mozilla/
LPCNet [Official]

FloWaveNet [94] is a generative model based on flows that can sample audio in real time. Compared
to Parallel WaveNet and ClariNet it only requires a training process that is single-staged. Link: www.
github.com/ksw0306/FloWaveNet [Official]

Parallel WaveGAN [95] is a vocoder that uses adversarial training and provides fast and lightweight
waveform generation. Link: www.github.com/kan-bayashi/ParallelWaveGAN

WaveGlow [95] vocoder borrows from Glow and WaveNet to generate raw audio from Mel
spectrograms. It is a flow-based model implemented with a single network. Link: www.github.com/
NVIDIA/waveglow [Official]

MelGAN [90] is a GAN-based vocoder that is able to generate coherent waveforms, the model is non-
autoregressive and based on convolutional layers. Link: www.github.com/descriptinc/melgan-neurips
[Official]

GELP [91] is a parallel neural vocoder utilising generative adversarial networks, and integrating a
linear predictive synthesis filter into the model. Link: www.github.com/ljuvela/GELP

SqueezeWave [100] is a lightweight version of WaveGlow that can generate on-device speech output.
Link: https://github.com/tianrengao/SqueezeWave [Official]

WaveFlow [96] is a flow-based model that includes WaveNet and WaveGlow as special cases and can
synthesise audio faster than real-time. Link: www.github.com/L0SG/WaveFlow

VocGAN [93] is a GAN-based vocoder that can synthesise speech in real time even on a CPU. Link:
www.github.com/rishikksh20/VocGAN

WG-WaveNet [97] is composed of a WaveGlow like flow-based model combined with WaveNet
based postfilter that can synthesise speech without the need for a GPU. Link: www.github.com/
BogiHsu/WG-WaveNet

Speech synthesis challenges

Blizzard Challenge is a yearly challenge in which teams develop TTS systems starting from more or
less the same resources, and are jointly evaluated in a large-scale listening test. Link: http://www.
festvox.org/blizzard/

Voice Cloning Challenge is a bi-annual challenge in which teams are asked to provide a
high-quality solution for cloning the voice of a target speaker within the same language, or
cross-lingual. The results are also evaluated in a large scale listening test. Link: http://
www.vc-challenge.org/
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6. Quality measurements

Although there are no objective measures which can perfectly predict the per-
ceived naturalness of the synthetic output [110, 111], we still need to measure a TTS
system’s performance. The current approach to doing this is to use listening tests. In a
listening test, a set of listeners, preferably a large number of native speakers of the
target language, are asked to rate the synthetic output in several scenarios using
either absolute or relative values. The common setup includes multiple synthesis
systems and natural samples. The evaluation can be performed by presenting one or
two samples at a time and the listeners rate it by using a Mean Opinion Score (MOS)
scale going from 1 to 5, with 5 being the highest value. Or, more commonly used
nowadays, in a MUSHRA [112] setup, in which multiple samples are presented the
same time and the listeners are asked to order and rate them on a scale of 1 to 100.
There is also a preference test setup in which the listeners are asked to choose
between two samples according to their preference or adequacy of the rendered
speech to the text or speaker identity. The most common evaluation criteria are:

naturalness listeners are asked to rank how close to natural speech is a sample of synthetic output
perceived;

intelligibility listeners are asked to transcribe what they hear after playing the sample only once. The
transcripts are then compared to the reference transcript and the word error rate is computed;

speaker similarity listeners are presented with a natural sample as reference and a synthetic or natural
sample for evaluation. They are asked to rate how similar the identity of the evaluation sample is in
comparison to the reference sample.

7. Conclusions and open problems

In this chapter we aimed to provide a high-level indexing of the available
methods to generate the voice of an IVA, and to provide the reader with a clear,
informed starting point for developing his/her own text-to-speech synthesis system.
In the recent years there has been an increasing interest in this domain, especially in
the context of vocal chat bots and content access. So that it would be next to
impossible to index all the publications and available tools and resources. Yet, we
consider that the provided knowledge and minimal scientific description of the TTS
domain is sufficient to trigger the interest and application of these methods in the
reader’s commercial products. It should also be clear that there is still an important
trade-off between the quality and the resource requirements of the synthetic voices,
and that a very thorough analysis of the applications’ specifications and intended
use should guide the developer into making the right choice of technology.

We should also point out that, although the recent advancements achieve close to
human speech quality, there are still a number of issues that need to be addressed
before we can easily say that the topic of speech synthesis has been thoroughly solved.
One of these issues is that of adequate prosody. When synthesising long paragraphs, or
entire books, there is still a lack of variability in the output, and a subset of certain
prosodic patterns reemerge. Also, the problem of correctly emphasising certain words,
or word groups, such that the desired message is clearly and correctly transmitted is
still an open issue for TTS. There is also the problem of mimicking spontaneous
speech, where repetitions, elisions, filled pauses, breaks and so on convey the mental
process and effort of developing the message and generating it as a spoken discourse.

In terms of speaker identity, the fast adaptation, and also cross-lingual adapta-
tion are of great interest to the TTS community at this point. Being able to copy a
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person’s speech characteristics using as little examples as possible is a daunting task,
yet giant leaps have been taken with the NN-based learning. More so, transferring
the identity of a person speaking in a language, to the identity of a synthesis system
generating a different language is also open for solutions.

On the more far-fetched goals is that of affective rendering. If we were to interact
with a complete synthetic persona, we would like it to be adaptable to our state of
mind, and render compassionate and emphatic emotions in its discourse. Yet the
automatic detection and generation of emotions is far from being solved.
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Chapter 3

Virtual Assistants and Ethical
Implications

Abhishek Kaul

Abstract

Virtual assistants are becoming a part of our daily life, from our homes to our
work. Sometime we may not even know that the customer service agent that we were
speaking with is a virtual assistant. These assistants continuously collect information
from our interactions and learn many things about us. The information they gather
over time is enormous. This chapter introduces the concept of ethics, discusses
the ethical principles of virtual assistants, (Transparency, Justice & fairness, Non-
maleficence, Responsibly and Privacy). Although there is limited regulation govern-
ing these virtual assistants, practical guidelines and recommendations are provided
for designers and developers to understand the ethical implications when building
a virtual assistant. In this chapter, we also discuss technology and learning techniques
for virtual assistants and present examples on how to ensure ethical virtual assistant.

Keywords: virtual assistants, artificial intelligence, ethics, deep learning algorithms,
natural language processing, natural language understanding, fair Al, transparent Al

1. Introduction

Organizations are rapidly deploying Virtual Assistants aka bot technology [1] for
automating communication, customer service, conversational commerce, product
recommendation, education support, financial services, medical services, enter-
tainment, social outreach and self-service tasks. They offer 24/7 service and fulfill
the need of millennials [2] for real time responses. Virtual assistants enable organi-
zations to reduce costs, increase brand loyalty and better serve customers. However,
virtual assistants are built by humans using artificial intelligence (AI) technologies
and have wide ranging ethical implications which are important for organizations
and consumers to understand.

Many countries have published Al policy guidelines [3, 4]. These guidelines
provide a broad level objective for the use of Al - to ensure human-centric, safe,
and trustworthy Al. One of the most important aspect in all guidelines is ethics, “Al
should be ethical, ensuring adherence to ethical principles and values”. Although,
Al by its very nature is a form of statistical discrimination (finding patters in data),
the discrimination becomes objectional when it places certain privileged groups at a
systematic advantage and certain unprivileged groups at a systematic disadvantage.
For example, the loan application algorithm gives higher credit scores to older males
due to training bias. Objectional discriminations can arise due to multiple reasons
like wrongly defining the business objective [5] of machine learning model, using
unrepresentative data or data with existing prejudice [6] for training or by selecting
wrong attributes or features of the Al model.
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Significant work has been done in the area of Ethically aligned design for
Autonomous and Intelligent systems by IEEE [7]; and in the area of Facial recogni-
tion technologies [8]; but the area of virtual assistants has seen limited guidelines or
regulation. California “Bot Bill [9]” provides only limited protection for consumers
in terms of bot self-declaration.

In subsequent sections of this chapter, we first define “What is ethics?” and
then discuss on ethical principles for virtual assistants. These principles provide
key ethical considerations that designers and consumers should understand. Next
we discuss different types of virtual assistants deployed today deep, dive into the
technology and learning techniques that make them ethical. Further, we analyze
the guidelines and legislations that companies and governments have published. In
the last section, we look into what is the probable future of super intelligent virtual
assistants.

2. Defining ethics

What is ethics?

As per the Oxford dictionary ethics means “the moral principles that govern a
person’s behaviour or the conducting of an activity”

Ethics is based on well-founded standards of right and wrong that prescribe
what humans ought to do, usually in terms of rights, obligations, benefits to society,
fairness, or specific virtues [10].

An ethical virtual assistant should be designed with the ethical standards of
the society it affects. These standards should extend to virtual assistants and their
creators who should design, build and maintain virtual assistants to ensure that
their interactions with consumers foster honesty, loyalty, refrain from doing harm,
or fraud and provide the right to privacy.

In the subsequent section, we discuss in detail the ethical principles of virtual
assistants.

3. Ethical principles for virtual assistants

Al based virtual assistants ability to act intelligently has long been evaluated
by the Turing Test [11] and Loebner Prize [12]. The focus is on intelligence of the
system to respond to human questions. Looking through the lens of ethical prin-
ciples, other questions arise, beyond “What can the virtual assistant answer?” For
example, “Does the answer promote consumers interests or business interests like
recommending the most profitable product which does not best suited”.

In a recent paper published by Jobin, A., Ienca, M. & Vayena, E. on the global
landscape of Al ethics guidelines [13], they found globally five emerging ethical
principles that are deemed important — Transparency, Justice and fairness, Non-
maleficence, Responsibly and Privacy. In this section we interpret these principles
with a view on virtual assistants and what considerations should designers, devel-
opers and consumers understand when developing and interacting with virtual
assistants.

3.1 Transparency
Al transparency refers to the explainability [14], interpretability, disclosure [15]

of the algorithmic models including their training data, accuracy, performance, bias
and other metrics.
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When dealing with virtual assistants, transparency [16] often refers to informing
the consumers who they are chatting with ie virtual assistant, not actual human,
sharing details on what information can the consumer search, and how his data will
be used, stored, analyzed for improving experience.

Brands build trust with consumers by being transparent and honest in com-
munication. Virtual assistants are an extension of brands consumer experience. If
virtual assistants impersonate a human, it can lead to poor experience and lack of
trust with the brand. This can also be harmful when interacting with consumers on
sensitive areas like healthcare or banking.

Designer and developers of virtual assistants should be transparent in disclosing
information to consumers in terms of what they can search and disclose how their
data would be shared and analyzed. When the consumers know what they can search
they will be able to ask questions on the topics that virtual assistant has been trained
on and get desirable answers. This will create a delightful experience. Further, con-
sumer should have the choice to opt in their interaction data for other purposes like
development of the Al models or for advertisements and more. This will help to gain
consumer confidence in virtual assistants and increase adoption. Lastly, consumers
should also have the option to connect to a real person, request callback or send an
email if they are uncomfortable in interacting with a virtual assistant.

3.2 Justice, fairness and equity

Justice means that Al algorithms are fair and do not discriminate against par-
ticular groups intentionally or unintentionally [17]. There have been numerous
publications on fairness and how to identify, mitigate bias in Algorithms [18-20]. In
case of virtual assistants justice, fairness and equity refer primarily to prioritizing
the consumer interests and providing impartial recommendations [21] .

Al models on recommendation generally use techniques of collaborative filter-
ing, ie filtering for consumer preferences based on information gathered from many
similar consumers. The models constantly learn from consumer feedback ie likes or
dislikes and adjust accordingly.

However these models can be biased based on the consumer training data or
based on overarching business rules like recommend the most profitable product.
For example, will the virtual assistant recommend the meat which is most expen-
sive and near expiry date or the meat which is cheaper and fresh?

Virtual assistants being viewed favorable towards certain recommendations
raises the question on fairness especially for consumers. When virtual assistants are
used within an organization, then sometimes recommendation may rule driven,
which is as per the employee policy.

Designers and developers should regularly test the virtual assistants against the
fairness metrics, publish them to consumers and also give consumers the option to
provide feedback on recommendation. The more virtual assistant adapts to con-
sumers interest and provides fair recommendation, the more popular the virtual
assistant will become with consumers.

3.3 Non-maleficence

This term is used to define consumers safety, security and the commitment that
Al model will not cause harm for example, by spamming, hacking, discrimination,
violation of privacy or abuse.

In case of virtual assistants, we focus on abuse and sexual harassment for this
principle. Abuse refers to both receiving abuse from consumers and giving back
abuse to consumers.
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Many times, virtual assistants are at the beginning of a consumers journey, and
if the responses are not helpful it leads to frustration and abuse from consumers.
Although, virtual assistants are Al models and do not have feelings (like humans),
as consumers, we should refrain from abusing since it impacts the way we behave in
society and transcends similar behavior towards even our fellow humans.

Designers and developers need to design the conversation experience with con-
sideration that virtual assistants will receive abuse. They should design the conver-
sation flow empathically so that the consumers are provided a positive response and
transferred to a more helpful channel like voice or email on request [22].

Another consideration is gender stereo-typing ie the gender of virtual assistant.
In many cases, virtual assistants have a default female voice or persona. Designers
and developers can provide options to consumers to select the virtual assistant
persona and alter language, voice, tone of responses specific to chosen persona.

In a related study on sexual harassment of virtual assistants, “#MeToo: How
Conversational Systems Respond to Sexual Harassment [23]” points different
behaviors in commerecial, supervised and unsupervised learning based virtual assis-
tants. The unsupervised learning based assistants have more freedom in learning
from user conversation and responding similarly. In these cases language correction
models should also be deployed to protect users from chatbot abuse. For example,
Microsoft’s Tay chatbot was corrupted in less than 24 hours by self-learning through
user conversation [24].

3.4 Responsibility and accountability

Responsibility and accountability refer to the Al acting with integrity, clarifying
the attribution of responsibility and data ownership. In case of virtual assistants
this refers to being transparent, fair, disclosing information on responsibility, legal
liability and data ownership to consumers.

There has been much debate on who is ultimately responsible — is it the Al based
virtual assistants or the humans who built it. Generally, terms of service agreement
which consumers have to agree before using virtual assistants, define the limitations
on responsibilities and liabilities in line with regulations.

Data ownership requires special mention here. Questions typically arise on who
owns the data when it is captured and generated during conversation with virtual
assistant. For example, new data is generated when a virtual assistant interacts with
consumers using voice. It will over time develop data related to consumers prefer-
ences (preference in music), personality [25] (words and tone of language), family
(number of different voices in family or type of requests made ~ nursery rhymes)
and more. Sometimes, organization may have built the business model on leverag-
ing this derived data for profit. For example, Virtual assistant derives data on the
age of your children and serves you advertisements on children toothbrush.

Designer and developers should be transparent on data ownership and have an
opt in feature, if the consumers want to share this new data generated or want to
keep it private. If the business model of the virtual assistant is based on offering
free services and leverage consumer data for advertisements, then that should also
be transparent to the consumer.

3.5 Privacy
Privacy means that your personal information is kept confidential and only
shared with consent. Many countries have passed laws and regulations to protect the

privacy of their citizens like General Data Protection Regulation [26]. In relation to
Virtual assistants, privacy is often referred in relation to data protection and security.
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Deeper questions on privacy for Virtual assistants arise from
» who has access to the conversation transcripts?

* are the transcripts being used to profile the consumers?

* are the transcripts being shared with advertisers?

¢ are the consumer details anonymized before sharing?

* are the transcripts being used for improving the AI model?
 where are the transcripts stored?

* for how much time are the transcripts stored?

* can the consumer delete the transcripts?

* is the communication channel encrypted?

And so on.

Designer and developers should be transparent on privacy policy and publish
it online so that consumers can be informed on how their information is stored
and protected. This will also help to develop trust in the virtual assistant and
consumers will be more willing to share information if they know that they will be
served better.

4. Learning techniques of virtual assistants and ethical considerations

In self-service technology, virtual assistants are on the higher maturity curve
and are expected to understand and interact with consumers as “humans” to
provide information or take action. If we look under the hood of virtual assistants,
then we uncover three basic technology building bocks.

1. Channel of communication — Physical device (Amazon Echo, iPhone Siri),
Messaging Platform (Slack, Facebook messenger), Website or App. The
channel of communication generally includes voice interaction capability if
available.

2. Conversational platform — Brain of the virtual assistant which has the rules and
Al technology to understand consumer information and context.

3.Backend Database or Automation/APIs — This is the backend system from
where information is retrieved or a specific task is executed. For example call-
ing an API to retrieve weather information for location or setting up an alarm.

In this section, focus will be on the conversational platform which has to be
designed with ethical consideration. There are many types of technologies deployed
for virtual assistants ranging from simple click based predefined options, to pattern
matching, natural language understanding and natural language generation. In the
section below, different types conversational platforms are discussed with a view on
ethical considerations.
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4.1 Commercial virtual assistant platforms

Most commercial virtual assistants use pattern matching and natural language
understanding Al models. The primary task of the Al model in this case is to classify
intent of the question for pre-defined set of answers. The assistants can also under-
stand specific details in the text like country name or time and more. For example if
asked “What is the weather in Singapore?” assistant will classify this as the request
to find weather information and also extract Singapore country name. This infor-
mation will be passed to backend API to retrieve the temperature and presented
back as the answer. Example of these virtual assistants used by business are IBM
Watson Assistant, Microsoft Bot framework, Amazon Lex, Google Dialog flow and
more. Learning on these platform is generally supervised and the knowledge corpus
is limited to the business use case. Sometimes, extension of these platforms is done
where a large document corpus is ingested and most relevant document is brought
forward to the user based on search and retrieval techniques.

In these platforms, it is the role of conversation designer and developer to ensure
that the virtual assistant adheres with the ethical principles of Transparency, Justice
& fairness, Non-maleficence, Responsibly and Privacy. Further, it is a good practice
that document corpus is screened before being ingested into these virtual assistants
to ensure relevant and proper responses.

4.2 Mass market virtual assistants

Siri, Alexa and Hey Google are examples of mass market, virtual assistants.
These virtual assistants are pre-trained from a large language corpus and have
the ability to retrieve personal information from calendar, phonebook, music,
credit card and more. The organization developing these Virtual assistants publish
their terms of service, privacy policy [27] publicly and it is consumers decision to
understand and then interact with them.

The ubiquitous nature of these Virtual assistants poses a bigger question to
society on how they should respond to different types of talk ranging from Rude
talk, Abusive talk, Romantic talk or Suicidal talk. We discuss below two cases in
detail, rude and romantic talk.

Rude Talk - the virtual assistants tend to respond back positively with informa-
tion without prompts for polite or rude requests. This has an influence on manners
especially in case of younger consumers [28]. For example “Alexa can you please tell
me the weather forecast for today” or “Alexa weather forecast today” — the answer
would be the same. These assistants should try to add nicer words like “Thank you”
when consumers say “please”.

Romantic Talk and Gender — when asked on gender, the virtual assistants tend
respond on gender neutrality. However, by default they respond in a female voice.
In the article by Jessi Hempel [29] in Wired she explains that people tend to per-
ceive female voices as helping us to solve our problems. This also opens the door to
romantic talk [30] for female persona based virtual assistants. Most of assistant are
trained to handle this conversations by evading, or positively responding to con-
sumers, but they rarely respond negatively [31]. This does extend in some cases to
general acceptance of sexual harassment for assistants.

4.3 Niche virtual assistants [open domain]
A special mention here to Virtual assistants who can talk about anything in the

open domain. These assistants are trained using sophisticated deep learning Al
models (un-supervised learning), have billions of parameters and are closest to how
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a human would sensibly and specifically answer questions. Many gigabytes of train-
ing data (dialog response) is ingested in these AI models and it generates the answers
(natural language generation) based on learning. Example of these assistants are

* Meena [32] - trained on 341 GB of text, filtered from public domain social
media conversations.

* DialoGPT [33] - large pre-trained dialog response model trained on 147 M
multi-turn dialogs extracted from Reddit discussion threads.

 Mitsuku [34] - although this virtual assistant uses pattern matching technique,
it has won many competitions.

* Cleverbot [35] - this searches through its saved conversations, and responds to
the input by finding how a human responded to that input when it was asked,
in part or in full

Other than Mitsuku which uses supervised learning, for other virtual assistants, it
is difficult predict responses since they are learning from dialog-response corpus. In
these cases, it would be beneficial to have a language filter that checks for ethical con-
siderations like abuse words and more before presenting the answers to consumers.

5. Guidelines and legislations

Many countries have published Al policy guidelines. These guidelines provide
a broad level objective for the use of Al - to ensure human-centric, safe, and
trustworthy Al. Most guidelines make the organization using Al responsible and
accountable for their decisions and ask for the same ethical standards in Al-driven
decisions as in human-driven decisions.

General key points achieved from global guidelines are:

* it should be lawful, complying with all applicable laws and regulations;
* it should be ethical, ensuring adherence to ethical principles and values; and

* it should be robust, both from a technical and social perspective since, even
with good intentions, Al systems can cause unintentional harm.

Specially for virtual assistants, as defined above, five emerging ethical principles
that are deemed important — Transparency, Justice & fairness, Non-maleficence,
Responsibly and Privacy.

Legislation has been passed in California [36] to ensure Transparency of Virtual
assistants. This law makes it mandatory for Virtual assistants (Bots) to disclose that
they are not a real person and are virtual. Many other countries are passing laws and
issuing guidelines to make it mandatory for Designers and developers to develop
ethical Virtual assistants.

Many commercial organization have also issued their ethical guidelines. IBM has
established an Ethics Board [37] which provides governance, review and decision
making processes for IBM on ethics policies, practices, communication, research,
products and services. They have also published open source toolkits which design-
ers and developers can use to test whether there machine learning, Al models are
transparent, fair and explainable.
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Google Deepmind [38] has established a focus group which focuses on ethical
standards and safety. They look it from the lens of Privacy, transparency and fair-
ness; Al morality and values; Governance and accountability; AI & worlds complex
challenges, Misuse and unintended consequences; Economic impact and inclusion.

Microsoft [39] has issued guidelines for responsible bots, which are aimed at
helping designers and developers to design a bot that builds trust in the company
and service that the bot represents.

Many other companies have issued guidelines to ensure that the Virtual assis-
tants developed on their platform maintain high ethical standards [40] like use
supervised learning, divert issues on serios topics, do not spam users, keep user
privacy, no advertisements and so on.

6. What comes next

Virtual Assistant Al technology is growing at exponential pace. In the next
few years we will have virtual assistants that surpass an average humans ability to
respond sensibly and specially to a consumers question. Nick Bostrom [41] presents
an interesting perspective on super intelligent moral thinking. In the distant future,
as Al capabilities surpasses human intelligence, it could do better than human
thinkers and have the correct answers on ethics by weighing up evidence. We have
already started seeing the initial versions of these intelligent machines.

IBM Debater [42] is an example of super intelligent system. This Al system
can independently debate a human and provide persuasive arguments on complex
topics. The system is able to listen and understand a long spontaneous speech,
model human dilemmas to form an argument and generate a whole speech of an
opinion and deliver is persuasively. The system has participated live and won many
debate competitions.

Another example is from Soul Machines [43]. It provides Digital people ie ani-
mation of life like people on the screen. These screen animations of people is similar
to an actual human who speak with expressions (eye, lips and facial movements).
This provides a comfort feeling when interreacting with virtual assistant.

As virtual assistants become a part of our daily life, ethical issues regarding
virtual assistants will continue to grow. It is important for the society at large to
discuss and agree on the ethical principles of Transparency, Justice & fairness, Non-
maleficence, Responsibly and Privacy for virtual assistants.
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Abstract

In today’s Information Age, we work under the constant drive to be more
productive. Unsurprisingly, we progress towards being an Al-augmented workforce
where we are augmented by Al assistants and collaborate with each other (and their
Al assistants) at scale. In the context of humans, a human language suffices to
describe and orchestrate our intents (and corresponding actions) with others. This,
however, is clearly insufficient in the context of humans and machines. To achieve
this, communication across a network of different humans and machines is crucial.
With this objective, our research scope covers and presents a type theoretic frame-
work and language built upon type theory (a branch of symbolic logic in mathe-
matics), to enable the collaboration within a network of humans and Al assistants.
While the idea of human-machine or human-computer collaboration is not new, to
the best of our knowledge, we are one of the first to propose the use of type theory
to orchestrate and describe human-machine collaboration. In our proposed work,
we define a fundamental set of type theoretic rules and abstract functions Group
and Assign to achieve the type theoretic description, composition and orchestration
of intents and implementations for an Al-augmented workforce.

Keywords: Al Augmentation, Human Computation, Human Al Collaboration,
Human Al Framework, Artificial Intelligence

1. Introduction

The nature of work is always transformed when automation is introduced.
Looking back in history, automation has typically served to reduce or eliminate the
need for manual work. From hand-delivered messages to telegraph, written com-
munications in the past has required much manual labour. Today, email and a slew
of instant messaging platforms get the same job done instantaneously and better. In
recent years, highly advanced forms of automation involving Al are making head-
ways into the mainstream workplace. Examples include manufacturing robots
learning how to perform bin picking, robot patrol enforcing social distancing in
midst of a virus situation [1] and many more. Automation therefore has an overall
effect of moving human workers up the cognitive value chain, shifting towards
increasingly managerial and strategic roles that are more knowledge-based. The
reason for this is apparent as automation introduces characteristics such as being
stronger and more tireless relative to human workers, and thereby allowing busi-
nesses to do more. Taking a step further, Al is also beginning to encroach into the
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cognitive realm at work whereby as an instance, an insurance company reportedly
replaced its employees with an Al system [2]. All things considered; it is under-
standable why the workforce is under a constant drive to do more.

Generally, however, automation is well-suited only for tasks that are repeatable
within a fixed context. Contrast to this, the handling of work tasks across shifting
contexts is not a good candidate for automation. As an example, in the face of a
widespread consumer behaviour change due to a pandemic, Al models supporting
sentiment analysis, fraud detection, marketing and inventory management opera-
tions no longer behaved as expected. The article [3] writes:

What’s clear is that the pandemic has revealed how intertwined our lives are with
AL exposing a delicate codependence in which changes to our behavior change how
Al works, and changes to how Al works change our behavior. This is also a
reminder that human involvement in automated systems remains key.

Though Al models are designed for robustness to changes in the incoming data,
situations like these reveal the Al models’ brittleness when there is a significant shift in
input data distribution. This is termed as out-of-distribution (OOD). This means that the
input data at point of inference is no longer the same as the training data’s distribution
that the Al model learnt from. This has the negative effect where the Al model not only
potentially makes a mistake on OOD inputs, but even confidently classifying it as a
known class. Clearly, this is undesirable and in critical deployments, the mistake can be
costly. Clearly, this is undesirable and in critical deployments, the mistake can be costly.

To counter this, there are research efforts looking into OOD detection. To
illustrate with an example, a deep generative model for OOD detection was trained
using in-distribution genomic sequences [4], with the log-likelihoods plotted for
both in-distribution and OOD inputs. We can see from the results (Figure 1) that
the histogram of log-likelihood overlaps significantly for both in-distribution and
OOD inputs, thus showing the model’s inability to differentiate between in-
distribution and OOD. The authors further note that their observations are not in
isolation and are congruent with earlier works using image data.

Naturally, artificial general intelligence (AGI) comes to mind when we broach
the topic of narrow Al (as afore discussed). We can think of AGI as the AI’s ability
being on par or exceeding that of a human’s ability to learn, understand and per-
form intellectual tasks. To conceptualise the relationship of narrow Al and AGI, one
may think of them as two sides of the same coin or rather, both ends of the same Al
spectrum. Simply put, advancements in narrow Al will evolve towards AGI ulti-
mately. Consensus indicates that AGI is not here today [5, 6] and predictions for the
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Figure 1.
Log-likelihood hardly separates in-distribution and OOD inputs, adopted from [4].
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advent of AGI ranges widely anywhere from a few years to many decades away.
Towards this goal, there are research directions on multiple fronts such as to pro-
gress deep learning from its current System 1-like abilities to be System 2-capable
[7], improving language understanding through increasingly larger and complex
language models such as BERT [8] (and its variants) and GPT-3 [9], etc. These are
tangible indications that AGI is still some way off.

Meanwhile, we believe there is a complementary and parallel research direction
to advancing narrow Al towards AGI. And that is human Al collaboration in which
we exploit Al (be it narrow or AGI) to augment our natural abilities. In this sense,
for as long as work is envisioned to involve humans, the pursuit for human Al
collaboration remains a valuable research direction which will only be more rele-
vant and strengthened further by Al's advancements and increasing pervasiveness
at work. In the following sections, we will progressively present our proposed
framework designed to enable the collaboration within a network of humans and
Al To begin, we will first discuss some background concepts relevant towards our
proposed work.

2. Type theory: formal language of terms and types

Type theory is a branch of symbolic logic in mathematics. The theory of types
was conceived to address Russell’s paradox arising from naive set theory, which says
that any definable collection is a set. If we define a set of all sets that do not contain
themselves, the paradox is illustrated when the set is not a member of itself and
therefore needs to contain itself, which then leads to a contradiction of its own
definition (Eq. (1)).

Let S = {x €Set|x ¢ x}.Then SeSSS ¢ S. (1)
We can think of type theory as a formal language, complete with a set of rules

that inform us on the construction and computations for strings of symbols which
we will further introduce hereon the concept of terms and types.

a:A (2)
We begin with a basic representation (Eq. (2)), more formally referred to as a
judgement, often encountered in type theory, which simply means that 4 is a term
of type A. We can also think of this as a is an element of A. To illustrate for further
clarity, we define some examples of terms and types using some real-world objects:
* ved, green, yellow, orange : Colour

* mary,john,isaac,caleb : Name

* apple, strawberry, banana, orange : Fruit

chicken, fish, beef , turkey : Meat

In type theory, every term must have a type as seen in List 2. For ease of
understanding, we can loosely correspond this to the set theoretic statement 2 € A
where red, green, yellow and orange are all members of type Colour. Another
correspondence can be thought of as propositions as types under the Curry-Howard
isomorphism [10], where A is a proposition, then a validates the existence of A. To
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provide the evidence, we will have to perform some mathematical operation to
construct the object, that is the term inhabiting the type. Here we observe that
constructivism is a foundational aspect of type theory, meaning we cannot just
assume that objects exist through means such as “Suppose that there exists such an
object....” or by proving the existence of some object through deriving a contradic-
tion from the assumption that object does not exist.

Like other concepts in mathematics, the construction of an object in type theory
is governed by rules and we will focus on the introduction of the relevant concepts
in the following sections.

2.1 Function type

To start, we look at the function type. Given types A and B, we can construct the
type A — B of functions mapping from domain A to codomain B. If we define a
function f of type A — B and apply to the term 4 of type A, we can obtain a term
f(a) of type B (also can be written as f(4) : B). For function types, the mapping
between the domain to the codomain is constant and fixed. Let us look at a more
relatable and practical example of a function type:

* We define a function head that returns the first element of a list.
* head belongs to the type Lista — a

» We apply head to a list [1, 2, 3] and result is 1.

* If we apply head to a list, the result will be.

Hence, a function type will always map from some domain A to the codomain B.

2.2 Dependent product type

Next, we introduce the dependent product type for which its terms are functions
whose type of codomain varies depending on the term of the domain that the
function is applied to. It is also referred to as a dependent function type or [ [-type.
Given a type A and a family of types B : A — U, we can construct the type of
dependent products [[,.,B(x) : U where U is known as universe whose elements are
types. The dependent product type is often used in type theory, and we can think of
it as a more generalised form of the function type. The main difference lies in B
being a constant family in the function type, such that [[.,B=A — B.

To illustrate, let us define f as a dependent function of type [[,.,B(x) and apply
term a of type A. The result is such that we obtain a term f(a) of type B(a) (also can
be written as f(a) : B(a)). We further provide a more relatable example of a depen-
dent product type as follow:

* We define a dependent function intOrString of type [, pooieanitOrString (x)
that returns an integer or string depending on the input true, false : Boolean.

* We further define terms and types as 11 : intOrString (true) and hello’
intOrString (false).

o If we apply intOrString to the term true of type Boolean, an integer 11 is
returned.
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o If we apply intOrString to the term true of type Boolean, a string %ello’ is returned.
* Note that intOrString (true) and intOrString (false) are different types.

Hence, a dependent product type will map to a different codomain depending
on the input term.

2.3 Propositions as types

Earlier on, we briefly talked about the correspondence referred to as propositions
as types. To validate the truth about a proposition, it means that the corresponding
type needs to be inhabited by some term and this is the evidence (or witness) to the
proposition. Generally, the evidence will not be constructed explicitly but rather,
translated from proofs into a term of a type and in this sense, it feels like classical set
theory reasoning. However, a proposition in type theory goes beyond being true or
false, to being a collection of all possible evidence towards the proposition’s truth.
This mirrors much of our real-world work scenarios, in the sense that there is often
more than one correct (true) way of fulfilling a task.

Furthermore, the correspondence between type theoretic and logic operations
(Table 1) allows us to syntactically construct a type theoretical operation with the
semantics of the corresponding logical operation. This is significant because with
the ability to correspond between type theoretical and logical operations, the evi-
dence (or proofs) are therefore first-class mathematical objects instead of being just
a means for communicating mathematics.

Although it may not be immediately apparent, what we just discussed has
impactful implications, mainly:

* Logical operations are integrated within the type theoretical operations, thus
combining semantics and syntax. Hence, under the paradigm of propositions
as types, a proposition is true and valid when we provide a term to the type. In
other words, the type (proposition) is now inhabited by a term (evidence).

* As we are operating with first-class mathematical objects within type theory,
this introduces an important aspect: Computability. This gives rise to a further
correspondence which is termed as evidence (or proofs) as programs.

* Due to the constructivism nature of type theory, terms are constructed through
a set of rules introduced earlier within Section 2. This introduces another
important aspect: Explainability.

Logical Type Theoretic

True 1

False 0

Not A A—0

Aand B A xB

AorB A+B

A implies B A—B

A if and only if B (A—B)x(B—A)
Table 1.

Correspondence of logical and type theovetical operations.
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2.4 Reasoning through structured types

Type theory can be viewed as a mathematical formalisation for a programming
language. Examples of such programming languages include Agda, Coq, Haskell and
more. One notable usage is in proof assistants, that resulted in a verifiable proof of the
four colour theorem [11] well over a century after its introduction in 1852. Another
notable usage is in formal program verification, which is a software programming
paradigm that ensures that the resulting computer program has the rigour of a math-
ematical proof. This is achieved through specifying how a program should behave and
ensuring that it works as specified, which is synonymous with the creation and proof
of a mathematical model. Beyond the guarantee of the program’s correctness, this has
significant implications on cyber security in our highly connected digital society.

Though dependently typed functional programming is not mainstream at the
point of writing, it is on the rise and initiatives such as CompCert [12] are active in
taking functional programming forward. In concluding Section 2, we find the fol-
lowing quote [13] useful as a succinct summary of type theory:

In type theory, unlike set theory, objects are classified using a primitive notion of type,
similar to the data-types used in programming languages. These elaborately structured
types can be used to express detailed specifications of the objects classified, giving rise to
principles of reasoning about these objects.

3. Group-assign: type theoretic framework for human Al orchestration

Having discussed the background and relevant concepts, we will describe our
proposed work hereon. We will first start off with a summary of what the framework
is and what it does in Section 3.1. Following this, we will further describe the frame-
work details, methodology and associated terminologies over the subsequent sections.
We will also openly discuss about the design considerations that influence the current
version of our proposed framework. This is done with the key purpose for sharing our
research thoughts through the journey of developing our framework, to better inform
future interested parties on how they can leverage and further our proposed work.

3.1 Framework overview and contribution

While the idea of human-machine or human-computer collaboration is not new
and different ideas have been proposed. To the best of our knowledge, we are one of
the first to propose the use of type theory as a language to orchestrate and describe
human-machine collaboration. In our proposed framework, we define a fundamen-
tal set of type theoretic rules:

* Base form of intent representation.

* An intent can be applied to different data.

* An intent may result in any number of possible implementations.

* An intent may be composed of one or more constituent intents.

We also define abstract functions for Group and Assign as base methodologies within
the framework to handle data and assigned towards associated implementations.

As an implementation to the type theoretic framework, we develop a prototype
using Python that allows us to orchestrate independent declaration of intent(s) and
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instantiating the intent(s) with associated data and implementations, visualised as a
simple directed graph that can be recursively built upon a intent-data-implementa-
tion pattern. Collectively, this graph represents a work plan (e.g. Running a fast
food restaurant) in the real world. Each node symbolises some real-world human
intent, data group, implementation. For example, “Cook Burger Patty” is an intent
that can be instantiated with “Chicken”, “Beef” as data groups associated to “Ten
steps to cook a burger patty” as an implementation.

3.2 It all begins with an intent

In the context of our proposed work, we define intent simply as “the desire to do
something (carry out an implementation)”. It is beyond the scope, however, to
discuss or quantify intent from a philosophical or psychological view. Before we do
something, we first have the intent to do so and the intent does not always neces-
sarily lead to any tangible implementation. Here, we introduce the distinction
between intent and implementation.

Work tasks often involve multiple actions and, in this sense, can be considered
complex. In undertaking the task, we form an overall intent (which is to complete
the task) comprising of constituent intents, which together represents an abstract
plan to manage the task. For example, to set up a meeting, we will need to check for
the meeting room availability, attendees’ availability and then determine the best
common time slot. The overall intent in this example is “set up a meeting” with the
rest being constituent intents. While “check for meeting room availability” and
“check for attendees’ availability” can be independent, “determine best common
time slot” will depend on these two constituent intents. A constituent intent
may depend on one or more other constituent intents or it may also be
independent from (existing alongside) other constituent intents. Here, we intro-
duce the notion of a hierarchy of constituent intents within the context of an
overall intent.

It can be challenging when we talk about intents. Horizontally across a company,
different people in the similar job tiers can have different views about the same
thing. Vertically, people across the job tiers will see things at different granularity.
Using the same illustration of setting up a meeting, a manager may just instruct the
team to set up a meeting. The team member in charge will probably add more
constituent intents such as checking for meeting room and attendees’ availability
because “set up a meeting” is insufficient to fulfil the task. This is an example of
vertical granularity differences. Given if another team member is put in charge, he/
she may also handle it differently and perhaps add “Cater for coffee and tea” as a
constituent intent. This is an example of horizontal diversity. Therefore, to achieve
the overall intent (some collective goal), it is important to have the ability to
connect diverse and distributed intents in a robust manner.

With these design considerations in mind, framework design principles are
summarised as follow:

* Intent and implementation are distinct.

* An intent (within a context) can contain a hierarchy of constituent intents.
* An intent may depend on other constituent intents.

* An intent may have one or more possible implementations.

* Intents should be connected in a robust manner, enabling explanability.
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3.3 What is the language for connecting intents?

We earlier discussed about the importance of connecting intents. And by
connecting intents, we are composing some work plan. More generally, we are
composing a structure and examples abound as we live in a world filled with
structures. Examples of structures exist in buildings, deoxyribonucleic acid (DNA),
literature, music and many more. The principle of compositionality [14] states that:

For every complex expression e in language L, the meaning of e in L is determined by
the structure of e in L and the meanings of the constituents of e in L.

Reasoning is not monolithic and whether as an individual or a team, reasoning is
compositional in nature. As we saw earlier, works in AI (both symbolic and neural)
are also looking to emulate this behaviour within their AI models. However, intents
are intangible and formless. We cannot know what another’s intent is unless it is
expressed. From a human to human perspective, we compose expressions using
some language (e.g. English, Chinese, French, German, etc.) to convey our intents
to each another, and the success of it depends on both parties understanding the
language as well as whether the expression is well-formed. This takes place so
commonly in our daily lives that most of us likely have taken for granted the
underlying significance. Hence, an expression is a proxy of our intent and the
language is what enables the connection of intents.

Progressing into a future where humans and AI collaborate, will a human lan-
guage suffice? The answer is clearly no. This is where we believe type theory will
serve a suitable and important role in our proposed framework as the language
(syntax) that allows users of the framework to define and connect intents and
associated implementations (semantics) in a principled way.

3.4 Intents as types can be understood by machines

Humans are not precise and often ambiguous in expressing our intents. Clearly,
there is no metric for compatibility and level of abstraction when it comes to human
intents. The level and the type of details we deem important and sufficient vary
accordingly based on our experience. But with machines, precision and non-
ambiguity is critical for things to work.

We believe type theory serves a key role in our proposed framework as the
language (syntax) that bridges humans and machines. By embedding human-
expressed intents within our type theoretic framework, we posit that the expres-
siveness (and ambiguity) of humans can be preserved while simultaneously having
the precision that machines require in order to function.

This allows users of our framework to define and connect human intents and
associated machine implementations (semantics) in a principled and precise man-
ner that also allows for diversity and distributed contributions from multiple parties
as is reflective of real world conditions.

Earlier, we presented the idea of correspondence in type theory such as “propo-
sitions as types” and “proofs as programs”. In our proposed framework, we further
introduce a correspondence termed intents as types (Figure 2).

implementation : Intent 3)
Recall we established that an intent is distinct from its implementation and an

intent may have one or more implementations. This structure is a natural corre-
spondence to the basic representation of term and type (Eq. (2)) earlier introduced
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Term Type

Proof Proposition

Figure 2.
Intents as types.

and we will represent the base form of an intent in a similar type theoretic manner
(Eq. (3)). Hence, we can easily understand this correspondence as:

* Intents as types
* Implementations as terms

By establishing intents as types, we have effectively laid down the foundation of
our proposed framework from which we will further extend its functionalities.

3.5 Separation of intent and implementation

In our proposed framework, there is a profound significance underlying intents
as types. And this is because it allows for the separation of intents and
implementations, which we believe to be critical towards enabling collaborations.
Today, intent and implementation are intertwined which can be seen from how
systems often specify and dictate how we carry out tasks in fulfilment of some
intent. However, in context of the knowledge workplace, this is probably too dra-
conian and rigid where the creativity and autonomy of individuals are especially
valued. Furthermore, in reality, intents are often separate from implementations
and may even be contributed by different people. Particularly, collaboration at scale
is complex and we cannot reasonably expect it to be well-defined or pre-defined
from the onset. On contrary, we can expect that for any collaboration:

 Multiple parties are involved.

* Coordination needs to happen vertically and horizontally within the
organisation’s hierarchy.

* People’s ideas and ways of doing things can be fluid, dynamic and diverse.

Essentially, we need to flexibly handle the division of interdependent labour,
interconnected intents, and diverse methods of handling the task at hand. There-
fore, the question is: how can we tie people’s collaboration together - managing the
flow of information, etc. - allowing each person to define what they can do for
others without overtly constraining their implementation, then allowing each task
with input data to be broken into groups of data which can be handled with
different implementations?

To achieve this, we believe that there needs to be a separation of intent from the
implementation using type theory, enabled through our proposed framework.
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3.6 Framework axioms

Next, we derive the rules (axioms) of our proposed framework which will
govern the operations in a type theoretic manner.

Given some data x : X of type X and an intent G(x), the output is some
implementation g(x). We represent this statement type-theoretically in Eq. (4),
which relates an implementation (term) to its intent (type).

gx) : G(x) (4)
Alternatively, we can write
g : TLxG(x) (%)

where we view g as a term of a dependent product type.
To fulfil an intent G(x):

* there may exist data groups or subtypes X1,X>, ..., X, €X where the intent
former G can be applied. This means that for different data x1 : X1, x> :
X5, ..., xi : Xi, we could form different intents.

G(x1), G(x2), ..., G(xk) (6)

* Given some datax; : X;, the intent G(x;) may have one or more implementations.
Moreover, there may exists any number of possible strategies or implementation
formersg,,g,, ...,g,, for constructing implementations for G(x;).

Z1:82> >8m + Glxi) 7)

* Each implementation former g ; for G(x;) may consume the outputs from one

or more constituent intents I';, I', ..., T’, and associated implementations may
receive inputs from one or more constituent intents (Eq. (8)). This means that
an intent may contain its own hierarchy of constituent intents.

y1:T1(oi) — 7y : Ta(xi, 71)

(8)
— V- Fn(xi, V1 oee ﬂ’n—l)

= gi(Xis 715725 e Vn) + Glxi)
In summary, these framework rules allow us to:
* Define and construct intents.
* Connect intent to constituent intents.
* Associate an intent with its implementation(s) and related data.
3.7 Group and assign
Next, to complete the framework, we will introduce two algorithms, Group

and Assign, as abstract methods respectively described in Algorithm 1 and
Algorithm 2.
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The Group function (Eq. (9)) is defined as: For every intent, we have a set of
data that can be further grouped into smaller groups based on some grouping
criteria J.

Group(G, [x]) — (G, [(x,/)]) ©)

Algorithm 1 Group.

1: Input: G, [x] where x €X, ] wherej €]

2: Output: (G, [(x,/)])

3: Initialise:

4: L — @ where L is a placeholder list to collate all (x,j) pairs
5: for eachj in J do

6:  if x matches criteria j then

7: L — (x,5)
8: endif
9: end for

10: (G, [(x,/)]) = (G, L)
11: return (G, [(x,])])

The Assign function (Eq. (10:)) is defined as: For each group belonging to an
intent G, some implementation g is defined and applied to the group.

Assign(G, (1)) = (G, [z 511,720 7)) (10)

Algorithm 2 Assign.
1: Input: (G, [(x,)])

2: Output: (G, [ (x.1.g;)|)

3: for each (x,) in [(x,/)] do
4:  if some g exists for (x,7) then

5: (x,j,gj) « (x,j).append g
6: end if
7: end for

8: return (G, Kx’j’gj)})

Our proposed framework is collectively formed by the framework rules (Section
3.6), Group and Assign. This completes the description of our framework and in the
following sections, we will discuss the evaluation strategies and findings for our
proposed framework.

3.8 Evaluation approach

Our proposed work brings together type theory, type theoretic framework
axioms and associated functionalities as a human Al intent orchestration framework
intended for real world application. To the best of our knowledge, this is a novel
effort and uniquely positioned idea to introduce capabiltiies for enabling a
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collaborative human AI future. This concurrently presents a challenge for us in
determining how best to provide an evaluation of the proposed framework as
widespread adoption and understanding will require more time and effort beyond
our scope of research, as is reasonably expected given that the collaborative human
Al society has yet to be a norm at the point of writing.

Going into the future, we intend to utilise our proposed framework and progress
beyond our preliminary evaluation efforts to progressively identify and engage
external parties for further evaluation through joint collaborations. Nevertheless,
we endeavour to provide an evaluation of our proposed framework here and there-
fore consider the following:

* What is the closest and most relevant domain for our proposed framework?
* In reference to this domain, what are some useful evaluation strategies?

We believe that evaluation strategies for a toolkit (which we liken as comparable
to our proposed framework) from the domain of human computer interaction [15]
is relevant and suitable. We also note that the authors have expressed that “The
problem is that toolkit evaluation is challenging, as it is often unclear what ‘evalu-
ating’ a toolkit means and what methods are appropriate.”, which speaks of a
similar challenge for us and is still commonly faced till date by researchers of
toolkits. Concretely, we reference and adopt two well-established evaluation strat-
egies for the purpose of our evaluation, namely:

* Demonstration: As the name suggests, this evaluation strategy shows what the
framework can support and how users might potentially use the framework
through means such as using examples to illustrate a variety of possible
applications. And it helps with the question of “What can be done with the
framework”. For our proposed work, we conduct this in the form of a “How
To” scenario which is a technique of the demonstration evaluation strategy.
Essentially, it is a walkthrough on a step-by-step breakdown of the workflow
into individual steps and its associated results. Following this method, we
demonstrate using a real-world context and step-by-step breakdown of how
the framework orchestrates the intents of multiple users (Section 3.9).

* Usage: This particular evaluation strategy involves a user group in how they
work with the framework, which helps with verifying aspects such as
conceptual clarity, ease of use, value as perceived to the target user group, etc.
And it helps with the question of “Who can use the framework”. In practice,
this is complementary and often combined with demonstrations. For our
proposed work, we conduct this in the form of a walkthrough which is a
technique of the usage evaluation strategy and gather the users’ overall
impressions. Using this method, we show our proposed framework to our
potential users for their feedback and impressions. As a further enhancement,
we also made this an interactive walkthrough where the potential users
participated under the context of a work task in our team (Section 3.10).

3.9 “How to” scenario
To illustrate the walkthrough, we utilise our prototype software library and
further implement a demo application built on top to illustrate plausibility and

practical usability of our proposed framework. Figures 3-6 are screenshots taken
from the demo application.
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To begin, let us suppose the scenario where we are planning for a fast food
restaurant operations. Serving meals to our customers would be core to our busi-
ness. In this context, “Serve Meal “would therefore be an overall intent from a
management perspective. Another person on the team might look at this and sug-
gest that we offer nuggets. Another then contributes that selling burgers will be a
great idea too. Now, we have three intents altogether (Figure 3): “Serve Meal” and
two constituent intents, “Serve Nugget” and “Serve Burger”.

Subsequently, another team member points out that a meal would only be
complete with a drink and further contributes “Serve Drink” (Figure 4). Here, we
see that the framework is flexible to handle contributions of intents from different
parties in a distributed manner. We could go on and add more intents, but this will
suffice in this walkthrough for now.

At this point, we start to have a semblance of a plan on our food menu strategy
and at work, this is what is often referred to as a “high level” view. However, it
clearly still lacks further granularity such as:

* What type of burger?

* What type of drinks?

* What type of nuggets?

* What are the types of meal combinations we want to offer in our food menu?

We decide then that what we serve will depend on our inventory except we will
not serve beef nuggets because it is not a norm. Looking through our inventory, we
have chicken and beef in our raw meat inventory and coca-cola in our drinks. So,
we will make beef burgers, chicken nuggets and coca-cola drinks. In doing this, we
have effectively created groups of data based on some criteria and associated them
with the corresponding implementation and intent (Figure 5).

Finally, we decide to offer 2 types of meal: Beef burger with coca-cola and
chicken nuggets with coca-cola. This leads us to having a complete plan (Figure 6):
We know what we want to do (Intent), we know how to do it (Implementation)
and we have the ingredients (Data).

It is clear that different levels of details (i.e. intents, implementations) are often
being handled by different workers horizontally as well as vertically within a com-
pany hierarchy. Any work operations of some scale will necessitate this division of
labour. This is where disconnects will happen because there are no guarantees of
higher level details connecting with more granular details, especially more so when
the big picture is contributed by many different workers.

Serve Nugget Serve Burger Serve Meal

Figure 3.
Constructing intents in the context of menu planning for a fast food restaurvant.

Serve Nugget Serve Drink Serve Burger Serve Meal

Figure 4.
Adding an intent “serve drink”.
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" Make Chicken Nugget » ( Make Beef Burger ( Make Coca-Cola Serve Meal

Coca-Cola Gip

Serve Nugget Serve Burger Serve Drink

Figure 5.
Associating intent-data-implementation. Intents ave vepresented as ved rectangles, data is vepresented as blue
diamonds and implementations are represented as green ovals.

~ Make Beef Burger i

i Q _ Make Coca-Cola ¢ Make Chicken Nugzet
Serve Burger Serve Drink Serve Nugget
" Make Burger Meal (¢ Make Nugget Meal )

Serve Meal

Figure 6.
Completed plan for offering fast food meals.

3.10 Usage feedback

To collect usage feedback, we conducted an interactive walkthrough on a
work planning task for strategising our business unit growth, where we
collaboratively develop a workplan by using our proposed framework principles.
For confidentiality reasons, the actual content of the workplan will not be
documented here. However, the process is similar in nature as our detailed step-by-
step breakdown in Section 3.9. Following the conclusion of our interactive
walkthrough, the user feedback for our proposed framework are summarised as
follow:

* Structured yet flexible: The intent-data-implementation pattern for building
up a workplan provided a clear structure for interdependent labour,
interconnected intents, and diverse methods of handling the task at hand.
However, there is still much flexibility for expressing intents and
implementations, and the structure does not inhibit this flexibility.

* Clarity and precision: It is apparent from the workplan to see which intents are
unfulfillable due to the inability to provide implementations or data for. While
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this feels rigid initially, it is subsequently well-accepted as there is a recognition
that we cannot simply speak about our intents at work without the means to
make it happen.

* In summary, we like to highlight some key points:

* The workplan can be easily visualised as a simple directed graph that is
recursively constructed through primitive blocks comprising of 3 types of
nodes: Intent, Implementation and Data.

* Beneath the apparent simplicity, the workplan is type theoretic and built upon
the rules and algorithms (Group and Assign) described respectively in Sections
3.6 and 3.7. This confers any workplan built upon this framework with the
desirable type theoretic properties discussed in Section 2.

From our evaluations, we demonstrate the plausibility of our proposed frame-
work towards its intended goal for orchestrating work plans across a heterogeneous
network of human intents associated with Al/human implementations and data.

4, Conclusions

In summary, we can see that the framework orchestrates the intents and associ-
ated implementations from different people while keeping the intent and imple-
mentation separate.

* This allows for each person to define what they can do for others in a
distributed manner, while also enabling them the flexibility and freedom to
provide their implementations they deem best.

* More so, by utilising primitive blocks of intent-data-implementation, the
workplan is built up in a type theoretic manner where dynamic dependencies
can be captured and represented clearly.

* This essentially makes the workplan a mathematical model which can be fully
described using type theoretic expressions and hence is computable and
constructive in nature.

4.1 Challenges and future directions

At the beginning of the chapter, we established the significance of human Al
collaboration, and proceeded to share about our proposed work and its intended
contributions towards this goal. In ending this chapter, it is apt to candidly discuss
about its potential challenges and associated future directions. To do this, let us
expand our view of human Al collaboration beyond the technological lens. Again,
what then is human AI collaboration? It is a relationship, fundamentally. Like any
successful relationship, trust and communication are crucial. Let us discuss each of
these factors:

* Trust. This represents our confidence level in relying on the output from our
Al counterpart. How do we ensure that the Al is performing as it should? Is
there transparency in the way the Al operates? Are we able to interpret and
understand why the Al does what it does? For example, standard-setting
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organisations define criteria for many technologies to ensure that compliance
guarantees quality, digital security protocol such as SSL ensures the security for
internet communications, well-documented manuals aid us in product
troubleshooting and maintenance, etc. Every new technology introduced
would eventually face questions such as these. Going forward, an area of
potential interest lies in the framework integration with proof assistant
capabilities. Work plans built upon our proposed framework are type theoretic
in nature. The broad idea is therefore to treat every work plan as a theorem to
be proven. By proving the theorem (work plan), the strong implication is that
the work plan is verified to be working as intended. The ability to frame real
world work plans as a mathematical model has desirable benefits in terms of
trust, and this is an area which we hope to investigate more deeply.

Communication. This represents how human and Al convey and exchange
information. While our proposed work contributes towards a facet of human
Al collaboration to enable the description and orchestration of intents across a
network of humans and machines, it is targeted and focused as is the nature of
research. As an analogy, while networking protocols enable the exchange of
information over the Internet, it does not inherently make information easily
searchable by users. For this, technologies such as search engine come into
play. Switching back to our context here, an interesting aspect of
communication (beyond our proposed work) would be to consider how these
intents (along with its associated implementations and data) can be made
discoverable and reusable by others.

Naturally, our discussion here is by no means exhaustive. It is our intent and

hope that our proposed work and discussion contributes towards and catalyse
future discussions in the research community for the continued advancements of
human Al collaboration and ultimately, towards the future of a collaborative human
Al society.
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Chapter 5

Al-Powered Virtual Assistants
in the Realms of Banking and
Financial Services

Margherita Mori

Abstract

This chapter aims at providing a framework for analysis on evolutionary trends
in finance that have to do with technological progress and especially with artificial
intelligence (AI) applications. The starting point can be identified with a survey on
how they have modified the business areas involving banking and financial services
and on what can be expected - in terms of future strategic shifts and behavioral
changes - on both the supply and the demand sides. The next step revolves around
awider and deeper investigation on the role that virtual assistants have started
to — and are likely to further - play in the areas under scrutiny: special attention is
requested upon the provision of enhanced customer service support, including con-
versational Al and sound branding; implications encompass developments that are
on the cards, based upon digitalization as a must — not just an option — as shown by
the Covid-19 pandemic. Conclusions allow to emphasize the significance, advanc-
ing features and value of this conceptual paper, as it leads to sort out best practices
and success stories that are worth disseminating and replicating to benefit not only
individuals and enterprises having direct interest in them, but society as a whole.

Keywords: Al applications, banking, conversational Al, digitalization,
financial services, sound branding, virtual assistant

1. Introduction

Remarkable improvements in computer and telecommunication technology have
fueled financial innovation worldwide in the last few decades and are key to most
developments under way, that encompass institutional, product and process inno-
vations: they deal with new types of financial firms (such as specialist credit card
companies, electronic trading platforms and direct banks), new financial services
(such as derivatives, asset-backed securities and foreign currency mortgages) and
new ways of doing financial business (such as virtual, home and phone banking);
in other words, all three pillars that the financial system is generally thought of
being based on — namely: financial institutions, markets and products — have been
positively affected, to the point that “many of the things that seemed so incredible
10 years ago are now foundational” [1]. Looking forward, the incredible pace of
technology-driven change sounds promising for further progress, that may prove
beneficial non only to financial institutions, but also to their counterparts across all
economic sectors and geographical areas.
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Within this framework, a major role needs to be assigned to artificial intel-
ligence (AI), as a “multidisciplinary topic, where researches from multiple fields as
neuroscience, computing science, cognitive sciences, exact sciences and different
engineering areas converge” [2]. Related applications have gained momentum in
the realms of banking and financial services, as well as in other industries, thus
leading to state that getting involved in Al is a must, rather than just an option:
reference points can be easily identified with “machines or systems that can perform
complex tasks normally considered to require ‘intelligence’ and thus thought to be
the preserve of humans” while the meaning of Al has been explained by evoking “a
computer system that can sense, comprehend, act and learn”; as a result, it can be
argued that “by enabling machines to interact more naturally — with their environ-
ment, with people and with data — the technology can extend the capabilities of
both humans and machines far beyond what each can do on their own” [3], p. 3.

These thoughts pave the way for emphasizing the cross-cultural implications
of AI, with its specific challenges and opportunities, and for discussing about
it in terms of “systems endowed with the intellectual processes characteristic of
humans, such as the ability to reason, discover meaning, generalize, or learn from
past experience” [4]. Along this line of analysis, it comes natural to sort out most
recent trends in this field, which sounds like an invitation to shed special light
on Al-powered virtual assistants: they tend to be perceived as innovative tools
that can help financial institutions and especially banks — as well as other enter-
prises — to provide customer service support and carry out administrative tasks,
though the pertaining scope seems much wider; therefore, it is worth investigat-
ing how these digital assistants can be usefully resorted to and fully exploiting
their potential, in sight of contributing to advances in the financial industry and
particularly in the banking sector, due to its relevance and even prominence in
many operating areas.

2. From “bricks” to “clicks”

To begin with, it must be accounted for the significant improvements in infor-
mation technology that have been translated into new means of making banking
and financial services available, including delivering them electronically: no sur-
prise that e-finance has increasingly expanded, at a relatively fast pace, as financial
institutions have quickly perceived the risk of becoming obsolete if this evolving
trend would not be endorsed; a case in point has to do with the automated teller
machine (ATM), that stands as a major form of an e-banking facility and that has
enabled customers to get cash, make deposits, transfer funds from one account to
another and perform other financial transactions all day long, without interacting
with a human being. Not only the adoption of this facility has contributed to keep
operating costs at relatively modest levels for banks, but more convenience has been
provided to their customers.

Meanwhile, the drop in the cost of telecommunications has encouraged these
financial intermediaries to develop other innovations, such as those that fall under
the umbrella of home banking;: it allows banks’ customers to conduct many of their
bank transactions without even leaving the comfort of home; in turn, banks have
reaped benefits that stem from bearing substantially lower transaction costs com-
pared to those implied by having customers come to their premises. The success of
ATMs has been acting as a catalyst for the introduction and spread of other innova-
tive facilities, including the automated banking machine, which can be described
as a combination in one location of an ATM, an Internet connection to the bank’s
website and a telephone link to customer service [5], p. 500.
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Further innovations in the financial industry — and notably in the home banking
area — have been stimulated by the decline in the price of personal computers and
the increase in their presence in households, thus laying the foundations for the
virtual bank (also called digital-only and online-only bank) as a new type of banking
institution: it delivers its services through the Internet or other forms of electronic
channels - instead of conventional branches — and merely exists in cyberspace, which
takes home banking one step further by enabling customers to have a full set of
banking services available at home 24 hours a day; accordingly, the need for a physi-
cal location as the main vehicle to handle financial transactions has started to fade
away — up to the point that many actual and potential bank customers do not even
feel this need any more — and “clicks” have begun to replace “bricks” thanks to this
evolutionary business model in the banking industry. However, pure Internet banks
can hardly be conceived as the wave of the future, with a combination of “clicks” and
“bricks” being expected to establish itself as the predominant format in the bank-
ing sector, whereby remote banking can usefully complement the banking services
provided in line with traditional standards.

3. Progress in financial technology

Focusing on astonishing developments that have been recorded in financial
technology — shortly fintech, a combination of finance and technology — proves
rewarding to draw an updated picture of the global financial system, to be acknowl-
edged as the largest industry in the world: as widespread evidence implies, most
recent advances in this context have allowed financial institutions to satisfy the needs
of their target markets in novel ways, that have shaken up the historically change-
resistant banking sector, beyond expectations, and to serve potential customers
that would otherwise populate the market segments consisting of the unbanked
and underbanked [6]; thanks to progress in fintech, the financial industry has
been experimenting with virtual banking, as well as — in more general terms — with
automation, predictive analytics, new delivery platforms, blockchain and distributed
ledger technology, to mention just a few innovations in the field under scrutiny.
Promising areas that still call for keen attention involve mobile payments, digital
currencies, peer-to-peer lending and marketplace lending, and underlying issues
need to be more carefully addressed, that deal with the “the use of new technologies
to solve regulatory and compliance requirements more effectively and efficiently”
[7], p. 2 (or regtech) and with the recourse to innovative technology by supervisory
agencies to support their activity (or suptech) [8].

As far as key players, most fintech innovations have been generated — and further
fintech innovative solutions can be expected to emerge — outside the conventional
financial and banking system. New applications developed by bright minds have
been largely driven by non-bank entities, including venture capital-backed fintech
start-ups and non-traditional providers of financial services that often focus their
operations narrowly on a subset of the financial sphere of the economy: success
stories abound in the area of digital payments, as fintech start-up companies have
provided quick and convenient payment options, that encompass the adoption of
e-wallets; they have been increasingly used for paying online purchases and for
making person-to-person payments, thanks to intrinsic simplicity, not to mention
strategies that have been designed to attract users by providing reward points, cash
back and other exciting offers.

Very smart solutions that have been recently developed include those based on
biometric sensors: their installation entails another step in the ATM innovation, as
they are set to replace the need for carrying plastic cards and for remembering the
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pin to get access to a bank account through the facility at issue; biometric ATMs
use palm or fingerprint sensors, eye recognition and integrated mobile applica-
tions to identify the account holder, thus eliminating mistakes in recognizing
authorized customers and granting them access even if their card has been lost.
Challenges ahead encompass voice biometrics, that has already unveiled its multi-
faceted advantages for financial institutions and their counterparts on a significant
scale, and behavioral biometrics, that allows banks to look at how consumers
behave (for instance, on a mobile app or website) rather than using physiological
characteristics, like fingerprints.

4. Financial institutions and Al

With fintech being more and more widely adopted, a major impact in the
financial sector has been generated by leveraging some of the latest innovations
that involve AI: financial institutions have started to resort to it in order to trans-
form the customer experience by enabling frictionless, 24/7 customer interactions
while saving on costs; certain Al use cases have been increasingly disseminated
within the financial industry, especially by banks, that are estimated to be offered
the greater cost saving opportunities by front- and middle-office applications.

A case in point has to do with the recourse to chatbots that have been used for a
while, not only in the banking industry, and that allow to conduct an online chat
conversation via text or text-to-speech, as a cost-effective alternative to direct
contact with a live human agent.

Unquestionably, Al has the potential to upgrade bank management by making
operations and processes faster and safer, with their efficiency set to increase as
aresult, which leads to consider the “intelligent” bank as a reliable candidate to
become the rule — rather than remaining the exception — sooner than expected.
Further progress can be foreseen in the financial industry, as Al applications are
not just limited to retail banking: not only they are set to positively impact every
office at banks, but these applications can support all financial services providers to
completely redefine how they work, how they deliver innovative services and how
they transform customer experiences; to stress this point, even though consider-
ation tends to be focused on front-office operations, the back- and middle- offices
of investment banks and other financial institutions can also benefit from Al, as
shown by the full range of channels to get usefully involved in this innovative wave,
encompassing front-office (conversational banking), middle-office (anti-fraud)
and back-office (underwriting).

While the number of financial institutions that avail themselves of Al technology
is on the rise, the ones that will achieve successful implementation are those that
can develop comprehensive strategies: they can help to sense, comprehend, act and
learn, therefore envisaging a system that can perceive the world around it, analyze
and understand the information it receives, take actions based on that understanding
and improve its own performance by learning from what happened; these strategies
can help to drive growth in banking and financial services, in sight of a more sustain-
able and inclusive financial system, which our global village needs and deserves, now
more than even, due to the troublesome and persisting effects of the Covid-19 health
emergency. It is noticeable that several trends in digital engagement have accelerated
during this pandemic and the gloomy picture to be confronted with should push
financial institutions to take advantage of Al technology as “the foundation for new
value propositions and distinctive customer experiences’, to compete successfully
and thrive [9].
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5. Focus on virtual assistants

Virtual assistants can be considered the most conspicuous way in which AI has
modernized so far — and can still upgrade — the financial system, adding to the
human version of these assistants: as shown by the more and more intensive reli-
ance on chatbots, they have attracted the attention of financial institutions, as well
as of firms across a wide range of other economic sectors, and are being viewed asa
key ingredient to create differentiation in today’s increasingly crowded landscape;
the underlying technology includes application programming interfaces that allow
to analyze data, as well as web- and mobile-based user interfaces, and to deliver the
necessary insights to the end customer. No wonder that forward-looking financial
institutions have taken a leap of faith by investing in digital assistants to make
“contextual insights” available to the right persons at the right time and through the
preferred channels [10].

Al makes a huge difference between chatbots and virtual assistants who are
typically self-employed workers specialized in providing administrative services to
clients while operating outside their offices: these independent contractors usually
work from a home office; access is granted to them to the necessary documents
remotely, which acts as a stimulus to explore the potential of these assistants in
the post-pandemic scenario. Since working from home has become more accepted
for both workers and employers, the demand for skilled virtual assistants can be
assumed to grow and new opportunities are surfacing for virtual assistants who are
skilled in social media, content management, graphic design, blog writing, book-
keeping and web marketing [11].

To make a long story short, one of the advantages of hiring a virtual assistant is
the flexibility to contract for just the services that each employer needs. Actually,
this type of worker has become prominent, as small businesses and start-ups have
embraced the trend to rely on virtual offices to keep costs low and firms of all sizes
keep increasing their use of the Internet for their daily operations: being virtual
assistants classified as self-employed workers, a company willing to take advantage
of their services would not have to grant the same benefits it would be requested
to provide its employees with; furthermore, since virtual assistants work offsite,
they are expected to arrange and pay for their own toolkit (for instance, computer
equipment, high-speed Internet connection and commonly used software pro-
grams) and it should not even be accounted for workspace, including a desk, at the
company’s office.

6. Digital assistants versus chatbots

The trend towards increasing digitalization has allowed “intelligent” versions
of virtual assistants — known as Intelligent Virtual Assistants, shortly IVAs - to
proliferate: they can be defined as digital personal software-based agents that assist
us in performing our daily activities and are conceived as being “similar to personal
human assistants that, let’s say, take down notes during a meeting, remind us to tend
to our ‘to-do-lists, or read messages and emails sent to us” [12]; for instance, these
virtual assistants can help us to control and manage smart devices, that have become
essential to operate in the areas of remote banking. Going into a few technical
specifications, IVAs consist of “advanced conversational solutions — equipped with
NLU (Natural Language Understanding), NLG (Natural Language Generation),
and Deep Learning, that enables them to understand and retain context and have
more productive conversations with users” [13].
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Even though both chatbots and IVAs are ripened fruits of Al a clear-cut dis-
tinction needs to be made between them, as a precondition for implementing them
wisely and especially for taking full advantage of the added value that each of
them can provide: chatbots may simulate a conversational experience to a certain
extent but are ultimately constrained by having to work off a limited script, as
they lack the ability to learn over time and to adapt to context; on the other hand,
IVAs have the advanced capabilities to truly serve “assistants” to customers and
can emulate human interaction while carrying out a wide variety of tasks to fulfill
a user’s requirements. Therefore, these two Al applications cannot be confused as
one, as it often happens.

To all intents and purposes, chatbots are generally used as information acquisi-
tion interfaces, for instance to extract product details, whereas IVAs can assist in
conducting business: if you ask chatbots for virtual assistance — for instance, to
remind you of meetings, to manage your to-do lists and to take down notes — they
get confused and tend to search for clarification by keeping asking the same ques-
tions; anyway, chatbots play a crucial role in customer service, as customers can
usefully interact with them to satisfy specific needs, for example to gain product-
related information or even book an appointment with the product manager. By
contrast, IVAs utilize dynamic conversation flow techniques to “understand” human
emotions, thus enriching communications with humans and hence covering a
greater scope of action, which includes a wider range of tasks, such as those involv-
ing decision-making and e-commerce [14].

7. The potential of conversational Al

Despite the distinctive features outlined so far, both chatbots and IVAs are
considered conversational interfaces, which organizations — including financial
institutions — have recently started to actively and significantly deploy to automate
their internal business processes. These applications provide incredible value, as
they help to develop promising strategies that leverage Al, and are also impacting
our personal lives to a remarkable extent: more and more frequently, customer
service programs have been enriched by resorting to Al-powered software that
makes “intelligent” customer — as well as employee — experiences available; to stress
this point, it must be acknowledged that with conversational Al not only customers
but also employees get the answers they need fast.

It’'s more than simple “if-then” logic, since conversational Al incorporates natural
language to make human-to-machine conversations more like human-to-human
ones: the outcome can be described in terms of increased customer engagement,
continued trust and reliability in doing business, across all industries, and the ability
to make the best thinkers and doers in any organization more productive; as a matter
of fact, tech-savvy companies are building Al applications to augment business
productivity, as well as to innovate business operations, with the ultimate goal being
to help boost revenues. Therefore, more and more organizations are extending their
efforts to identify additional areas to leverage Al and derive maximum value from it,
by resorting to either chatbots or IVAs, as a viable alternative to utilizing both after
identifying the right areas of application for each of them.

In general terms, conversational Al refers to technologies which users can talk to:
these applications use large volumes of data, machine learning and natural language
processing to help imitate human interactions, recognizing speech and text inputs,
and translating their meanings across various languages; as far as the outcomes, the
applications at issue help to build task-specific, channel-agnostic experiences by
integrating data from various systems and channels (like SMS, Voice, WhatsApp
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and Facebook Messenger), and to retool teams for operational efficiency by auto-
mating the known and handling off the unknown. However, experts tend to label
conversational AI's current applications as “weak AI”, whereas “strong AI” should
focus on a human-like consciousness that can perform a wider field of tasks and
solve a broader range of problems [15].

8. Evidence from the financial system

With conversational Al being still considered in its infancy, it is even too easy
to foresee tremendous progress that can translate into more cost-efficient solutions
for many businesses, including financial institutions: focusing on banks, they
have been reportedly slow in adjusting to new technologies, since managers have
traditionally proven reluctant to abandon tried and tested systems for untested
advancements, and by the way investing in technological progress involves huge
amounts of money, which would make the risk of failure extra high; however, the
transition to “conversational banking” has begun on a global scale, thus persuading
banks to increasingly view chatbots and IVAs as new age contact center execu-
tives. Actually, these institutions have been pushed to mark digital transformation
as a top priority as they have faced competition from fintech start-ups that have
engaged in providing faster and more convenient options to their traditional
customers in the last few years [16].

Another relevant factor must be identified with the health emergency that has
been caused by the global spread of the novel coronavirus since 2019 and that has
made an increased need for online services to surface and accelerate right afterwards:
according to the United Nations Development Programme (UNDP), “while the pan-
demic demonstrates the immediate benefits of digital finance, the disruptive poten-
tial of digitalization in transforming finance is immense” [17] and positive effects
can be even expected as a contribution to sustainable development, especially to the
achievement of the Sustainable Development Goals in the 2030 Agenda that was
adopted by the United Nations (UN) in 2015 [18]; therefore, not only mobile payment
technologies have transformed mobile phones into financial tools for billions and
billions of people, but going digital has been positively impacting — and can further
upgrade — both supply- and demand-side drivers that interact to ultimately deploy Al
to advancing promising areas in the financial industry, such as those involving cryp-
tocurrencies, peer-to-peer lending and crowdfunding, to mention just a few of them.
In line with valuable research work by the Organization for Economic Cooperation
and Development (OECD), another innovative field to be closely scrutinized is popu-
lated by the so-called robo-advisors, that are computer programs designed to generate
investment advice according to customer data and that tend to be utilized “as a cheap
alternative to human wealth advisors” [19], p. 12.

Not to miss any opportunity, it is worth analyzing the financial system as a
whole, beyond the boundaries of the banking sector, which leads to shed unprec-
edented light upon insurance companies. To support this view, even a quick look at
most recent literature can be a source of useful insights to emphasize the potential
of the wide range of Al use cases in the market segment that they make up: this
almost 300-year old industry has been relatively slow to react to the disruption
brought about by the digital age but the rapid pace of technological innovation and
changing customer expectations in the last few years have contributed to substan-
tial improvements, with insurtech start-ups playing a key role not only to put forth
innovative Al applications in the industry under examination, but also to force
traditional insurance players to follow suit; as a matter of fact, Al can be applied to
the insurance value chain via a number of entry points, to encompass many areas

71



Virtual Assistant

(such as product development, marketing and sales, underwriting and risk-rating,
claims management, robo-advisory, process improvements and recruitment,
besides customer service) [20].

9. Success stories

Accordingly, success stories have unfolded in the insurance industry to learn
from, in order to contribute to advances in the financial sphere of the economy,
with their valuable repercussions in the real one not to be underestimated. A case
study that showcases useful implications deals with Allianz Taiwan Life Insurance
Co. Ltd.: it wanted a mobile assistant solution that could work across platforms to
better serve customers; using IBM Cloud and IBM Watson Assistant, the company
created an Al-powered virtual assistant that is described as being “smart, secure
and almost human” and that was forged to field 80 percent of its most frequent
customer requests, to provide “real help in real time” [21].

Turning to the banking industry, it is interesting to look at UBank, a digital-only
bank established in 2008 and headquartered in Sydney, Australia, that has been able
“to shrink time to market” by building a loan app virtual assistant on IBM Cloud
platform: after consulting with an IBM Watson and Cloud Adoption Leadership
team, this bank launched several initiatives, including RoboChat, a virtual assistant
that incorporates advanced technology to support the bank’s home loan application
form online and particularly to help customers apply for home loans; to see the
benefits of IBM Cloud technology at work, UBank and an IBM Garage team selected
an initial use case, focusing on the bank’s efforts to attract interest in its home loan
offerings. Rather than relying solely on an email campaign, this bank built an app
that plugs into Facebook and lets customers refer Facebook friends to the home loan
program to be promoted and essentially RoboChat has been set up as an additional
staff member providing a specific set of skills within this bank’s current live chat
capability [22].

Another revealing case study involves Banpro, that was founded in 1991 to sup-
port the social and economic development of Nicaragua and is part of the banking
group Grupo Promerica, with nine operating banks throughout Central America. In
an effort to scale exceptional always-on customer service, this bank launched Finn
AT’s virtual assistant technology in February 2018 and full functionality is being
supported in Spanish, the primary language required to serve Banpro’s Central
American audience: within just one year, this virtual assistant has been able to
complete 91% of chats without the need for a human customer service agent and to
resolve 80% of customer queries, freeing up human customer service agents’ time
to deal with more complex customer inquiries; the virtual assistant at issue is not
just handling queries from existing customers, as a great impression is being created
on new prospects that engage with it and ultimately become new customers, with
most common questions from them being about eligibility, product features and the
application process [23].

10. Unprecedented challenges and opportunities

Success stories encourage to proceed with investing — money, as well as time and
efforts — in technological innovation, not only in the financial industry. Challenges
and opportunities ahead include the recourse to sound branding (also known
as sonic branding, audio branding and acoustic branding) as a strategic tool for
financial services companies to communicate with customers: by tradition, money
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has been a visual and physical entity but financial institutions are now getting
involved in technological progress that should help them become recognizable audio
brand entities as well; the mass adoption of smart speakers with voice assistants
that are designed to enable audio-search, command and transactional capabilities
has widened the spectrum of channels through which consumers can interact with
brands and is pivoting service technology firmly in the direction of audio [24].

A recognizable and reassuring sounding brand that people can hear and easily
associate with the services provided by a bank is likely to help build trust and engage-
ment, to be undoubtedly considered relevant in the financial industry more than
in any other sector. As a reinforcement, it can be argued that brand engagement is
reportedly far stronger when audio is treated as an equal and essential aspect of the
brand: therefore, it makes sense that quite a number of financial institutions are
already harnessing the power of a well-designed sonic strategy to boost their brand;
looking far beyond the solitary sonic logo, these institutions are creating holistic
systems of branded sound and music that are flexible and anticipate proof for the
technological advances of the future [25].

Among the frontrunners, HSBC launched its “sound identity” in 2019, a year
after refreshing its visual brand identity to focus on its hexagons in a bid to make
its brand more consistent: a bespoke piece of music was chosen to help people
instantly recognize this bank and was proposed as the “next natural phase”, with
the marketing team cooperating with the digital team to get the audio in the bank’s
apps [26]; one of the major motivations was to reduce the fragmentation of HSBC’s
brand and the audio generated a brand score that could be used across multiple
experiences, both online and offline, to create a universal brand identity through
sound, at a time when consumers are increasingly busy and distracted [27]. By
the way, recent developments have even enabled smart speakers to be adopted
for voice-activated banking and as we march forward into a post-Covid era, that
should be ever more screenless, the role of sound is set to become ever more impor-
tant for the industry under scrutiny (and beyond).

11. Conclusions

To conclude, technological progress and changing consumer habits bring about
unprecedented challenges that even lead to question how banking brands can retain
trust while physical currencies tend to disappear and real, human interactions seem
to increasingly belong to the past. At the same time, valuable opportunities keep
emerging, that are worth taking: although there is less human contact, interactions
can be more personable through tailoring the experience around the customer; as
shown by the recourse to a brand’s “hymn”, the sound of this experience can play an
important part both functionally and emotionally.

It’s no secret that technology keeps evolving. For instance, IVAs hold extensive
capabilities to help revolutionize banking: the critical focus is to identify the right
areas to deploy these Al applications to, as well as to leverage chatbots; compared
to IVAs, they are said to lack “understanding” of human emotions but chatbots that
can gauge human sentiments are now being developed with the help of Al emo-
tional intelligence.

Allin all, AI can be considered a game changer in the financial arena, as well
as in the real sphere of the economy, and also has the potential to contribute to the
2030 Agenda that was set up by the UN to provide a shared blueprint for partner-
ships for peace and prosperity for people and the planet: accordingly, a broad
approach should be assumed to give due credit to the digital transformation that is
spreading on a global scale and that preludes to creating inclusive digital economies
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as non-negotiable; factors to be further investigated range from technological
advances that keep stimulating progress in the financial industry (especially in the
delivery of banking and financial services) to the efforts under way to deploy Al
to build the post-pandemic “new normal” as a stepping stone to a “new future”.
Anyway, a mental shift still stands as a precondition for meeting the challenges
that raising the bar of intelligence over time implies and for taking the underlying
opportunities.
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Specific Wear Rate Modeling of
Polytetratlouroethylene
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Network (ANN) and Adaptive
Neuro Fuzzy Inference System

(ANFIS) Tools
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Abstract

Lately, artificial neural network (ANN) and adaptive neuro-fuzzy inference
system (ANFIS) models have been recognized as potential and good tools for
mathematical modeling of complex and nonlinear behavior of specific wear rate
(SWR) of composite materials. In this study, modeling and prediction of specific
wear rate of polytetraflouroethylene (PTFE) composites using FFNN and ANFIS
models were examined. The performances of the models were compared with
conventional multilinear regression (MLR) model. To establish the proper choice of
input variables, a sensitivity analysis was performed to determine the most influ-
ential parameter on the SWR. The modeling and prediction performance results
showed that FFNN and ANFIS models outperformed that of the MLR model by
45.36% and 45.80%, respectively. The sensitivity analysis findings revealed that the
volume fraction of reinforcement and density of the composites and sliding distance
were the most and more influential parameters, respectively. The goodness of fit of
the ANN and ANFIS models was further checked using t-test at 5% level of signif-
icance and the results proved that ANN and ANFIS models are powerful and
efficient tools in dealing with complex and nonlinear behavior of SWR of the PTFE
composites.

Keywords: artificial neural network, adaptive neuro fuzzy inference system, multi
linear regression, specific wear rate, PTFE reinforced composites

1. Introduction

In the study of tribology, highly nonlinear and very complex relationship exists.
Specific wear rate of materials especially polymer matrix composites emanates from
scores of intricate associations on both microscopic and macroscopic levels between
surfaces which are in contact [1]. These associations depend upon tribological,
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geometrical as well as material behaviors of the contacting surfaces and the sliding
conditions for example, temperature, type of contact, lubricating conditions,
applied load, etc. [2]. Simulation of tribological properties usually deals with build-
ing of mathematical models extracted from practical data. The numbers of these
models were obtained to simulate specific wear rate of materials under restricted
conditions. Yet, no distinctive model was universalized to reveal the specific wear
rate of polymer matrix composites.

Of recent soft computing techniques such as artificial neural networks (ANNs)
and adaptive neuro fuzzy inference system (ANFIS) have emerged as potential and
effective tools to model wear property of poly-based composites, owing to their
abilities to learn from experimental data and generalize [3]. The pioneering studies
of exploring the potentials of these soft computing methods especially ANN in the
prediction of wear properties were carried out by Hutching et al. and Jones, Jensen
and Fusaro [4, 5], respectively. Thereafter, many researchers applied the methods
to analyze and predict the wear property polymer matrix composites under differ-
ent test conditions and material compositions. In the physical experimentation of
wear simulation, known material compositions and properties, experimental
parameters are fed into the ANN and ANFIS models as inputs and the anticipated
specific wear rate responses of the virtual scenario are computed. The fundamental
advantage of ANN and ANFIS modeling in comparison to other modeling tech-
niques are in their capabilities to provide accurate approximations or predictions
when complexity and nonlinearity are involved at the same time. Complexity and
nonlinearity cannot be handled by traditional curve fits [1]. More so, ANN and
ANFIS models can effectively deal with these.

Velten, Reinicke and Friedrich [6] explored the potential of ANN when they
predicted wear volume of short fiber reinforced polymeric composites. They found
that with increase in the number of inputs the prediction quality of the ANN model
was improved. Zhang, Friedrich and Velten [7] used multilayered feed forward
neural network to predict the coefficient of friction and specific wear rate of short
fiber reinforced polyamide. The results indicated a good agreement with experi-
mental results. Jiang, Zhang and Friedrich [8] applied ANN model to predict both
the wear and mechanical properties of polymer matrix composites. They established
a 3D plots to investigate the properties of the materials based on the material
constitutions and the experimental conditions. They reported that a well-trained
ANN could model the wear and that the results of the model were in good agree-
ment with the computed results. Aleksendric and Duboka [9] used ANN method to
predict the automotive friction material features at room temperature. Five differ-
ent types of friction materials were fabricated and experimented for the prediction
purpose and the ANN was trained with five different learning algorithms. They
found that each learning algorithm performed differently from one another but
concluded that Bayesian regularization algorithm produced the best result with a
single layer. Aleksendric and Duboka [10] applied the ANN to look into the possi-
bilities of prediction wear property of friction composites at elevated temperature.
They reported that ANN was effective in prediction the wear behavior of the
materials as its results were in good agreement with the experimental ones. Jiang
et al. [11] predicted wear and mechanical properties of polyamide composites,
Varade and Kharde [12] predicted the wear behavior of PTFE glass-fiber reinforced
composite using ANN and Taguchi technique. They found that ANN performed
better than that of conventional Taguchi method.

Mesbahi, Semnani and Khorasani [13] employed adaptive neuro fuzzy inference
system (ANFIS) to investigate the specific wear loss of PTFE, graphite short carbon
fiber and nano-TiO2. They reported that ANFIS model performed better than ANN
model. Jarrah, Al-Assaf and El Kadi [14] used ANFIS to model the fatigue property
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of unidirectional glass/fiber epoxy composite subjected to tension-tension and
tension-compression conditions. They reported that the results of the ANFIS model
were better when compared to those of ANN technique. Vassilopoulos and Bedi [15]
applied ANFIS to model and predict the fatigue behavior of multidirectional lami-
nate composite. They reported that about 50% of the data was adequate to model
and predict the fatigue behavior of the composite and the results were in agreement
with the actual data.

From above, it can be established that ANN and ANFIS models, hold great
potentials and are promising tools in the modeling of complex and nonlinear wear
behavior of polymer-based composites. The aim of this study is to model and
predict the specific wear rate (SWR) of polytetraflouroethylene (PTFE) reinforced
with glass, carbon and bronze fibers. The results of the ANN and ANFIS models
were then compared with multilinear regression (MLR) model to affirm their
superiority to traditional curve fit.

2. Methodology

ANN and ANFIS models have exhibited great power in describing complex,
noisy and nonlinear phenomenon like specific wear rate. In this study, specific wear
rate of PTFE composites was modeled and predicted using ANN, ANFIS and MLR
models with density, volume fraction, sliding distance, sliding speed and load as
inputs while specific wear rate as output. PTFE is a synthetic flouropolymer of
tetrafluoroethylene that possesses superior characteristics due to its molecular
structure consisting of fluorine and carbon. PTFE is hydrophobic and exhibits low
wear resistance because of its soft nature making its suitable for use as a single
material for practical application [16]. Glass fiber (GF) is a material consisting of
several fine fibers of glass. GF is less brittle, less strong and cheaper than carbon. GF
is compatible with most of the synthetic resin, does not rot and remain unaffected
by the action of rodents and insects. Carbon fiber (CF) is composed of thin, strong
crystalline filament of carbon and has a diameter of about 5-10 pm in diameter. It is
very strong, stiff, and light; its strength is five times that of steel and twice as stiff.
When CF is added to polymer, it improves the tribological property of the polymer
[17]. Bronze fiber (BF) is a metal fiber that consists of 88% of copper and 12% of tin.
It is hard and brittle. Its properties depend on the composition of the alloying tin.

A total of 63 specific wear rate experimental dataset was collected from the
works conducted by [18, 19]. Some mechanical and physical properties of the
materials are as shown in Table 1.

2.1 Artificial neural network (ANN)

ANN is a computational technique based on mimicking the function of the
biological neurons [20]. Three properties are employed in differentiating various
ANN models which are learning algorithms, transfer function as well as network

PTFE +Filler Color TS (MPa) FS (%) p (gcms)

Bronze fiber Brown 18.0 165 3.90

Glass fiber White 19.5 235 2.10

Carbon fiber Black 13.5 87 2.25
Table 1.

Some physical and mechanical properties of the PTFE reinforced composites.
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architecture [21]. The principal parts of ANN are the nodes or neuron which process
the data and the interconnections that show the interconnection power connected
to numeric weights [21, 22]. Figure 1 shows the input, hidden and output layers of
ANN architecture [23]. The fundamental structure of the neuron is as indicated in
Figure 2. Each neuron receives input data, assigns weight wjto the input data that
indicates the connection power for that input data for each connection. Thereafter,
a bias b; value is added to the total addition of the input data and corresponding
weights (u) in accordance with (Eq. (1)).:

N
u = ZWin +b 1)
=1

where x; is the input data, j is the jth data, w; represents the weight, b; shows the
bias and N stands for the total number of the data points.
The summation is transformed into output with the aid of a transfer (an activa-

tion) function F(u;), generating a value referred to as the unit’s “activation”, as

provided in the (Eq. (2)).

Hidden layer

Input layer

Figure 1.
A classical ANN image.
Activation
function
—}il 0= flu) }=§ Qutput
Figure 2.

The fundamental configuration of an artificial neuron.
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0 = f(uw) (2)

where O is the output.

One of the common types of ANN is the feed-forward neural network (FFNN).
In FFNN technique, the processing layer is completely interrelated by weights to
the rest of the processing layers (neurons). The learning stage in FFNN is actualized
by back-propagation (BP) algorithm. The idea of using the BP algorithm is to
compute the optimum weights that lead to the production of the target data in
accordance with a chosen accuracy. In this paper, FFNN was applied due to its
unique superiority of generating exclusive solutions without any prior knowledge of
the mathematical computations in the parameters. Figure 3 shows the architecture
of a FFNN used in this study. The ability of ANN to learn by example makes it
suitable for solving complex and nonlinear behavior such as specific wear rate that
cannot be addressed by conventional mathematical or physical models [24].

2.2 Adaptive neuro fuzzy inference system (ANFIS)

ANFIS is an important neurological network technique to obtain result of func-
tion approximation questions integrating the adaptive neural network and fuzzy
inference system. As a global estimator, ANFIS was designed to surmount the
limitations of FIZ and ANN. ANFIS integrates the experience capability of neuro-
logical network and the merits of the rule-based fuzzy structure, which can assim-
ilate previous information into categorization mechanism. A structure is
constructed by fuzzy logic descriptions as well as the neurological network is uti-
lized to harmonize the structure variables naturally thus removing the demand for
manual perfection of the fuzzy structure variables not like the neurological network
where the structure is constructed by training. Adaptive ability and flexibleness of
ANFIS makes it effective in handling the unpredictability of processes. The ANFIS
architecture is made up of five different layers arranged like any multiple layer
FFNN; coded in accordance with their operational functions. Sugeno firs-order
fuzzy model had been applied in this paper. Different from ANN whereby weights
are attuned, determination of the fuzzy language rules is needed as training the
ANFIS model. The training of the membership function variables of the ANFIS is
actualized through back propagation and/or least square and variables of the Takagi

Volume

Load

Speed

Density

Distanc

Figure 3.
ANFIS and first-order Sugeno FIS model configuration.
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Sugeno fuzzy model are trained by the conventional square technique. The overall
output of the ANFIS structure is described as a linear combination of the conse-
quent variables. The common representation of an ANFIS model is demonstrated in
Figure 4 using two input variables.

Supposing fuzzy inference system with two inputs and one output as x, y and f,
a Sugeno fuzzy first order, the rules are thus:

Rule (1) : If p(x) A; and p(y)is Bi;thenf; = pix+qy+1; 3)
Rule (2) : If p(x) A, and p(y)is By;then f, = p,x + q,y + 12 (4)

Membership functions parameters for x and y inputs are A;,B;, Ay, B, outlet
functions’ parameters of f are p,, q;, 11, P,, Gy, I2, a five-layer neurological network
arrangement possess the expression and configuration of ANFIS as:

First layer: Every node I is an adaptive node in this layer that contain the nodal
function as:

Wi = pp(x) fori=1,2 or i = pg(x) fori=3,4 (5)

Where v is for input x or y is the membership grade. Gaussian membership
function had been selected in this paper because of its minimum prediction error.
Second layer: T-norm operator links every rule in this layer between inputs

‘AND’ operator thus:

Wi =B = pai(x) X pgi(x) fori=1,2 (6)
Third layer: “Normalized firing strength” is the output of this layer:

3 Wi

P =————1=1,2
Wi @ W1—|—W21 @)

Fourth layer: Each node i in the fourth layer is an adaptive node and executes the
consequent of the rules as follows:

v =w(px+qy+r) (8)
layer 1 ayer &
l layer 2 layer 3 l
Xy layer 6
vy !
f
y wf,

ki
xy

Figure 4.
ANFIS and first-order Sugeno FIS model configuration.
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w describes the output of layer 3 and p;, q;, riare the consequent parameters.
Layer 5: Here the overall output of all incoming signals is calculated in this layer as:

> wif;
W =w(px+qy+rn) =) wif = S (9)

2.3 Multi linear regression (MLR) model

Linear regression analysis is a conventional technique used in applied science
fields to describe and examine different parameters. Regression analysis especially
aids in comprehending how the standard values of the dependent parameter varies
as independent parameters vary, whilst the other independent parameters are held
constant; examines the correlation between these parameters. The equation below
was obtained from the regression analysis.

SWR = 0.162 + 0.269L + 0.369D — 0.293p + 0.347V + 0.0417S (10)

where SWR is the (specific wear rate), L = applied load, D = sliding distance, p =
density, V volume fraction of reinforcement and S = sliding speed.

2.3.1 Sensitivity analysis

In order to find the parameter that greatly influences the specific wear rate of
the composites, nonlinear sensitivity analysis was conducted using neural network.
In the sensitivity analysis each of the input parameter was used to predict the
specific wear rate of the composites through the FFNN model. The performance of
the individual model was assessed based on training and testing stages of the
modeling. The mean value of the prediction performance criterion of each model
obtained in both training and testing phases was then used to rank the contribution
of the parameters to the specific wear rate of the composites.

2.3.2 Data pre-processing and performance evaluation

The data used in this study was normalized between zero (0) and unity (1) using
the (Eq. (11)). The normalization was done to prevent bigger data values from
overshadowing the smaller ones. Besides, data normalization simplifies the numer-
ical computations in the model which in turn improves the prediction quality of the
model and reduces the time taken to achieve global minimum.

A — Ami
}morm =—" (11)

}‘«max - }‘«min

Where Ayorm is the normalized mass loss value, Amin, and Amax represent actual,
minimum and maximum mass loss values of the data, respectively.

The data was split into training data and testing data. The training data was used
to adjust the weights of all the linking neurons until the required error level was
attained. Consequently, the network performance is evaluated by using the testing
data. The prediction performance is determined using Nush-Scutcliffe or determi-
nation coefficient (DC) and root mean square error (RMSE). DC indicates fitness of
the observed data and lies between -co to 1 while RMSE measures the difference
between actual and predicted values and ranges from 0 to 1. Higher B and lower
RMSE indicate efficient model and vice versa. DC and RMSE are given in (Eq. (12)).
and (Eq. (13))., respectively.
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Z?:l (}\acti - }\predi)z
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Where N is number of observations, A, stands for actual values, Apreq; repre-

DC=1- (12)

sents the predicted values and ),y is the mean value of the actual values.

3. Results
3.1 Performances of the models

This section discusses the results obtained from the modeling of the study. The
ANN, ANFIS and MLR models were also compared. Table 2 showed the perfor-
mance of the models.

3.2 Performance of the multilinear regression (MLR) model

In the MLR model, the data was split into two subclasses of training and testing.
The ratios of the training and testing phases were characterized based on the fact that
the common configuration of the model was built with respect to training data set.
Hence, the quantity of data in the training category plays an important function. The
total number of data was 63 in which 70% (44) and 30% (18) were randomly selected
for training and testing, respectively. Figure 5 shows the scatter plot of the relation-
ship between actual and predicted specific wear rate (SWR) of the PTFE composites.

As it was shown in Figure 5, the determination coefficient (DC) of the training
and testing phases were determined as 0.5674 and 0.5267, respectively. In addition,
the RMSE in training was found to be 0.1275 but the testing stage RMSE was com-
puted as 0.2306. As per the prediction analysis the DC and RMSE in the testing phase
were considered. Therefore, MLR model with a DC of 0.5267 and RMSE of 0.2306 did
not indicate higher prediction accuracy of the specific wear rate of the PTFE
reinforced composites. This is attributed to the nonlinearity and complex nature of
specific wear rate of the composites and MLR model is commonly good at finding
linear and non-complex relationship between predictor and response variables [25].

3.3 Performance of the feed forward neural network (FFNN) model

Various learning algorithms were tried in order to find the optimum FFNN
architecture and among all of them, Levenberg-Marquardt was found to be the

Model Training Validation Testing
DC RMSE DC RMSE DC RMSE
MLR 0.5674 0.1275 — — 0.5266 0.2306
FFNN 0.9847 0.0341 0.9837 0.031 0.9749 0.0559
ANFIS 0.9847 0.0231 0.9956 0.025 0.9971 0.0168
Table 2.

Performance results of the models.

84



Specific Wear Rate Modeling of Polytetraflouroethylene Composites via Artificial Neural...

DOI: http://dx.doi.org/10.5772/intechopen.95242

Actual SWR (Normalized)

(2)

= 1 = 1
T 0.5674 = 0.5266
= =
'g 0.8 g 0.8
s
Z 06 . £ 06 o ®
e - = b .
Z 04 |% o % o4 o
@ 0. - ® - .
RS- T g /e %e
'-§ 0.2 ”. 'g 0.2
n‘: (=™
0 0
0 02 04 06 08 1 0 02 04 06 08 1

Actual SWR (Normalized)

(b)

Figure 5.
Scatter plot of MLR model in (a) training and (b) testing stages.

most effective. In the FFNN model, the data is categorized into three subsets of
training, validation and testing. The ratios of training, validation and testing are
characterized based on the fact that fundamental architecture of the FFNN model is
built based on the training data set. The whole data of the specific wear rate
measurement was 63 in which 44 (70%) was chosen for training, 9 (15%) was
selected for validation and 9 (15%) was chosen for testing. Besides, the sigmoid
tangent was selected as the transfer function. The ANN model was trained with a
single hidden layer. In addition, the number of neurons in the hidden layer was
approximated using (Eq. (6)). Khademi et al. [26] instead of performing trial and
error approach.

Ny, <2x; + 1 (14)

where Nj, stands for the maximum number of neurons in the hidden layer and x;
equals the number of predictors. Therefore, in this research, based on the predictors
which were five (5), the maximum number of neurons in the hidden layer was
computed as eleven (11). The optimized ANN architecture with a single layer was
thus expressed as [5-11-1]1.

Figure 6(a), (b), and (c) shows the scatter plot of FFNN model in training,
validation and testing stages, respectively. As seen in Figure 6(a) and (b) the
FFNN model exhibited desirable results in both training and validation phases.
Additionally, to estimate the prediction performance of the FFNN model, the DC
was evaluated for the testing step as shown in the scatter plot of Figure 6(c). As
indicated in Figure 6(c), the DC for testing of the FFNN model was determined as
0.9749 with a RMSE of 0.0559. This means that an FFNN model is more efficient in
predicting the wear behavior of the composites, as compared to MLR model. This
result was similar but higher than the previous study [27]. To round off, ANN
model was found to be efficient in predicting the specific wear rate of the
composites. This tallies with past studies of [28-29].

3.4 Performance of the adaptive neuro fuzzy inference system (ANFIS) model
In this study, ANFIS that used the hybrid learning algorithm was employed. The

proportions training, validation and testing were chosen the same as the ones in
FFNN modeling. To determine the best membership function, trial and error
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Figure 6.
Scatter plot of FENN model in (a) training (b) validation and (c) testing phases.

approach was used and it was found that Gaussian membership function gave the
best results at 50 epochs and 0.05 tolerance errors. Figure 7 shows the scatter plot of
the relationship between the actual and predicted specific wear rate of the compos-
ites training, validation and testing stages. Figure 7 shows perfect coincidence of
the target and the output data which demonstrated the capability of the ANFIS
model. As it was indicated in the figure, the DC of the ANFIS in the testing stage
was computed as 0.9971. More so, the RMSE was computed as 0.0225. To wrap up,
ANFIS model was found to be capable of approximating the specific wear rate of the
composites with satisfactory performance. This excellent performance of the ANFIS
model agrees with the research by [30-31].

3.5 Comparing the results of FFNN, ANFIS and MLR models

In this article, the performance of FFNN, ANFIS and MLR models on predicting
the specific wear rate of PTFE composites based on determination coefficient (DC)
and root mean square error (RMSE) was investigated. The higher values of DC and
lower values of RMSE indicate better and accurate prediction capability of model.
For the purpose of the comparison, the data was split into 65% (40) and 35% (22) in
training and testing, respectively for all the models. The comparative results of the
models were shown in Table 3 above. As seen in Table 3, the performances of the
FFNN and ANFIS models were better than that of the MLR model. FFNN and
ANFIS models outperformed the performance of the MLR model by 43.14% and
43.12% and 48.23% and 50.02% in training and testing phases, respectively. In other
words, the prediction quality of MLR model was ineffective compared to the high
prediction quality of ANN and ANFIS of 0.9783 and 0.9961, respectively. Their
capabilities to predict the specific wear rate with minimum errors of 4% and 2%
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Figure 7.
Scatter plot of ANFIS model in (a) training (b) validation and (c) testing.

Model Training Testing
DC RMSE DC RMSE
ANFIS 0.9841 0.0249 0.9961 0.0186
FFNN 0.9843 0.0248 0.9783 0.0441
MLR 0.5529 0.1314 0.4959 0.2067
Table 3.

Comparative performance results of the models.

(within acceptable level) as compared to the high error of MLR model of 21% is
associated with their abilities to deal with nonlinear, noisy, complex relationship
and to learn from outside environment and generalize. More so, the prediction
performance of the ANFIS model was slightly higher than that of ANN model by
2%. This is because ANFIS model combines the attributes of both learning algo-
rithm and fuzzy logic structure. Figures 8 and 9 show the scatter plot of the models
prediction quality and the simulated prediction results, respectively. It can be seen
that ANFIS and FFNN models indicated perfect match with the actual SWR of
composites while MLR model exhibited imperfect consistency with respect to the
observed SWR of the composites.

3.6 Sensitivity analysis

Identification of most influential parameter in the study of wear is a significant
step in achieving optimum results. In the light of this, a nonlinear FFNN sensitivity
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Comparing the performance of the models: Testing stage.

of the specific wear rate of the composites was applied in this study to establish the
dominant parameters in place of using traditional linear methods. The five specific
wear rate were evaluated and ranked based on the mean value of the DC of the
single modeling obtained in training and testing phases of the FFNN modeling. The
results of the ranking based on the sensitivity analysis of the specific wear rate was
presented in Table 4.

As seen from Table 4, in terms of the experimental conditions sliding distance is
the most influential parameter, then sliding speed and the least was the applied
load. On the contrary [27] reported that the sliding speed had the greatest effect on
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Parameter Average DC Rank

Volume fraction 0.4658 1

Density 0.4027 2

Sliding distance 0.3503 3

Sliding speed 0.2985 4

Applied load 0.1476 5
Table 4.

Sensitivity analysis results of each input parameter.

Output ANFIS Model FFNN Model MLR Model

SWR t-stat t-critical t-stat t-critical t-stat t-critical

0.3464 1.6702 —0.4492 0.3464 0.4701 1.6702
Table 5.

Results of t-test at 5% significance level.

the volume loss of the polymer composites. This means that the various sliding
distances can lead to different specific wear rate of the composites. The higher the
applied load the more the composites will spend in the elastic deformation phases.
With respect to the composites constitutions, volume fraction of the reinforcements
had the greatest effect on the specific wear rate followed by density. This implies
that as the volume fraction of the reinforcing phases was increased hardness with a
corresponding increase in density that minimizes the specific wear rate of the
composites. This agrees with the work of [13]. However, when all the parameters
are compared it was found that volume fraction was the most influential and
applied load presented the least effect on the specific wear rate of the composites.

The model’s goodness of fit versus the actual values for the ANN and ANFIS
models was tested using t-test at 5% level of significance and the outcomes revealed
that there was no significance difference between the predicted and the actual
values of the SWR. This was as shown in Figures 6 and 7 and the t-test result was
presented in Table 5.

4, Conclusions

In this study, three various data driven models namely: feed forward neural
network (FFNN), adaptive neuro fuzzy inference system (ANFIS) and multi linear
regression (MLR) were applied in modeling and prediction of the specific wear rate
(SWR) of polytetraflouroethylene (PFTE) composites. MLR model with DC of
0.5266 and RMSE of 0.2306 was found to be inefficient enough to predict the SWR
of the composites. This is due to the complex and nonlinear relationship between
the investigated variables and MLR model is usually good at establishing linear
relationship between predictors and responses. FFNN model having DC equals
0.9802 and RMSE as 0.0471 was found to be capable in predicting the SWR of the
PTFE reinforced composites. ANFIS model DC equal to 0.9967 was found to be
talented in approximating the SWR of the composites. FFNN and ANFIS models
were found to be highly qualitative in predicting the SWR of the composites, yet
MLR model was found to be incapable in the same prediction scenario. The high
prediction performance of the FFNN and ANFIS models is owing to their capability
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to deal with nonlinear, noisy and complex relationship which is typical of SWR of
the polymer composites. Although, both ANFIS and FFNN models were capable of
predicting the SWR of the composites, ANFIS was found to be more efficient in
predicting the SWR of the composites than FFNN model. The sensitivity analysis of
the built FFNN model indicated that sliding distance was the dominant parameter
on the SWR of the composites in terms of the experimental conditions while vol-
ume fraction of the reinforcing phases was also influential parameter on the SWR
with respect to the composites compositions. However, considering all the input
parameters volume fraction of the reinforcements was the most dominant parame-
ter and applied load was the least parameter influencing the SWR of the PTFE
composites. The goodness of fit was rechecked using t-test at 5% significance level
and the results affirmed the superiority of the FFNN and ANFIS models as powerful
and efficient tools of modeling and prediction of SWR of the PTFE composites.
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Chapter7

Intelligent Decision Support
System

Moruf Akin Adebowale

Abstract

A phishing attack is one of the most common forms of cybercrime worldwide.
In recent years, phishing attacks have continued to escalate in severity, frequency
and impact. Globally, the attacks cause billions of dollars of losses each year.
Cybercriminals use phishing for various illicit activities such as personal identity
theft and fraud, and to perpetrate sophisticated corporate-level attacks against
financial institutions, healthcare providers, government agencies and businesses.
Several solutions using various methodologies have been proposed in the literature
to counter web-phishing threats. This research work adopts a novel strategy to the
detection and prevention of website phishing attacks, with a practical implementa-
tion through development towards a browser toolbar add-in. The IPDS is shown to
be highly effective both in the detection of phishing attacks and in the identification
of fake websites. Experimental results show that approach using the CNN + LSTM
has a 93.28% accuracy with an average detection time of 25 seconds, whilst the
approach has a slightly lower accuracy. These times are within typical times for
loading a web page which makes toolbar integration into a browser a practical
option for website phishing detection in real time. The results of this development
are compared with previous work and demonstrate both better or similar detection
performance. This is the first work that considers how best to integrate images, text
and frames in a hybrid feature-based solution for a phishing detection scheme.

Keywords: cybercrime, deep learning, convolutional neural network (CNN),
long short-term memory (LSTM), big data

1. Introduction

The use of technology for fraudulent activities has flourished in recent years.
The technical resources required to carry out phishing attacks are readily available
through private and public sources. Hence, some of these technical resources have
been automated and streamlined, thereby allowing their use by non-technical
criminals. This automation has made it easier for a larger population of less-
sophisticated criminals to commit crimes online, as it has made phishing more
viable and economical.

In the recent times, there has been a considerable increase in the assortment,
technology and complexity of phishing attacks in response to the increase in
countermeasures and user awareness in order to sustain profitability from the illegal
activities by the phisher [1]. Providing the ability to detect website phishing attacks
may help individual users or organisations in identifying legitimate websites. The
effectiveness in recognising an attack may significantly contribute to the making
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of an effective decision between a fake and legitimate site [2]. Phishing is a form of
social engineering attack in which an attacker, also known as a phisher, attempts to
fraudulently retrieve sensitive user information by sending an email claiming to be
a legitimately established organisation. They scam the user into giving confidential
information that will be used for identity theft [2]. A phisher uses various methods,
including email, web pages, and malicious software, to steal personal information
and account credentials [3]. The aim of the phishing website is to use users’ private
information without their permission, and they do this by developing a new website
that mimics a reliable website [4].

Hence, phishing website detection has become the object of a great deal of
consideration among many academics who are attempting to find ways to incorpo-
rate malicious detection devices into web servers as a safety precaution [5]. Despite
there being several ways to carry out phishing attacks, current phishing detection
techniques unfortunately only cover some attack vectors such as fake website and
emails [6]. Moreover, phishing has become more sophisticated, and such attacks
can now bypass the filters that have been put in place by anti-phishing techniques
[7]. Some detection techniques have been proposed, but most of them only deal
with spoof web pages [8]. However, it is quite challenging in detection due to the
evading techniques that the phisher uses.

Currently, machine learning is continuously demonstrating its effectiveness in
an extensive range of applications. This technology has come to the fore in recent
times, owing to the advent of big data [9]. Big data has enabled machine learning
algorithms to discover more fine-grained patterns and to make more accurate and
timely predictions than ever before [10]. Machine learning techniques are used for
object identification in images, the transcription of voice into text, matching news
items and products with user interests and presenting relevant search results [11].
The most common form of machine learning, whether deep or not, is supervised
learning [12]. Previous methods have failed to combine the usage of frames, images,
and text to develop an effective phishing detection method. Because using only text
which is the common trend to a detection phishing website, this will not be effective
as some changes can be made to the frame and the image. Doing so is, therefore, the
focus of this work and therein lies its originality as well using the deep learning of
Convolutional Neural Network (CNN) and Long short-term memory (LSTM) as
classification algorithm in this solution.

Given the above, the objective is to develop a solution that includes the decision
support system for detection of phishing attacks as well as providing insights and
improving awareness as to how active Internet users can protect themselves against
phishing attacks. It is hoped that this will help to formulate an upward trend in
the practice of preventive measures against cyber-security issues. Despite various
approaches having been utilised to develop anti-phishing tools to combat phishing
attacks, these methods suffer from limited accuracy [1].

The main aim of this research is to develop an intelligent phishing detection and
protection scheme for identification of website-based phishing attacks. This goal
involves improving on previous work by building a robust classifier for intelligent
phishing detection in online transactions. In order to achieve this aim the intelligent
phishing detection support system should possess the following characteristics:

1.Robustness: It should have a hybrid algorithm that can support efficient
classification for website phishing detection in real-time.

2. Accuracy: It should improve accuracy by reducing the false positive (FP) rate
and increasing the true positive (TP) rate with absolute precision.
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3. Optimisation: It should be able to optimise performance by employing a hy-
brid method that uses the features of website images, frames, and text for the
user’s objectives.

4.Real-time functionality: It should notify the user about the about the legiti-
macy of the website before the user web browser loads the intended page.

These requirements will be met by achieving the following five specific
objectives:

I. Examine the Adaptive Neuro-fuzzy Inference System (ANFIS) algorithm as
abaseline and the use of more advanced methods to improve accuracy.

I1. Develop an algorithm that improves phishing-detection accuracy by
comparing the text, images and frames of a given website with a knowledge
model.

III. Train, test, and validate the developed system (machine learning) for real-
time phishing detection.

IV. Automate the detection mechanism in real-time and test it offline.
V. Develop a plug-in and implement on a cross-platform operating system.

This section introduces the issue of interest and the significance of this research
study. It provides details of the research problem and the research questions to
be resolved together with the precise research objectives. It also summarises the
existing literature and clarifies the main contributions of this research.

2. Online user decision support system protection against phishing
attack using deep learning algorithm

This section contains a review of the literature on the topic under study, namely
phishing detection schemes. It also discusses the focus of the research by critiqu-
ing the relevant existing research methods and summarising their findings as well
as their strengths and weaknesses. It then discusses appropriate provision for the
phishing detection problems and how to resolve them.

Big data has enabled machine learning algorithms to discover more fine-grained
patterns and to make more accurate and timely predictions than ever before [10].
Deep learning techniques are used for object identification in images, the transcrip-
tion of voice into text, matching news items and products with user interests and
presenting relevant search results [11]. Deep learning architectures are composed of
non-linear operations in multiple levels, such as neural networks (NNs) with hidden
layers, or of complicated relational methods in reusable approaches [13]. The deep
learning concept started with the study of artificial NNs [14], and it has become an
active research area in recent years. In a standard neural network (NN), neurons
are used to produce real-value activations, and with the adjustment of weights, the
scheme behaves as required. Moreover, training the ANN with backpropagation
makes it useful with gradient descent algorithms which have played a vital role in the
model in the past decades. Although training accuracy is high with back-propagation,
when it is applied to testing data, its performance might not be satisfactory [15].
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Yi etal. (2018) designed two sets of features for web-phishing interaction
features and original content. They also developed a scheme based on a deep belief
network (DBN). The test, which included using real IP flows from an Internet
service provider (ISP), indicated that the proposed DBN-based model was able to
achieve an approximately 90% true positive rate. Also, in the area automotive pro-
posed in [16] in which a deep NN was used to assist the driver in the aspect of traffic
light classification, the techniques were used to develop a system to assist in driving.
Currently, machine learning is continuously demonstrating its effectiveness in
an extensive range of applications. The most common form of machine learning,
whether deep or not, is supervised learning [12]. Also, Le et al. (2018) proposed
a solution called URLNet, which is an end-to-end deep-learning framework for
learning non-linear malicious URLs by detecting it from the URL. They applied
a CNN to both the words and characters of the URL features to learn the URL
embedding in a jointly optimised framework. This approach allowed their model to
capture several types of semantic data, which would not have been possible using
existing schemes. They also presented advanced word-embeddings to solve the
problem of too many rare words being observed in a classification task [17]. They
conducted their experiments on a large-scale dataset and demonstrated that their
proposed method gave a strong performance that was better than that of an existing
method. The approach has two branches; the first branch has a character-level CNN
where character-level embedding is used to represent the URL. The second branch
contains a word-level CNN where word-level embedding is used to represent the
URL. Thus, word-embedding itself is a mixture of character-level embedding and
individual word-embedding. Their approach works in such a manner that it does
not require any expertise.

Below are some of the advantages of deep learning algorithms [15]:

Unsupervised Learning: It has robustness by getting most of its connecting
structure in other to observe data, which is crucial in other to limit an enormous
number of tasks and if the upcoming tasks are not known on time.

1. Unlabelled Data: It can learn from mostly from unlabelled data. This means
that it can work in a semi-supervised situation, where not all the dataset has
comprehensive and correct semantic tags.

2.Develop Interactions: It can exploit interaction that are existing across a vast
number of tasks. These interactions exist because all that the algorithm task
offer is a diverse view of the same underlying reality.

3.Multifaceted Learning: It can learn from complex with highly varying
function with several disparities much higher than the number of training
instances.

4.Huge Dataset: It can learn from a massive dataset of features and can compute
the training data in a short period with several linear examples.

However, there are some challenges associated with deep learning algorithms
regarding the issue of the data used [18], as follows:

1. Unbalanced data: This is an issue that occurs in learning and mostly happens
during classification if there are more features of some class than others. This
issue can be resolved by using some techniques that focus on the data level or
the classifier level.
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2.Inadequate data for learning: This is an issue that occurs when a limited
amount of data is available for cross-validation methods which are mostly
applied by dividing the available data into two sets, one for learning and the
other for validation, in order to check the behaviour of the network. However,
to gain a better knowledge of the network, the size and features may be
modified for training and evaluating the various aspects of the network.

3.Overflow of data: This problem occurs in big data because the generation of
data is growing exponentially, and it is forecast that the information contained
big data will continue to increase daily.

4.Partial data: Sometimes, a collection of data is used for solving a particular
task, but the data becomes partial when some of it is lost or because some of
its variables or features are unidentified. To resolve this issue, it is necessary
to approximate missing values and then discover the relationship between the
identified and unidentified data. There some methods based on NNs [15] and
some other approaches that can be used to solve the problem.

5.High measurement: Information in the real-world application is often over-
flowing from the determination of a specific problem point of view which can
be handled by the algorithm.

Due to the growth in cyberspace technology, computer users have a significant
role to play in making the Internet a safer place for everyone because cyber-attacks
are targeted at achieving either financial or social gain [19] to the detriment of the
user. On the other hand, some people undertake phishing activities for fun and a
sense of accomplishment rather than for financial or social gain, but can also have
adverse consequences for the user [1].

Phishing awareness has been improved through the development and use of
online game training and email-based training to combat phishing attacks [20]. The
use of legislation is a direct measure to reduce phishing by tracking and arresting
those who are involved in this criminal activity. The US was the first nation to use
laws to combat illegal cyber activities, and many cyber attackers have been arrested
and arraigned. The main issue with this approach is the effectiveness of the laws
as it is challenging to trace phishing attacks. Fraudulent websites naturally migrate
quickly from one server to another. Also, an average phishing website is online for
less than 48 hours [21]. Hence phishing attacks are committed very quickly and,
subsequently, the criminals who commit these attacks also quickly disappear into
cyberspace. The other issue is that many laws are applied only when the damage has
been done, and the online user has already been defrauded as a result of phishing
attacks. A great deal of background knowledge and experience of phishing and an
enormous amount of related information was gained during this development. The
use of high-quality datasets in phishing detection classification plays a significant
role in building phishing model classifiers [22].

2.1 Long short-term memory (LSTM)

The LSTM algorithm Long short-term memory is based on the recurrent neural
network (RNN), which is used to recognise the occurrence of patterns in time series
and which also uses error flow in its analysis. However, the LSTM architecture was
developed to overcome the shortfalls in RNN, which is a highly non-linear recurrent
network with multiple gates and propagative feedback [23]. An LSTM layer contains
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a set of recurrently connected blocks, known as memory blocks. These blocks can be
alook-alike version of memory chips in a digital system. Hence, each of the blocks
includes one or more repeatedly connected memory cells and contains three multipli-
cative units, namely, the input, forget gate and the output, which provide non-stop
analogues of the read, write and reset functions for the block cells [24]. The LSTM
network has achieved excellent results in character recognition applications [23]. It has
also been used extensively in the analysis of handwriting recognition, speech recogni-
tion and polyphonic music modelling, where the results have shown that its usage leads
to an improvement in standard detection analysis with variance in the parameter [25].
It has also been used in language modelling to analyse speech in a speech recognition
system, where it was found to show an improvement in confusion over the RNN [24].

2.2 Convolutional neural network (CNN)

In recent years, the convolutional neural network (CNN) has seen massive
adoption in computer vision applications [26]. In the area of object recognition,
CNN has also been used for feature extraction [27]. The CNN belongs to the family
of multilayer NNs that are developed for use with two-dimensional data, such as
videos and images [28]. CNN is one of the most prominent deep-learning methods
where numerous layers are trained using a rigorous methodology.

As mentioned above, CNN has also been shown to be highly effective in com-
puter vision applications [18] and is, therefore, commonly used for that purpose.
The CNN contains an input layer, convolution layer, pooling layer, fully connected
layer, and output layer. The input layer holds the raw image values; the convolu-
tional layer computes the output of the node that is connected to local regions in the
input layer; the pooling layer performs a down-sampling process along the three-
dimensional dimensions; the fully connected layer calculates the session scores, and
the output layer produces the results. Currently, three main techniques are used in
CNN for image classification:

1. Unsupervised pre-training of the CNN with supervised fine-tuning,

2. Transfer learning by fine-tuning the CNN models that have been pre-trained
on a natural image dataset and

3.Training the CNN from scratch using available pre-trained features [12].
2.3 Developing the IPDSS anti-phishing tool

This section presents the development of the online plugin model of the IPDSS.
The development of the tool was performed based on traditional feature engineer-
ing, plus the classification algorithm methodology presented in previous section.
Features were created based on the URLSs, image features and website elements. The
CNN and LSTM classifier were trained using one million URLs and over 10,000
images to build the model. A Toolbar concept was developed using a deep learning
(DL) algorithm against legitimate, suspicious and phishing websites. The results
showed that a voice-generating user warning interface with a green colour status
and a text showing a warning was generated within 25 seconds before the page
loaded to give the user a warning.

Due to the advances in technology and the adoption of new techniques, phishers
have been able to improve their forged websites so that they now have high similar-
ity with legitimate sites in terms of content. In tests, the current state-of-the-art
solutions have been able to obtain 70-98% accuracy (see Table 1) in identifying
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Status No. of websites Accuracy % TP% TN % Average result %
Phishing websites 1000 93.5% 93.8% 6.2% 93.28%
Suspicious websites 100 94.5% 94.8% 5.2%
Legitimate websites 1500 91.8% 92% 8%

Table 1.

Test vesults for IPDSS by toolbar application.

legitimate website. However, these solutions must perform well in the real world, so
there needs to be a significant improvement of 0.5% or higher [29]. Moreover, their
level of accuracy in identifying suspicious websites should be higher still, and their

accuracy in detecting phishing websites should be even higher [30].

The IPDSS scheme extractor algorithm is used to extract the necessary elements
from the website’s user is visiting. The extracted features were used to compare with
knowledge model to determine whether the websites are phishing, suspicious or
legitimate. The three modules user warning interface has:

i. A red colour status and voice generation with text directive warn the user if
the requested site is a phishing web page,

ii. An amber colour status and voice generation with text directive warn the
user if the requested site is a suspicious web page and

iii. A green colour status and voice generation with text directive show the user
that the requested site is a legitimate web page.

2.4 Testing the IPDSS anti-phishing toolbar

To evaluate the toolbar concept, it was tested on 2600 websites including
legitimate, suspicious and phishing websites. First, it was tested on 1000 phishing
websites. The LSTM-CNN algorithm runs in the background as a knowledge mod-
ule. When a URL is typed into the address bar (Figure 1), the algorithm inspects
whether the requested website is a phishing link by comparing the current URL

url | http:#/bit ly/2eiCJE

Check

Phishing (@

Figure 1.
Application interface for legitimate URL check.
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against the stored features in the deep learning classification algorithm. If a match
is detected, and it is a phishing site, in order to alert the user a red colour status with
avoice-operated user warning interface is activated and a text is generated showing
that the status of the URL is “phishing”

The above procedure was repeated up to 1000 times with different URLs, so all
the phishing URLs were tested. The performance of the toolbar in each case was
observed and recorded, and besides, screenshots were taken to validate the results.
An example of a screenshot of a phishing website result is shown in Figure 1. This
part of the experimental effort was carried out over 8 hours per day for five con-
secutive days. As regards the time-based assessment of the toolbar’ ability to detect
a phishing website, the voice-generating user warning interface with a red colour
status and a text showing an alert were generated within 25 seconds to warn the
user before the page loaded.

The toolbar also evaluated on 100 suspicious URLs. As previously mentioned,
the LSTM-CNN algorithm runs in the background as a knowledge module. The
same procedure is followed as in the testing of the toolbar on phishing websites that
described in the previous section, but in this test, the algorithm checks whether
the URL requested is a suspicious website by relating the newly typed URL against
the stored features in the IPDDS. If a match is detected, and it looks like the URL
is a suspicious website, the user warning interface included in the model shows an
amber colour status and, besides, a text description is generated stating that the
URL is “suspicious” (Figure 2) in order to alert the user to exercise caution. This
process was repeated 500 times on all 100 URLSs and the performance was observed
and recorded (Table 1). An example of a screenshot of suspicious website results
shown in Figure 2. This task required 8 hours per day over two days to perform
because the finding shows that there is a little and a reasonable number of suspi-
cious online websites which make this challenging task as they are short-lived. As
regards the time-based assessment of the toolbar’s performance in identifying a
suspicious website, the voice-generating user warning interface with an amber
colour status and a text showing a warning were generated within 25 seconds to
alert the user before the page loaded.

The IPDSS was also tested on 1500 legitimate URLs. As stated above, the
LSTM-CNN algorithm runs in the background as a knowledge module. The same
procedure as that used to test the toolbar’s performance on phishing and suspicious

url | hitp:/fwww.vinarc

Check

Suspicious

Figure 2.
Application interface for suspicious URL check.
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url | hitps: i lloyd

Check

Legitimate

Figure 3.
Application interface for phishing URL check.

websites was used, but in this instance, the algorithm checks whether the URL
that has been requested is a legitimate website by relating the newly typed URL in
text box against the stored features in the IPDDS. If no match is found, then it is

a legitimate website, and the user warning interface displays a green colour status
(Figure 3). At this point, it is safe for the user to continue in their task with peace
of mind that the site to which they are submitting their confidential information is
legitimate.

In the experiment, this procedure was repeated 600 times with validation
dataset consisting of URLSs so that most the URLs were tested to validate the per-
formance of the toolbar and in each case, the result was observed and recorded
(Table 1). Figure 3 shows an example of a screenshot of one of the results produced
by the toolbar for a legitimate site. As regards the time-based assessment of the
toolbar’s ability to detect a legitimate website, the voice-generating user warning
interface with a green colour status and a text showing the result was generated
within 25 seconds before the page loaded.

Overall, the toolbar was able to achieve an average accuracy of 93.28%, as shown
in Table 1. Then in Table 1 column 4 roll 2, shows the performance of the phishing
detection with 93.8% true positives and in column 5 roll 2, 6.2% true negative this
has taken into consideration using 1000 phishing URLs with an accuracy of 93.5%
in column 3 roll 2. Also, the toolbar achieved 94.5% accuracy shown on column 3
roll 3, with 94.8% true positives column 4 roll 3 and 5.2% true negative in column
5 roll 3 when tested on 100 suspicious datasets. Meanwhile, when the plugin is
tested on 1500 legitimate websites, the phishing detection toolbar achieved 91.8%
accuracy column 3 roll 4, was recorded with true positives of 92% column 4 roll 4
and 8% real negative in column 5 roll 4. However, accuracy varies from a minimum
of 91% to a maximum of 94%, which caused significant variation in the accuracy
results across the testing datasets.

3. Conclusion
This development also explored the efficacy of the deep learning approach,
which is part of the set objective to explore relevant algorithm for the detection of

phishing, this revealing the advantages and disadvantages of both the convolutional
neural network (CNN) and long short-term memory (LSTM) methods. On the one
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hand, the LSTM+CNN algorithm was also used to develop an offline approach for
phishing detection but had a smaller detection accuracy of 93.28% compared to that
of the ANFIS algorithm.

The reduction in the number of features makes this much faster in terms of
time-to-prediction. The protection aspect of the solution is implemented via a user
warning interface with various colours representing the category of detection. A
green colour indicates a legitimate site, whilst an amber colour represents suspicious
ones, and a red colour indicates a phishing site. There is also an audible (voice)
warning of relevance to a visually impaired person. The protection interface also
advises the user on what to do next such as to terminate the process if it discovers
that the site is phishing or suspicious.

The development reflects the effectiveness of the hybrid features approach
using CNN, and the LSTM deep learning algorithm is an essential driver to the high
model performance. This chapter has contributed to the anti-phishing detection
research by present the use of a hybrid feature which include image, frame and text.
These three sets of input have just been introduced as single hybrid features for the
first time. The three elements are used because they represent the whole structure
of a website. Although the scheme performed well, parameter tuning influenced the
algorithm in a positive way, and it must be pre-specified to solve a given problem.
Ultimately online user confidence will increase in performing transactions online.

The main conclusion of applying the IPDSS approach that is in this development
achievement an excellent classification accuracy of 93.28% for identifying phishing
websites.
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