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Preface

This book presents the state of the art in reliability and risks analysis engineering 
from a product lifecycle standpoint. The book provides comprehensive insights into 
optimization of systems, digital and analog systems, uncertainty quantification, and 
maintenance as well as risk analysis. The book is intended for senior undergraduate 
and postgraduate students in related engineering programs such as mechanical 
engineering, manufacturing engineering, industrial engineering, and engineering 
management programs, as well as for researchers and engineers in the reliability and 
risk fields.

The book is structured in a way that the optimization methods for components and 
systems are described first. This is because components are the most basic building 
blocks of engineering systems. The techniques discussed in this chapter provide 
a comprehensive overview of some reliability features of series-parallel systems 
under minor and complete failure. Failure and repair time of all units were assumed 
to be exponentially distributed. Explanatory expressions for system characteristics 
such as system availability, mean time to failure (MTTF), and profit function and 
cost benefits for all configurations have been obtained and validated by performing 
numerical experiments. The next chapter describes reliability analysis in the 
nuclear industry. It investigates the Containment Spray System (CSS) by using the 
fault tree analysis (FTA) technique to obtain results of the top event probabilities, 
minimal cut sets (MCS), risk decrease factor (RDF), fisk increase factor (RIF), and 
sensitivity analysis.

The chapter on maintenance and uncertainty addresses a maintenance optimization 
problem for remanufactured equipment that will be reintroduced into the market 
as secondhand equipment. It discusses and derives an optimal maintenance policy 
for such equipment to overcome the uncertainty of reparation action. Moreover, 
the chapter presents experiments and evaluates different life cycles of technologies 
according to their obsolescence processes (accidental or progressive vanishing) on 
the optimal operating condition. The last chapter on reliability for digital and analog 
systems deals with a digital method of calibration for analog-integrated circuits 
as a means of extending its lifetime and reliability, which consequently affects the 
reliability of the analog electronic system. The chapter reveals the implementation 
of an ultra-low voltage on-chip system of the digitally calibrated variable-gain 
amplifier (VGA), fabricated in CMOS 130 nm technology.

The editor and the contributors (authors) would like to thank Ms. Dolores Kuzelj 
and the staff at IntechOpen.

Muhammad Zubair
Department of Mechanical and Nuclear Engineering,

University of Sharjah,
Sharjah, United Arab Emirates
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Chapter 1

Introductory Chapter: An 
Overview of Reliability and Risk 
Analysis
Muhammad Zubair and Eslam Ahmed

1. Introduction

Reliability improvement can be acquired through such measures as testing, 
periodic examinations, support, and quality assurance for exercises influencing the 
quality of a nuclear power plant. Reliability engineering can add to these actions 
through proceeded with assessment of the viability with which assets are applied 
to accomplish expressed destinations and exhibit of how they can prompt the 
advancement of operation and maintenance. In this way, it has been shown that by 
utilizing disappointment and fix information, one can infer, by use of reliability 
examination methods, an ideal occasional testing or assessment recurrence, main-
tenance system, and operation practices. For more extensive use of the methods of 
reliability engineering in functional plant operation and maintenance, the primary 
prevention is the truth that these strategies are very novel to the reasonable special-
ist. Likewise, practical engineers are to some degree less slanted to see the value in 
the immediate benefits of this methodology in light of the fact that the reliability 
examiners are sometimes not ready to exhibit that the real presence of the investiga-
tion helps design, maintenance, and operational engineers to settle on reasonable 
choices [1].

2. Quality assurance and quality control

The more modern advancements become, the more significant are quality and 
reliability perspectives for ensuring the properties and operational attributes of the 
innovation. This is especially valid for enterprises such as nuclear energy, which are 
conceivably hazardous for individuals and the environment because of the utiliza-
tion of radioactive materials and highly concentrated energy density. At the point 
when applied to nuclear fuel designing, quality assurance and quality control (QA/
QC) and reliability necessities are totally interconnected. Notwithstanding, the 
terms are ideally utilized independently by fuel makers (weight on ‘quality’) and 
fuel operators (weight on ‘reliability’). The QA/QC techniques and guidelines are a 
piece of the generally integrated management system (IMS) for an association.

Nuclear power has a place with a profoundly cutthroat power industry that aims 
for better business nuclear power plant execution inside characterized safety edges. 
Nuclear power improvement mirrors the advancing trade-off between techno-eco-
nomic motivations and safety prerequisites. Henceforth, both specialized and safety 
viewpoints are to be viewed along with administrative methodologies focused on 
practical, commonsense execution of these substitute inspirations.
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A nuclear reactor is by and large described by testing operational conditions, 
with the most extreme conditions in the reactor core, where high temperatures, cor-
rosive media, and mechanical stresses are joined with concentrated radiation load 
on fuel elements, fuel assemblies, and reactor internals. These operational angles 
can prompt the corruption of material properties and eventually to failures of fuel 
and other reactor internals. The expense of such failures is high, and their outcomes 
can be amazingly extreme. Hence, careful consideration is given to the appropriate 
determination, improvement, design, assembling, testing, and operation of fuels 
and in-core components of nuclear reactors.

While different specialized, safety, and managerial aspects of fuel designing and 
execution are inspected in various publications, there is a lack of comprehensive 
direction over the scope of interconnected issues of fuel quality and reliability [2].

3. Risk management

In the current worldwide energy environment, nuclear power plant (NPP) 
supervisors need to think about numerous hazard components notwithstanding 
the nuclear safety-related risk. To remain cutthroat in current energy markets, NPP 
administrators should coordinate management of creation, safety-related, and eco-
nomic risks compellingly. This risk management (RM) approach produces benefits 
that incorporate the following: Clearer rules for decision making. Utilizing ventures 
previously made in probabilistic safety analysis (PSA) programs by applying these 
examinations to different zones and settings. Cost consciousness and advancement 
in accomplishing nuclear safety and creation objectives. Correspondence improve-
ment more successful inner correspondence among all levels of the NPP working 
association, and more clear correspondence between the association and its part-
ners. Focus on safety, guaranteeing an incorporated spotlight on safety, production, 
and financial aspects during seasons of progress in the energy environment.

Throughout the most recent decade, in the various Member States, there has 
been a move from nationalized responsibility for utilities inside economies outfit-
ted towards complete and stable business to privatized, serious business sectors 
with strain to diminish costs, staff numbers, and the designing responsibility. The 
emphasis presently is on gathering the objectives set by investors instead of govern-
ments. Some Member States have not seen such stamped changes, be that as it may, 
these shifts are characteristic of the bearing of the world’s energy markets.

To get by in this new de-regulated and cutthroat environment, NPPs need to 
protect and keep up safety and focus on market costs, market interest, and execution. 
Plainly, deregulation builds hazards yet additionally produces openings for more 
substantial benefits. It is in this setting that NPP operators need to think about all parts 
of hazard and concoct an ideal arrangement that doesn’t bargain safety and execution.

One of the significant advantages of a coordinated risk management approach is 
that safety, operational, and financial execution (and risks) are frequently con-
nected. NPPs with outstanding safety records will, in general, show solid economic 
execution, and the other way around [3].

The objective of an integrated risk management approach is to fuse into the 
association's management framework a structure for a methodical investigation 
that shows identification and the executives of hazard in a portfolio setting. This 
incorporated (or portfolio) way to deal with hazard investigation can assist the 
association with deciding the right blend of preventive measures, transfer of risk 
to other gatherings, and maintenance of hazard by the association. The advantages 
will accumulate to the partners, including business or government proprietors and 
society [4].
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Critical infrastructure systems (CISs), for example, nuclear power plants 
(NPPs) and help organizations, are the foundation of the cultured countries; they 
give the fundamental energy assets to networks. Notwithstanding, these CISs are 
frequently inclined to more than a solitary risk. Given the characteristic relation-
ship of natural hazards or unintentionally, CISs can all the while being exposed to 
multi-hazards, which are simultaneous and progressive events of more than one 
risk. Multi hazards can additionally build the catastrophe hazard of CISs; be that as 
it may, contrasted and single hazard risk assessment, multi-hazard risk evaluation 
is generally new in many exploration spaces [5]. As of late, in any case, a notable 
multi-hazard occasion, the core damage accident of the Fukushima-Daiichi NPP in 
March 2011, drove the importance of doing essential multi-hazard risk evaluation. 
Under these conditions, the endeavors to comprehend and evaluate the multi-
hazard chances have expanded in different exploration fields, including geophys-
ics, sociology, underlying designing, reliability engineering, and nuclear safety 
engineering.

Especially in the scope of nuclear safety designing, the multi-hazard risk should 
be counted during NPP safety assessment. Albeit the multi-hazard force and its 
impact can generally be inconsequential under a specific return period chosen by 
the current design standard, the absolute multi-hazard risk, convolution of yearly 
event probability, and the result can be non-insignificant in the hazard assessment 
phase. In contrast to the planning stage, the risk assessment technique incorpo-
rates the disproportional results, which are expected under a multi-hazard force 
that is past the design criteria. The International Atomic Energy Agency (IAEA) 
distributed a progression of reports (2011, 2017, and 2018) on probabilistic safety 
assessment (PSA) for NPP multi-hazards. Site-explicit outer risks, external hazard 
combinations, just as critical structures, systems, and components (SSCs) exposed 
to multi-hazards, were examined in these reports.

4. Regulatory authorities

Notwithstanding IAEA, the U.S. Department of Energy (USDOE) likewise fea-
tured the significance of multi-hazard evaluation for NPP facilities [6, 7]. The pro-
gressing venture of the Korea Atomic Energy Research Institute (KAERI), called the 
“Development of multi natural hazard risk assessment,” likewise upholds various 
multi-hazard research themes, including different multi-hazard combinations (e.g., 
earthquake mainshock-aftershock, typhoon-earthquake, earthquake-landslide, and 
earthquake-tsunami) to work with the multi-hazard risk measurement for NPPs 
[8–10]. In any case, despite the arising need for multi-hazard investigation for NPP 
systems, the overall strategy is not broadly examined. Contrasted and single hazard 
risk evaluation, multi-hazard hazard assessment is generally new in the field, and 
the essential phrasings actually should be characterized.

Accordingly, we expected to survey cutting-edge research in multi-hazard inves-
tigation past nuclear safety engineering (e.g., geophysics, structural engineering, 
reliability engineering) and examine the advancement and difficulties in its applica-
tion to NPP systems. The fundamental conversation subjects of this investigation are 
fourfold: order of multi-hazard interaction; the best multi-hazard examination for 
each multi-hazard combination; the advancement, potential, and difficulties in the 
use of the momentum multi-hazard examination strategies to NPP constructions 
and systems; and the flow research holes in the multi-hazard riskevaluation system. 
Mainly, writing on the state of the craftsmanship, the multi-hazard investigation 
is discussed as far as risk, delicacy, and hazard examination level. For quantitative 
evaluation of the multi-hazard risk, both hazard and delicacy models ought to be 
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created, where the delicacy model is the restrictive prospect of a predetermined 
damage state (e.g., moderate, extensive, or total failure) for a given risk force (e.g., 
peak ground acceleration, wind speed) [11]. The current advancement phase of 
the hazard and fragility examination straightforwardly influences the last multi-
hazard risk, but it does not really ensure the accessibility of the multi-hazard risk 
assessment.

In utilizing hazard-educated methodologies for guaranteeing safety regarding 
working nuclear power plant (NPPs), hazard significance measures got from proba-
bilistic risk assessments (PRAs) of the plants are essential components of thought 
much of the time. Getting these actions in suitable structures is helpful for leaders 
and can work with the utilization of hazard data.

In this monograph, the emphasis is on hazard significance as evaluated by the 
PRA models of NPPs created as per current guidelines and devices. The idea of 
hazard significance measure in PRA is, in numerous applications, identified with a 
solitary “basic event” and this is the thing that is generally determined by the PRA 
devices (albeit some of them, like RiskSpectrum, incorporate certain high-level 
choices, as examined later). Then again, what is of interest in useful applications is 
the hazard significance of specific segments like pump or valve, which is in cur-
rent PRA models ordinarily addressed by different essential occasions where every 
primary event is identified with explicit failure mod or reason for inaccessibility 
[12] A similar failure mode may, because of various limit conditions, be introduced 
by various basic events in various accident arrangements. To convolute the things 
further, failure modes might be shared by different segments; for example, agent 
basic event might be an individual from some common cause failure (CCF) group. 
To plan the significance of specific basic events into the significance of part, some 
PRA applications, talked about underneath, set up a set of rules to be utilized for 
the reason. This cycle is relatively convoluted, is dependent upon interpretation, 
and now and again requires extra assessments. Accessibility of measures that can be 
straightforwardly associated with a segment of a safety system, “component level” 
significance measures, can work on the utilization of these actions in numerous 
applications [13].
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Chapter 2

The Optimal System for Complex
Series-Parallel Systems with Cold
Standby Units: A Comparative
Analysis Approach
Ibrahim Yusuf and Ismail Muhammad Musa

Abstract

The purpose of this research is to propose three reliability models (configurations)
with standby units and to study the optimum configuration between configurations
analytically and numerically. The chapter considered the need for 60 MW generators
in three different configurations. Configuration 1 has four 15 MW primary units, two
15 MW cold standby units and one 30 MW cold standby unit; Configuration 2 has
three 20 MW primary units, three 20 cold standby units; Configuration 3 has two
30 MW primary units and three 30 MW cold standby units. Some reliability features
of series–parallel systems under minor and complete failure were studied and
contrasted by the current. Failure and repair time of all units is assumed to be
exponentially distributed. Explanatory expressions for system characteristics such as
system availability, mean time to failure (MTTF), profit function and cost benefits
for all configurations have been obtained and validated by performing numerical
experiments. Analysis of the effect of different system parameters on the function of
profit and availability has been carried out. Analytical comparisons presented in
terms of availability, mean time to failure, profit function and cost benefits have
shown that configuration 3 is the optimal configuration. This is supported by numer-
ical examples in contrast to some studies where the optimal configuration of the
system is not uniform as it depends on some system parameters. Graphs and sensi-
tivity analysis presented reveal the analytical results and accomplish that Configura-
tion 3 is the optimal in terms of design, reliability physiognomies such as availability
of the system, mean time to failure, profit and cost benefit. The study is beneficial to
engineers, system designers, reliability personnel, maintenance managers, etc.

Keywords: optimality, availability, standby, partial, complete failure, MTTF

1. Introduction

Systems or configurations are designed with intention of meeting the optimal
designed that has the reliability requirement at satisfaction of the buyers or customers
usually studied with intention to the increase their reliability characteristics in terms
such as mean time to failure (MTTF), busy period of repairman, availability, gener-
ated revenue as well as profit. Reliability models are vital in measuring the overall
performance of system in ensuring quality of products. Achieving a high level of
reliability through redundancy is often an essential requisite.
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Literature on the reliability of comparative analysis of systems with standby units
is numerous, and here we study previous papers on the issues of systems with standby
units. Due to their significance in education, communication, military, industry and
economics, many researchers have done excellent work in the field of reliability and
performance analysis of serial systems by studying and constructing mathematical
models to test their performance under different operating conditions. For instance;
Singh et al. [1, 2] used copula to study the performance analysis of the complex
system in the series configuration under different failure and repair discipline. Lado
and Singh [3] recently discussed the cost assessment of complex repairable systems
consisting two subsystems in series configuration using Gumbel Hougaard family
copula. Yusuf [4] presented the availability modeling and evaluation of repairable
system subject to minor deterioration under imperfect repairs. Singh and Ayagi [5]
provided a frame work to analyze the performance of a complex system under
preemptive resume repair policy using copula. Niwas and Garg [6] discussed the
availability, reliability and profit of an industrial system based on cost free warranty
policy. Monika et al. [7] provided a complex system having two subsystems in series
configuration under k-out-of-n: G, policy. The k-out-of-n works if and only if at least
k of the n components works. Gahlot et al. [8] analyzed the performance of repairable
system in series configuration under different types of failure and repair policies
using copula linguistics. Singh.,V.V and Singh, N. P [9] analyzed the performance of
three-unit redundant system with switch and human failure. Saini and Kumar [10]
discussed the performance evaluation of evaporation system in sugar industry using
RAMD analysis. Malik and Tewari [11] presented performance modeling and main-
tenance priorities decision for water flow system of a coal based thermal power plant.
Lado et al. [12] discussed the performance and cost assessment of repairable complex
system with two subsystems connected in series configuration.

Researchers in the past have presented excellent works on reliability analysis of
complex repairable systems and proclaimed better performance of the repairable
system by their operations. Chen et al. [13] dealt with reliability analysis of a cold
standby system with imperfect repair and under poisson shocks. Corvaro et al. [14]
presented RAM analysis on reciprocating compressors. Garg [15] analyzed the reli-
ability of industrial system using fuzzy kolmogrov’s differential equations. Garg [16]
presented an approach for analyzing the reliability of series–parallel system using
credibility theory and different types of intuitionistic fuzzy numbers. Garg and
Sharma [17] discussed two phase approach for reliability and maintainability analy-
sis of an industrial system. Garg [18] presented RAM analysis of industrial systems
using PSO and fuzzy methodology. Kakkar et al. [19] analyzed the reliability of two-
unit parallel repairable industrial system. Kakkar [19] discussed the reliability of two
dissimilar parallel unit repairable system with failure during preventive mainte-
nance. Niwas and Kadyan [20] dealt with reliability modeling of a maintained
system with warranty and degradation. Negi and Singh [21] analyzed the reliability
of non-repairable complex system with weighted subsystems connected in series.
Patil et al. [22] presented the reliability analysis of CNC turning center based on the
assessment of trends in maintenance data. Tsarouhas [23] dealt with RAM analysis
for wine packaging production line. Wang et al. [24] analyzed the reliability of two-
dissimilar-unit warm standby repairable system with priority in use. Wu [25] ana-
lyzed the reliability of a cold standby system attacked by shocks. Wu and Wu [26]
analyzed the reliability of two-unit cold standby repairable systems under Poisson
shocks. Garg [27] analyzed the reliability of industrial system using fuzzy
kolmogrov’s differential equations. Kakkar et al. [28] analyzed the reliability of two
dissimilar parallel unit repairable systemwith failure during preventive maintenance.
Kumar and Malik [29, 30] dealt with reliability measures of a computer system with
priority to PM over the H/W repair activities subject to MOT and MRT. Kumar and
Lather [31] analyzed the reliability of a robotic system using hybridized technique.
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Kumar et al. [32] dealt with availability and cost analysis of an engineering system
involving subsystems in series configuration. Suleiman et al. [33] dealt with compar-
ative analysis between four dissimilar solar panel configurations.

Still, a further study om serial system of the new type of models with a justified
and satisfactory assessment is required. For this reason, this chapter has three goals.
The first goal is, to develop explicit expressions describing mean time to failure. The
second is to compare the four configurations in terms of their mean time to failure.
The third is to perform a parametric investigation of various system parameters
with the mean time to failure, as well as to capture their effect on the mean time to
failure. Analytical and numerical computations are presented to compare their
mean time to failure (MTTF). Cost/benefit measure have been obtained for all
configurations, where the benefit is mean time to failure.

The rest of the paper is organized as follows. Section 2 presents the notation
used. Section 3 gives a description of the system. Section 4 deals with derivation of
the models. Analytical comparison between configurations are presented in Section
4. The results of our numerical simulations are presented and discussed in Section 5.
The paper is concluded in Section 6.

2. Notations

α0=β0: Unit failure/Repair rate.
pi tð Þ: Probability that Configuration 1/Configuration 2/Configuration 3 is in state

i at time t.
P tð Þ: Probability row vector.
Qn=ATn=MTTFn, n ¼ 1, 2, 3: Transition matrix/steady state Availability/Mean

time to failure for the Configuration 1/Configuration 2/Configuration 3.
C1=C2=C3: cost for Configuration 1/Configuration 2/Configuration 3.
k0=k1=k2: Revenue generated/cost due to repair of partial failure/cost due to

repair of complete failure.

3. Description of the systems

The present paper considered the requirement of 60 MW generators in follow-
ing configurations: Configuration 1 has four 15 MW primary units, two 15 MW cold
standby units and one 30 MW cold standby unit; Configuration 2 has three 20 MW
primary units, three 20 cold standby units; Configuration 3 has two 30 MWprimary
units and three 30 MW cold standby units. It is assumed that units fail independent
of the other (Table 1). It is also assumed that switching from standby to operation is
automatic. Primary unit fails with exponential failure time distribution with
parameter α0 and immediately the cold standby is switch to operation. Also, unit
fails independent of the other with exponential failure time distribution with
parameter α0. Both units have exponential repair time distribution with parameter
β0. The systems (Configurations) are depicted in Figures 1–3 below.

Configuration Number of Primary units Number of standby units Cost of Configuration

1 Four primary 15 MW Two cold standby 15 MW units C1 ¼ 48, 000, 000

2 Three primary 20 MW Three cold standby 20 MW C2 ¼ 42, 000, 000

3 Two primary 30 MW Three cold standby 30 MW C3 ¼ 39, 000, 000

Table 1.
Size of configurations and their corresponding cost.
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4. Reliability models formulation

4.1 Models formulation for configuration 1

The corresponding set of differential-difference equations for Configuration 1 as
follows:

Figure 3.
Reliability block diagram of configuration 3.

Figure 2.
Reliability block diagram of configuration 2.

Figure 1.
Reliability block diagram of configuration 1.
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d
dt

p0 tð Þ ¼ �4α0p0 tð Þ þ β0p1 tð Þ þ β0p2 tð Þ
d
dt

p1 tð Þ ¼ � 4α0 þ β0ð Þp1 tð Þ þ 2α0p0 tð Þ þ β0p3 tð Þ þ β0p5 tð Þ
d
dt

p2 tð Þ ¼ � 4α0 þ β0ð Þp2 tð Þ þ 2α0p0 tð Þ þ β0p3 tð Þ þ β0p4 tð Þ
d
dt

p3 tð Þ ¼ � 4α0 þ β0ð Þp3 tð Þ þ 2α0p1 tð Þ þ 2α0p2 tð Þ þ β0p6 tð Þ þ β0p7 tð Þ
d
dt

p4 tð Þ ¼ �β0p4 tð Þ þ 2α0p2 tð Þ
d
dt

p5 tð Þ ¼ �β0p5 tð Þ þ 2α0p1 tð Þ
d
dt

p6 tð Þ ¼ �β0p6 tð Þ þ 2α0p3 tð Þ
d
dt

p7 tð Þ ¼ �β0p7 tð Þ þ 2α0p3 tð Þ

9>>>>>>>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>>>>>>>;

(1)

With initial conditions

pk 0ð Þ ¼ 1, k ¼ 0

0, k ¼ 1, 2, 3, … , 7

�
(2)

Eq. (1) can be expressed in the form as:

d
dt

p tð Þ ¼ Q1 p tð Þ (3)

With

Q1 ¼

�4α0 β0 β0 0 0 0 0 0

2α0 � 4α0 þ β0ð Þ 0 β0 0 β0 0 0

2α0 0 � 4α0 þ β0ð Þ β0 β0 0 0 0

0 2α0 2α0 � 4α0 þ 2β0ð Þ 0 0 β0 β0

0 0 2α0 0 �β0 0 0 0

0 2α0 0 0 0 �β0 0 0

0 0 0 2α0 0 0 �β0 0

0 0 0 2α0 0 0 0 �β0

0
BBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCA

Expression of availability, probability of partial and complete failure for
configuration 1 are given by

AT1 ∞ð Þ ¼ p0 ∞ð Þ þ p1 ∞ð Þ þ p2 ∞ð Þ þ p3 ∞ð Þ (4)

BP1 ∞ð Þ ¼ p1 ∞ð Þ þ p2 ∞ð Þ þ p3 ∞ð Þ (5)

BP2 ∞ð Þ ¼ p4 ∞ð Þ þ p5 ∞ð Þ þ p6 ∞ð Þ þ p7 ∞ð Þ (6)

To obtained (4), the procedure is to compute the states probabilities
pk ∞ð Þ, k ¼ 0, 1, 2, … , 7 by setting (3) to zero to give

Q1P tð ÞT ¼ 0 (7)
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AT1 ∞ð Þ ¼ p0 ∞ð Þ þ p1 ∞ð Þ þ p2 ∞ð Þ þ p3 ∞ð Þ (4)

BP1 ∞ð Þ ¼ p1 ∞ð Þ þ p2 ∞ð Þ þ p3 ∞ð Þ (5)

BP2 ∞ð Þ ¼ p4 ∞ð Þ þ p5 ∞ð Þ þ p6 ∞ð Þ þ p7 ∞ð Þ (6)

To obtained (4), the procedure is to compute the states probabilities
pk ∞ð Þ, k ¼ 0, 1, 2, … , 7 by setting (3) to zero to give

Q1P tð ÞT ¼ 0 (7)
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and using the following normalizing condition

p0 ∞ð Þ þ p1 ∞ð Þ þ p2 ∞ð Þ þ p3 ∞ð Þ þ p4 ∞ð Þ þ p5 ∞ð Þ þ p6 ∞ð Þ þ p7 ∞ð Þ ¼ 1 (8)

to give

�4α0 β0 β0 0 0 0 0 0

2α0 � 4α0 þ β0ð Þ 0 β0 0 β0 0 0

2α0 0 � 4α0 þ β0ð Þ β0 β0 0 0 0

0 2α0 2α0 � 4α0 þ 2β0ð Þ 0 0 β0 β0
0 0 2α0 0 �β0 0 0 0

0 2α0 0 0 0 �β0 0 0

0 0 0 2α0 0 0 �β0 0

1 1 1 1 1 1 1 1

0
BBBBBBBBBBBBB@

1
CCCCCCCCCCCCCA

p0 ∞ð Þ
p1 ∞ð Þ
p2 ∞ð Þ
p3 ∞ð Þ
p4 ∞ð Þ
p5 ∞ð Þ
p6 ∞ð Þ
p7 ∞ð Þ

0
BBBBBBBBBBBBB@

1
CCCCCCCCCCCCCA

¼

0

0

0

0

0

0

0

1

0
BBBBBBBBBBBBB@

1
CCCCCCCCCCCCCA

(9)

By solving the system of equations in (9) using MATLAB package for the
solution of pk ∞ð Þ give in Table 2 below.

(4), (5) and (6) are now expressed as:

AT1 ∞ð Þ ¼ β30 þ 4α0β20 þ 4α20β0
16α30 þ 12α20β0 þ 4α0β20 þ β30

(10)

BP 1 ∞ð Þ ¼ 4α0β0 α0 þ β0ð Þ
16α30 þ 12α20β0 þ 4α0β20 þ β30

(11)

BP 2 ∞ð Þ ¼ 8α20 2α0 þ β0ð Þ
16α30 þ 12α20β0 þ 4α0β20 þ β30

(12)

Profit = total revenue generated – cost incurred by the repair man due to partial
failure – cost incurred by the repair man due complete failure.

PF1 ¼ k0AT1 ∞ð Þ � k1BP1 ∞ð Þ � k2BP2 ∞ð Þ (13)

Using the method adopted in Wang and Kuo [34], Wang and Pearn [35], Wang
et al. [36] and Yen, T,-S and Wang, K.–H [37], the mathematical model of mean
time to failure for Configuration 1 is derived using the relation

MTTF‘1 ¼ P 0ð Þ �M1
�1� �

1, 1, 1, 1½ �T ¼ 20α20 þ 8α0β0 þ β20
8α20 4α0 þ β0ð Þ (14)

p0 ∞ð Þ ¼ β30
16α30þ12α20β0þ4α0β20þβ30

p4 ∞ð Þ ¼ 4α20β0
16α30þ12α20β0þ4α0β20þβ30

p1 ∞ð Þ ¼ 2α0β20
16α30þ12α20β0þ4α0β20þβ30

p5 ∞ð Þ ¼ 4α20β0
16α30þ12α20β0þ4α0β20þβ30

p2 ∞ð Þ ¼ 2α0β20
16α30þ12α20β0þ4α0β20þβ30

p6 ∞ð Þ ¼ 8α30
16α30þ12α20β0þ4α0β20þβ30

p3 ∞ð Þ ¼ 4α20β0
16α30þ12α20β0þ4α0β20þβ30

p7 ∞ð Þ ¼ 8α30
16α30þ12α20β0þ4α0β20þβ30

Table 2.
Steady state probabilities of configuration 1.
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Where P 0ð Þ ¼ 1, 0, 0, 0½ � and

M1 ¼

�4α0 2α0 2α0 0

β0 � 4α0 þ β0ð Þ 0 2α0
β0 0 � 4α0 þ β0ð Þ 2α0
0 β0 β0 � 4α0 þ 2β0ð Þ

0
BBB@

1
CCCA

obtained by transposing Q1 and deleting rows and columns of failure states.

4.2 Models formulation for configuration 2

Applying similar description in 4.1 above, the differential-difference equations
for Configuration 2 are expressed in the form:

d
dt

p tð Þ ¼ Q2 p tð Þ (15)

where

Q2 ¼

�3α0 β0 0 0 β0 β0 0 0 0 0 0 0 0

α0 �y0 β0 0 0 0 β0 β0 0 0 0 0 0

0 α0 �y0 β0 0 0 0 0 β0 β0 0 0 0

0 0 0 �y0 0 0 0 0 0 0 β0 β0 β0

α0 0 0 0 �β0 0 0 0 0 0 0 0 0

α0 0 0 0 0 �β0 0 0 0 0 0 0 0

0 α0 0 0 0 0 �β0 0 0 0 0 0 0

0 α0 0 0 0 0 0 �β0 0 0 0 0 0

0 0 α0 0 0 0 0 0 �β0 0 0 0 0

0 0 α0 0 0 0 0 0 0 �β0 0 0 0

0 0 0 α0 0 0 0 0 0 0 �β0 0 0

0 0 0 α0 0 0 0 0 0 0 0 �β0 0

0 0 0 α0 0 0 0 0 0 0 0 0 �β0

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

and y0 ¼ 3α0 þ β0ð Þ.
With initial conditions

P 0ð Þ ¼ 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0½ � (16)

Expression for system availability, probability of partial and complete failure for
Configuration 2 are given by

AT2 ∞ð Þ ¼ p0 ∞ð Þ þ p1 ∞ð Þ þ p2 ∞ð Þ þ p3 ∞ð Þ (17)

BP3 ∞ð Þ ¼ p1 ∞ð Þ þ p2 ∞ð Þ þ p3 ∞ð Þ (18)

BP4 ∞ð Þ ¼ p4 ∞ð Þ þ p5 ∞ð Þ þ p6 ∞ð Þ þ p7 ∞ð Þ þ … þ p12 ∞ð Þ (19)

Setting (15) to zero to give

Q2 p ∞ð Þ ¼ 0 (20)
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Where P 0ð Þ ¼ 1, 0, 0, 0½ � and

M1 ¼

�4α0 2α0 2α0 0

β0 � 4α0 þ β0ð Þ 0 2α0
β0 0 � 4α0 þ β0ð Þ 2α0
0 β0 β0 � 4α0 þ 2β0ð Þ

0
BBB@

1
CCCA

obtained by transposing Q1 and deleting rows and columns of failure states.

4.2 Models formulation for configuration 2

Applying similar description in 4.1 above, the differential-difference equations
for Configuration 2 are expressed in the form:

d
dt

p tð Þ ¼ Q2 p tð Þ (15)

where

Q2 ¼

�3α0 β0 0 0 β0 β0 0 0 0 0 0 0 0

α0 �y0 β0 0 0 0 β0 β0 0 0 0 0 0

0 α0 �y0 β0 0 0 0 0 β0 β0 0 0 0

0 0 0 �y0 0 0 0 0 0 0 β0 β0 β0

α0 0 0 0 �β0 0 0 0 0 0 0 0 0

α0 0 0 0 0 �β0 0 0 0 0 0 0 0

0 α0 0 0 0 0 �β0 0 0 0 0 0 0

0 α0 0 0 0 0 0 �β0 0 0 0 0 0

0 0 α0 0 0 0 0 0 �β0 0 0 0 0

0 0 α0 0 0 0 0 0 0 �β0 0 0 0

0 0 0 α0 0 0 0 0 0 0 �β0 0 0

0 0 0 α0 0 0 0 0 0 0 0 �β0 0

0 0 0 α0 0 0 0 0 0 0 0 0 �β0

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

and y0 ¼ 3α0 þ β0ð Þ.
With initial conditions

P 0ð Þ ¼ 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0½ � (16)

Expression for system availability, probability of partial and complete failure for
Configuration 2 are given by

AT2 ∞ð Þ ¼ p0 ∞ð Þ þ p1 ∞ð Þ þ p2 ∞ð Þ þ p3 ∞ð Þ (17)

BP3 ∞ð Þ ¼ p1 ∞ð Þ þ p2 ∞ð Þ þ p3 ∞ð Þ (18)

BP4 ∞ð Þ ¼ p4 ∞ð Þ þ p5 ∞ð Þ þ p6 ∞ð Þ þ p7 ∞ð Þ þ … þ p12 ∞ð Þ (19)

Setting (15) to zero to give

Q2 p ∞ð Þ ¼ 0 (20)
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The normalizing condition for this analysis is

X12
j¼0

p j ∞ð Þ ¼ 1 (21)

Combining (20) and (21) to give system of equations

�3α0 β0 0 0 β0 β0 0 0 0 0 0 0 0

α0 �y0 β0 0 0 0 β0 β0 0 0 0 0 0

0 α0 �y0 β0 0 0 0 0 β0 β0 0 0 0

0 0 0 �y0 0 0 0 0 0 0 β0 β0 β0
α0 0 0 0 �β0 0 0 0 0 0 0 0 0
α0 0 0 0 0 �β0 0 0 0 0 0 0 0

0 α0 0 0 0 0 �β0 0 0 0 0 0 0

0 α0 0 0 0 0 0 �β0 0 0 0 0 0

0 0 α0 0 0 0 0 0 �β0 0 0 0 0

0 0 α0 0 0 0 0 0 0 �β0 0 0 0

0 0 0 α0 0 0 0 0 0 0 �β0 0 0

0 0 0 α0 0 0 0 0 0 0 0 �β0 0

1 1 1 1 1 1 1 1 1 1 1 1 1

0
BBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCA

p0 ∞ð Þ
p1 ∞ð Þ
p2 ∞ð Þ
p3 ∞ð Þ
p4 ∞ð Þ
p5 ∞ð Þ
p6 ∞ð Þ
p7 ∞ð Þ
p8 ∞ð Þ
p9 ∞ð Þ
p10 ∞ð Þ
p11 ∞ð Þ
p12 ∞ð Þ

0
BBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCA

¼

0

0

0

0

0
0

0

0

0

0

0

0

1

0
BBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCA

(22)

Solving the system of equations in (22) for the state probabilities pk ∞ð Þ, k ¼
0, 1, 2, … , 12, using MATLAB package, to give states probabilities in Table 3 below.

Expressions for the system availability, probability of partial and complete fail-
ure for configuration 2 in (17) to (19) as well as profit function are now

AT2 ∞ð Þ ¼ β40 þ 2α0β30 þ α20β
2
0 þ α30β0

3α40 þ 3α30β0 þ 3α20β
2
0 þ 3α30β0 þ β40

(23)

BP3 ∞ð Þ ¼ α0β
3
0 þ α30β0 þ α20β

2
0

3α40 þ 3α30β0 þ 3α20β
2
0 þ 3α30β0 þ β40

(24)

BP4 ∞ð Þ ¼ 3α40 þ 2α0β30 þ 2α30β0 þ 2α20β
2
0

3α40 þ 3α30β0 þ 3α20β
2
0 þ 3α30β0 þ β40

(25)

PF2 ¼ k0AT2 ∞ð Þ � k1BP3 ∞ð Þ � k2BP4 ∞ð Þ (26)

p0 ∞ð Þ ¼ β40
3α40þ3α30β0þ3α20β

2
0þ3α30β0þβ40

p7 ∞ð Þ ¼ α20β
2
0

3α40þ3α30β0þ3α20β
2
0þ3α30β0þβ40

p1 ∞ð Þ ¼ α0β
3
0

3α40þ3α30β0þ3α20β
2
0þ3α30β0þβ40

p8 ∞ð Þ ¼ α30β0
3α40þ3α30β0þ3α20β

2
0þ3α30β0þβ40

p2 ∞ð Þ ¼ α20β
2
0

3α40þ3α30β0þ3α20β
2
0þ3α30β0þβ40

p9 ∞ð Þ ¼ α30β0
3α40þ3α30β0þ3α20β

2
0þ3α30β0þβ40

p3 ∞ð Þ ¼ α30β0
3α40þ3α30β0þ3α20β

2
0þ3α30β0þβ40

p10 ∞ð Þ ¼ α40
3α40þ3α30β0þ3α20β

2
0þ3α30β0þβ40

p4 ∞ð Þ ¼ α30β0
3α40þ3α30β0þ3α20β

2
0þ3α30β0þβ40

p11 ∞ð Þ ¼ α40
3α40þ3α30β0þ3α20β

2
0þ3α30β0þβ40

p5 ∞ð Þ ¼ α30β0
3α40þ3α30β0þ3α20β

2
0þ3α30β0þβ40

p12 ∞ð Þ ¼ α40
3α40þ3α30β0þ3α20β

2
0þ3α30β0þβ40

p6 ∞ð Þ ¼ α20β
2
0

3α40þ3α30β0þ3α20β
2
0þ3α30β0þβ40

Table 3.
Steady state probabilities of configuration 2.
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Mathematical model of mean time to failure for Configuration 2 is derived using
the relation

MTTF‘2 ¼ P 0ð Þ �M2
�1� �

1, 1, 1, 1½ �T ¼ 40α30 þ 27α20β0 þ 8α0β20 þ β30
α0 81α30 þ 54α20β0 þ 16α0β20 þ 2β30
� � (27)

Where P 0ð Þ ¼ 1, 0, 0, 0½ � and

M2 ¼

�3α0 α0 0 0

β0 � 3α0 þ β0ð Þ α0 0

0 β0 � 3α0 þ β0ð Þ α0

0 0 β0 � 3α0 þ β0ð Þ

0
BBB@

1
CCCA

M2 is obtained from Q2 using similar argument above.

4.3 Models formulation for configuration 3

Following similar argument in 4.1 above, the differential-difference equations
obtained for Configuration 3 are expressed in the form:

d
dt

p tð Þ ¼ Q3 p tð Þ (28)

where

Q3 ¼

�2α0 β0 β0 0 0 0 0 0 0 0 0

α0 �y1 0 β0 β0 0 0 0 0 0 0

α0 0 �y1 0 0 0 0 0 0 β0 β0
0 α0 0 �y1 0 β0 β9 0 0 0 0

0 α0 0 0 �y1 0 0 β0 β0 0 0

0 0 0 α0 0 �β0 0 0 0 0 0

0 0 0 α0 0 0 �β0 0 0 0 0

0 0 0 0 α0 0 0 �β0 0 0 0

0 0 0 0 α0 0 0 0 �β0 0 0

0 0 α0 0 0 0 0 0 0 �β0 0

0 0 α0 0 0 0 0 0 0 0 �β0

0
BBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCA

Where y1 ¼ 2α0 þ β0ð Þ.
With initial conditions

P 0ð Þ ¼ 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0½ � (29)

Expression for system availability, probability of partial and complete failure for
Configuration 3 are given by

AT3 ∞ð Þ ¼ p0 ∞ð Þ þ p1 ∞ð Þ þ p2 ∞ð Þ þ p3 ∞ð Þ þ p4 ∞ð Þ (30)

BP5 ∞ð Þ ¼ p1 ∞ð Þ þ p2 ∞ð Þ þ p3 ∞ð Þ þ p4 ∞ð Þ (31)

BP6 ∞ð Þ ¼ p5 ∞ð Þ þ p6 ∞ð Þ þ p7 ∞ð Þ þ p8 ∞ð Þ þ p9 ∞ð Þ þ p10 ∞ð Þ (32)

19

The Optimal System for Complex Series-Parallel Systems with Cold Standby Units:…
DOI: http://dx.doi.org/10.5772/intechopen.95274



Mathematical model of mean time to failure for Configuration 2 is derived using
the relation

MTTF‘2 ¼ P 0ð Þ �M2
�1� �

1, 1, 1, 1½ �T ¼ 40α30 þ 27α20β0 þ 8α0β20 þ β30
α0 81α30 þ 54α20β0 þ 16α0β20 þ 2β30
� � (27)

Where P 0ð Þ ¼ 1, 0, 0, 0½ � and

M2 ¼

�3α0 α0 0 0

β0 � 3α0 þ β0ð Þ α0 0

0 β0 � 3α0 þ β0ð Þ α0

0 0 β0 � 3α0 þ β0ð Þ

0
BBB@

1
CCCA

M2 is obtained from Q2 using similar argument above.

4.3 Models formulation for configuration 3

Following similar argument in 4.1 above, the differential-difference equations
obtained for Configuration 3 are expressed in the form:

d
dt

p tð Þ ¼ Q3 p tð Þ (28)

where

Q3 ¼

�2α0 β0 β0 0 0 0 0 0 0 0 0

α0 �y1 0 β0 β0 0 0 0 0 0 0

α0 0 �y1 0 0 0 0 0 0 β0 β0
0 α0 0 �y1 0 β0 β9 0 0 0 0

0 α0 0 0 �y1 0 0 β0 β0 0 0

0 0 0 α0 0 �β0 0 0 0 0 0

0 0 0 α0 0 0 �β0 0 0 0 0

0 0 0 0 α0 0 0 �β0 0 0 0

0 0 0 0 α0 0 0 0 �β0 0 0

0 0 α0 0 0 0 0 0 0 �β0 0

0 0 α0 0 0 0 0 0 0 0 �β0

0
BBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCA

Where y1 ¼ 2α0 þ β0ð Þ.
With initial conditions

P 0ð Þ ¼ 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0½ � (29)

Expression for system availability, probability of partial and complete failure for
Configuration 3 are given by

AT3 ∞ð Þ ¼ p0 ∞ð Þ þ p1 ∞ð Þ þ p2 ∞ð Þ þ p3 ∞ð Þ þ p4 ∞ð Þ (30)

BP5 ∞ð Þ ¼ p1 ∞ð Þ þ p2 ∞ð Þ þ p3 ∞ð Þ þ p4 ∞ð Þ (31)

BP6 ∞ð Þ ¼ p5 ∞ð Þ þ p6 ∞ð Þ þ p7 ∞ð Þ þ p8 ∞ð Þ þ p9 ∞ð Þ þ p10 ∞ð Þ (32)
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Setting (28) to zero to give

Q3 p ∞ð Þ ¼ 0 (33)

The normalizing condition for this analysis is

X10
j¼0

p j ∞ð Þ ¼ 1 (34)

Combining (33) and (34) to give system of equations

�2α0 β0 β0 0 0 0 0 0 0 0 0

α0 �y1 0 β0 β0 0 0 0 0 0 0

α0 0 �y1 0 0 0 0 0 0 β0 β0
0 α� 0 �y1 0 β0 β9 0 0 0 0

0 α0 0 0 �y1 0 0 β0 β0 0 0

0 0 0 α0 0 �β0 0 0 0 0 0

0 0 0 α0 0 0 �β0 0 0 0 0

0 0 0 0 α0 0 0 �β0 0 0 0

0 0 0 0 α0 0 0 0 �β0 0 0

0 0 α0 0 0 0 0 0 0 �β0 0

1 1 1 1 1 1 1 1 1 1 1

0
BBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCA

p0 ∞ð Þ
p1 ∞ð Þ
p2 ∞ð Þ
p3 ∞ð Þ
p4 ∞ð Þ
p5 ∞ð Þ
p6 ∞ð Þ
p7 ∞ð Þ
p8 ∞ð Þ
p9 ∞ð Þ
p10 ∞ð Þ

0
BBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCA

¼

0

0

0
0

0

0

0

0

0

0

1

0
BBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCA

(35)

Solving the system of equations in (35) for the state probabilities pk ∞ð Þ, k ¼
0, 1, 2, … , 10, presented in Table 4 below.

Expressions for the system availability, probability of partial and complete fail-
ure for configuration 3 in (30) to (32) as well as profit function are now

AT3 ∞ð Þ ¼ β30 þ 2α0β20 þ 2α20β0
4α30 þ 4α20β0 þ 2α0β20 þ β30

(36)

BP5 ∞ð Þ ¼ 2α0β0 α0 þ β0ð Þ
4α30 þ 4α20β0 þ 2α0β20 þ β30

(37)

BP6 ∞ð Þ ¼ 2α20 2α0 þ β0ð Þ
4α30 þ 4α20β0 þ 2α0β20 þ β30

(38)

p0 ∞ð Þ ¼ β30
4α30þ4α20β0þ2α0β20þβ30

p6 ∞ð Þ ¼ α30
4α30þ4α20β0þ2α0β20þβ30

p1 ∞ð Þ ¼ α0β
2
0

4α30þ4α20β0þ2α0β20þβ30
p7 ∞ð Þ ¼ α30

4α30þ4α20β0þ2α0β20þβ30

p2 ∞ð Þ ¼ α0β
2
0

4α30þ4α20β0þ2α0β20þβ30
p8 ∞ð Þ ¼ α30

4α30þ4α20β0þ2α0β20þβ30

p3 ∞ð Þ ¼ α20β0
4α30þ4α20β0þ2α0β20þβ30

p9 ∞ð Þ ¼ α20β0
4α30þ4α20β0þ2α0β20þβ30

p4 ∞ð Þ ¼ α20β0
4α30þ4α20β0þ2α0β20þβ30

p10 ∞ð Þ ¼ α20β0
4α30þ4α20β0þ2α0β20þβ30

p5 ∞ð Þ ¼ α30
4α30þ4α20β0þ2α0β20þβ30

Table 4.
Steady state probabilities of configuration 3.
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PF3 ¼ k0AT3 ∞ð Þ � k1BP5 ∞ð Þ � k2BP6 ∞ð Þ (39)

Mathematical model of mean time to failure for Configuration 3 is derived using
the relation

MTTF‘3 ¼ P 0ð Þ �M3
�1� �

1, 1, 1, 1, 1½ �T ¼ 20α30 þ 16α20β0 þ 6α0β20 þ β30
2α20 8α20 þ 4α0β0 þ β20
� � (40)

Where P 0ð Þ ¼ 1, 0, 0, 0, 0½ �

M3 ¼

�2α0 α0 α0 0 0

β0 � 2α0 þ β0ð Þ 0 α0 α0

β0 0 � 2α0 þ β0ð Þ 0 0

0 β0 0 � 2α0 þ β0ð Þ 0

0 β0 0 0 � 2α0 þ β0ð Þ

0
BBBBBB@

1
CCCCCCA

M3 is obtained from Q3 using similar argument above.

5. Results and discussion

5.1 Analytical comparison

In this section, the configurations are compared analytically in terms of their
availability and mean time to failure to determine the optimal configuration by
taking the difference between mean time to failure (MTTF) and availability for the
configurations using MAPLE software package.

MTTF3 �MTTF1 ¼ 16α40 þ 192α30β0 þ 100α20β
2
0 þ 28α0β30 þ 3β40

8α20 4α0 þ β0ð Þ 8α20 þ 4α0β0 þ β20
� � (41)

) MTTF3 >MTTF1 ∀α0, β0 >0

MTTF3 �MTTF2 ¼ 980α60 þ 1624α50β0 þ 1246α40β
2
0 þ 567α30β

3
0 þ 158α20β

4
0 þ 26α0β50 þ 2β60

2α20 8α20 þ 4α0β0 þ β20
� �

81α30 þ 54α20β0 þ 16α0β20 þ 2β30
� �

(42)

) MTTF3 >MTTF2 ∀α0, β0 >0

MTTF1 �MTTF2 ¼ 340α50 þ 544α40β0 þ 361α30β
2
0 þ 126α20β

3
0 þ 24α0β40 þ 2β50

8α20 4α0 þ β0ð Þ 81α30 þ 54α20β0 þ 16α0β20 þ 2β30
� �

(43)

) MTTF1 >MTTF2 ∀α0, β0 >0

Using mean time to failure models of configurations, it is clear from (41)–(43)
that

MTTF3 >MTTF1 >MTTF2

AT3 ∞ð Þ � AT1 ∞ð Þ ¼ 2α20β0 4α20 þ 4α0β0 þ 3β20
� �

16α30 þ 12α20β0 þ 4α0β20 þ β30
� �

4α30 þ 4α20β0 þ 2α0β20 þ β30
� �

(44)
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PF3 ¼ k0AT3 ∞ð Þ � k1BP5 ∞ð Þ � k2BP6 ∞ð Þ (39)
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MTTF‘3 ¼ P 0ð Þ �M3
�1� �

1, 1, 1, 1, 1½ �T ¼ 20α30 þ 16α20β0 þ 6α0β20 þ β30
2α20 8α20 þ 4α0β0 þ β20
� � (40)

Where P 0ð Þ ¼ 1, 0, 0, 0, 0½ �

M3 ¼

�2α0 α0 α0 0 0

β0 � 2α0 þ β0ð Þ 0 α0 α0

β0 0 � 2α0 þ β0ð Þ 0 0

0 β0 0 � 2α0 þ β0ð Þ 0

0 β0 0 0 � 2α0 þ β0ð Þ

0
BBBBBB@

1
CCCCCCA

M3 is obtained from Q3 using similar argument above.

5. Results and discussion
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2
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� � (41)
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2
0 þ 567α30β

3
0 þ 158α20β

4
0 þ 26α0β50 þ 2β60

2α20 8α20 þ 4α0β0 þ β20
� �

81α30 þ 54α20β0 þ 16α0β20 þ 2β30
� �

(42)
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2
0 þ 126α20β

3
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8α20 4α0 þ β0ð Þ 81α30 þ 54α20β0 þ 16α0β20 þ 2β30
� �
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) AT3 >AT1 ∀α0, β0 >0

AT3 ∞ð Þ � AT2 ∞ð Þ ¼ α0β0 2α50 þ 4α40β0 þ α30β
2
0 þ 2α0β40 þ β50

� �

4α30 þ 4α20β0 þ 2α0β20 þ β30
� �

3α40 þ 3α30β0 þ 3α20β
2
0 þ 3α30β0 þ β40

� �

(45)

) AT3 >AT2 ∀α0, β0 >0

AT2 ∞ð Þ � AT1 ∞ð Þ ¼ α0β0 2α40 þ α30β0 þ 10α20β
2
0 þ 4α0β30 � β40

� �

3α40 þ 3α30β0 þ 3α20β
2
0 þ 3α30β0 þ β40

� �
16α30 þ 12α20β0 þ 4α0β20 þ β30
� �

(46)

) AT2 >AT1 ∀α0, β0 >0

Using availability models of configurations, it is clear from (44)–(46) that

AT3 ∞ð Þ>AT2 ∞ð Þ>AT1 ∞ð Þ

5.2 Comparison based on ranking of the configurations

Tables 5 and 6 depict the ranking of configuration base on their availability and
mean time to failure. It clear from Table 5 that configuration 3 is the optimal
configuration whenever 0≤ β0 ≤ 1. Thus, verifying the above analytical claim that
AT3 ∞ð Þ>AT2 ∞ð Þ>AT1 ∞ð Þ and MTTF3 >MTTF1 >MTTF2 α0, β0 >0 .

5.3 Comparison based on availability, profit and mean time to failure

In this section, β0 ¼ 0:8, k0 ¼ 50, 000, 000, k1 ¼ 1250 and k2 ¼ 2150 are
fixed and vary α0 from 0.1 to 1 in Figures 4–6 and α0 ¼ 0:018, k0 ¼ 50, 000, 000,

Case Parameter
Range

Result Constant
parameters

1 0< α0 <0:2 AV3 ∞ð Þ>AV2 ∞ð Þ>AV1 ∞ð Þ MTTF3 >MTTF1 >MTTF2 β0 ¼ 0:6

0:2< α0 <0:4 AV3 ∞ð Þ>AV2 ∞ð Þ>AV1 ∞ð Þ MTTF3 >MTTF1 >MTTF2

0:4< α0 <0:6 AV3 ∞ð Þ>AV2 ∞ð Þ>AV1 ∞ð Þ MTTF3 >MTTF1 >MTTF2

0:6< α0 <0:8 AV3 ∞ð Þ>AV2 ∞ð Þ>AV1 ∞ð Þ MTTF3 >MTTF1 >MTTF2

0:8< α0 < 1:0 AV3 ∞ð Þ>AV2 ∞ð Þ>AV1 ∞ð Þ MTTF3 >MTTF1 >MTTF2

Table 5.
Ranking of configurations based on their availability and MTTF for α0 ∈ 0, 1½ �.

Case Parameter
Range

Result Constant
parameters

2 0< β0 <0:2 AV3 ∞ð Þ>AV2 ∞ð Þ>AV1 ∞ð Þ MTTF3 >MTTF1 >MTTF2 α0 ¼ 0:2

0:2< β0 <0:4 AV3 ∞ð Þ>AV2 ∞ð Þ>AV1 ∞ð Þ MTTF3 >MTTF1 >MTTF2

0:4< β0 <0:6 AV3 ∞ð Þ>AV2 ∞ð Þ>AV1 ∞ð Þ MTTF3 >MTTF1 >MTTF2

0:6< β0 <0:8 AV3 ∞ð Þ>AV2 ∞ð Þ>AV1 ∞ð Þ MTTF3 >MTTF1 >MTTF2

0:8< β0 < 1:0 AV3 ∞ð Þ>AV2 ∞ð Þ>AV1 ∞ð Þ MTTF3 >MTTF1 >MTTF2

Table 6.
Ranking of configurations based on their availability and MTTF for β0 ∈ 0, 1½ �.
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Figure 5.
Profit against α0 .

Figure 4.
Availability against α0 .

Figure 6.
MTTF against α0 .
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k1 ¼ 1250 and k2 ¼ 2150 are fixed and vary β0 from 0.1 to 1 in Figures 7–9 and
obtained the following results.

Simulations in Figures 4–6 compare the steady state availability, profit and
MTTF with respect to α0 for all the three configurations considered. From these
figures, availability, profit and MTTF decreases as α0 increases for any configura-
tion. Furthermore, Configuration 3 seems to be most effective and reliable config-
uration among all the three configurations. From these figures, it is clear that
Configuration 3 produces more availability, profit and MTTF than the other con-
figurations. Thus, Configuration 3 is the optimal configuration in this study. On the
other hand, simulations in Figures 7–9 compare the steady state availability, profit
and MTTF with respect to β0 for all the three configurations. It is evident from these
figures that availability, profit and MTTF increases as β0 increases for any

Figure 8.
Profit against β0 .

Figure 7.
Availability against β0 .
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configuration. Similar to Figures 4–6, Configuration 3 seems to be most effective
and reliable configuration among all the three configurations and hence is the
optimal configuration.

5.4 Comparison based on cost benefit

In this section, the configurations are compared based on their Ck=Avk and
Ck=MTTFk using MATLAB software. The following parameters values are used for
the purpose of analysis:

Figure 9.
MTTF against β0 .

Figure 10.
Ck=AVk against α0 .
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β0 ¼ 0:8 , C1 ¼ 48, 000, 000, C2 ¼ 42, 000, 000, C3 ¼ 39, 000, 000 (Yen, T,-S
andWang, K.–H [37]) are fixed and vary α0 between 0.1 and 1 in Figures 10 and 11.

α0 ¼ 0:018,, C1 ¼ 42, 000, 000, C1 ¼ 39, 000, 000 and vary β0 between 0.1 to 1
in Figures 12 and 13 and obtained the following results:

Figure 11.
Ck=MTTFk against α0 .

Figure 12.
Ck=AVk against β0 .
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Figures 10 and 11 depict the results of Ck=Avk and Ck=MTTFk for each configu-
ration i i ¼ 1, 2, 3ð Þ with respect to α0. From these figures, it is evident that Ck=Avk
and Ck=MTTFk increase as α0 increases for each configuration. It is evident from
these Figures that the optimal configuration using both Ck=Avk and Ck=MTTFk is
Configuration 3.

From Figures 12 and 13, it is clear that Ck=Avk and Ck=MTTFk decrease as β0
increases. It is clear from these Figures that the optimal configuration using both
Ck=Avk and Ck=MTTFk is again Configuration 3. Configurations 1 and 2 tend to have
more Ck=Avk and Ck=MTTFk that Configuration 3. From the result presented in this
study, it is clear that the survival of manufacturing and industrial systems depends
upon its design and reliability characteristics. Through the system design and reli-
ability characteristics, management can tend to realize whether such systems oper-
ate at minimum cost of maintenance, quality of the product, production output as
well as revenue mobilization.

5.5 Sensitivity analysis

Sensitivity analysis presented in Tables 7 and 8 depict the change in availability,
MTTF and profit of the three configurations with respect to failure rate α0 for
different values of β0. It is clear from these tables that availability, MTTF and profit
of the three configurations decreases as α0 increase. Availability, MTTF and profit
tend to be higher for the three configurations for whenever β0 ¼ 0:9. This sensitiv-
ity analysis implies that maintenance action such as inspection, preventive mainte-
nance, etc. should be invoke to reduce the occurrence of failure in order to attain
maximum value of availability, MTTF and profit. From these tables it is evident that
Configuration 3 has higher values of availability, MTTF and profit than configura-
tions 1 and 2 for different values of β0. On the other hand, Sensitivity analysis in
depicted in Tables 9 and 10, displayed the variation of availability, MTTF and

Figure 13.
Ck=MTTFk against β0 .
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profit with respect to β0 for different values of α0. It is evident from the tables that
availability, MTTF and profit increases as β0 increases for different values of α0.
Increase in the values of α0 decrease the availability, MTTF and profit as shown in
the tables. This sensitivity analysis suggest that perfect repair, preventive mainte-
nance, inspection should be invoke at early failure to restore the system to its
position as good as new. It is also clear from these tables that Configuration III has
higher values of availability, MTTF and profit than configurations 1 and 2.

α0 AV1 ∞ð Þ AV2 ∞ð Þ AV3 ∞ð Þ MTTF1 MTTF2 MTTF3

β0 ¼ 0:3 0.1 0.6522 0.7313 0.8361 9.4643 4.9887 25.6897

0.2 0.3962 0.5287 0.6084 3.8920 2.4878 9.3654

0.3 0.2727 0.3846 0.4545 2.4167 1.6558 5.5128

0.4 0.2050 0.2902 0.3565 1.7475 1.2405 3.8699

0.5 0.1632 0.2286 0.2912 1.3674 0.9916 2.9717

β0 ¼ 0:6 0.1 0.8571 0.8538 0.9494 13.0000 4.9965 40.2941

0.2 0.6522 0.7313 0.8361 4.7321 2.4943 12.8448

0.3 0.5000 0.6230 0.7143 2.7778 1.6605 7.0000

0.4 0.3962 0.5287 0.6084 1.9460 1.2439 4.6827

0.5 0.3243 0.4494 0.5227 1.4923 0.9942 3.4809

β0 ¼ 0:9 0.1 0.9252 0.8989 0.9764 16.6346 4.9985 55.1600

0.2 0.7852 0.8112 0.9154 5.6066 2.4970 16.4662

0.3 0.6522 0.7313 0.8361 3.1548 1.6629 8.5632

0.4 0.5445 0.6576 0.7537 2.1531 1.2459 5.5391

0.5 0.4609 0.5899 0.6768 1.6224 0.9959 4.0169

Table 7.
Availability and MTTF sensitivity as function of α0 for different values of β0.

α0 Profit ∗ 107

β0 ¼ 0:3 β0 ¼ 0:6 β0 ¼ 0:9

PF1 PF2 PF3 PF1 PF2 PF3 PF1 PF2 PF3

0 5.0000 5.0000 5.0000 5.0000 5.0000 5.0000 5.0000 5.0000 5.0000

0.1 3.0666 3.5304 4.0420 4.1659 4.1968 4.6934 4.5546 4.4432 4.8555

0.2 1.8056 2.4578 2.8393 3.0666 3.5304 4.0420 3.7692 3.9643 4.4934

0.3 1.2298 1.7423 2.0850 2.3044 2.9493 3.3837 3.0666 3.5304 4.0420

0.4 0.9205 1.2982 1.6218 1.8056 2.4578 2.8393 2.5232 3.1335 3.5928

0.5 0.7316 1.0172 1.3190 1.4682 2.0586 2.4143 2.1147 2.7751 3.1881

0.6 0.6054 0.8304 1.1085 1.2298 1.7423 2.0850 1.8056 2.4578 2.8393

0.7 0.5156 0.6995 0.9547 1.0542 1.4939 1.8270 1.5673 2.1818 2.5441

0.8 0.4486 0.6035 0.8378 0.9205 1.2982 1.6218 1.3800 1.9446 2.2952

0.9 0.3968 0.5305 0.7461 0.8157 1.1426 1.4556 1.2298 1.7423 2.0850

Table 8.
Profit sensitivity as function of α0 for different values of β0.
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6. Conclusion

In this paper, three different standby serial systems each supplying 60 MW are
considered. The expressions for the reliability characteristics such as system avail-
ability, busy period of repairman due to partial and complete failure as well as profit
functions for all the configurations have been obtained and validated by performing
analytical and numerical experiments. Analysis of the effect of various system
parameters on mean time to failure, profit function and availability was performed.

α0 AV1 ∞ð Þ AV2 ∞ð Þ AV3 ∞ð Þ MTTF1 MTTF2 MTTF3

α0 ¼ 0:012 0.1 0.9150 0.8915 0.9726 131.8506 41.6518 432.21

0.2 0.9749 0.9432 0.9929 217.2939 41.6638 778.30

0.3 0.9883 0.9615 0.9968 303.5201 41.6657 1125.2

0.4 0.9933 0.9708 0.9982 390.0050 41.6662 1472.4

0.5 0.9956 0.9765 0.9989 476.6069 41.6664 1819.5

α0 ¼ 0:015 0.1 0.8784 0.8671 0.9583 92.0139 33.3142 290.60

0.2 0.9623 0.9299 0.9890 146.3675 33.3294 511.70

0.3 0.9821 0.9523 0.9950 201.3889 33.3319 733.60

0.4 0.9896 0.9638 0.9972 256.6425 33.3327 955.70

0.5 0.9933 0.9708 0.9982 312.0040 33.3330 1177.90

α0 ¼ 0:018 0.1 0.8399 0.8434 0.9418 69.2650 27.7550 211.6955

0.2 0.9479 0.9168 0.9843 106.7765 27.7726 364.8292

0.3 0.9749 0.9432 0.9929 144.8626 27.7759 518.8338

0.4 0.9854 0.9569 0.9960 183.1581 27.7769 673.0276

0.5 0.9904 0.9652 0.9974 221.2852 27.7773 827.2852

Table 9.
Availability and MTTF sensitivity as function of β0 for different values of α0.

β0 Profit ∗ 107

α0 ¼ 0:012 α0 ¼ 0:015 α0 ¼ 0:018

PF1 PF2 PF3 PF1 PF2 PF3 PF1 PF2 PF3

0 �0.0002 �0.0002 �0.0002 �0.0002 �0.0002 �0.0002 �0.0002 �0.0002 �0.0002

0.1 4.6436 4.5075 4.8881 4.4850 4.3959 4.8289 4.3156 4.2875 4.7597

0.2 4.8969 4.7431 4.9711 4.8444 4.6825 4.9552 4.7839 4.6230 4.9359

0.3 4.9521 4.8260 4.9871 4.9268 4.7842 4.9799 4.8969 4.7431 4.9711

0.4 4.9725 4.8684 4.9927 4.9577 4.8366 4.9887 4.9400 4.8051 4.9837

0.5 4.9822 4.8942 4.9953 4.9725 4.8684 4.9927 4.9609 4.8429 4.9895

0.6 4.9875 4.9116 4.9968 4.9807 4.8899 4.9949 4.9725 4.8684 4.9927

0.7 4.9908 4.9240 4.9976 4.9857 4.9054 4.9963 4.9796 4.8868 4.9946

0.8 4.9929 4.9334 4.9982 4.9890 4.9170 4.9972 4.9843 4.9007 4.9959

0.9 4.9944 4.9407 4.9986 4.9913 4.9261 4.9977 4.9875 4.9116 4.9968

Table 10.
Profit sensitivity as function of β0 for different values of α0.
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These are the main contributions of this study. On the basis of the numerical results
obtained in Figures and Tables for a particular case, it is evident that the optimal
system configuration is configuration 3. This is supported from analytical compar-
ison presented in terms of the availability and mean time to failure models obtained
in which configuration III is the optimal configuration for all α0, β0 >0 contrary to
some studies where the optimality among the system configuration is not uniform
as it depends on some system parameters. The contributions of this paper are as
follows.

i. Failure is categorized into partial and complete failure

ii. Analytical comparison between the configuration in terms of their
availability and mean time to failure is performed

iii. Optimal configuration in analytical comparison agrees with that of
numerical comparison

iv. Optimal configuration is unique for all parameter values
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Chapter 3

Importance Analysis of 
Containment Spray System in 
Pressurized Water Reactor (PWR)
Muhammad Zubair and Priyonta Rahman

Abstract

The basic purpose of the containment spray system (CSS) is to cool the 
 containment atmosphere when the internal pressure of the containment exceeds 
a certain limit. Water is transferred by a pump from the storage tank via heat 
exchangers to the overhead spray nozzles in the roof of the containment. This water 
cools the atmosphere of the containment. In this research, the reliability analysis 
of CSS has been investigated using fault tree analysis (FTA). The results of the 
top event probabilities, minimal cut sets (MCS), risk decrease factor (RDF), risk 
increase factor (RIF), and sensitivity analysis were obtained for the WASH-1400 
data base.

Keywords: importance analysis, pressurized water reactor, containment spray 
system, fault tree analysis, RiskSpectrum

1. Introduction

Nuclear power is a source of sustainable energy, making a significant contribution 
in the generation of electricity worldwide. Nuclear reactors provide clean energy 
and is ensured to be safe through the thorough study of nuclear power plants (NPPs) 
called the probabilistic safety assessment (PSA). PSA is used as an evaluation tool 
which recognizes the potential risks and accident scenarios resulting in an accident 
due to the liability of failure of certain components or systems as a whole [1–3]. In an 
attempt at the aversion of catastrophes, several safety systems are put in place where 
containment spray system is one among the various redundant safety features in 
pressurized water reactors (PWRs). The system is aimed at heat removal within the 
containment when appropriate along with the reduction of radionuclide concentra-
tion discharged into the atmosphere. This safety-related system is situated in the 
auxiliary building and containment of the reactor [4].

A nuclear reactor is provided to take strict safety measures against  radioactive 
contamination of the environment using a diverse arrangement of multiple redun-
dant safety systems [5]. The containment spray system is an engineered safety 
feature to preserve the integrity of the containment in case of over pressurization. It 
is designed to bring down the internal peak pressure of the containment by half in a 
span of 24 hours in case of a loss of coolant accident (LOCA), along with removal of 
fission products [6].
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2. Working of containment spray system

The CSS consists of two identical but independent trains where each train 
consists of a containment spray pump (CSP), a containment spray heat exchanger 
(CSHX), a containment spray mini-flow heat exchanger, associated pipes and 
valves, and containment spray headers located in the upper dome of the contain-
ment. A simplified diagram of the CSS is shown in Figure 1. The two trains are 
redundant systems which has the capability of providing 100 percent flow individu-
ally during accident conditions and also provides reliability in case one of the trains 
stop working and makes them testable. In case of maintenance, one of the trains can 
be shut down and worked on while the other is free to operate.

The CSS in APR-1400 is designed as such that when the internal pressure of 
the containment surpasses the design limit, a containment spray actuation signal 
(CSAS) is sent to the pumps to start operation [7]. Once the actuation signal is 
received, the in-containment refueling water storage tank (IRWST) is used as the 
suction source for the containment spray system. The CSS pumps discharge water 
from the IRWST through the set of heat exchangers before sending it to the over-
head spray. Once the containment pressure is detected to reach a certain value, the 
valves open automatically to allow the flow of spray water to the nozzles. The water 
travels to the spray headers and are divided into small droplets to fall throughout 
the containment.

Two isolating valves in the system are located in the pipe between the tank and 
the spray nozzles. The valves are in a closed position under normal operation to 
isolate the CSS from the rest of the plant. Additional valves are present to ensure 
the isolation of the overhead spray. The spray nozzles are arranged in concentric 
circles, at several angles, to ensure adequate coverage of the containment volume 
resulting in continuous cooling of the reactor system. The droplets from the spray 
headers cools the atmosphere and the remnants fall into the holdup volume tank 
(HVT), which is transported back to the IRWST. This certain design of the CSS 
is maintained in the APR-1400 plant design in countries like Korea, USA, and 
UAE [8, 9].

Figure 1. 
Containment spray system in APR-1400.
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3. Design features of the containment spray system

The containment spray pumps are centrifugal pumps responsible for transport-
ing water from the IRWST to the spray nozzles at the top of the dome. The pumps 
discharge into the heat exchangers to cool the water. The CSS pumps are identical to 
the shutdown cooling pumps (SCP) and thus are interchangeable. In case the CSS 
pumps are inoperative, the SCPs can be used to carry out the operation.

The containment spray heat exchangers are used to remove heat from the 
containment spray water in the event of an accident. The heat exchangers have a 
U-tube design with a tube and shell side. The hot water is passed through the tube 
transferring heat to the cold water in the shell side.

The containment spray headers are located at the top of the containment dome 
in concentric circles which ensures adequate coverage of the containment building 
volume and homogeneous distribution of the spray water. The isolation valves in 
the spray headers control the flow of water into the nozzles and open on the receipt 
of a CSAS. This reduces the chances of accidental spraying when it is not intended 
to. The design of the spray nozzles is required to be as such to minimize clogging. 
They are required to avoid any internal moving parts or restrictions which could 
possibly interfere with the passage of the flow or restrict it [10].

4. Analysis of CSS fault tree

RiskSpectrum Analysis Tools (RSAT) is a software that enables study of PSA 
utilizing fault trees. It conducts several analyses such as MCS analysis, uncer-
tainty analysis, importance/sensitivity analysis, and time-dependent analysis. A 
fault tree was modeled in the RiskSpectrum software according to the fault tree 
presented in the WASH-1400 report. The report is a 1975 reactor safety study 
report conducted to assess the accident risks in U.S. commercial nuclear power 
plants. The unavailability’s of the events involved in the fault tree are given in 
Table 1 [11].

The fault trees constructed for containment spray system are shown in 
Figures 2–4.

Event Unavailability (q)

Subsystem A Subsystem B

CXVA004X CXVB004X 1.00E-03

CST100AC CST100BC ε

CMV100AC CMV100BC 1.00E-04

CXVA002X CXVB002X 1.00E-02

CFLA01AP CFLB01BP 1.10E-04

CCL1A01G CCL1B01G 3.00E-04

CM0A01AF CM0B01BF ε

CST1A01F CST1B01F 1.00E-03

CPMA01AA CPMB01BA 1.00E-03

CPMA01AF CPMB01BF 1.50E-05

CCVA001C CCVB001C 1.00E-04

CNZA001P CNZB001P 1.30E-04
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Figure 2. 
Containment spray system fault tree (Part 1 of 3).

Event Unavailability (q)

Subsystem A Subsystem B

GCL01 GCL02 4.60E-03

JD00 JC00 4.10E-05

JK00 JJ00 1.10E-06

CTK0001R ε

CTK0001L ε

CVT0001P 4.40E-07

JH00 4.10E-05

JG00 4.10E-05

Note: The symbol “ε” denotes that the unavailability is assumed to be negligible.

Table 1. 
Basic event unavailability.
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The MCS analysis conducted on the containment spray system showed that 
the top event probability (Insufficient fluid flow to CSIS nozzles in containment) 
is 3.47E-04 with 171 minimal cut sets. The first 10 minimal cut sets against the 
probability are represented in Figure 5. It shows that the minimal cut set with 
the highest probability of 1.00E-04 is a combination of operator error leaving the 
manual valve open in both subsystems A and B.

Importance analysis was also conducted on the fault trees which showed the 
risk decrease factor, risk increase factor, and the sensitivity for each event in 
Figures 6–8, respectively. Risk decrease factor is the reduction in risk if the feature 
was assumed to be optimized or made perfectly reliable whereas, risk increase 
factor is the increase in risk if the feature was assumed to be absent or to fail. The 
graphs below show that manual valves left open in subsystem A due to operator 
error has the highest RDF, RIF, and sensitivity in the CSS system, followed by the 
identical event in subsystem B.

Figure 3. 
Containment spray system fault tree (Part 2 of 3).

Figure 4. 
Containment spray system fault tree (Part 3 of 3).

Figure 5. 
Top 10 minimal cut sets in a CSS system.



Practical Applications in Reliability Engineering

40

Figure 2. 
Containment spray system fault tree (Part 1 of 3).

Event Unavailability (q)

Subsystem A Subsystem B

GCL01 GCL02 4.60E-03

JD00 JC00 4.10E-05

JK00 JJ00 1.10E-06

CTK0001R ε

CTK0001L ε

CVT0001P 4.40E-07

JH00 4.10E-05

JG00 4.10E-05

Note: The symbol “ε” denotes that the unavailability is assumed to be negligible.

Table 1. 
Basic event unavailability.
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graphs below show that manual valves left open in subsystem A due to operator 
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Figure 3. 
Containment spray system fault tree (Part 2 of 3).

Figure 4. 
Containment spray system fault tree (Part 3 of 3).

Figure 5. 
Top 10 minimal cut sets in a CSS system.
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Figure 6. 
Basic event RDF.

Figure 7. 
Basic event RIF.

Figure 8. 
Basic event sensitivity.
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feature. The system is aimed at heat removal within the containment. The CSS 
consists of two identical, independent trains and is designed as such that when 
the internal pressure of the containment surpasses the design limit, a containment 
spray actuation signal starts operation of the CSS. Water from the storage tank 
is transported to the overhead sprays at the top of the dome from where water 
is sprayed to ensure adequate coverage of the containment volume resulting in 
continuous cooling of the reactor system. Analysis of the constructed fault tree 
in RiskSpectrum from the WASH-1400 report gave in return the top event prob-
ability and the list of minimal cut sets. It also showed that the highest RDF, RIF, and 
sensitivity belonged to the event of operator error where the manual valve is left 
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Optimal Maintenance Policy for
Second-Hand Equipments under
Uncertainty
Ibrahima dit Bouran Sidibe, Imene Djelloul, Abdou Fane
and Amadou Ouane

Abstract

This chapter addresses a maintenance optimization problem for
re-manufactured equipments that will be reintroduced into the market as second-
hand equipments. The main difference of this work and the previous literature on
the maintenance optimization of second-hand equipments is the influence of the
uncertainties due to the indirect obsolescence concept. The uncertainty is herein
about the spare parts availability to perform some maintenance actions on equip-
ment due to technology vanishing. The maintenance policy involves in fact a min-
imal repair at failure and a preventive repair after some operating period. To deal
with this shortcoming, the life cycle of technology or spare parts availability is
defined and modeled as a random variable whose lifetimes distribution is well
known and Weibull distributed. Accordingly, an optimal maintenance policy is
discussed and derived for such equipment in order to overcome the uncertainty on
reparation action. Moreover, experiments are then conducted and different life
cycle of technologies are evaluated according to their obsolescence processes
(accidental or progressive vanishing) on the optimal operating condition.

Keywords: optimal preventive period, indirect obsolescence, minimal repair,
second-hand equipment, rejuvenation, virtual age, reliability, residual age

1. Introduction

In a variety of markets and with the rapid economic development, the number
of second-hand equipments such as automobiles and high-priced electronic equip-
ment is increasing significantly. Theses equipments tend to degrade with respect to
their age and are more likely to fail during their warranty periods than are new
equipments. This has generated a stream of parts and goods that can be
reconditioned/refreshed to be reused in maintenance actions.

For several decades, many researchers have worked to model and optimize
maintenance policies for stochastically degrading production and manufacturing
systems. Many interesting and significant results appeared in the literature. The
initial framework for preventive maintenance (PM) is due to Barlow and hunter in
their seminal paper [1]. Subsequently, a large variety of mathematical models
appeared in the literature for optimal maintenance policies design and
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implementation. For a review on the topic, the reader is referred to [2–5], and the
references therein. Recently Nakagawa and his coauthors proposed new models
dealing with finite time horizon [6, 7]. Lugtighei and his co-authors also achieved a
review of maintenance models [8].

The recent expansion of transaction volume on second-hand market has there-
fore made grown the potential benefit and research interest for businesses and
equipments on such market through a better modeling of additional services such as
warranty and maintenance optimization. Accordingly, several researches are
performed in order to fit adaptive warranty policy for second-hand equipments. In
fact, an analysis of warranty cost was discussed in [9] while Shafiee and al. proposed
an approach to determinate an optimal upgrade level for second-hand equipment
according to the overhaul cost structure in [10]. In the same way, seminal research
was also conducted on optimizing maintenance or replacement policy for second-
hand equipment in recent decade. Therefore, optimal maintenance policies were
adjusted for second-hand equipments in [11, 12]. In which the authors established
maintenance policies which ensure an optimal preventive repair period for second-
hand equipment based on the cost and hypotheses on its initial age (deterministic or
random). However, the maintenance models proposed in above references assume
that the technology and spare parts to repair equipment remains available during
optimization period.

The recent economic downturn combined with the rapid development of tech-
nology drawn a new business ecosystem with a new relationship between the pro-
ducers and the consumers. The new ecosystem requires handy equipments with
more innovation and cheaper. This situation affects deeply the industrial design and
involves additional research cost and reduce the cycle life of product in manufac-
turer industry. To deal with this cost, the producers have suited their policy by
adjusting the sale volume through repeat purchase in order to keep their profit
margin. The repeat purchase involves making product with deliberated short life or
useful life. Short products life cycle implies premature obsolescence. The premature
obsolescence can be ones or combination of planned obsolescence, indirect obsoles-
cence, incompatibility obsolescence, Style obsolescence. In planned obsolescence,
the equipment fails systematically after some durations and without possibility to
repair. Moreover the indirect obsolescence involves a deliberate unavailability of
spare parts. Without spare parts, the repair execution becomes impossible to do in
practice. We note that the consequences of premature obsolescence reduce the
chance to perform maintenance with the time in practice. This situation makes
equipment unrepairable and the execution of older maintenance policy unlikely.
Accordingly, this situation arouses issues about our manner to think the mainte-
nance optimization approach regardless the type of equipment (new or second-
hand). This chapter is therefore going to highlight the drawback and impact of
indirect obsolescence on a maintenance policy optimizing through the random
modeling of maintenance execution in practice.

Based on the previous notes that a stochastic maintenance strategy is herein
proposed and discussed under indirect obsolescence. The maintenance cost is
modeled and analyzed according to the residual age of technology and its vanishing
process (accidental, progressive).

The remainder of chapter is organized as follows. Next section explains clearly
the problematic of maintenance policy. This section defines the repair strategy and
introduces the nature of each repair. In Section 3, a mathematical model of mainte-
nance cost is proposed with some explanations on the cost. In section 4, we discuss
the optimality condition with respect to each repair cost and cost parameters. We
finish this section by numerical experiment in which the maintenance policy is
analyzed through the technology vanishing process.
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2. Problem description

We consider a smart maintenance policy for second-hand equipments under an
uncertainty on the execution of repair due to the unavailability of required spare
parts or technologies. The equipment is bought on second-hand market and rejuve-
nated for a safe operation. The rejuvenation has a cost and allows to reach a required
reliability for second-hand equipment.

The considered equipments are assumed to operates under some uncertainties.
To perform their tasks correctly, the equipments are going to be repaired minimally
at failure and preventively after some operating period. Each repair involves a cost
which depends on the type of repair.

The minimal repair takes place at failure. This reparation does not impact
equipment age and allows to maintain equipment failure risk at the level before it
fails. Meanwhile, the preventive repair equipment is performed after some operat-
ing period. This repair consists of a soft overhaul of equipment and allows to reduce
the equipment age and then the failure risk. The preventive repair requires higher
cost and uses more spare parts than minimal repair. All repairs need new spare parts
to replace or repair faulty components anywhere and anytime on equipment in
order that the equipment gets a minimal required failure risk to operate in safe
condition. The replacement of faulty or failed components involves new one avail-
able. However, this availability becomes uncertain with the indirect obsolescence.

This uncertainty is therefore considered in our works. Accordingly, the useful
life of the technology or the availability period of spare parts behind equipments is
considered as a random value with a continuous probability distribution. To derive
a cost of maintenance policy for such equipments under uncertainty of technology,
the chance to perform reparation is evaluated and integrated in the models. The
appraisal of the probability to perform repair depends on the residual life distribu-
tion of technology and its probability distribution function.

The next section proposes a mathematical model for the maintenance policy
optimization under uncertainty on the technology availability to ensure the repair.

3. Mathematical model of maintenance cost

The second-hand equipment with certain ages u is considered in this chapter. In
fact an equipment is bought on second-handmarket with an initial age at priceCac uð Þ:
The cost Cac uð Þ stands for the acquisition price whose value depends on the age at
acquisition and the technology. if we assume that the new equipment costs Cnew then
the acquisition price functionCac has to respect some mathematical properties such as

Cac 0ð Þ ¼ Cnew, (1)

d
du

Cac uð Þ≤0: (2)

lim
u!∞

Cac uð Þ ¼ 0, (3)

Roughly speaking, an equipment at age u ¼ 0 is bought at the price of new
Eq. (1). Moreover, the acquisition price Cac remains non-increasing function with
respect to acquisition age (u) (Eq. (2)) and becomes null for older equipment Eq. (3).

In addition, the bought equipment is overhauled before operating. This overhaul
consists of deep repair for the equipment in order to get a required threshold in
reliability by rejuvenation. The rejuvenation involves a safe operating condition
costs Crej: This cost Crej is function of initial age u and the desired rejuvenation on
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the equipment age u f : Crej u, u f
� �

stands for the rejuvenation cost and respect also
some mathematical properties defined as follows:

Crej u, u f ¼ u
� � ¼ 0,

Crej u, u f ¼ 0
� � ¼ ∞,

(
(4)

Accordingly, the rejuvenation allow to reduce the age of equipment from u to u f

such as u≥ u f : To fit reality, we assume that having new equipment by rejuvenation
is impossible and non-rejuvenation costs anything in practice Eq. (4). In addition
the rejuvenation cost increases in function of initial age u Eq. (5) while it decreases
with the final age u f Eq. (6)

∂

∂u
Crej u, u f
� �

>0, (5)

∂

∂u f
Crej u, u f
� �

<0: (6)

3.1 Preventive repair cost

The preventive repair involves more spare parts and duration to diagnose and to
replace failed components. This repair is performed after each operating period with
Tk length. Each preventive repair is assumed imperfect but better than the minimal
repair. Herein, the preventive repair is expressed by age reduction model with infinite
memory [13]. The preventive action allows to reduce the virtual age of equipment by
a multiplicative factor αk. Each preventive repair involves a cost Cp k, αkð Þ and also
spends a duration which is negligible relatively to the length of operation period.

Moreover the preventive cost depends on the age reduction according to the
factor αk: The preventive repair cost is assumed non-decreasing function with
respect k and denotes by Cp kð Þ:

Cp k, αkð Þ ¼ Cp kð Þ: (7)

The virtual age reduction due to preventive repair is performed according to αk
multiplicative factor. Therefore in case of multiplicative factor the reduction after
kth preventive repair is αkAgek�1: Therefore, the virtual age of equipment at the end
of kth period

Agek ¼ αkAgek�1 þ Tk, (8)

where Agek�1 represents the virtual age of equipment before the kth preventive
repair. Therefore kth preventive impact the age of equipment by factor αk: Accord-
ingly, the age of equipment after the kth preventive becomes Agek:

Proposition 1. The virtual age of equipment at beginning of the kth operating period
is therefore equal to:

Age0 ¼ α0u, if k ¼ 1

Agek�1 ¼
Yk�1

j¼0

α j

 !
uþ

Xk�1

m¼1

Yk�1

j≥m

α j

 !
Tm, otherwise

8>><
>>:

(9)

with αrej ¼ α0:
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Proof: From Eq. (8) we deduce each virtual age as follows

Agek�1 ¼ αk�1Agek�2 þ Tk�1 (10)

for different values of k suxh as k in {k�2, k�3,… ,1}, we obtain then

Agek�2 ¼ αk�2Agek�3 þ Tk�2 (11)

⋯ ¼ ⋯⋯⋯
Age2 ¼ α2Age1 þ T2 (12)

Age1 ¼ α1Age0 þ T1 (13)

Age0 ¼ α0u (14)

The result of proposition (1) is deduced by recursive replacement of each Agei
from bottom to top. Therefore we obtain

Agek�1 ¼ αk�1αk�2⋯α1α0ð Þu
þ αk�1αk�2⋯α1ð ÞT1 þ αk�1αk�2⋯α2ð ÞT2

þ⋯⋯⋯⋯

þ αk�1ð ÞTk�2 þ Tk�1

(15)

this can be rewritten as follows

Agek�1 ¼
Yk�1

j¼0

α j

 !
uþ

Xk�1

m¼1

Yk�1

j≥m

α j

 !
Tm, with k > 1 (16)

3.2 Minimal repair cost

The minimal repair takes place at failure. The equipment after such repairs is
considered As Bad As Old (ABAO). The cost of such repair during the kth operating
period with Tk length is denoted by Cm kð Þ and depends on the expected number of
failures and the unit cost per repair. The minimal repair cost on kth operating period is

Cm kð Þ ¼ Cm∣k

ðAgek�1þTk

Agek�1

λ tð Þdt
 !

, (17)

where Cm∣k and
ÐAgek�1þTk
Agek�1

λ tð Þdt stand respectively for the unit minimal repair

cost and the expected number of failures. Moreover Cm∣k and λ tð Þ are non-
decreasing function with respect respectively to k and t: From Eq.(17), we deduce
the mathematical formula of cost Cm kð Þ by integration

Cm kð Þ ¼ Cm∣k Λ Agek�1 þ Tk
� �� Λ Agek�1

� �� �
, (18)

with Λ tð Þ the cumulative failure risk function of equipment. Eq.(18) depends on
the age reduction Agek�1 process according to the effect of preventive repair.

3.3 Repair cost during period k

The repair cost during kth period involves the both repairs (minimal and pre-
ventive) from Eq. (7) and Eq. (18). The repair cost due to operating on period k is
derived as follows:
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the equipment age u f : Crej u, u f
� �

stands for the rejuvenation cost and respect also
some mathematical properties defined as follows:

Crej u, u f ¼ u
� � ¼ 0,

Crej u, u f ¼ 0
� � ¼ ∞,

(
(4)

Accordingly, the rejuvenation allow to reduce the age of equipment from u to u f
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is impossible and non-rejuvenation costs anything in practice Eq. (4). In addition
the rejuvenation cost increases in function of initial age u Eq. (5) while it decreases
with the final age u f Eq. (6)

∂

∂u
Crej u, u f
� �

>0, (5)

∂

∂u f
Crej u, u f
� �

<0: (6)

3.1 Preventive repair cost

The preventive repair involves more spare parts and duration to diagnose and to
replace failed components. This repair is performed after each operating period with
Tk length. Each preventive repair is assumed imperfect but better than the minimal
repair. Herein, the preventive repair is expressed by age reduction model with infinite
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ingly, the age of equipment after the kth preventive becomes Agek:

Proposition 1. The virtual age of equipment at beginning of the kth operating period
is therefore equal to:

Age0 ¼ α0u, if k ¼ 1

Agek�1 ¼
Yk�1

j¼0

α j

 !
uþ

Xk�1

m¼1

Yk�1

j≥m

α j

 !
Tm, otherwise

8>><
>>:

(9)

with αrej ¼ α0:
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Proof: From Eq. (8) we deduce each virtual age as follows

Agek�1 ¼ αk�1Agek�2 þ Tk�1 (10)

for different values of k suxh as k in {k�2, k�3,… ,1}, we obtain then

Agek�2 ¼ αk�2Agek�3 þ Tk�2 (11)

⋯ ¼ ⋯⋯⋯
Age2 ¼ α2Age1 þ T2 (12)

Age1 ¼ α1Age0 þ T1 (13)

Age0 ¼ α0u (14)

The result of proposition (1) is deduced by recursive replacement of each Agei
from bottom to top. Therefore we obtain

Agek�1 ¼ αk�1αk�2⋯α1α0ð Þu
þ αk�1αk�2⋯α1ð ÞT1 þ αk�1αk�2⋯α2ð ÞT2

þ⋯⋯⋯⋯

þ αk�1ð ÞTk�2 þ Tk�1

(15)

this can be rewritten as follows

Agek�1 ¼
Yk�1

j¼0

α j

 !
uþ

Xk�1

m¼1

Yk�1

j≥m

α j

 !
Tm, with k > 1 (16)

3.2 Minimal repair cost

The minimal repair takes place at failure. The equipment after such repairs is
considered As Bad As Old (ABAO). The cost of such repair during the kth operating
period with Tk length is denoted by Cm kð Þ and depends on the expected number of
failures and the unit cost per repair. The minimal repair cost on kth operating period is

Cm kð Þ ¼ Cm∣k

ðAgek�1þTk

Agek�1

λ tð Þdt
 !

, (17)

where Cm∣k and
ÐAgek�1þTk
Agek�1

λ tð Þdt stand respectively for the unit minimal repair

cost and the expected number of failures. Moreover Cm∣k and λ tð Þ are non-
decreasing function with respect respectively to k and t: From Eq.(17), we deduce
the mathematical formula of cost Cm kð Þ by integration

Cm kð Þ ¼ Cm∣k Λ Agek�1 þ Tk
� �� Λ Agek�1

� �� �
, (18)

with Λ tð Þ the cumulative failure risk function of equipment. Eq.(18) depends on
the age reduction Agek�1 process according to the effect of preventive repair.

3.3 Repair cost during period k

The repair cost during kth period involves the both repairs (minimal and pre-
ventive) from Eq. (7) and Eq. (18). The repair cost due to operating on period k is
derived as follows:
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C kð Þ ¼ Cm kð Þ þ Cp k� 1ð Þ: (19)

Eq.(19) holds under hypothesis that the technologies or spare parts are always
available during the kth: The required technology to repair our equipment is avail-
able with uncertainty. This uncertainty is governed by the residual life cycle of the
equipment technology and its probability distribution. In fact to perform reparation
during period kth, the technology has to be available. This availability is not certain
and requires a probability due to uncertainty on the spare parts. Therefore for a
given technology characterized by its life cycle Y, we define the probability to
perform these repairs by pk and compute it by use of the residual life cycle distri-
bution as follows

pk ¼ Prob Y ≥ ~Tk�1 þ YacjY ≥Yac
� �

, (20)

where Yac stands for the age of technology at acquisition date of equipment and
~Tk�1 represents the cumulative operating duration. Therefore

~Tk�1 ¼
Xk�1

j¼1

T j, (21)

and

pk ¼
Prob Y ≥ ~Tk�1 þ Yac

� �
Prob Y ≥Yacð Þ : (22)

Based on Eq. (22), we derive the repair cost which takes into account of the uncer-
tainty of technology and the probability to perform each repair during period k by

~C kð Þ ¼ C kð Þ
pk

: (23)

The cost ~C kð Þ remains more realistic to evaluate the expected repair cost. This
later cost integrates the cost of repairs and the probability to perform its in practice
under some uncertainties. Through Eq.(23), we ensure in addition that when the
technology is certainly available both cost are the same. However for unavailable
technology during period k the cost ~C kð Þ tends toward infinity in order to highlight
the unrepairable case of equipment due to unavailability of spare parts.

3.4 Total maintenance cost

The total cost due to maintenance policy is function of acquisition price Cac uð Þ of
equipment. In addition, the total cost implies also all repairs costs regardless its
nature (preventive or minimal). Indeed, the total maintenance cost represents the
sum of all costs (acquisition, rejuvenation and reparation). For a given number of
operating sequences n, the total maintenance cost of our maintenance policy is
derived and written as follows:

CT nð Þ ¼
Xn

k¼1

~C kð Þ þ Cac uð Þ: (24)

Based on Eq. (25), we deduce the total maintenance cost per unit time as the
ratio between CT nð Þ and the length or duration of operating period

Pn
k¼1Tk:
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~CT nð Þ ¼ CT nð ÞPn
k¼1Tk

: (25)

Remaining of the chapter is going to make a discussion on the conditions which
ensure the optimality of the total maintenance cost or the total maintenance cost per
unit time defined. This analysis is going to be done through some propositions.

4. Analysis of maintenance cost

The optimality of the maintenance is going to be deeply discussed throughout
some parameters. In fact the cost model proposed in Eq. (24) and Eq. (25) depend
on several parameters from equipment design, the efficiency of repair action and
environment through the technology useful life. This section expects to derive
optimal conditions.

Proposition 2. The optimal age u to acquire a second-hand equipment according to
our maintenance policy verifies

� ∂Cac uð Þ
∂u

¼
Xn

k¼1

1
pk

Cm∣k λ Agek�1 þ Tk
� �� λ Agek�1

� �� �Yk�1

j¼0

α j þ
∂Cp k� 1ð Þ

∂u

 !

(26)

Proof: The cost model is derived with respect to u: We note that the derivative
function of the total cost per unit time with respect to u is equivalent to ∂

∂u CT nð Þ:
Then

∂

∂u
CT nð Þ ¼ ∂

∂u

Xn

k¼1

~C kð Þ þ Cac uð Þ
 !

,

¼
Xn

k¼1

∂~C kð Þ
∂u

þ ∂Cac uð Þ
∂u

 !
,

(27)

from Eq. (23), we deduce ∂~C kð Þ
∂u ¼ 1

pk
∂C kð Þ
∂u : Then

∂C kð Þ
∂u

¼ ∂

∂u
Cm kð Þ þ Cp k� 1ð Þ� �

,

¼ ∂Cm kð Þ
∂u

þ ∂Cp k� 1ð Þ
∂u

,

with

∂Cm kð Þ
∂u

¼ Cm∣k
∂Agek�1

∂u

� �
λ Agek�1 þ Tk
� �� λ Agek�1

� �� �
(28)

Accordingly, the derivation of cost due to the kth operating cycle is written as
follows

∂C kð Þ
∂u

¼ Cm∣k
∂Agek�1

∂u

� �
λ Agek�1 þ Tk
� �� λ Agek�1

� �� �þ ∂Cp k� 1ð Þ
∂u

, (29)
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C kð Þ ¼ Cm kð Þ þ Cp k� 1ð Þ: (19)

Eq.(19) holds under hypothesis that the technologies or spare parts are always
available during the kth: The required technology to repair our equipment is avail-
able with uncertainty. This uncertainty is governed by the residual life cycle of the
equipment technology and its probability distribution. In fact to perform reparation
during period kth, the technology has to be available. This availability is not certain
and requires a probability due to uncertainty on the spare parts. Therefore for a
given technology characterized by its life cycle Y, we define the probability to
perform these repairs by pk and compute it by use of the residual life cycle distri-
bution as follows

pk ¼ Prob Y ≥ ~Tk�1 þ YacjY ≥Yac
� �

, (20)

where Yac stands for the age of technology at acquisition date of equipment and
~Tk�1 represents the cumulative operating duration. Therefore

~Tk�1 ¼
Xk�1

j¼1

T j, (21)

and

pk ¼
Prob Y ≥ ~Tk�1 þ Yac

� �
Prob Y ≥Yacð Þ : (22)

Based on Eq. (22), we derive the repair cost which takes into account of the uncer-
tainty of technology and the probability to perform each repair during period k by

~C kð Þ ¼ C kð Þ
pk

: (23)

The cost ~C kð Þ remains more realistic to evaluate the expected repair cost. This
later cost integrates the cost of repairs and the probability to perform its in practice
under some uncertainties. Through Eq.(23), we ensure in addition that when the
technology is certainly available both cost are the same. However for unavailable
technology during period k the cost ~C kð Þ tends toward infinity in order to highlight
the unrepairable case of equipment due to unavailability of spare parts.

3.4 Total maintenance cost

The total cost due to maintenance policy is function of acquisition price Cac uð Þ of
equipment. In addition, the total cost implies also all repairs costs regardless its
nature (preventive or minimal). Indeed, the total maintenance cost represents the
sum of all costs (acquisition, rejuvenation and reparation). For a given number of
operating sequences n, the total maintenance cost of our maintenance policy is
derived and written as follows:

CT nð Þ ¼
Xn

k¼1

~C kð Þ þ Cac uð Þ: (24)

Based on Eq. (25), we deduce the total maintenance cost per unit time as the
ratio between CT nð Þ and the length or duration of operating period

Pn
k¼1Tk:
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~CT nð Þ ¼ CT nð ÞPn
k¼1Tk

: (25)

Remaining of the chapter is going to make a discussion on the conditions which
ensure the optimality of the total maintenance cost or the total maintenance cost per
unit time defined. This analysis is going to be done through some propositions.

4. Analysis of maintenance cost

The optimality of the maintenance is going to be deeply discussed throughout
some parameters. In fact the cost model proposed in Eq. (24) and Eq. (25) depend
on several parameters from equipment design, the efficiency of repair action and
environment through the technology useful life. This section expects to derive
optimal conditions.

Proposition 2. The optimal age u to acquire a second-hand equipment according to
our maintenance policy verifies

� ∂Cac uð Þ
∂u

¼
Xn

k¼1

1
pk

Cm∣k λ Agek�1 þ Tk
� �� λ Agek�1

� �� �Yk�1

j¼0

α j þ
∂Cp k� 1ð Þ

∂u

 !

(26)

Proof: The cost model is derived with respect to u: We note that the derivative
function of the total cost per unit time with respect to u is equivalent to ∂

∂u CT nð Þ:
Then

∂

∂u
CT nð Þ ¼ ∂

∂u

Xn

k¼1

~C kð Þ þ Cac uð Þ
 !

,

¼
Xn

k¼1

∂~C kð Þ
∂u

þ ∂Cac uð Þ
∂u

 !
,

(27)

from Eq. (23), we deduce ∂~C kð Þ
∂u ¼ 1

pk
∂C kð Þ
∂u : Then

∂C kð Þ
∂u

¼ ∂

∂u
Cm kð Þ þ Cp k� 1ð Þ� �

,

¼ ∂Cm kð Þ
∂u

þ ∂Cp k� 1ð Þ
∂u

,

with

∂Cm kð Þ
∂u

¼ Cm∣k
∂Agek�1

∂u

� �
λ Agek�1 þ Tk
� �� λ Agek�1

� �� �
(28)

Accordingly, the derivation of cost due to the kth operating cycle is written as
follows

∂C kð Þ
∂u

¼ Cm∣k
∂Agek�1

∂u

� �
λ Agek�1 þ Tk
� �� λ Agek�1

� �� �þ ∂Cp k� 1ð Þ
∂u

, (29)
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and with uncertainty, we obtain then

∂~C kð Þ
∂u

¼ 1
pk

Cm∣k
∂Agek�1

∂u
λ Agek�1 þ Tk
� �� λ Agek�1

� �� �þ ∂Cp k� 1ð Þ
∂u

� �
(30)

with ∂Agek�1
∂u ¼Qk�1

j¼0α j according to Eq.(9). The derivative function of total cost
∂CT nð Þ

∂u ¼ 0 or total cost per unit time ∂~CT nð Þ
∂u ¼ 0 are deduced as follows:

∂CT nð Þ
∂u

¼ 0⇔
∂~CT nð Þ
∂u

¼ 0

and

∂CT nð Þ
∂u

¼
Xn

k¼1

1
pk

Cm∣k λ Agek�1 þ Tk
� �� λ Agek�1

� �� �Yk�1

j¼0

α j þ
∂Cp k� 1ð Þ

∂u

 !

þ ∂Cac uð Þ
∂u

(31)

therefore posing the right-hand term of Eq.(31) equals to zero allows to get Eq.(26).
Moreover the preventive repair cost is often independent of the acquisition age u

of second-hand equipment. In this case, the optimal condition on acquisition age u is

∂Cac uð Þ
∂u

¼ �
Xn

k¼1

1
pk

Cm∣k λ Agek�1 þ Tk
� �� λ Agek�1

� �� �Yk�1

j¼0

α j

 !
: (32)

Another way, the proposed maintenance policy involves a sequence of preven-
tive repairs. These repairs are performed after some operating periods Ti,i¼1,⋯,n
whose lengths ensure a minimal maintenance cost per unit time. The next proposi-
tion establishes then the conditions on each operation period Ti,i¼1,⋯,n before pre-
ventive repair for an optimal use of equipment under our maintenance policy.

Proposition 3. The optimal operating duration before the ith preventive repair is
fulfilled for a Ti such as

Xn

k¼1

∂

∂Ti

C kð Þ
pk

� �
¼ ~CT nð Þ )

Xn

k¼1

1
pk

∂Cm kð Þ
∂Ti

� C kð Þ
p2k

∂pk
∂Ti

� �
¼ ~CT nð Þ (33)

with

∂Cm kð Þ
∂Ti

¼
0, if i> k,
Cm∣kλ Agek�1 þ Tk

� �
, if i ¼ k,

Cm∣k λ Agek�1 þ Tk
� �� λ Agek�1

� �� � ∂Agek�1

∂Ti
, otherwise,

8>>><
>>>:

(34)

where ∂Agek�1
∂Ti

¼Qk�1
j≥ iα j and

∂pk
∂Ti

¼
0, if i> k

� f tech ~Tk�1 þ Yac
� �

Ftech Yacð Þ , otherwise:

8><
>:

(35)

where f tech and Ftech stand for density and reliability functions of spare parts or
technology availability during optimizing period.

54

Practical Applications in Reliability Engineering

Proof: Each optimal Ti verifies next equation

∂~CT nð Þ
∂Ti

¼ 0, (36)

this is equivalent to

∂~CT nð Þ
∂Ti

¼ ∂

∂Ti

CT nð Þ
~Tn

� �
, (37)

then Eq.(36) becomes

∂CT nð Þ
∂Ti

¼ ~CT nð Þ, (38)

therefore the left-hand term of Eq.(38) is equal to

∂CT nð Þ
∂Ti

¼ ∂

∂Ti

Xn

k¼1

C kð Þ
pk

þ Cac uð Þ
 !

,

¼
∂C kð Þ
∂Ti

pk � C kð Þ ∂pk
∂Ti

p2k
þ ∂Cac uð Þ

∂Ti

0
BB@

1
CCA,

¼
Xn

k¼1

1
pk

∂C kð Þ
∂Ti

� C kð Þ
p2k

∂pk
∂Ti

� �

the derivative function of ∂~CT
∂Ti

depends on the ∂C kð Þ
∂Ti

and ∂pk
∂Ti

. In fact

∂C kð Þ
∂Ti

¼ ∂Cm kð Þ
∂Ti

þ ∂Cp k� 1ð Þ
∂Ti

and

∂Cp k� 1ð Þ
∂Ti

¼ 0

then Eq.(33) is deduced based on

∂C kð Þ
∂Ti

¼ ∂Cm kð Þ
∂Ti

with

∂Cm kð Þ
∂Ti

¼
0, if i> k,
Cm∣kλ Agek�1 þ Tk

� �
, if i ¼ k,

Cm∣k λ Agek�1 þ Tk
� �� λ Agek�1

� �� � ∂Agek�1

∂Ti
, otherwise,

8>>><
>>>:

(39)

where ∂Agek�1
∂Ti

¼Qk�1
j≥ iα j is deduced from Eq.(9) of Proposition (1). In addition,

the derivative ∂pk
∂Ti

is
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and with uncertainty, we obtain then

∂~C kð Þ
∂u

¼ 1
pk

Cm∣k
∂Agek�1

∂u
λ Agek�1 þ Tk
� �� λ Agek�1

� �� �þ ∂Cp k� 1ð Þ
∂u

� �
(30)

with ∂Agek�1
∂u ¼Qk�1

j¼0α j according to Eq.(9). The derivative function of total cost
∂CT nð Þ

∂u ¼ 0 or total cost per unit time ∂~CT nð Þ
∂u ¼ 0 are deduced as follows:

∂CT nð Þ
∂u

¼ 0⇔
∂~CT nð Þ
∂u

¼ 0

and

∂CT nð Þ
∂u

¼
Xn

k¼1

1
pk

Cm∣k λ Agek�1 þ Tk
� �� λ Agek�1

� �� �Yk�1

j¼0

α j þ
∂Cp k� 1ð Þ

∂u

 !

þ ∂Cac uð Þ
∂u

(31)

therefore posing the right-hand term of Eq.(31) equals to zero allows to get Eq.(26).
Moreover the preventive repair cost is often independent of the acquisition age u

of second-hand equipment. In this case, the optimal condition on acquisition age u is

∂Cac uð Þ
∂u

¼ �
Xn

k¼1

1
pk

Cm∣k λ Agek�1 þ Tk
� �� λ Agek�1

� �� �Yk�1

j¼0

α j

 !
: (32)

Another way, the proposed maintenance policy involves a sequence of preven-
tive repairs. These repairs are performed after some operating periods Ti,i¼1,⋯,n
whose lengths ensure a minimal maintenance cost per unit time. The next proposi-
tion establishes then the conditions on each operation period Ti,i¼1,⋯,n before pre-
ventive repair for an optimal use of equipment under our maintenance policy.

Proposition 3. The optimal operating duration before the ith preventive repair is
fulfilled for a Ti such as

Xn

k¼1

∂

∂Ti

C kð Þ
pk

� �
¼ ~CT nð Þ )

Xn

k¼1

1
pk

∂Cm kð Þ
∂Ti

� C kð Þ
p2k

∂pk
∂Ti

� �
¼ ~CT nð Þ (33)

with

∂Cm kð Þ
∂Ti

¼
0, if i> k,
Cm∣kλ Agek�1 þ Tk

� �
, if i ¼ k,

Cm∣k λ Agek�1 þ Tk
� �� λ Agek�1

� �� � ∂Agek�1

∂Ti
, otherwise,

8>>><
>>>:

(34)

where ∂Agek�1
∂Ti

¼Qk�1
j≥ iα j and

∂pk
∂Ti

¼
0, if i> k

� f tech ~Tk�1 þ Yac
� �

Ftech Yacð Þ , otherwise:

8><
>:

(35)

where f tech and Ftech stand for density and reliability functions of spare parts or
technology availability during optimizing period.
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Proof: Each optimal Ti verifies next equation

∂~CT nð Þ
∂Ti

¼ 0, (36)

this is equivalent to

∂~CT nð Þ
∂Ti

¼ ∂

∂Ti

CT nð Þ
~Tn

� �
, (37)

then Eq.(36) becomes

∂CT nð Þ
∂Ti

¼ ~CT nð Þ, (38)

therefore the left-hand term of Eq.(38) is equal to

∂CT nð Þ
∂Ti

¼ ∂

∂Ti

Xn

k¼1

C kð Þ
pk

þ Cac uð Þ
 !

,

¼
∂C kð Þ
∂Ti

pk � C kð Þ ∂pk
∂Ti

p2k
þ ∂Cac uð Þ

∂Ti

0
BB@

1
CCA,

¼
Xn

k¼1

1
pk

∂C kð Þ
∂Ti

� C kð Þ
p2k

∂pk
∂Ti

� �

the derivative function of ∂~CT
∂Ti

depends on the ∂C kð Þ
∂Ti

and ∂pk
∂Ti

. In fact

∂C kð Þ
∂Ti

¼ ∂Cm kð Þ
∂Ti

þ ∂Cp k� 1ð Þ
∂Ti

and

∂Cp k� 1ð Þ
∂Ti

¼ 0

then Eq.(33) is deduced based on

∂C kð Þ
∂Ti

¼ ∂Cm kð Þ
∂Ti

with

∂Cm kð Þ
∂Ti

¼
0, if i> k,
Cm∣kλ Agek�1 þ Tk

� �
, if i ¼ k,

Cm∣k λ Agek�1 þ Tk
� �� λ Agek�1

� �� � ∂Agek�1

∂Ti
, otherwise,

8>>><
>>>:

(39)

where ∂Agek�1
∂Ti

¼Qk�1
j≥ iα j is deduced from Eq.(9) of Proposition (1). In addition,

the derivative ∂pk
∂Ti

is
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∂pk
∂Ti

¼ ∂

∂Ti
Prob Y > ~Tk�1 þ YacjY >Yac

� �
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¼ ∂

∂Ti

1� Ftech ~Tk�1 þ Yac
� �

1� Ftech Yacð Þ ,

(40)

the derivative of pk with respect Ti is

∂pk
∂Ti

¼
0 si i≥ k,

� f tech ~Tk�1 þ Yac
� �

Ftech Yacð Þ otherwise:

8><
>:

(41)

Therefore the derivative of total cost per unit time with respect is deduced from
Eq.(39) and Eq.(40) by

∂

∂Ti

C kð Þ
pk

� �
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Cm∣k

pk
λ Agek�1 þ Tk
� �

, if i ¼ k,
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p2k

, otherwise:

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

(42)

The next proposition derives the optimal condition for αi which stands for the
age reduction factor due to the preventive repair if it takes place.

Proposition 4. Each optimal reduction factor αi,i¼1,⋯,n�1 is derived as a solution of
next equation

Xn

k¼1

∂Cm kð Þ
∂αi

¼ � ∂Cp ið Þ
∂αi

(43)

Proof: The proof of this proposition results of the calculation of the derivative
function with respect to αi and posing equal to zero. This implies

∂

∂αi
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 !
¼ 0, )

∂CT nð Þ
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¼ 0,

∂CT nð Þ
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¼ ∂

∂αi
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k¼1
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¼
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� �
þ ∂Cp ið Þ

∂αi
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therefore
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� �
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(44)

and

∂Agek�1

∂αi
¼

0, i> k� 1,

Qk�1

j¼0, j6¼i
α j

 !
uþ Pk�1

m¼1

Qk�1

j≥m, j6¼i
α jTm, i≤ k� 1:

8>><
>>:

(45)

The last proposition deals with the optimality according to the number n of
operating periods. We note that n is integer and the derivative with respect to n is
not possible. However to make comparison, the maintenance cost per unit time is
going to be evaluate for n� 1, n, and nþ 1 number of operating periods.

Proposition 5. A number of maintenance periods n is optimal according to our
maintenance policy if it verifies

Un >
~Tnþ1

~Tn
,

Un�1 <
~Tn

~Tn�1
:

8>>><
>>>:

(46)

where Un is sequence such as Un ¼ ~CT nþ1ð Þ
~CT nð Þ :.

Proof: n is integer and at the optimal the total maintenance cost ensure the next
inequalities

~CT nþ 1ð Þ
~Tnþ1

>
~CT nð Þ
~Tn

að Þ

~CT n� 1ð Þ
~Tn�1

>
~CT nð Þ
~Tn

bð Þ

8>>>><
>>>>:

(47)

we derive then the optimal condition for n as follows

~C nþ 1ð Þ
~C nð Þ >

~Tnþ1

~Tn
a0ð Þ

~C nð Þ
~C n� 1ð Þ <

~Tn

~Tn�1
b0
� �

8>>><
>>>:

(48)

Eq.(48) depicts that when Un is increasing sequence such U0 < 1 then the
optimal n is unique.
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operating periods. We note that n is integer and the derivative with respect to n is
not possible. However to make comparison, the maintenance cost per unit time is
going to be evaluate for n� 1, n, and nþ 1 number of operating periods.
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maintenance policy if it verifies

Un >
~Tnþ1

~Tn
,

Un�1 <
~Tn

~Tn�1
:

8>>><
>>>:

(46)

where Un is sequence such as Un ¼ ~CT nþ1ð Þ
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we derive then the optimal condition for n as follows

~C nþ 1ð Þ
~C nð Þ >
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Eq.(48) depicts that when Un is increasing sequence such U0 < 1 then the
optimal n is unique.
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~Tnþ1

~Tn
¼ 1þ Tnþ1

~Tn
≈1,

~Tn

~Tn�1
¼ 1þ Tn

~Tn�1
≈1:

8>>><
>>>:

(49)

In case of Eq.(49), the optimal n verifies both conditions Un > 1 and Un�1 < 1:
However, the complexity of the cost function structure makes the monotonicity
analysis of Un difficult in practice. Therefore the optimization in numerical exper-
iment is going to perform for given number n of operating periods.

Next section propose a numerical experiment in order to analyze the optimal
solution under uncertainty on the technology or spare parts availability.

4.1 Numerical experiments

To make experiment, a second-hand equipment is considered with Weibull
distribution as it lifetime distribution. The parameter of the Weibull distribution
function are β ¼ 2:1 and η ¼ 100 which respectively stand for the shape and scale
parameters. Additional, the second-hand equipment is assumed from technology
whose vanishing may be accidental or progressive. In case of accidental vanishing,
the technology life cycle is distributed according to a exponential distribution func-
tion while the technology life cycle follows Weibull distribution function with a
shape parameter βtech > 1 in case of progressive [14]. Table 1 depicts the all param-
eters for a numerical experiment such as the acquisition price of second-hand
equipment and the unit costs to perform repair.

To compare technology effect on our maintenance policy, two hypotheses are
made. First, equipments are made from newer technology at beginning of its life
cycle. Second, we assume that the equipment technology is at the end of its life
cycle. In fact the life cycle of technology distribution are also modeled by Weibull
probability distribution with ηtech ¼ 1000 as the scale parameter and the shape
parameters equal to βtech ¼ 1 and βtech ¼ 4:1 respectively for accidental and progres-
sive vanishing. We note solving the optimization issues remains complex due to the
number and the nature of policy parameters.

To deal with the complexity of problem, we focus on optimization and analysis
of the first operating period. The results of this analysis are displayed in the next
figures. Figure 1 depicts the evolution of optimal rejuvenation ratio α0 applied on
equipment before operating. This figure highlights a period of acquisition age in
which the equipment does not need rejuvenation. The length of this period depends
on the age of technology and the vanishing process. Therefore, the length of this
period is longer for equipments based on older technology with progressive

Equipment lifetime Weibull distribution W β ¼ 100, η ¼ 2:1ð Þ
Technology life cycle Accidental vanishing W β ¼ 1, η ¼ 1000ð Þ
Technology life cycle Progressive vanishing W β ¼ 4:01, η ¼ 1000ð Þ
Acquisition price of new Cnew ¼ 100000

Acquisition price function Cac uð Þ ¼ Cnew
1þu

Cm0 500

Cp0 1000

Table 1.
Numerical Experiments parameters.
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vanishing while its remains short for equipments based on newer technology.
Moreover when vanishing process is accidental, the length of this period reach 15:79
unit of time. From Figure 1, we deduce that the optimal α0 decreases with the initial
acquisition age. For progressive vanishing technology, the required rejuvenation to
optimally operate remains more important when the life cycle of technology is at
beginning than ending. This results from the high probability of technology
unavailability. Therefore, when the spare parts availability is uncertain the mainte-
nance policy recommends a soft rejuvenation while a deep rejuvenation is needed
otherwise. Another way, for the same age of technology at acquisition the rejuve-
nation in accidental vanishing less important than in progressive vanishing
according to Figure 1.

Figure 2 presents the optimal operating period length versus initial acquisition
age. Figure 2 underlines that the optimal operating period decreases also with the
acquisition age regardless the life cycle distribution of technology. Therefore the
maintenance policy recommends short operating length with ending technology. In
addition, the maintenance policy requires early preventive repair in case of pro-
gressive vanishing than accidental. This allows to reduce the uncertainty effect on
the chance to perform repairs.

Figure 3 presents and allows to derive the optimal acquisition age to get the
minimal operating cost per unit time during the first period of operation. The
optimal cost per unit time reach minimal for accidental, progressive with Yac ¼ 100
and Yac ¼ 1000 at respectively to 45:71, 42:89, and 55, 63: This involves that the use

Figure 1.
Optimal rejuvenation ratio α0.

Figure 2.
Optimal operating period length T1.
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distribution as it lifetime distribution. The parameter of the Weibull distribution
function are β ¼ 2:1 and η ¼ 100 which respectively stand for the shape and scale
parameters. Additional, the second-hand equipment is assumed from technology
whose vanishing may be accidental or progressive. In case of accidental vanishing,
the technology life cycle is distributed according to a exponential distribution func-
tion while the technology life cycle follows Weibull distribution function with a
shape parameter βtech > 1 in case of progressive [14]. Table 1 depicts the all param-
eters for a numerical experiment such as the acquisition price of second-hand
equipment and the unit costs to perform repair.

To compare technology effect on our maintenance policy, two hypotheses are
made. First, equipments are made from newer technology at beginning of its life
cycle. Second, we assume that the equipment technology is at the end of its life
cycle. In fact the life cycle of technology distribution are also modeled by Weibull
probability distribution with ηtech ¼ 1000 as the scale parameter and the shape
parameters equal to βtech ¼ 1 and βtech ¼ 4:1 respectively for accidental and progres-
sive vanishing. We note solving the optimization issues remains complex due to the
number and the nature of policy parameters.

To deal with the complexity of problem, we focus on optimization and analysis
of the first operating period. The results of this analysis are displayed in the next
figures. Figure 1 depicts the evolution of optimal rejuvenation ratio α0 applied on
equipment before operating. This figure highlights a period of acquisition age in
which the equipment does not need rejuvenation. The length of this period depends
on the age of technology and the vanishing process. Therefore, the length of this
period is longer for equipments based on older technology with progressive

Equipment lifetime Weibull distribution W β ¼ 100, η ¼ 2:1ð Þ
Technology life cycle Accidental vanishing W β ¼ 1, η ¼ 1000ð Þ
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Acquisition price of new Cnew ¼ 100000
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Numerical Experiments parameters.
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vanishing while its remains short for equipments based on newer technology.
Moreover when vanishing process is accidental, the length of this period reach 15:79
unit of time. From Figure 1, we deduce that the optimal α0 decreases with the initial
acquisition age. For progressive vanishing technology, the required rejuvenation to
optimally operate remains more important when the life cycle of technology is at
beginning than ending. This results from the high probability of technology
unavailability. Therefore, when the spare parts availability is uncertain the mainte-
nance policy recommends a soft rejuvenation while a deep rejuvenation is needed
otherwise. Another way, for the same age of technology at acquisition the rejuve-
nation in accidental vanishing less important than in progressive vanishing
according to Figure 1.

Figure 2 presents the optimal operating period length versus initial acquisition
age. Figure 2 underlines that the optimal operating period decreases also with the
acquisition age regardless the life cycle distribution of technology. Therefore the
maintenance policy recommends short operating length with ending technology. In
addition, the maintenance policy requires early preventive repair in case of pro-
gressive vanishing than accidental. This allows to reduce the uncertainty effect on
the chance to perform repairs.

Figure 3 presents and allows to derive the optimal acquisition age to get the
minimal operating cost per unit time during the first period of operation. The
optimal cost per unit time reach minimal for accidental, progressive with Yac ¼ 100
and Yac ¼ 1000 at respectively to 45:71, 42:89, and 55, 63: This involves that the use

Figure 1.
Optimal rejuvenation ratio α0.

Figure 2.
Optimal operating period length T1.
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of equipment with older technology remains expensive. Additional the uncertainty
to predict the vanishing of technology in case of accidental makes the repairs
performing uncertain and the cost per unit more expensive than progressive for a
given age of technology. To finish we show through the Figure 4 the evolution of
optimal cost per unit time in function of operating period length. From Figure 4,
we note that at optimal, the cost per unit time increases with the operating length.
Therefore operating equipments with accidentally technology vanishing remains
more expensive than progressive.

Table 2 resumes information and allows making comparison between parame-
ters at optimal for each case. This table highlights some important information.
Such as the use of equipments based on old technology remains expensive when the

Figure 3.
Optimal maintenance cost per unit time.

Figure 4.
Optimal period length Tk v.s maintenance cost per unit time.

Parameters Accidental vanishing Progressive vanishing Progressive vanishing

YAC ¼ 100 YAC ¼ 100 YAC ¼ 1000

u 52.63 52.63 47.36

α0 0.8054 0.6733 0.8577

T1 87.67 93.27 73.66

~C 1ð Þ 45.71 42.89 55.63

C 1ð Þ 4008.04 4001.04 4097.94

Table 2.
Optimal parameters for one operating cycle.
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vanishing is progressive. In case of accidental vanishing process, the age of tech-
nology does not impact the optimal condition. However for the same age of tech-
nology, operating equipment with progressive vanishing is better than accidental
because the prediction of pare parts availability remains easier for progressive than
accidental vanishing technology.

5. Conclusion

This chapter analyzed an optimal maintenance policy strategy to operate
second-hand equipment under uncertainty due to the indirect obsolescence con-
cept. The uncertainty used, in the present work, is about the spare parts availability
to perform some maintenance actions on equipment due to technology vanishing.
The maintenance policy was defined and discussed with respect to several parame-
ters relatively to equipment, technology and nature of repair. Therefore the opti-
mality of maintenance policy was discussed and optimal conditions were derived
mathematically. However finding these optimal parameters analytically remain
complex. To reduce the complexity, a first optimal operating length was derived
and compared according to the technology age and vanishing process. We highlight
that the use of older technology requires less rejuvenation but remains more
expensive than newer use. According to obtained results, we can note that the
technology vanishing shows also the optimality of maintenance policy. Therefore
the operating of equipment with technology whose vanishing process is accidental
remains expensive. In the future works, we are going to focus on the development
of algorithm to solve the complex optimization problem. This optimization will be
made without restriction on the parameters.
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Chapter 5

Digital On-Chip Calibration of
Analog Systems towards Enhanced
Reliability
Michal Sovcik, Lukas Nagy, Viera Stopjakova
and Daniel Arbet

Abstract

This chapter deals with digital method of calibration for analog integrated cir-
cuits as a means of extending its lifetime and reliability, which consequently affects
the reliability the analog electronic system as a whole. The proposed method can
compensate for drift in circuit’s electrical parameters, which occurs either in a long
term due to aging and electrical stress or it is rather more acute, being caused by
process, voltage and temperature variations. The chapter reveals the implementa-
tion of ultra-low voltage on-chip system of digitally calibrated variable-gain ampli-
fier (VGA), fabricated in CMOS 130 nm technology. It operates reliably under
supply voltage of 600 mV with 10% variation, in temperature range from �20°C to
85°C. Simulations suggest that the system will preserve its parameters for at least
10 years of operation. Experimental verification over 10 packaged integrated circuit
(IC) samples shows the input offset voltage of VGA is suppressed in range of 13 μV
to 167 μV. With calibration the VGA closely meets its nominally designed essential
specifications as voltage gain or bandwidth. Digital calibration is comprehensively
compared to its widely used alternative, Chopper stabilization through its
implementation for the same VGA.

Keywords: on-chip digital calibration, PVT variations, aging compensation,
reliability, input offset voltage, continuous operation, ultra-low voltage

1. Introduction

Every industry in our world shares the same fundamental motivation - packing
as much functionality and power in the smallest possible size. This is naturally
effective. In development of an integrated circuits fabrication technology, this trend
is projecting in scaling down the minimum circuit element dimensions and circuit
power supply voltage. In this way, higher performance and greater mobility is
provided for electronic systems during their use. Such an advance, on the other
hand, also introduces significantly increased random variations in circuit’s electric
specifications. The variations, in return, compromise the reliability already on the
top level of electronic systems based on ICs as well as limit the functionality of
circuits under constrained energy conditions. Deteriorated reliability of IC fabri-
cated in modern nanotechnologies is significant not only between wafers and its
series, but already within single die. Nowadays, ICs fabricated in 7 nm or 5 nm
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process nodes can still perform well in digital signal processing. However, their
analog counterparts substantially suffer from impaired reliability yet in 130 nm
technology. This is of high concern with precise circuits such as operational ampli-
fier (OA), which is usually based on differential topology. Occurrence of any dif-
ferences in its differential branches, which might be a result of random variations,
simultaneously induce degradation of the amplifier key parameters. In terms of
circuit electrical parameters, these variations are mirrored by transistor’s threshold
voltage (VTH). The VTH variance is commonly characterized by standard deviation
in the matched transistor pair with respect to its size as follows:

σ ΔVTHð Þ ¼ AVTHffiffiffiffiffiffiffiffiffiffi
W:L

p , (1)

where AVTH is Pelgrom’s technology coefficient, and W and L is the width and
length of the transistor, respectively. The plot in Figure 1 displays ΔVTH for
different process nodes according to works [1–5]. One can observe that downscaled
process nodes suffer from much greater variance in VTH with the change of device
dimensions. In relative terms, the VTH variance in 45 nm process node can reach
16% of mean value according to [6].

The adverse variations can be classified as rather acute - process, voltage and
temperature variations, or they can occur after long term use as a consequence of
electrical stress. The work [7] thoroughly analyzed the roots of these variations in a
transistor as the fundamental IC element.

The following section describes the motivation behind our research. Section 3
explains the design details of the calibration methods implemented in this work.
These include digital calibration (DGC) that was experimentally prototyped on a

Figure 1.
Standard deviation of threshold voltage in matched transistor pair with respect to its size across different process
nodes.
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chip, its upgraded and optimized version (DGC2) and Chopper stabilization (CS)
technique. Section 4 reveals results of extensive measurements and simulations of
the proposed solutions. Finally, the Conclusion summarizes the most important
outcomes of the presented research.

2. Motivation

Concluding the discussed state of the art, it is of high importance and it will be
increasingly important in the future to compensate for stochastic variations in ICs
to maintain reliable circuit operation. The parameter of an OA that is directly tied to
any detrimental change in the transistor VTH is the input offset voltage VINOFF. It is
therefore, an effective target of any calibration method. Among widely utilized
techniques of IC calibration belong fuse trimming (one time or re-programmable),
Chopper stabilization and auto-zero (AZ) technique.

In our work, we propose a promising alternative approach based on digital
algorithm, that was utilized for the variable gain amplifier. It is fully integrated
on-chip system, which is potentially entirely autonomous. This method creates
moderate area and energy consumption overhead, but it preserves frequency per-
formance of the calibrated VGA. The methods of calibration substantially differ in
fundamentals of operation, which makes the comparison between them difficult.
Therefore, we implemented also the CS method for the same VGA. In this way, we
can precisely compare the digital calibration to an alternative solution in terms of
implementation details.

3. Implementation of calibration methods

This section proposes an insights into design fundamentals of implemented
methods of calibration. The fabricated system of DGC, its optimized version for
continuous systems and CS will be analyzed. All methods are designed consistently
in order to achieve a clear and relevant comparison. They are implemented in
standard CMOS 130 nm process node and operate under the supply voltage of
600 mV. Each method was utilized for the same VGA, which was previously
realized in the same technology. The calibration is based on compensation of VINOFF
the designed and manufactured VGA exhibits. The VGA is nominally designed to
reach DC gain magnitude of 33 dB with bandwidth of 17 kHz with capacitance load
of 10 pF.

3.1 Fabricated system of DGC

Figure 2 depicts the block structure of digitally calibrated VGA, which has
already been fabricated and evaluated. The calibration subcircuit connects to VGA
through sensing (PS1,2) and compensation (PC1,2) ports. These are followed by the
control and compensation blocks of the calibration subcircuit.

The control block senses the actual VINOFF through the voltage comparators, as it
is tied to output offset voltage with the following formula:

VOUTOFF ¼ ACLG:VINOFF, (2)

where VOUTOFF is the output offset voltage and ACLG is amplifier’s closed-loop
gain.
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The compensation block is connected to VGA topology so it can modify the
current flow in its differential branches. As long as VGA outputs (VOP,ON) do not
cross the reference voltage (VREF) at comparators’ inputs, the digital-to-analog
converter (DAC) adjusts the currents in the VGA. These currents are proportionally
projected to VINOFF. When either one of VGA outputs crosses the VREF, the
corresponding comparator terminates the clock signal, which drives the compensa-
tion block. In this way, VOP and VON are brought close to each other, diminishing
the offset voltage.

The direct schematic detail of compensation port is depicted in Figure 3. In this
configuration, the DAC output current is mirrored to VGA through the active load
of the amplifier, transistors MP1 and MP2. The current mirror is formed by transis-
tors MZ2,MZ3,MZ5 and MZ6. The current mirror on the side of VGA is connected in
bulk-driven configuration, which is specific by using the substrate electrodes to
control the transistor. The reason for using this topology is better matching in drain-
source voltage of mirroring devices MZ5 and MP1 (analogically MZ6 and MP2 for the
other VGA branch), as their gate and substrate electrodes are correspondingly tied
together. Also the bulk-driven topology performs better in low-voltage conditions

Figure 2.
Implementation of digital calibration for VGA input offset voltage cancelation.

Figure 3.
The detail of compensation port at schematic level. This represents interface between DGC and VGA.
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of the designed system, as it allows to modify the. This is clear from the following
formula:

VTH ¼ VTH0 þ γ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣2ΦF þ VSB∣

p
�

ffiffiffiffiffiffiffiffiffiffiffi
∣2ΦF∣

p� �
, (3)

where VSB is the bulk electrode voltage, VTH0 is threshold voltage at VSB ¼ 0V, γ
is the body effect coefficient and ΦF is the Fermi potential.

The layout of complete DGC system is depicted in Figure 4. The main blocks are
highlighted from the principle structure point of view from Figure 2. The dimen-
sions are shown in μm. The VGA covers 18500 μm2, while the DGC circuits
together take 19000 μm2 without the optional trimming fuses.

Figure 5 displays the micrograph of an experimental chip prototype, where the
digital calibration system is marked.

3.2 Optimized system of DGC for continuous operation

As it was described in the previous section, the voltage–current conditions
in VGA are modified through the iterations of calibration cycle. The VGA is
imbalanced in this process and therefore, cannot perform its intended function.

Figure 4.
The layout of the whole calibration system (dimensions in μm).

Figure 5.
The micrograph of die with marked area of implemented DGC.
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In systems without the need to continuously process the signal, this does not
represent an issue, since through proper synchronization the calibration cycle it can
be carried out during idle phase. To utilize the digitally calibrated VGA in an
application requiring continuous operation, the technique called “Ping-pong” facil-
itates the necessary continuity [8, 9]. Its principle can be illustrated by the block
diagram shown in Figure 6. It uses the calibrated VGA in two identical versions,
where the one (VGAX) provides the amplified output while the other (VGAY) is
calibrated. When the circuit characteristics change due to temperature or voltage
variations, both amplifiers switch their roles. In this way, the output is provided
only by already calibrated VGA.

To explain the operation of “Ping-pong” digital calibration (PDGC) more
clearly, Figure 7 shows exemplary transient flow of the operation on key signals of
system in Figure 6. The temperature change in this example, creates the conditions,
in which the calibration is required. During the system initialization, the VGAX is
calibrated and its output offset voltage (VOUTOFFX) is suppressed to a range of
hysteresis ΔVHYST. The overall system output (VOUT) is consequently switched to
VGAX in time t0. When the VINOFFX drifts above ΔVHYST with temperature, the
calibration of VGAY begins in time t1. When the calibration cycle is completed, the
signal SWY indicates it by a rising edge and the output of VGAY is switched to VOUT
in time t2. In this way, the phases of PDGC are autonomously interchanged
according to temperature, which is evaluated by a temperature sensor. The maxi-
mum overall output offset voltage at VOUT is maintained nearly above ΔVHYST
without any substantial corruptions.

During switching VGA versions, the VOUT can suffer from voltage spikes. These
produce significantly smaller artifacts of frequency spectrum than spikes resulting
from charge injection present in switched calibration methods such as auto-zero
technique. Also the spikes can be eliminated by incorporating transfer phase, when
the calibrated amplifier is firstly connected as a buffer before being fully switched
to the system output [8].

Utilization of “Ping-pong” technique required a few modifications to a system of
digitally calibrated VGA in Figure 2. These are incorporated in its upgraded and
optimized version, depicted in Figure 8 with more insights into the control logic
block shown in Figure 9. In this modified system, the power-on-reset (POR) circuit
is present, which is controlled by RPT pin. The POR activates the calibration of idle

Figure 6.
The “ping-pong” technique for digitally calibrated VGA with continuous output.
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VGA, when it is required to be switched to the system output. Also the pin SW
indicates the calibration cycle is completed. The new version of DGC depicted in
Figure 8 also incorporates modifications, which brings better overall efficiency of
the discussed method. There is an additional 4-bit DAC, which corrects the residual
offset remaining after the main calibration cycle has been completed. In this way,
the magnitude of offset voltage is further suppressed. The two sensing comparators
of the previous version are now replaced by a single one, which is much simpler

Figure 7.
The “ping-pong” technique for digitally calibrated OA with continuous output.

Figure 8.
The improved version of digitally calibrated VGA for integration into “ping-pong” method.
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solution but with tighter specifications for a successful calibration. A D-type
flip-flops in the control block terminate the distribution of CLK signal when the
calibration is finished, which prevents unintended launch of another calibration
cycle.

The optimized DGC from Figure 8 covers only 6000 μm2 instead of 19000 μm2

taken by the original version. Also the power consumption of calibration circuits is
lowered from 41μW to just 6μW, which is almost 7 times lower.

3.3 Chopper stabilization

In order to obtain precise comparison of calibration methods, so-called chopper
stabilization has been utilized for the same VGA as in DGC, serving as an alternative
method. In this way, the figure of merit (FOM) can be defined by considering the
chip area coverage, power consumption and residual VINOFF, as main parameters
obtained over sufficient number of samples. The proposed chopper stabilization has
been build according to the basic principle, without complex techniques, which
would require an auxiliary amplifiers.

The block diagram of chopper-stabilized VGA is shown in Figure 10. It consists of
modulator and demodulator employed at the VGA input and output, respectively.
These are switched by signalm tð Þ with frequency of 20 kHz so that it falls in VGA
bandwidth. In order to make the comparison to DGC objective and relevant, we
established the limit for total harmonic distortion (THD) at the value of 1%. The
output of demodulator provides the carrier signal m tð Þ with the envelope formed by
VIN . Therefore, the low-pass filter needs to be employed at each output channel. As
there are requirements for low THD and low corner frequency ( f c) of 10 kHz
(suppressingm tð Þ), the filter must incorporate significantly large values of capacitor

Figure 9.
Optimized control block for digital calibration with upgrades for “ping-pong” approach.
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and resistor. Moreover, the f c needs to be as close as possible to m tð Þ frequency, so
that the filter cuts the smaller portion of overall VGA bandwidth. To meet this
requirement, the filter needs to reach significant steepness or in other words, the
order. The mentioned specifications demand rather complex solution consisting of a
frequency filter with large values of passive components. It was realized as Sallen-Key
active filter of 2nd order, which is used 3 times in series for each VGA output channel.
These two pairs of the filter cover together approximately 800 000 μm2. While the
VGA occupies only 18 500 μm2, using the CS in this conditions would create a
tremendous area overhead.

The large silicon area covered by frequency filters can be mitigated by switched
capacitors that are used instead of classic resistors. On the other hand, the switching
frequency in this case, would demand yet another design solution to maintain a low
distortion of the processed input signal.

4. Verification

Fabricated system of DGC, described in section 3.1 was experimentally verified.
The measurements have been carried out on 10 packaged IC samples at the ambient
temperature of 27°C. All implemented methods of calibration for VGA were exten-
sively verified through simulations in Cadence environment. These included pro-
cess corner analysis, Monte Carlo (MC) and RelXpert reliability analysis. Each
simulation type has been carried out in the temperature range from �20°C to 85°C.
MC was performed with 150 sample scenarios. Reliability analysis simulates the
operation of an IC after initial electrical stress and operation after 10 years of stress.
It is based on the bias temperature instability (BTI) and hot carrier injection (HCI),
the phenomena which gradually degrade the IC reliability and dependability. It does
not consider time dependent dielectric breakdown since this is rather acute in
nature. Reliability analysis considered simultaneously the process corners and
geometry mismatch as well.

In order to optimally design the calibration circuits, the experimental measure-
ments of VINOFF in the same VGA without calibration (previously fabricated) hard-
ware were performed. Measurements were carried out on 60 naked dies. The
resulting offset distribution is displayed in Figure 11 and compared to MC result
distribution. 3σ range of VINOFF reaches approximately 10 mV. Hypothetically, with

Figure 11.
Distribution of VINOFF of uncalibrated VGA. Comparison of experimental measurements and MC analysis.

73

Digital On-Chip Calibration of Analog Systems towards Enhanced Reliability
DOI: http://dx.doi.org/10.5772/intechopen.96609
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the VGA nominal gain of 33 dB such VINOFF would project to 460 mV in the differ-
ential output voltage. Considering the VGA being supplied by 600 mV, its outputs
would reach almost to the supply rails range even in the optimum operating point.

Histograms depicted in Figures 12–14 compare the MC simulation results of
VINOFF of digitally calibrated VGA, chopper-stabilized VGA and VGA without a
calibration. The achieved results prove a comparable performance of DGC and CS
in terms of standard deviation, while CS reaches better centering of distributions
towards 0 V. Both methods of calibration successfully suppress the VINOFF in
magnitude of orders through the whole temperature range.

Figure 15 displays the transient flow of digital calibration cycle through the VGA
output voltages. It compares the best and worst case scenarios of technology process
corners after the initial stress and after 10 years of operation. After the calibration is
successfully completed, the VGA is fed the harmonic signal of 0:5 mV differential
amplitude and frequency of 1 kHz. The detail of plot in right-hand side part of
Figure 15 zooms the differential output voltage of the calibrated VGA in proper
operation. The calibration cycle was controlled by clock signal with frequency of
1 kHz. Figure 16 displays the measured flow of calibration cycle also through VGA

Figure 12.
MC simulation results of VINOFF in digitally calibrated VGA, chopper stabilized VGA and VGA without
calibration. Temperature of �20 C.

Figure 13.
MC simulation results of VINOFF in digitally calibrated VGA, chopper stabilized VGA and VGA without
calibration. Temperature of 27°C.
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output voltages. The best and worst cases of the measurement and simulation results
are compared. The calibration was performed with CLK frequency of 350 kHz. The
whole cycle from beginning to the point where VGA is ready for proper operation
lasts between 210 μs and 319 μs. Figure 17 compares the gain of VGA obtained by
measurement and simulation in the best and worst cases. Measurements were carried
out using the maximum input signal amplitude for VGA, which allowed to keep the
total harmonic distortion under 1%. As one can observe, the experimental results fit
the simulations very well. The upgraded, more precise DGC version, described in
section 3.2 is actually being re-designed at the moment. Figures 18–20 compares the
MC simulation results of VINOFF to the prototype version over the industrial temper-
ature range. The mean value of offset is compensated in one order of magnitude
further towards 0 V by means of new DGC. Standard deviation remains approxi-
mately constant. The reason behind it is supposed to be the offset voltage of sensing
comparator in DGC. It causes premature termination of main calibration cycle, which
alone produces excessive residual VINOFF. Consequently, the issue is amplified

Figure 14.
MC simulation results of VINOFF in digitally calibrated VGA, Chopper stabilized VGA and VGA without
calibration. Temperature of 85°C.

Figure 15.
Reliability analysis of digitally calibrated VGA considering process corners and geometry mismatch. The
calibration cycle at fresh IC is compared to the IC of 10 years of age.
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because faulty termination launches correction calibration cycle in the wrong direc-
tion, enhancing the residual VINOFF even further. On the other hand, this shortcoming
of upgraded DGC can be easily resolved by auto-zeroing the sensing comparator. As it
processes discontinuous signal (proportional to DAC output), the proper synchroni-
zation of switching the AZ sample phase with CLK of calibration would preserve the
overall DGC progress untouched.

Table 1 summarizes the most important results of calibration methods,
implemented in this work. There are compared measurement and simulation results

Figure 16.
Transient flow of the calibration cycle. The comparison of the best and the worst case of measurement and
simulation.

Figure 17.
Measured vs. simulated gain of the digitally calibrated VGA.

76

Practical Applications in Reliability Engineering

of prototype DGC version and simulation results of upgraded DGC (DGC2) and CS.
The whole data were obtained at room temperature of 27°C for the purpose of
comparison to related works shown in Table 2. As all details in these designs were

Figure 18.
Measured vs. simulated gain of the digitally calibrated VGA for temperature of �20°C.

Figure 19.
Measured vs. simulated gain of the digitally calibrated VGA for temperature of 27°C.

Figure 20.
Measured vs. simulated gain of the digitally calibrated VGA for temperature of 85°C.
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of prototype DGC version and simulation results of upgraded DGC (DGC2) and CS.
The whole data were obtained at room temperature of 27°C for the purpose of
comparison to related works shown in Table 2. As all details in these designs were

Figure 18.
Measured vs. simulated gain of the digitally calibrated VGA for temperature of �20°C.

Figure 19.
Measured vs. simulated gain of the digitally calibrated VGA for temperature of 27°C.

Figure 20.
Measured vs. simulated gain of the digitally calibrated VGA for temperature of 85°C.
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accessible, the figure of merit (FOM) has been determined according to the
following formula:

FOM ¼ 1000
μ VINOFFð Þ:A:P (4)

where the parameters are:

• μ VINOFFð Þ - mean value of residual input offset voltage after calibration over
sufficient number of samples,

• A ¼ ACH=ACC - ratio of calibration hardware die area versus area of calibrated
circuit,

• P ¼ PCH=PCC - power consumption of calibration hardware versus power
consumption of the calibrated circuit.

The FOM value evaluates the power and area efficiency of the obtained calibra-
tion result over a sufficient number of samples. Its coefficients are in denominator,
and therefore, the greater value of FOM proves better overall performance of
calibration method. The value of coefficients is multiplied by 1000 in numerator to
shift the results into the order of tens to thousands. The crucial condition for
objectivity in this comparison is the THD of the amplifier is maintained under 1% at
any method of calibration.

DGC DGC23) CS

min max μ σ μ σ μ σ

Year 2020

Node nm½ � 130

VDD V½ � 0.6

SOA
1)

:103μm2
� �

18.4

SCH
2)

:103μm2
� �

19 6 800

POA
1) μW½ � — — 38 3 38.5 3.6 30.4 3.1

PCH
2) μW½ � — — 41 6.1 5.6 0.7 62.7 11

VINOFF μV½ � 13 167 22 206 18.5 390 2.75 95

THD %½ � 1 0.04 0.02 0.83 0.07 0.05 0.03

ADC dB½ � 31 33 35.3 2.7 33.6 8.2 30.23 2.2

BW kHz½ � 12.6 13.5 15.25 2.2 15.9 2 0.9 —

GBW MHz½ � 0.6 0.75 0.06 800 61 3 —

FOM �½ � — 41 340 4

Results Meas. Sim.

Calibration Dig. Chop.
1)Chip area coverage (S) and power consumption (P) of the calibrated OA.
2)Chip area coverage (S) and power consumption (P) of the calibration hardware.
3)Upgraded and optimized version of the prototyped DGC.
Bold values are emphasize the parameter FOM, which is one of most important results in this work.

Table 1.
The main results of the proposed calibrated systems.

78

Practical Applications in Reliability Engineering

It is obvious that CS outperforms even DGC2 in term of VINOFF. It maintains the
nominally designed low-frequency gain (ADC) at 30:23 dB. On the other hand, the
bandwidth (BW) is seriously constrained due to extensive filtering and the princi-
ple of CS alone.

However, this is not an issue with DGC and DGC2 approach, as the simulation
results of BW after the calibration converge on the nominally designed 17 kHz. The
measurement value of BW exhibits a certain decline, which could be assigned to

This work [11] [12] [13] [14] [10]

μ σ

Year 2020 2015 2008 2008 2010 2013

Node nm½ � 130 130 350 180 130 130

VDD V½ � 0.6 1.2 1 1.8 1.2 2.8

SOA
1)

:103μm2
� �

18.4 12.3 224 36 34 630

SCH
2)

:103μm2
� �

6 12.3 17.4 30 33.2 261

POA
1) μW½ � 38.5 3.6 13920 7900 11000 2000 156800

PCH
2) μW½ � 5.6 0.7 2400

VINOFF μV½ � 62 342 5 σ=538 126 75 0.097

THD %½ � 0.83 0.07 — 0.013 0.4 — —

ADC dB½ � 33,6 8,2 0–60 �22 - 30 �6 - 58 32 90

BW kHz½ � 15.9 2 250000 17000 22000 57000 40000

OA stages 1 4 3 3 1 1

FOM �½ � 340 205† 24 10 11† 25 000†

Results source Sim. Meas. Sim. Meas. Meas. Meas.

Calibration method Dig. Analog. Analog. Dig. Analog. Dig.

1)Chip area coverage (S) and power consumption (P) of the calibrated OA.
2)Chip area coverage (S) and power consumption (P) of calibration hardware.
†These works does not contain information about THD, therefore the comparison is not fully relevant.
Bold values are emphasize the parameter FOM, which is one of most important results in this work.

Table 2.
The results comparison of the proposed work to related works.

Figure 21.
The automated measurement setup for evaluation of the prototype calibrated systems.
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parasitic capacitances associated with measurement setup, as well as to the mea-
surement error due to small signal amplitude. Thanks to optimization of occupied
silicon area and power consumption the DGC2 outperforms CS according to FOM.
Table 2 compares the proposed results to related works in the scientific area. This
comparison was problematic as the calibration methods are most often built in more
complex systems as DBS receiver circuit [10] and others. They are therefore side
topics and authors do not mention the details, which are critical in terms of calibra-
tion. One such limitation is missing the level of THD, which sets equal conditions
with calibration methods, presented in this chapter. The FOM values proves DGC2
for being a competitive solution for calibration of analog integrated circuits.

Figure 21 depicts the setup for automated measurements, which served for the
evaluation of prototype chips.

5. Conclusions

Prevalent trends in IC fabrication reveal an increasing sensitivity to process,
voltage, temperature variations and aging that projects directly into degradation of
the overall perfomance of integrated systems. While digital systems are proven to be
robust enough to above mentioned fluctuations even below 10 nm process node, their
analog counterparts suffer from significantly decreased yield already in 130 nm
technology node. This is confirmed by an actual research and also by experimental
results provided within this chapter. Various methods of calibration have been
presented and proven to effectively aid analog integrated circuits in preserving their
reliability. These methods are rather complex, which constricts them for very specific
use. This chapter extensively analyses the digitally controlled calibration method
aimed at compensating the input offset voltage of the variable-gain amplifier. Chop-
per stabilization technique was implemented for the same amplifier, ensuring an
objective comparison. Digital calibration was verified by simulations and experimen-
tal measurements on a prototype chip, which uniformly proved the reliable perfor-
mance of the calibrated system. The established figure of merit shows that digital
calibration represents an effective solution for preservation of reliability level in
continuous systems with low distortion. The proposed method operates with lowest
supply voltage level and also achieves the lowest silicon area and power consumption
between the compared solutions, while maintaining competitive level of the cali-
brated input offset voltage. The area, which is added by calibration hardware can be
mitigated by relieving demands for robustness of the calibrated circuit. By means of
digital processing the method itself is robust against electrical variations.

Concluding the provided results, the digital calibration proves to be a promising
solution in aiding the analog ultra-low voltage systems on chip towards a reliable
operation, which is enormous challenge in modern nanoscale technologies. The
proposed method is area and power efficient, while its operation remains stable
over at least 10 years life span. It can be easily integrated along the calibrated circuit
on a single chip in deep sub-micron process nodes. Taking into account the further
research, it can become fully autonomous. In this way, the handling of calibrated
circuit remains intact of calibration management.

Acknowledgements

This research was supported in part by the Slovak Research and Development
Agency under grant APVV-19-0392, and ECSEL JU under project PROGRESSUS
(Agr. No. 876868).

80

Practical Applications in Reliability Engineering

Author details

Michal Sovcik, Lukas Nagy, Viera Stopjakova* and Daniel Arbet
Slovak University of Technology, Bratislava, Slovakia

*Address all correspondence to: viera.stopjakova@stuba.sk

© 2021 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

81

Digital On-Chip Calibration of Analog Systems towards Enhanced Reliability
DOI: http://dx.doi.org/10.5772/intechopen.96609



parasitic capacitances associated with measurement setup, as well as to the mea-
surement error due to small signal amplitude. Thanks to optimization of occupied
silicon area and power consumption the DGC2 outperforms CS according to FOM.
Table 2 compares the proposed results to related works in the scientific area. This
comparison was problematic as the calibration methods are most often built in more
complex systems as DBS receiver circuit [10] and others. They are therefore side
topics and authors do not mention the details, which are critical in terms of calibra-
tion. One such limitation is missing the level of THD, which sets equal conditions
with calibration methods, presented in this chapter. The FOM values proves DGC2
for being a competitive solution for calibration of analog integrated circuits.

Figure 21 depicts the setup for automated measurements, which served for the
evaluation of prototype chips.

5. Conclusions

Prevalent trends in IC fabrication reveal an increasing sensitivity to process,
voltage, temperature variations and aging that projects directly into degradation of
the overall perfomance of integrated systems. While digital systems are proven to be
robust enough to above mentioned fluctuations even below 10 nm process node, their
analog counterparts suffer from significantly decreased yield already in 130 nm
technology node. This is confirmed by an actual research and also by experimental
results provided within this chapter. Various methods of calibration have been
presented and proven to effectively aid analog integrated circuits in preserving their
reliability. These methods are rather complex, which constricts them for very specific
use. This chapter extensively analyses the digitally controlled calibration method
aimed at compensating the input offset voltage of the variable-gain amplifier. Chop-
per stabilization technique was implemented for the same amplifier, ensuring an
objective comparison. Digital calibration was verified by simulations and experimen-
tal measurements on a prototype chip, which uniformly proved the reliable perfor-
mance of the calibrated system. The established figure of merit shows that digital
calibration represents an effective solution for preservation of reliability level in
continuous systems with low distortion. The proposed method operates with lowest
supply voltage level and also achieves the lowest silicon area and power consumption
between the compared solutions, while maintaining competitive level of the cali-
brated input offset voltage. The area, which is added by calibration hardware can be
mitigated by relieving demands for robustness of the calibrated circuit. By means of
digital processing the method itself is robust against electrical variations.

Concluding the provided results, the digital calibration proves to be a promising
solution in aiding the analog ultra-low voltage systems on chip towards a reliable
operation, which is enormous challenge in modern nanoscale technologies. The
proposed method is area and power efficient, while its operation remains stable
over at least 10 years life span. It can be easily integrated along the calibrated circuit
on a single chip in deep sub-micron process nodes. Taking into account the further
research, it can become fully autonomous. In this way, the handling of calibrated
circuit remains intact of calibration management.
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