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Preface

Both microfluidics and nanofluids are rapidly growing technologies that have 
emerged as multidisciplinary research fields. The impact and importance of these 
two technologies can be manifested from their tremendous potentials and diverse 
applications such as virus detection, cell manipulation and separation, 3D printing, 
anticancer drug screening, advanced thermal management, and energy harvesting 
and storage. This book covers eclectic areas of these emerging technologies starting 
from their fundamentals to development to applications and it is composed of nine 
chapters that are organized into two sections: one related to microfluidics and the 
other on nanofluids and cooling.

The first chapter presents an overview of advances in both microfluidic and nano-
fluid technologies. This chapter provides the overall information and discusses the 
progress of these technologies. In addition to reviewing their key features, their 
applications and challenges are also highlighted.

In the second chapter, we discuss the applications of microfluidic devices specifi-
cally developed for the investigation of time-resolved analysis of growth kinetics 
and the structural evolution of nanoparticles and nanofibers. Focus is placed on the 
design considerations required for spectrometry and SAXS analysis. This chapter 
also discusses the use of these devices for time-resolved research.

The third chapter demonstrates commonly used manufacturing technologies and 
the process chain for prototyping and mass production of microfluidic chips. It 
details various types of rapid prototyping technologies besides presenting some 
important research findings. It also provides good guidance from processing mate-
rials and method selection for chip production to end-users.

A review of microfluidic flow sensing approaches is presented in Chapter 4. It 
covers numerous aspects including currently available products, microfluidic flow 
sensing technologies, major factors impacting flow metrology, and prospective 
sensing approaches for future microfluidic flow sensing. 

Chapter 5 provides a comprehensive review of the fabrication of circular and 
 rectangular cross-section channels of microfluidic devices using micromilling 
 process. Various process and machining parameters are also discussed in this 
chapter.

The application of micromixers for wastewater treatment and an assessment of 
their life cycle are presented in Chapter 6. Six different micromixer designs and an 
evaluation of the performance of each in the treatment of wastewater are discussed. 
Their performance in terms of environmental impact was assessed through the life 
cycle assessment (LCA) methodology.

In the second section of this book, three contributions to nanofluids and cooling 
are included. The first one (Chapter 7) is on the fundamentals and applications of 
solar thermal conversion of plasmonic nanofluids. It summarizes the preparation 

XII



Chapter 9 155
Effective Parameters on Increasing Efficiency of Microscale Heat Sinks  
and Application of Liquid Cooling in Real Life
by Yousef Alihosseini, Amir Rezazad Bari and Mehdi Mohammadi

II

Preface

Both microfluidics and nanofluids are rapidly growing technologies that have 
emerged as multidisciplinary research fields. The impact and importance of these 
two technologies can be manifested from their tremendous potentials and diverse 
applications such as virus detection, cell manipulation and separation, 3D printing, 
anticancer drug screening, advanced thermal management, and energy harvesting 
and storage. This book covers eclectic areas of these emerging technologies starting 
from their fundamentals to development to applications and it is composed of nine 
chapters that are organized into two sections: one related to microfluidics and the 
other on nanofluids and cooling.

The first chapter presents an overview of advances in both microfluidic and nano-
fluid technologies. This chapter provides the overall information and discusses the 
progress of these technologies. In addition to reviewing their key features, their 
applications and challenges are also highlighted.

In the second chapter, we discuss the applications of microfluidic devices specifi-
cally developed for the investigation of time-resolved analysis of growth kinetics 
and the structural evolution of nanoparticles and nanofibers. Focus is placed on the 
design considerations required for spectrometry and SAXS analysis. This chapter 
also discusses the use of these devices for time-resolved research.

The third chapter demonstrates commonly used manufacturing technologies and 
the process chain for prototyping and mass production of microfluidic chips. It 
details various types of rapid prototyping technologies besides presenting some 
important research findings. It also provides good guidance from processing mate-
rials and method selection for chip production to end-users.

A review of microfluidic flow sensing approaches is presented in Chapter 4. It 
covers numerous aspects including currently available products, microfluidic flow 
sensing technologies, major factors impacting flow metrology, and prospective 
sensing approaches for future microfluidic flow sensing. 

Chapter 5 provides a comprehensive review of the fabrication of circular and 
 rectangular cross-section channels of microfluidic devices using micromilling 
 process. Various process and machining parameters are also discussed in this 
chapter.

The application of micromixers for wastewater treatment and an assessment of 
their life cycle are presented in Chapter 6. Six different micromixer designs and an 
evaluation of the performance of each in the treatment of wastewater are discussed. 
Their performance in terms of environmental impact was assessed through the life 
cycle assessment (LCA) methodology.

In the second section of this book, three contributions to nanofluids and cooling 
are included. The first one (Chapter 7) is on the fundamentals and applications of 
solar thermal conversion of plasmonic nanofluids. It summarizes the preparation 



methods of plasmonic nanofluids and reviews the solar absorption performance of 
these nanofluids based on the theoretical and experimental design. 

The recent advancements of nanocomposite and nanofluids toward sustainable 
carbon capture, utilization, and storage are presented in Chapter 8. This chapter 
focuses primarily on nanomaterial applications for both fossil and renewable 
energies.

The last chapter deals with the effective parameters for increasing the efficiency 
of heat sinks and the application of liquid cooling in real life. Recent advances in 
developing an efficient heat sink including different parameters like geometry and 
flow parameters are reviewed. It also highlights the current gap between academic 
research and industry.

The book is expected to be a source of information for different communities 
including students, researchers, manufacturers, academicians, and professionals of 
these fields. 

I would like to thank all the authors for their high-quality contributions and the 
publishing team for their cooperation and support. 

I dedicate this book to my parents and siblings for their sacrifices and support. I owe 
my success to them.

S. M. Sohel Murshed
Instituto Superior Técnico,  

University of Lisbon,
Lisbon, Portugal
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Chapter 1

Introductory Chapter: An 
Overview of Advances in 
Microfluidics and Nanofluids 
Technologies
S.M. Sohel Murshed

1. Introduction

Both microfluidic and nanofluids are rapidly growing and hugely potential 
technologies which emerged as multidisciplinary research fields. While micro-
fluidic technology began with the development of the first lab-on-a chip in 1979 
microfluidic research had its first step forward only when Manz introduced the idea 
of μ-TAS (Micro total analysis systems) in 1990 [1]. Other main timelines of the 
development of microfluidic technology include introduction of microfluidics in 
cell biology and biochemistry in 1994, employing PDMS (polydimethylsiloxane) 
in microchips production in 1998, introduction of digital microfluidics in 2000, 
investigations on microfluidics cell culture systems in 2004, development of organ-
on-chip technology between 2005 and 2010, emergence of paper-based microfluid-
ics in 2007, application of 3D printing in microfluidic technology in 2010 and the 
latest development of microfluidics for theranostics between 2012 and 2015 [2, 3]. 
Microfluidic technology deals with small amounts (i.e., microliter or nanoliter) of 
fluids (liquids and gases) in micron or sub-micron size devices/systems/geometries. 
Microfluidics is a very popular research field which can be evidenced from the rapid 
growth of numbers of publications on this topic (Figure 1). Year-wise publication 
data on microfluidics for the past two decades (data obtained by searching topic: 
“microfluidic” in Web of Sciences on 10th May 2021) are presented in Figure 1. 
The impact and importance of microfluidic technology can be manifested from its 
diverse real-world applications ranging from virus detection and bioanalytical, cell 
manipulation and separation, 3D printing, paper microfluidics to anticancer drug 
screening as highlighted in the following section. The advantages of microfluidics 
include very small quantity (e.g., microliter) of sample or reagent usage, contami-
nation risk reduction, low cost (e.g., for analysis/diagnosis), automation, enhanced 
sensitivity, accuracy and reliability. Although different materials have been used, 
PDMS is currently the most widely used material for the fabrication of microfluidic 
devices and systems.

On the other hand, nanofluids, which is a new class of heat transfer fluids coined 
in early 1990’s [4, 5] have also attracted tremendous attention from the researchers 
due to their enhanced thermophysical properties, potential benefits, and numerous 
applications [6–9]. Figure 1 also shows publication records on nanofluids during the 
last two decades and the number of publications on nanofluids (search by the topic: 
Nanofluids) increases exponentialy. It is to note that nanofluid is a much smaller 
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field of research without any (noticeable) real-world applications compared to 
microfluidics. Nonetheless, these numbers indicate research activities and popular-
ity of both research fields. Another important aspect of nanofluids is that having 
superior properties and nano-sized particles, they can be applied to microfluidic 
systems and devices which can result in improving performance and diversify-
ing the applications of both nanofluids and microfluidic technologies [10, 11]. 
Nanofluids also span a wide range of potential applications starting from thermal 
management, energy conversion to nuclear reactor. However, this field is far from 
developing, exploring its benefits, and exploiting its real applications. The main 
challenges of nanofluids research are their inconsistent data, unidentified underly-
ing mechanisms for the observed results and maintaining their long-term stability. 
The progress of the nanofluids research is briefly overviewed in the following 
section.

Since both microfluidics and nanofluids fields are well established and reported 
in the literature and textbooks [2, 3, 6–9, 12, 13], they will not be elaborated further. 
However, advances, applications and challenges of these technologies are high-
lighted in this chapter.

2. Advances in microfluidics

2.1 Global market status

Microfluidic technology is not only attractive to researchers and academics as 
an emerging research field but also to industrial people as its market is growing 
rapidly. According to a report by Yole development [14] currently there are 700+ 
microfluidic related companies worldwide yielding product revenues of around 7 
B (billion) dollars in 2017. Also, there are 4500+ published patents only on micro-
fluidic technology-based diagnostics. It was also forecasted microfluidic product 

Figure 1. 
Microfluidics and nanofluids related publications from 2001 to 2020 (source: Web of science).
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market value to reach about 25 B dollars in 2025 [14]. The major contribution to 
this revenue is expected to come from new areas like clinical and point-of care 
diagnostics through microfluidic chips. Other areas such as optical actuations and 
drug delivery are also growing and are anticipated to contribute considerably to this 
huge market.

Recent research and development at the cutting edge of microfluidics technol-
ogy span from 3D printing to virus detection. It is noted that microfluidic technol-
ogy received more attention during COVID-19 pandemic due their potential in 
detection and diagnosis of this novel SARS-CoV2 virus. Common classifications 
of microfluidic technology are presented in Figure 2. Although continuous flow 
based microfluidic systems particularly for reaction and mixing are widely used, 
during the past two decades significant progress has also been made in research and 
development in droplet-based microfluidics [15]. Each of these main and subclassi-
fications of microfluidics technology is well-developed or in good progress towards 
revolutionizing their respective area.

2.2 Development in application

During the past three decades applications of microfluidic technology 
increased considerably in a broad spectrum of scientific areas from biomedical 
(known as biomicrofluidics), chemical to MEMS thermal management. The most 
notable applications include immunoassays (a bioanalytical technique) used in 
pharmaceutical and clinical laboratories for diagnostics, DNA assays (capturing 
separation and detection of DNA etc), cell-based assays (known cell culture). A 
schematic of presentation of various fields of applications of microfluidic technol-
ogy is provided in Figure 3. It can be seen that microfluidics really span a diverse 
field of applications starting from Lab-on-chip (LOC) to the food and agriculture 
sectors.

As a pioneering effort by the author nanofluids were studied in microfluidic 
geometries particularly in droplet-based microfluidics in order to explore new appli-
cations of nanofluids [10, 11, 16]. Thus, experimental investigations on the droplet 
formation and size manipulation of nanofluids in the microfluidic T-junction 
and flow focusing geometries were conducted. Besides temperature-dependent 
droplet formation at both geometries, effects of other factors such as presence of 

Figure 2. 
Schematic of classification of microfluidic technology.
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nanoparticles in aqueous fluid, depth of microchannel and flow rate on the droplet 
formation and size manipulation were investigated [10, 11, 16]. Although results are 
interesting and reveal the potential of nanofluids in microfluidics, more extensive 
research needs to be performed in this new combined field.

3. Overviewing nanofluids progress and challenges

The advancement in thermal management of modern equipment and sys-
tems are greatly impeded due to the limited cooling capabilities of conventional 
heat transfer fluids. Thus, there is an urgent need for heat transfer fluids with 
improved thermal properties and features. Nanofluids having found consider-
ably higher heat transfer properties and features such as thermal conductivity, 
convective and boiling heat transfer compared to their base conventional fluids 
are believed to be capable of meeting such high cooling demands [8, 17–22]. 
With great features and properties nanofluids can be used for increased heat 
transfer and many other important fields of applications such as transporta-
tions (engine cooling or vehicle thermal management), microelectronics, solar 
energy technologies, micro-electromechanical systems (MEMS), electronics 
and instrumentations, heat exchangers, heating-ventilating and air-condition-
ing (HVAC), cooling electronics, microfluidics, defense, medical and so on 
(Figure 4). Researchers have also focused on studying nanofluids in diverse 
applications like- advanced cooling technologies, heat pipes, solar energy 
conversion and harvesting [8, 19, 23]. Being a multidisciplinary field and hav-
ing numerous potential applications the impacts of nanofluids are very high. 
Although there are no recent market analysis or data for nanofluids, an estima-
tion of the potential worldwide market for nanofluids was made sometimes ago 
and it was estimated to be over 2 B dollars per year only in heat transfer applica-
tions [21]. Majority of this market value came from cooling applications and 

Figure 3. 
Applications of microfluidic technology.
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nanoparticles (main component of nanofluids). Although extensive research 
works have been performed particularly during the past decade, nanofluids real 
applications and benefits are not yet achieved. Thus, more systematic and care-
ful research works on nanofluids are still necessary.

Figure 4. 
Applications of nanofluids.

Figure 5. 
Some key challenges of nanofluids.
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(Figure 4). Researchers have also focused on studying nanofluids in diverse 
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conversion and harvesting [8, 19, 23]. Being a multidisciplinary field and hav-
ing numerous potential applications the impacts of nanofluids are very high. 
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nanoparticles (main component of nanofluids). Although extensive research 
works have been performed particularly during the past decade, nanofluids real 
applications and benefits are not yet achieved. Thus, more systematic and care-
ful research works on nanofluids are still necessary.

Figure 4. 
Applications of nanofluids.

Figure 5. 
Some key challenges of nanofluids.
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Besides intensified research on various areas particularly on thermophysical 
properties and in several applications, research has been expanded to other new 
types of nanofluids like hybrid nanofluids and ionanocolloids (INC). Although 
research efforts on hybrid nanofluids have recently received increasing attention from 
researchers and findings from literature showed similar or better thermophysical 
properties compared to conventional nanofluids [24, 25], it is too early to explicitly 
identify their potential applications and benefits. On the other hand, ionanocolloids 
(suspensions of nanoparticles in ionic liquid) is another new type nanofluids which is 
in its early stage of research. However, ionanocolloids were found to exhibit superior 
thermal properties and show great potential compared to pure ionic liquids for many 
engineering applications including cooling [26–28].

Regarding research on thermophysical and heat transfer features, thermal 
conductivity is dominating the research producing more scattered data. However, 
the real mechanisms for the enhanced thermal conductivity of nanofluids are still 
inconclusive. Although many research efforts have been devoted until 2015 for the 
development of models for the prediction of thermal conductivity of nanofluids, 
the efforts have been declined recently despite no widely accepted models are 
available. This is due to the fact that no progress has been made on new mechanisms 
or physics-based understanding of underlying mechanisms. Nonetheless, despite 
above-mentioned impacts, potential applications, except few areas progressing on 
nanofluids towards developing them for real world applications are rather slow.

Nanofluids also possess serious challenges which impede their real progress 
towards application and human benefits. A list of main challenges of nanofluids 
research and development can be seen from Figure 5.

4. Remarks

This chapter gives an overview of progress, potential applications and main 
challenges of these two emerging and hugely important technologies. First it briefly 
discusses advancement of research and market values of microfluidics’ followed 
by highlighting their main field of applications. Then, progress of and issues of 
nanofluids research and development is summarized besides bringing out potential 
application and challenges of this new class of popular fluids. This book is believed 
to be a useful reference source of information and knowledge in these two hugely 
important technologies.
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Chapter 2

Microfluidics for Time-Resolved
Small-Angle X-Ray Scattering
Susanne Seibt and Timothy Ryan

Abstract

With the advent of new in situ structural characterisation techniques including
X-ray scattering, there has been an increased interest in investigations of the reac-
tion kinetics of nucleation and growth of nanoparticles as well as self-assembly
processes. In this chapter, we discuss the applications of microfluidic devices spe-
cifically developed for the investigation of time resolved analysis of growth kinetics
and structural evolution of nanoparticles and nanofibers. We focus on the design
considerations required for spectrometry and SAXS analysis, the advantages of
using a combination of SAXS and microfluidics for these measurements, and dis-
cuss in an applied fashion the use of these devices for time-resolved research.

Keywords: micro and nanoscale, systems design, lab-on-a-chip devices, SAXS,
nanoparticles, time-resolved SAXS, microfluidics, hydrodynamic focusing

1. Introduction

Microfluidics is a multidisciplinary field dealing with the manipulation and
behaviour of liquids and gases in dimensions below 1000 micron. The origin of
microfluidics can be traced back to the 1970s, when miniaturisation became more
and more developed. Applications in various fields, such as analytics, biology,
chemistry, medicine and technology, became much more apparent with the
development of rapid prototyping. Rapid prototyping describes a combination of
photolithography, soft lithography and commercial printing, which makes the fast
and efficient fabrication of custom designed microfluidic devices possible.
Microfluidic devices for analysing aqueous samples were first introduced by
Manz [1, 2], Harrison [3], Ramsey [4] and Mathies [5].

The most important benefit of microfluidic devices is their ability to perform
quantitative and qualitative analysis with high sensitivity and resolution, while
being a low cost method for fast, highly efficient analysis [6]. These factors make it
especially useful for time resolved measurements, and coupling to small angle X-ray
scattering (SAXS) measurements for the analysis of the average particle size and
shape, and the evolution thereof under various in situ conditions. These approaches,
in particular the coupling of microfluidics to SAXS, finds application in various
areas, including biological materials, polymers, colloids, chemistry,
nanocomposites, metals, minerals, food, pharmaceuticals and quality control [7].

Here we aim to detail background information important for the design of
microfluidic devices for time resolved measurements, and the applications of these
devices in time-resolved SAXS nanoparticle and self-assembly experiments.

11



Chapter 2

Microfluidics for Time-Resolved
Small-Angle X-Ray Scattering
Susanne Seibt and Timothy Ryan

Abstract

With the advent of new in situ structural characterisation techniques including
X-ray scattering, there has been an increased interest in investigations of the reac-
tion kinetics of nucleation and growth of nanoparticles as well as self-assembly
processes. In this chapter, we discuss the applications of microfluidic devices spe-
cifically developed for the investigation of time resolved analysis of growth kinetics
and structural evolution of nanoparticles and nanofibers. We focus on the design
considerations required for spectrometry and SAXS analysis, the advantages of
using a combination of SAXS and microfluidics for these measurements, and dis-
cuss in an applied fashion the use of these devices for time-resolved research.

Keywords: micro and nanoscale, systems design, lab-on-a-chip devices, SAXS,
nanoparticles, time-resolved SAXS, microfluidics, hydrodynamic focusing

1. Introduction

Microfluidics is a multidisciplinary field dealing with the manipulation and
behaviour of liquids and gases in dimensions below 1000 micron. The origin of
microfluidics can be traced back to the 1970s, when miniaturisation became more
and more developed. Applications in various fields, such as analytics, biology,
chemistry, medicine and technology, became much more apparent with the
development of rapid prototyping. Rapid prototyping describes a combination of
photolithography, soft lithography and commercial printing, which makes the fast
and efficient fabrication of custom designed microfluidic devices possible.
Microfluidic devices for analysing aqueous samples were first introduced by
Manz [1, 2], Harrison [3], Ramsey [4] and Mathies [5].

The most important benefit of microfluidic devices is their ability to perform
quantitative and qualitative analysis with high sensitivity and resolution, while
being a low cost method for fast, highly efficient analysis [6]. These factors make it
especially useful for time resolved measurements, and coupling to small angle X-ray
scattering (SAXS) measurements for the analysis of the average particle size and
shape, and the evolution thereof under various in situ conditions. These approaches,
in particular the coupling of microfluidics to SAXS, finds application in various
areas, including biological materials, polymers, colloids, chemistry,
nanocomposites, metals, minerals, food, pharmaceuticals and quality control [7].

Here we aim to detail background information important for the design of
microfluidic devices for time resolved measurements, and the applications of these
devices in time-resolved SAXS nanoparticle and self-assembly experiments.

11



1.1 Microfluidic principles

Fundamentally, the fluid dynamics in micro-dimensions are different from
macroscopic systems. Fluid flows in these tiny systems are characterised by non-
chaotic, smooth flow, where the fluid travels in parallel layers and the only interac-
tion between those layers of flow is diffusion. By adapting reactions to microfluidic
environments, the time axis of a reaction is converted into a distance axis along the
outlet channel of the microfluidic device. This is key to enabling time-resolved
studies in situ in a microfluidic channel.

The Navier–Stokes equation describes the motion of fluids mathematically, and
is derived from Newton’s second law of motion (F = ma), resulting in a set of two
partial differential equations. For an incompressible Newtonian fluid, the Navier–
Stokes equation is defined as:

ρ
∂u
∂t

þ u � ∇ð Þu
� �

¼ η∇2u� ∇pþ F (1)

where ρ is the density and η the viscosity of the fluid, p is the pressure, u the
vector of the fluid flow, ∇ is the Nabla-Operator and F stands for any additional
forces, that are directed at the fluid. The left side of the equation represents internal
accelerations, and the right side represents the stress force per unit volume resulting
from a pressure gradient and the viscosity of the fluid. In microfluidics, body forces
are negligible, leading to a simplified, linear equation:

η∇2u ¼ ∇p (2)

Treating the incompressible liquid as a continuum, the Navier–Stokes equation
can be expressed as the continuity equation:

∇ � u ¼ 0 (3)

Thismeans that the fluxof liquid into avolume is the sameas the fluxout of avolume
over a period of time. Additionally, the continuity equation is time-independent,
restricting fluid flow inmicrofluidic channels to be symmetric in time [8].

To describe and compare phenomena on different scales, various dimensionless
numbers for microfluidics were introduced. The most important is the Reynolds
number (Re), showing the relation of inertial and viscous forces of a fluid. It is
defined as:

Re � inertial forces
viscous forces

¼ ρ u � ∇ð Þ uj j
η∇2u
�� �� ¼ ρυ

η
d (4)

where υ is the flow velocity and d the characteristic length of the system, which
in microfluidics is the diameter of the channel. The Reynolds number decreases
with decreasing size of the system, reflecting the increased importance of viscous
forces. The transition from turbulent to laminar flow is represented by Re being
below 2040� 10.

The next most important dimensionless number is the Weber number (We),
which describes the relation of the fluid surface tension to its internal forces, where
γ is the surface tension of the fluid:

We � ρu2υ
γ

d (5)
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Microfluidic channel systems have generally a high surface-to-volume ratio,
thus surface properties have significant effects on flow resistance and the velocity
profile. To describe the interaction of a flowing liquid and a solid surface in
microfluidic devices, Navier defined boundary conditions. The flow velocity tan-
gential to the surface υx is proportional to the shear stress at the surface and
therefore given by:

υx ¼ β
dυx
dy

(6)

β is the slip length, or Navier length, and is defined as the distance from a point
inside the channel to the surface, where the velocity is zero. Where β ¼ 0 is a “no-
slip” condition, describing the interaction between fluids and walls [9].

Every biological process or chemical reaction is limited by the converging and
mixing of the reactants. Mixing in fluidic systems can generally occur via two
methods – diffusion or advection. On the macroscopic scale, mixing is achieved by
“chaotic advection” or turbulence, while on the micron-scale it is driven by diffu-
sion. Diffusion specifies the migration of particles along a concentration gradient,
and thereby always takes place from an area of high concentration to an area of
lower concentration. This flux is in proportion to the diffusion coefficient, D, given
by Fick’s first law of diffusion. Solving Fick’s diffusion law for adequate boundary
conditions, the diffusion coefficient can be described for spherical particles with
radius r in low Re numbers by the Stokes-Einstein relation:

D ¼ kBT
6πηr

(7)

with kB as the Boltzmann constant,T as the temperature and η as the solvent
viscosity. The relation between advection and diffusion for mass transport is
described by the Péclet number (Pe) [8].

Pe � advection
diffusion

¼ υd
D

(8)

For turbulent mixing, advection dominates the above equation, leading to high
Pe numbers. In microfluidics, turbulent chaotic mixing is very difficult to achieve,
because the Reynolds numbers are almost always very low. Thus, in microfluidic
channels, advection is almost always very small, and diffusion dominates, resulting
in Pe numbers that are low. As such mixer design in microfluidics devices seeks to
optimise diffusion [10, 11]. Along microfluidic channels, diffusion becomes insig-
nificant when compared to convection occurring far downstream at the outlet
channel. Thus most mixing devices incorporate some method for laminating flows
to reduce diffusion distances, and reduce mixing times. Most commonly, these
mixers are simple Y- or T-shaped cross channels, and diffusive mixing in these
types of mixers for kinetic experiments can be described by the following equations:

d1
d2

¼ η1
η2

Q1

Q2
(9)

dMC

dSC1 þ dSC2

¼ ηMC

ηSC1
þ ηSC2

QMC

QSC1
þ QSC2

(10)

where d is the thickness of the relevant layer, η the viscosity and Q the volume
flow. The following assumptions must be fulfilled for these equations to be true:
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outlet channel of the microfluidic device. This is key to enabling time-resolved
studies in situ in a microfluidic channel.

The Navier–Stokes equation describes the motion of fluids mathematically, and
is derived from Newton’s second law of motion (F = ma), resulting in a set of two
partial differential equations. For an incompressible Newtonian fluid, the Navier–
Stokes equation is defined as:

ρ
∂u
∂t

þ u � ∇ð Þu
� �

¼ η∇2u� ∇pþ F (1)

where ρ is the density and η the viscosity of the fluid, p is the pressure, u the
vector of the fluid flow, ∇ is the Nabla-Operator and F stands for any additional
forces, that are directed at the fluid. The left side of the equation represents internal
accelerations, and the right side represents the stress force per unit volume resulting
from a pressure gradient and the viscosity of the fluid. In microfluidics, body forces
are negligible, leading to a simplified, linear equation:

η∇2u ¼ ∇p (2)

Treating the incompressible liquid as a continuum, the Navier–Stokes equation
can be expressed as the continuity equation:

∇ � u ¼ 0 (3)

Thismeans that the fluxof liquid into avolume is the sameas the fluxout of avolume
over a period of time. Additionally, the continuity equation is time-independent,
restricting fluid flow inmicrofluidic channels to be symmetric in time [8].

To describe and compare phenomena on different scales, various dimensionless
numbers for microfluidics were introduced. The most important is the Reynolds
number (Re), showing the relation of inertial and viscous forces of a fluid. It is
defined as:

Re � inertial forces
viscous forces

¼ ρ u � ∇ð Þ uj j
η∇2u
�� �� ¼ ρυ

η
d (4)

where υ is the flow velocity and d the characteristic length of the system, which
in microfluidics is the diameter of the channel. The Reynolds number decreases
with decreasing size of the system, reflecting the increased importance of viscous
forces. The transition from turbulent to laminar flow is represented by Re being
below 2040� 10.

The next most important dimensionless number is the Weber number (We),
which describes the relation of the fluid surface tension to its internal forces, where
γ is the surface tension of the fluid:

We � ρu2υ
γ

d (5)
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Microfluidic channel systems have generally a high surface-to-volume ratio,
thus surface properties have significant effects on flow resistance and the velocity
profile. To describe the interaction of a flowing liquid and a solid surface in
microfluidic devices, Navier defined boundary conditions. The flow velocity tan-
gential to the surface υx is proportional to the shear stress at the surface and
therefore given by:

υx ¼ β
dυx
dy

(6)

β is the slip length, or Navier length, and is defined as the distance from a point
inside the channel to the surface, where the velocity is zero. Where β ¼ 0 is a “no-
slip” condition, describing the interaction between fluids and walls [9].

Every biological process or chemical reaction is limited by the converging and
mixing of the reactants. Mixing in fluidic systems can generally occur via two
methods – diffusion or advection. On the macroscopic scale, mixing is achieved by
“chaotic advection” or turbulence, while on the micron-scale it is driven by diffu-
sion. Diffusion specifies the migration of particles along a concentration gradient,
and thereby always takes place from an area of high concentration to an area of
lower concentration. This flux is in proportion to the diffusion coefficient, D, given
by Fick’s first law of diffusion. Solving Fick’s diffusion law for adequate boundary
conditions, the diffusion coefficient can be described for spherical particles with
radius r in low Re numbers by the Stokes-Einstein relation:

D ¼ kBT
6πηr

(7)

with kB as the Boltzmann constant,T as the temperature and η as the solvent
viscosity. The relation between advection and diffusion for mass transport is
described by the Péclet number (Pe) [8].

Pe � advection
diffusion

¼ υd
D

(8)

For turbulent mixing, advection dominates the above equation, leading to high
Pe numbers. In microfluidics, turbulent chaotic mixing is very difficult to achieve,
because the Reynolds numbers are almost always very low. Thus, in microfluidic
channels, advection is almost always very small, and diffusion dominates, resulting
in Pe numbers that are low. As such mixer design in microfluidics devices seeks to
optimise diffusion [10, 11]. Along microfluidic channels, diffusion becomes insig-
nificant when compared to convection occurring far downstream at the outlet
channel. Thus most mixing devices incorporate some method for laminating flows
to reduce diffusion distances, and reduce mixing times. Most commonly, these
mixers are simple Y- or T-shaped cross channels, and diffusive mixing in these
types of mixers for kinetic experiments can be described by the following equations:

d1
d2

¼ η1
η2

Q1

Q2
(9)

dMC

dSC1 þ dSC2

¼ ηMC

ηSC1
þ ηSC2

QMC

QSC1
þ QSC2

(10)

where d is the thickness of the relevant layer, η the viscosity and Q the volume
flow. The following assumptions must be fulfilled for these equations to be true:
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1.The microchannel inhibits steady and laminar flow.

2.The fluids are all Newtonian.

3.Density and viscosity of all fluids is the same in all channels and do not change
during the experiment.

4.The channel geometry is rectangular and all channel parts have the same
height.

Eq. (9) applies to Y-shaped channel geometries where layer 1 and 2 are the
spaces of two introduced liquid streams in the inlet channels, which merge in the
outlet channel. For T-shaped channels where two side channels (SC1 and SC2)
hydrodynamically focus a main channel (MC) stream, Eq. (10) applies [12].

1.2 Principles of small-angle X-ray scattering

Small angle X-ray Scattering (SAXS) is an extremely versatile technique used for
investigating particle size, shape and dynamics that can be applied to a wide range
of scientific problems. It is amenable to a wide range of particles, from the very
small, of around a few nanometres, to very large sized structures in the order of a
micron. It can be used to study mixtures, and the evolution of shape in reaction
mixtures, and is widely used in biophysics and structural biology to confirm struc-
ture, and investigate structures that are not amenable to other structure investiga-
tions. SAXS can be used across all states of matter, including solids, liquids, gases,
semisolid sample such as gels, and plasma. We will focus here on solution scatter-
ing, as this is the most applicable for microfluidic applications.

We aim to provide a brief overview of SAXS for solution scattering and time
resolved measurements, but highly recommend Feigin and Svergun, 1987 [13] for a
more comprehensive in depth review of SAXS measurements. In general, a solution
SAXS experiment is relatively simple (which is one of the great attractions for the
technique). A sample, in an appropriate sample cell, is exposed to a focussed,
collimated monochromatic X-ray beam, and at a distance away from the sample the
intensity of scattered X-rays is recorded using a 2D X-ray detector (Figure 1B). The
resulting image is termed a scattering pattern. Similarly, the scattering from a
matched pure background solvent is collected, and then subtracted from the sample
scattering pattern to provide a scattering pattern that arises purely from the sample
particles. The variation of the scattered intensity with angle, where the measured
angles are very small, is related to differences in electron density between the
sample and solvent, and the interatomic distances inside the sample particle, and
thus contains information on the size and shape of the particle.

Scattering in solution is generally considered isotropic, as most particle systems
adopt random orientations in solution. This allows for analytical mathematical
descriptions of the scattering profile on the basis of particle shape. Scattered inten-
sity (I) is described as a function of momentum transfer, q, and in a simplified form
can be given as:

I qð Þ ¼ N
V
V2 ρ1� ρ2ð Þ2P qð ÞS qð Þ (11)

Where N is the concentration of the particle in the solution, V is the volume of
the particle, ρ1� ρ2 is the contrast in electron density between the solvent and the
particle, and q is defined as:
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q ¼ 4π
sin θ
λ

(12)

Where θ is the angle from the incident X-ray beam to the point on the detector
where the intensity is measured, and λ is the wavelength of the incident X-rays (see
Figure 1A). The derivation of the dependence of scattered intensity on the volume,
concentration and electron density contrast of a particle described in Eq. 12 is given
in detail in [13], which we highly recommend for further reading. The form factor P
(q) is typically a defined function, and varies depending on the physical parameters
of the particle; for example a sphere with homogenous electron density has a
different form factor function to that of a hollow sphere of the same size.

The structure factor component (S(q)) of Eq. (11) is a further analytical func-
tion that describes how the particles are arranged in the solution, e.g. forming large
ordered structures with defined correlation lengths. Largely, samples are measured
in a dilute condition, where the concentration of the particle is kept low enough to
avoid these secondary interference effects, and thus S(q) can be ignored. Where
this effect cannot be avoided by reducing concentration, the use of hard sphere
packing models or ionic charge–charge interaction models defining the effect as a
function of q may be used to account for this effect, and provide information on
changes in long range order in a sample.

Thus, for a sufficiently monodisperse sample, or a defined mixture of particles,
it is possible to define an analytical model that provides volume, size and shape
information. In polymer and colloid science, SAXS is used for many applications,
including analysing the hierarchical nature of polymers in solution to assess
clumping, local structure, overall morphology, and subunit arrangement, assessing
the shape, size and dispersity of nanoparticles in solution, and investigating the
dynamics, and evolution of particle size and shape under varying solution

Figure 1.
(A) Schematic illustration of the Bragg equation with incident and reflected X-rays on two scattering planes,
showing the lattice distance d, the half scattering angle θ, the wavelength λ and the path difference defined by Bragg’s
law. (B) Geometric construction of the scattering vector q from the incident wave vector k0 and the scattered wave
vector k with the half scattering angle θ. (C) Schematic setup of a small-angle X-ray scattering setup.
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1.The microchannel inhibits steady and laminar flow.

2.The fluids are all Newtonian.

3.Density and viscosity of all fluids is the same in all channels and do not change
during the experiment.

4.The channel geometry is rectangular and all channel parts have the same
height.
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spaces of two introduced liquid streams in the inlet channels, which merge in the
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tions. SAXS can be used across all states of matter, including solids, liquids, gases,
semisolid sample such as gels, and plasma. We will focus here on solution scatter-
ing, as this is the most applicable for microfluidic applications.

We aim to provide a brief overview of SAXS for solution scattering and time
resolved measurements, but highly recommend Feigin and Svergun, 1987 [13] for a
more comprehensive in depth review of SAXS measurements. In general, a solution
SAXS experiment is relatively simple (which is one of the great attractions for the
technique). A sample, in an appropriate sample cell, is exposed to a focussed,
collimated monochromatic X-ray beam, and at a distance away from the sample the
intensity of scattered X-rays is recorded using a 2D X-ray detector (Figure 1B). The
resulting image is termed a scattering pattern. Similarly, the scattering from a
matched pure background solvent is collected, and then subtracted from the sample
scattering pattern to provide a scattering pattern that arises purely from the sample
particles. The variation of the scattered intensity with angle, where the measured
angles are very small, is related to differences in electron density between the
sample and solvent, and the interatomic distances inside the sample particle, and
thus contains information on the size and shape of the particle.

Scattering in solution is generally considered isotropic, as most particle systems
adopt random orientations in solution. This allows for analytical mathematical
descriptions of the scattering profile on the basis of particle shape. Scattered inten-
sity (I) is described as a function of momentum transfer, q, and in a simplified form
can be given as:

I qð Þ ¼ N
V
V2 ρ1� ρ2ð Þ2P qð ÞS qð Þ (11)

Where N is the concentration of the particle in the solution, V is the volume of
the particle, ρ1� ρ2 is the contrast in electron density between the solvent and the
particle, and q is defined as:
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q ¼ 4π
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λ

(12)

Where θ is the angle from the incident X-ray beam to the point on the detector
where the intensity is measured, and λ is the wavelength of the incident X-rays (see
Figure 1A). The derivation of the dependence of scattered intensity on the volume,
concentration and electron density contrast of a particle described in Eq. 12 is given
in detail in [13], which we highly recommend for further reading. The form factor P
(q) is typically a defined function, and varies depending on the physical parameters
of the particle; for example a sphere with homogenous electron density has a
different form factor function to that of a hollow sphere of the same size.

The structure factor component (S(q)) of Eq. (11) is a further analytical func-
tion that describes how the particles are arranged in the solution, e.g. forming large
ordered structures with defined correlation lengths. Largely, samples are measured
in a dilute condition, where the concentration of the particle is kept low enough to
avoid these secondary interference effects, and thus S(q) can be ignored. Where
this effect cannot be avoided by reducing concentration, the use of hard sphere
packing models or ionic charge–charge interaction models defining the effect as a
function of q may be used to account for this effect, and provide information on
changes in long range order in a sample.

Thus, for a sufficiently monodisperse sample, or a defined mixture of particles,
it is possible to define an analytical model that provides volume, size and shape
information. In polymer and colloid science, SAXS is used for many applications,
including analysing the hierarchical nature of polymers in solution to assess
clumping, local structure, overall morphology, and subunit arrangement, assessing
the shape, size and dispersity of nanoparticles in solution, and investigating the
dynamics, and evolution of particle size and shape under varying solution
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showing the lattice distance d, the half scattering angle θ, the wavelength λ and the path difference defined by Bragg’s
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conditions and chemical reactions. SAXS is clearly a versatile technique that can
provide useful information on systems that are well behaved, and can also be
applied to samples that may not display ideal behaviour (for example aggregation
prone nanoparticles, or time dependent mixtures of particles). However, the mea-
surement does have some drawbacks. SAXS analyses are heavily reliant on comple-
mentary information. SAXS cannot provide information at an atomic resolution, so
high resolution structural information is lacking, and needs to be obtained by
alternative methods such as NMR, chemical crystallography, or electron micros-
copy. Further, SAXS does not provide information on changes in chemical environ-
ment so correlating the particle shape and size evolution with changes in the
chemistry of a system requires the use of other techniques that are sensitive to the
chemical environment. Additionally, for in situ experiments, SAXS on high inten-
sity beamlines has the disadvantage that intense dose of radiation are required to
obtain high quality data at short time frames. This can result in radiation damage in
the sample that can significantly influence results.

1.3 Microfluidic devices and X-rays

In SAXS analyses, there are a range of disadvantages that the current sample envi-
ronments struggle to address. First and foremost is that in most solution SAXSmea-
surements there needs to be a high concentration of particles in the solution to achieve a
scattering signal with high enough signal to noise to be of use in further analysis. For the
most part, this is not a significant issue as most samples are generally amenable to
reasonably high concentrations. However, in a number of cases, the amount of sample
can prohibit the use of standard sample environments, and limits the use of SAXS to
samples that are not in limited quantities, or expensive to produce. Further, for a
continuous flowmixing device, wheremany exposures are required at each time point,
the sample consumption can reachmanymillilitres; again this may be prohibitive for a
majority of samples. Additionally it can be difficult to apply high throughput method-
ologies to systems where flow, volume and data quality constraints limit the number of
measurements that can physically be conducted in a period of time.

The limitations of the current sample environments can be significantly miti-
gated by the use of custom microfluidic devices. The very low internal volumes
mean that sample consumption is reduced, and the time that a volume of sample
can be measured over under flow is increased, leading to a general improvement in
measurement statistics. The lower spatial footprint, and lower sample consumption
rates, means that a large number of measurements can be conducted in a very short
period of time in parallel; increasing throughput for screening measurements. The
lower volumes, and thus much more efficient mixing allows for much lower
deadtimes then would otherwise be possible, and with the increasing access to
microbeam SAXS measurements, the time resolution of the mixing experiments are
greatly improved over conventional approaches. Further, the ease of design and
modification of devices means that bespoke devices for specific applications can be
achieved rapidly. Given that microfluidic devices can address many of the limita-
tions of conventional SAXS sample environments, we believe that there will be
increasing uptake and incorporation of these devices into SAXS measurements.

2. Microfluidics for time-resolved studies

2.1 Device design

To successfully investigate time-resolved reactions in microfluidic devices, the
channel design has to be carefully adapted to the requirements of each application.
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All experiments require planning and consideration of the simultaneous use of
analysis, mixing and cleaning equipment due to the generally small dimensions of
microfluidic devices. In the past decades, a very diverse range of microfluidic
reactor devices have been designed for time-resolved studies of reactions. Designs
such as continuous-flow, stopped-flow, droplet-based and digital microfluidics
have been developed and applied to produce materials with sizes ranging from
nanometres to almost millimetres. In this chapter, we are focusing on continuous
and stopped flow devices, in particular on hydrodynamic focusing techniques. In
comparison to droplet-based techniques, hydrodynamic focusing is a straight-
forward approach to implement, due to its pure hydrodynamic principles. It only
includes surface tension effects at the liquid–liquid interface in the outlet channel of
the microfluidic device without the need of consideration of surface tension effects
at liquid–gas interfaces. These devices offer stability at high flowrates, allow high-
throughput applications and enable highly controllable operational conditions, as
the flow behaviour is the only influential parameter that needs to be considered for
time-resolved studies.

2.1.1 Flow field considerations

An understanding of flow fields at the microscale is required to understand the
function of hydrodynamic focusing and device design considerations. No turbulent
mixing occurs inside a microfluidic channel, as typically Re numbers below 100 are
achieved, thus liquids can only mix by diffusion. This has the advantage of allowing
predictions of the exact movement of particles by calculation, as no chaotic (turbu-
lent) mixing needs to be considered.

For microfluidic channels, assuming no-slip conditions in combination with
pressure driven flow, Poiseuille flow with a parabolic shaped flow profile arises.
Here, the highest velocity is in the middle of the channel, which decreases parabol-
ically towards the walls until it reaches zero. For cylindrical shaped channel geom-
etries with coordinate length x, radius r and azimuthal angle Φ, the velocity field
can be derived as:

νx r,ϕð Þ ¼ � Δp
4ηL

a2 � r2
� �

(13)

With pressure p and viscosity η over the channel length L and channel radius a.
The hydraulic resistance R results then as:

R ¼ 8ηL
πa4

(14)

For rectangular shaped channels with height h, width w and small aspect ratio
(w > h) the velocity field over the coordinates x, y, z is:

νx ¼ 4h2Δp
π3ηL
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and the hydraulic resistance R is then [14]:
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conditions and chemical reactions. SAXS is clearly a versatile technique that can
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applied to samples that may not display ideal behaviour (for example aggregation
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alternative methods such as NMR, chemical crystallography, or electron micros-
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scattering signal with high enough signal to noise to be of use in further analysis. For the
most part, this is not a significant issue as most samples are generally amenable to
reasonably high concentrations. However, in a number of cases, the amount of sample
can prohibit the use of standard sample environments, and limits the use of SAXS to
samples that are not in limited quantities, or expensive to produce. Further, for a
continuous flowmixing device, wheremany exposures are required at each time point,
the sample consumption can reachmanymillilitres; again this may be prohibitive for a
majority of samples. Additionally it can be difficult to apply high throughput method-
ologies to systems where flow, volume and data quality constraints limit the number of
measurements that can physically be conducted in a period of time.

The limitations of the current sample environments can be significantly miti-
gated by the use of custom microfluidic devices. The very low internal volumes
mean that sample consumption is reduced, and the time that a volume of sample
can be measured over under flow is increased, leading to a general improvement in
measurement statistics. The lower spatial footprint, and lower sample consumption
rates, means that a large number of measurements can be conducted in a very short
period of time in parallel; increasing throughput for screening measurements. The
lower volumes, and thus much more efficient mixing allows for much lower
deadtimes then would otherwise be possible, and with the increasing access to
microbeam SAXS measurements, the time resolution of the mixing experiments are
greatly improved over conventional approaches. Further, the ease of design and
modification of devices means that bespoke devices for specific applications can be
achieved rapidly. Given that microfluidic devices can address many of the limita-
tions of conventional SAXS sample environments, we believe that there will be
increasing uptake and incorporation of these devices into SAXS measurements.

2. Microfluidics for time-resolved studies

2.1 Device design

To successfully investigate time-resolved reactions in microfluidic devices, the
channel design has to be carefully adapted to the requirements of each application.
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All experiments require planning and consideration of the simultaneous use of
analysis, mixing and cleaning equipment due to the generally small dimensions of
microfluidic devices. In the past decades, a very diverse range of microfluidic
reactor devices have been designed for time-resolved studies of reactions. Designs
such as continuous-flow, stopped-flow, droplet-based and digital microfluidics
have been developed and applied to produce materials with sizes ranging from
nanometres to almost millimetres. In this chapter, we are focusing on continuous
and stopped flow devices, in particular on hydrodynamic focusing techniques. In
comparison to droplet-based techniques, hydrodynamic focusing is a straight-
forward approach to implement, due to its pure hydrodynamic principles. It only
includes surface tension effects at the liquid–liquid interface in the outlet channel of
the microfluidic device without the need of consideration of surface tension effects
at liquid–gas interfaces. These devices offer stability at high flowrates, allow high-
throughput applications and enable highly controllable operational conditions, as
the flow behaviour is the only influential parameter that needs to be considered for
time-resolved studies.

2.1.1 Flow field considerations

An understanding of flow fields at the microscale is required to understand the
function of hydrodynamic focusing and device design considerations. No turbulent
mixing occurs inside a microfluidic channel, as typically Re numbers below 100 are
achieved, thus liquids can only mix by diffusion. This has the advantage of allowing
predictions of the exact movement of particles by calculation, as no chaotic (turbu-
lent) mixing needs to be considered.

For microfluidic channels, assuming no-slip conditions in combination with
pressure driven flow, Poiseuille flow with a parabolic shaped flow profile arises.
Here, the highest velocity is in the middle of the channel, which decreases parabol-
ically towards the walls until it reaches zero. For cylindrical shaped channel geom-
etries with coordinate length x, radius r and azimuthal angle Φ, the velocity field
can be derived as:
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This understanding of this pressure-driven, steady-state flow in microfluidic
channels is the basis of liquid handling in lab-on-chip systems. Especially in
microfluidics, the channel cross-sections can be of various shapes, depending on the
application and fabrication method. Eqs. (13) to (16) describe the velocity field and
hydraulic resistance for spherical and rectangular cross-sections, which are the most
common geometries used for the devices described in this chapter. The derivation
of those values is exceedingly more complicated for arbitrary channel cross-section
shapes.

2.1.2 Continuous flow vs. stopped flow

The first design consideration is how the device will enable time-resolved mea-
surement of phenomenon. This can be achieved in two different ways. The first,
and conceptually simplest method, is a static experiment, where a sample is firstly
mixed and then introduced into a monitoring chamber and measured repeatedly at
defined time periods. The most common apparatus for this style of measurement
this is a stopped flow device, where mixing is achieved rapidly, and then flow is
stopped as soon as the homogenously mixed sample fills the monitoring chamber.
The measurement is triggered as soon as the flow is stopped, and generally con-
tinues as rapidly as possible until the reaction reaches completion. The second
method is to use a continuous flow system, where the mixed sample is introduced
into a flow-through system, and temporal measurements are achieved by varying
the distance between the mixing point and the sampling point.

Both styles of devices have advantages and disadvantages, and the choice
depends strongly on several experimental considerations, including the time
domain of the reaction, mixing efficiency, sample volume constraints, and sample
chemistry constraints (e.g. resistance to photobleaching, or radiation damage).
Stopped flow measurements are favoured when there is a small volume of sample
that is resistant to measurement induced damage (for example a flurophore that is
resistant to photobleaching), where the reaction is not extremely fast, and where
the experimental measurements are not slow. In stopped flow measurements the
initial point in the measurement is always some degree of time post the start of the
reaction (given the time it takes to fill the sample cell, stop the flow and take the
first measurement), and the temporal resolution of the measurement is given by the
speed at which the measurement can be taken. However, agglomeration of the
reacting sample on the channel walls can influence the quality of measurements
and, due to the ongoing reaction, leads to only a small window that can be detected
before the experiment needs to be repeated. Alternatively, continuous flow mea-
surements favour samples that are sensitive to the measurement, are very rapid,
and require temporal resolution finer then the measurement speed of the instru-
ment. Continuous flow measurements allow for measurement very close to the
point of mixing, temporal resolution is given by the spatial resolution of the mea-
surement, and the time taken to travel to the point of measurement. Further, the
deadtime and temporal resolution is heavily influenced by flowrate, allowing for
fine control across many temporal regions. As a result, the observation of the
reaction can be precisely controlled. It needs to be considered that continuous flow
measurements need more sample volume in comparison to stopped flow methods,
to provide a constant flow profile.

2.1.3 Hydrodynamic focusing

The basis of hydrodynamic focusing lies in a central solution that flows with a
lower flowrate within an outer sheath fluid with a higher flowrate. This enables the
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compression, or focusing, of the central flow, and decreases the mixing times
significantly by reducing the diffusion length. There are two main categories for
microfluidic devices with hydrodynamic focusing: coaxial tube and planar on-chip
devices. The design can be defined depending on the use, with adapted geometries
for fast mixing (Figure 2A), gradients (Figure 2B), specific nanoparticle growth
reactions or self-assembly processes (Figure 2C) [15].

The simplest type of coaxial tube reactors is a device consisting of two concen-
tric capillaries (Figure 2D), which are connected to a channel where a central flow
is injected through the inner capillary, with sheath flow injected from the outer
layer. Coaxial tube microreactors find various applications, but are typically used as
the interface for droplet-based reactors, as the transition from flow to droplet
generation, dripping and jetting is defined by the flowrate of the outer sheath flow.
However, this approach is of limited utility in time resolved mixing applications, as
it only offers limited mixing geometries. Further limitations abound in the fabrica-
tion process for coaxial designs, which requires multiple steps and precise align-
ment and assembly of the parts [15].

On-chip hydrodynamic focusing devices can be differentiated in two-
dimensional (2D) and three-dimensional (3D) devices. In two-dimensional hydro-
dynamic focusing devices, the central flow is focused in the horizontal plane. The
simplest geometry for a 2D device is a Y- or T-shaped mixer (Figure 2E), where the
cross-sectional diffusion is broadened at the channel walls in comparison to the
centre. However, this design is highly limited regarding flow stability and focusing
and susceptible to variation in these parameters in operation. To avoid this, cross-

Figure 2.
Left: Scheme of microfluidic features for kinetic investigations in flow in a cross shaped mixer. (A)
Hydrodynamically focused Centre stream for fast mixing experiments. (B) Mapping of concentration gradient
across and along the channel through interdiffusion of different liquids from main and side channels. (C)
Nucleation and growth of nanoparticles or self-assembly processes of nanomaterials as a function of time along
the outlet channel. Schematic comparison of the provided time scales in continuous and stopped flow
microfluidic devices. Right: Schematic illustration of microfluidic devices with various channel cross designs with
the corresponding cross-sections through the outlet channel. (D) Coaxial tube reactor with two concentric
channels/capillaries. (E) Y-shaped design, where mixing is solely based on diffusion. (F) Cross-shaped geometry
at the inlets for hydrodynamic focusing. (G) Two-cross-section geometry, also known as double-focus device,
where three different solutions can be introduced into the channels. Solutions introduced into the first side-
channel (SC1) act as an inert buffer between reactants in main channel (MC) and second side-channel (SC2).
(H) and (J) multilayer designs of the geometries from (F) and (G), respectively, avoiding contact between the
central stream and channel walls. (K) Hybrid device consisting of multilayer focusing device (J) and an inserted
glass capillary as outlet channel.
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This understanding of this pressure-driven, steady-state flow in microfluidic
channels is the basis of liquid handling in lab-on-chip systems. Especially in
microfluidics, the channel cross-sections can be of various shapes, depending on the
application and fabrication method. Eqs. (13) to (16) describe the velocity field and
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common geometries used for the devices described in this chapter. The derivation
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shapes.
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initial point in the measurement is always some degree of time post the start of the
reaction (given the time it takes to fill the sample cell, stop the flow and take the
first measurement), and the temporal resolution of the measurement is given by the
speed at which the measurement can be taken. However, agglomeration of the
reacting sample on the channel walls can influence the quality of measurements
and, due to the ongoing reaction, leads to only a small window that can be detected
before the experiment needs to be repeated. Alternatively, continuous flow mea-
surements favour samples that are sensitive to the measurement, are very rapid,
and require temporal resolution finer then the measurement speed of the instru-
ment. Continuous flow measurements allow for measurement very close to the
point of mixing, temporal resolution is given by the spatial resolution of the mea-
surement, and the time taken to travel to the point of measurement. Further, the
deadtime and temporal resolution is heavily influenced by flowrate, allowing for
fine control across many temporal regions. As a result, the observation of the
reaction can be precisely controlled. It needs to be considered that continuous flow
measurements need more sample volume in comparison to stopped flow methods,
to provide a constant flow profile.

2.1.3 Hydrodynamic focusing

The basis of hydrodynamic focusing lies in a central solution that flows with a
lower flowrate within an outer sheath fluid with a higher flowrate. This enables the
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compression, or focusing, of the central flow, and decreases the mixing times
significantly by reducing the diffusion length. There are two main categories for
microfluidic devices with hydrodynamic focusing: coaxial tube and planar on-chip
devices. The design can be defined depending on the use, with adapted geometries
for fast mixing (Figure 2A), gradients (Figure 2B), specific nanoparticle growth
reactions or self-assembly processes (Figure 2C) [15].

The simplest type of coaxial tube reactors is a device consisting of two concen-
tric capillaries (Figure 2D), which are connected to a channel where a central flow
is injected through the inner capillary, with sheath flow injected from the outer
layer. Coaxial tube microreactors find various applications, but are typically used as
the interface for droplet-based reactors, as the transition from flow to droplet
generation, dripping and jetting is defined by the flowrate of the outer sheath flow.
However, this approach is of limited utility in time resolved mixing applications, as
it only offers limited mixing geometries. Further limitations abound in the fabrica-
tion process for coaxial designs, which requires multiple steps and precise align-
ment and assembly of the parts [15].

On-chip hydrodynamic focusing devices can be differentiated in two-
dimensional (2D) and three-dimensional (3D) devices. In two-dimensional hydro-
dynamic focusing devices, the central flow is focused in the horizontal plane. The
simplest geometry for a 2D device is a Y- or T-shaped mixer (Figure 2E), where the
cross-sectional diffusion is broadened at the channel walls in comparison to the
centre. However, this design is highly limited regarding flow stability and focusing
and susceptible to variation in these parameters in operation. To avoid this, cross-

Figure 2.
Left: Scheme of microfluidic features for kinetic investigations in flow in a cross shaped mixer. (A)
Hydrodynamically focused Centre stream for fast mixing experiments. (B) Mapping of concentration gradient
across and along the channel through interdiffusion of different liquids from main and side channels. (C)
Nucleation and growth of nanoparticles or self-assembly processes of nanomaterials as a function of time along
the outlet channel. Schematic comparison of the provided time scales in continuous and stopped flow
microfluidic devices. Right: Schematic illustration of microfluidic devices with various channel cross designs with
the corresponding cross-sections through the outlet channel. (D) Coaxial tube reactor with two concentric
channels/capillaries. (E) Y-shaped design, where mixing is solely based on diffusion. (F) Cross-shaped geometry
at the inlets for hydrodynamic focusing. (G) Two-cross-section geometry, also known as double-focus device,
where three different solutions can be introduced into the channels. Solutions introduced into the first side-
channel (SC1) act as an inert buffer between reactants in main channel (MC) and second side-channel (SC2).
(H) and (J) multilayer designs of the geometries from (F) and (G), respectively, avoiding contact between the
central stream and channel walls. (K) Hybrid device consisting of multilayer focusing device (J) and an inserted
glass capillary as outlet channel.
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shaped geometries can be employed, where the central flow is focused from both
incoming side channels (Figure 2F). This provides good control over the thickness
of the central stream. Furthermore, it allows a well-defined sample composition
that can be adapted by variation of the volume flow in each inlet individually. To
adapt the device design to multi-step synthesis, several side channels can be added
to introduce additional reactants (Figure 2G). Thus planar on-chip hydrodynamic
focusing is more highly favoured for flexible mixing devices, and is used much
more often in general microfluidic designs.

However, there are further considerations that need to be taken into account,
particularly for chemical reactions or self-assembly processes. In coaxial and 2D
channel geometries the interface of reacting solutions is in contact with the channel
walls, and particles or macromolecules can stick and agglomerate on the channel
surface and disturb the laminar flow conditions. Furthermore, this accumulation
interferes with analytical investigations and, in the worst case, can cause complete
blockage of the channel.

To avoid channel contact, three-dimensional channel geometries can be used. 3D
hydrodynamic focusing requires both horizontal and vertical focusing of the central
reactant stream, leading to a complete enclosure with liquid from all sides
(Figure 2H and J). The device design can be optimised to reach homogeneous
mixing without integrating specific mixing regions before the measurement part of
the microfluidic chip. Additionally, these devices are simple to fabricate and have
easily adjustable designs. The most common design to achieve 3D hydrodynamic
focusing is through multi-layer on-chip devices, which require precise alignment as
part of the fabrication process. Alternate methods are single layer devices or novel
fluid manipulation technologies like “microfluidic drifting”, which introduces lat-
eral drifts or counter-rotating vortex forces to achieve vertical and horizontal flow
focusing. These alternatives require less alignment in manufacturing and are thus
much more user friendly in regards to fabrication.

All previously described device geometries can be used to produce droplets,
liquid jets and sprays under the right flow conditions, including ultra-high
flowrates. These devices are not limited to constrained flows inside channels, and
for time-dependent studies the use of free liquid jets is preferred. Measurements of
free jets have significant advantages in many optical measurements, as there is little
to no background signal from surrounding material. When employing free jet
devices, the parabolic flow profile from laminar flow within channels turns into a
plug flow profile after passing the nozzle outlet. The liquid–solid interface of the no-
slip condition resulting in parabolic flow is replaced by the liquid–gas interface in
air, which has lower friction with the fluid and can be accelerated in flow direction.
Free jets, however, are also quite difficult to work with, and despite the advantages
in background have not found widespread use in the field.

2.2 Fabrication

2.2.1 Fabrication techniques

Many different technologies exist for the production of microfluidic devices. In
general, fabrication of microfluidic devices in hard materials is often very time-
consuming and cost-intensive, thus polymers are generally preferred, particularly
when cost and ease of fabrication are considerations in the design process. In most
cases, designs are started in silicon, with a Computer-Aided Design (CAD) model of
the device. The device is then fabricated using any of a number of different tech-
nologies following a process of rapid prototyping. We focus here on some of the
more common approaches.
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Lithography. One of the most powerful methods in microfabrication is lithog-
raphy. It can be differentiated by the type of radiation used, e.g. photolithography,
electron-beam lithography, or X-ray lithography. With these different lithography
methods, structures with sizes between 0.2 and 500 μm in hard materials like glass,
or between 0.5 and 500 μm in soft materials like polymers, can be achieved. In the
most common form of lithographic fabrication, a UV blocking mask is generated
from the CAD model, and adhered to a silicon wafer. The master model for fabri-
cation is then generated by photolithography, where the masked wafer is coated in a
photosensitive epoxy monomer solution, and UV-cured. In general these silicon
masters are then used to generate working devices via soft lithographic replication.
The most common approach is to use the master chip as a mould, and poly
(dimethylsiloxane) (PDMS) to form an imprinted device, which can be bonded to a
glass-slide or a second PDMS part to form the final microfluidic device [16–18]. The
replicated structure can be a positive or negative of the initial design, depending on
which part of the structure was UV-cured on the silicon master.

Hot embossing and micromoulding. Hot embossing is a micromoulding tech-
nique that uses thermoplastic polymers to imprint structures at elevated tempera-
tures. It usually uses high-temperature polymers, e.g. PMMA, PC, PI, PE, PVC or
PEEK, which are heated above their glass transition temperature (Tg) before being
pressed into a mould with high pressure. The moulds have to withstand the applied
pressure and high temperatures, and are often made of metal or silicon, fabricated
via etching, lithography in combination with electroforming and moulding or CNC
(Computerised Numerical Control)-machining. The accuracy of hot embossing is in
the order of tens of nanometres, making it possible to obtain high aspect ratios of
structure, while being a low cost and easy procedure. It is often used with a defined
and tested device design as high throughput method with a very short fabrication
time [19, 20].

3D printing. Within the last decade, 3D printing technologies have advanced to
astonishing precision, in size-regimes down to the micrometre scale. Additive
manufacturing technologies like fused deposition modelling (FDM),
stereolithography (SLA) or selective laser sintering (SLS), have been developed for
various materials like polymers, resins, ceramics or metals. It is possible with these
techniques to produce a complete microfluidic device in one step. The device
material and process can thereby be selected with regard to required mechanical
and chemical properties of the device. A channel size resolution of few hundred
micrometres can be achieved, making this approach preferred for devices with
wider channels [21, 22].

2.2.2 Device materials

Based on the desired purpose of the microfluidic chip, device materials must fulfil
specific criteria. The most important requirements which will be addressed in this
chapter are solvent stability, ease of fabrication, and optical and X-ray transparency.

Solvent stability. Microfluidics deals with the manipulation of liquids, which
means that the device material has to be resistant and inert to the solvent. This
becomes especially relevant when using organic solvents, as they often cause swell-
ing or dissolution of standard polymeric device materials. Swelling leads to defor-
mation, which can cause channel closure. A number of device materials have been
tested with regard to resistance to some common solvents for nanoparticle synthesis
and self-assembly processes (Table 1). It is clear from these results that careful
selection of polymer is necessary for long term stability.

Ease of fabrication. While the solvent is important, it is also essential to con-
sider the difficulty of working with the various polymers, and the end

21

Microfluidics for Time-Resolved Small-Angle X-Ray Scattering
DOI: http://dx.doi.org/10.5772/intechopen.95059



shaped geometries can be employed, where the central flow is focused from both
incoming side channels (Figure 2F). This provides good control over the thickness
of the central stream. Furthermore, it allows a well-defined sample composition
that can be adapted by variation of the volume flow in each inlet individually. To
adapt the device design to multi-step synthesis, several side channels can be added
to introduce additional reactants (Figure 2G). Thus planar on-chip hydrodynamic
focusing is more highly favoured for flexible mixing devices, and is used much
more often in general microfluidic designs.

However, there are further considerations that need to be taken into account,
particularly for chemical reactions or self-assembly processes. In coaxial and 2D
channel geometries the interface of reacting solutions is in contact with the channel
walls, and particles or macromolecules can stick and agglomerate on the channel
surface and disturb the laminar flow conditions. Furthermore, this accumulation
interferes with analytical investigations and, in the worst case, can cause complete
blockage of the channel.

To avoid channel contact, three-dimensional channel geometries can be used. 3D
hydrodynamic focusing requires both horizontal and vertical focusing of the central
reactant stream, leading to a complete enclosure with liquid from all sides
(Figure 2H and J). The device design can be optimised to reach homogeneous
mixing without integrating specific mixing regions before the measurement part of
the microfluidic chip. Additionally, these devices are simple to fabricate and have
easily adjustable designs. The most common design to achieve 3D hydrodynamic
focusing is through multi-layer on-chip devices, which require precise alignment as
part of the fabrication process. Alternate methods are single layer devices or novel
fluid manipulation technologies like “microfluidic drifting”, which introduces lat-
eral drifts or counter-rotating vortex forces to achieve vertical and horizontal flow
focusing. These alternatives require less alignment in manufacturing and are thus
much more user friendly in regards to fabrication.

All previously described device geometries can be used to produce droplets,
liquid jets and sprays under the right flow conditions, including ultra-high
flowrates. These devices are not limited to constrained flows inside channels, and
for time-dependent studies the use of free liquid jets is preferred. Measurements of
free jets have significant advantages in many optical measurements, as there is little
to no background signal from surrounding material. When employing free jet
devices, the parabolic flow profile from laminar flow within channels turns into a
plug flow profile after passing the nozzle outlet. The liquid–solid interface of the no-
slip condition resulting in parabolic flow is replaced by the liquid–gas interface in
air, which has lower friction with the fluid and can be accelerated in flow direction.
Free jets, however, are also quite difficult to work with, and despite the advantages
in background have not found widespread use in the field.

2.2 Fabrication

2.2.1 Fabrication techniques

Many different technologies exist for the production of microfluidic devices. In
general, fabrication of microfluidic devices in hard materials is often very time-
consuming and cost-intensive, thus polymers are generally preferred, particularly
when cost and ease of fabrication are considerations in the design process. In most
cases, designs are started in silicon, with a Computer-Aided Design (CAD) model of
the device. The device is then fabricated using any of a number of different tech-
nologies following a process of rapid prototyping. We focus here on some of the
more common approaches.
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or between 0.5 and 500 μm in soft materials like polymers, can be achieved. In the
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from the CAD model, and adhered to a silicon wafer. The master model for fabri-
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via etching, lithography in combination with electroforming and moulding or CNC
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the order of tens of nanometres, making it possible to obtain high aspect ratios of
structure, while being a low cost and easy procedure. It is often used with a defined
and tested device design as high throughput method with a very short fabrication
time [19, 20].

3D printing. Within the last decade, 3D printing technologies have advanced to
astonishing precision, in size-regimes down to the micrometre scale. Additive
manufacturing technologies like fused deposition modelling (FDM),
stereolithography (SLA) or selective laser sintering (SLS), have been developed for
various materials like polymers, resins, ceramics or metals. It is possible with these
techniques to produce a complete microfluidic device in one step. The device
material and process can thereby be selected with regard to required mechanical
and chemical properties of the device. A channel size resolution of few hundred
micrometres can be achieved, making this approach preferred for devices with
wider channels [21, 22].

2.2.2 Device materials

Based on the desired purpose of the microfluidic chip, device materials must fulfil
specific criteria. The most important requirements which will be addressed in this
chapter are solvent stability, ease of fabrication, and optical and X-ray transparency.

Solvent stability. Microfluidics deals with the manipulation of liquids, which
means that the device material has to be resistant and inert to the solvent. This
becomes especially relevant when using organic solvents, as they often cause swell-
ing or dissolution of standard polymeric device materials. Swelling leads to defor-
mation, which can cause channel closure. A number of device materials have been
tested with regard to resistance to some common solvents for nanoparticle synthesis
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selection of polymer is necessary for long term stability.
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characteristics of the device. For example, NOA 81 is a turbid, commercially avail-
able, UV curable polymer mixture from Norland Optical Adhesive, which is rela-
tively easy to work with. However, devices made from NOA 81 are thin and
relatively flexible, even after sealing top and bottom half, so it should be avoided if
stiff or thick devices are required. In comparison, SIFEL (SIFEL2610) is a fluori-
nated polymer distributed by Shin-Etsu that is liquid at room temperature and
hardens at higher temperature, and is stable against all tested organic solvents. The
device fabrication however, is time consuming, requiring the additional step of
sputtering the silicon wafer with an inert chemical layer to allow release of the
SIFEL device from the mould.

Materials can also dictate the method of fabrication, for example THVs
(fluorothermoplastics of blended tetrafluoro ethylene, hexafluoro propylene and
vinylidene) must be fabricated by hot embossing. Glass or hard material devices are
made with difficult fabrication techniques, like etching. In many cases prototypes
are made with cheap, easy to fabricate materials, with the more difficult fabrication
only for the final working devices where needed.

Optical and X-ray transparency. The most commonly used method for align-
ment of device parts and analysis of ongoing reactions is optical microscopy. Hence,
the optical properties, e.g. transparency, of the microfluidic devices should be
considered. Further, the final measurement modality must be considered in mate-
rial selection. For example, if three-dimensional confocal microscopic investigations
of the whole channel volume are required, the selected device material should
provide a low absorption behaviour in the range of the sample-specific selected
laser wavelength, and low fluorescence background. Or as the focus of this chapter
is SAXS, the material of the device should have high X-ray transmission, and low
scattering in the q-range of interest. The material should also be able to withstand
the X-ray radiation, which is present on high flux SAXS beamlines. In our experi-
ence, the lowest background scattering for higher q measurements above 0.05 Å�1

were achieved with glass, NOA81, PDMS and Kapton. Other polymers such as THV
and TOPAS showed diffraction and correlation peaks in the high q region >0.1 Å �1,
that interfere with background subtraction, and worsen signal to noise. For mea-
surements at low scattering angles with q values under 0.05 Å�1, glass, PMMA, PS,
NOA81 and TOPAS display flat scattering curves. All other tested materials at this
q-range showed significant scattering signals from the device [23]. Furthermore,
although showing a low scattering background at high scattering vectors, PDMS
was extremely sensitive to radiation, deforming the channel and showing an
increasing and changing scattering profile with exposure. This material is typically
unsuitable for SAXS measurements.

Hybrid microfluidic devices can marry the best characteristics of materials, to
achieve a successful device. For example, the complex mixing cross section can be
made from easy to handle materials, e.g. PDMS, and a robust X-ray transparent, low
background scattering material inserted as an outlet channel after the last cross-
section, e.g. a glass capillary (Figure 2K). These devices have the advantage of high
optical and X-ray transparency in the measurement region, while allowing adjust-
ment to the mixing cross design in the polymer part [23, 24].

2.3 Practical considerations for device handling

2.3.1 Fluid handling

A key practical consideration for the use of microfluidics is the method for
introducing fluid into the device. For the most part, each interface channel should
have its own fluid handling system, which should be capable of smooth, pulse free
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characteristics of the device. For example, NOA 81 is a turbid, commercially avail-
able, UV curable polymer mixture from Norland Optical Adhesive, which is rela-
tively easy to work with. However, devices made from NOA 81 are thin and
relatively flexible, even after sealing top and bottom half, so it should be avoided if
stiff or thick devices are required. In comparison, SIFEL (SIFEL2610) is a fluori-
nated polymer distributed by Shin-Etsu that is liquid at room temperature and
hardens at higher temperature, and is stable against all tested organic solvents. The
device fabrication however, is time consuming, requiring the additional step of
sputtering the silicon wafer with an inert chemical layer to allow release of the
SIFEL device from the mould.

Materials can also dictate the method of fabrication, for example THVs
(fluorothermoplastics of blended tetrafluoro ethylene, hexafluoro propylene and
vinylidene) must be fabricated by hot embossing. Glass or hard material devices are
made with difficult fabrication techniques, like etching. In many cases prototypes
are made with cheap, easy to fabricate materials, with the more difficult fabrication
only for the final working devices where needed.

Optical and X-ray transparency. The most commonly used method for align-
ment of device parts and analysis of ongoing reactions is optical microscopy. Hence,
the optical properties, e.g. transparency, of the microfluidic devices should be
considered. Further, the final measurement modality must be considered in mate-
rial selection. For example, if three-dimensional confocal microscopic investigations
of the whole channel volume are required, the selected device material should
provide a low absorption behaviour in the range of the sample-specific selected
laser wavelength, and low fluorescence background. Or as the focus of this chapter
is SAXS, the material of the device should have high X-ray transmission, and low
scattering in the q-range of interest. The material should also be able to withstand
the X-ray radiation, which is present on high flux SAXS beamlines. In our experi-
ence, the lowest background scattering for higher q measurements above 0.05 Å�1

were achieved with glass, NOA81, PDMS and Kapton. Other polymers such as THV
and TOPAS showed diffraction and correlation peaks in the high q region >0.1 Å �1,
that interfere with background subtraction, and worsen signal to noise. For mea-
surements at low scattering angles with q values under 0.05 Å�1, glass, PMMA, PS,
NOA81 and TOPAS display flat scattering curves. All other tested materials at this
q-range showed significant scattering signals from the device [23]. Furthermore,
although showing a low scattering background at high scattering vectors, PDMS
was extremely sensitive to radiation, deforming the channel and showing an
increasing and changing scattering profile with exposure. This material is typically
unsuitable for SAXS measurements.

Hybrid microfluidic devices can marry the best characteristics of materials, to
achieve a successful device. For example, the complex mixing cross section can be
made from easy to handle materials, e.g. PDMS, and a robust X-ray transparent, low
background scattering material inserted as an outlet channel after the last cross-
section, e.g. a glass capillary (Figure 2K). These devices have the advantage of high
optical and X-ray transparency in the measurement region, while allowing adjust-
ment to the mixing cross design in the polymer part [23, 24].

2.3 Practical considerations for device handling

2.3.1 Fluid handling

A key practical consideration for the use of microfluidics is the method for
introducing fluid into the device. For the most part, each interface channel should
have its own fluid handling system, which should be capable of smooth, pulse free
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flow, with no bubbles or leaks, and should have similar chemical compatibility to
that of the microfluidic device [25]. We favour modular syringe pump systems,
which have the ability to adapt the amount of dosing units to the number of
channels. Other options include flow regulated gear pumps, positive air pressure
systems or even on-chip fluid reservoirs. In any case, fluid flows should be accu-
rately calibrated immediately prior to use, to ensure the correct dosage, flowrates
and thereby the correct flow profile. A further consideration in fluid handling is
minimising dead volumes (in particular by using appropriate fluidic connections
and minimising tubing lengths), to prevent wastage of sample. Further, it is ideal,
particularly for time resolved SAXS experiments where access to the system is
restricted, if the fluid handling system can be controlled and triggered remotely, as
this allows for accurate initiation of the reaction and data acquisition. The usability
of all devices should be tested before each experiment to avoid leakage and proper
function of the channels, especially with regard to flow focusing. Tubing and device
failure are common frustrations in obtaining good data.

2.3.2 Temperature control

In general, homogeneous temperature control of the reaction solution has to be
achieved. It is possible to submerge the whole microfluidic device and tubing in a
water / oil bath. However, for in situ investigation, there needs to be unimpeded
access to the channel, and this approach is thus not viable. In this case, custom
designed heating elements, e.g. heated enclosures, are employed to regulate tem-
perature. Temperature control is only limited by the geometric constraints of the
measurement, and the heat transmission of the device material. For example, we
have implemented copper heating tubes for surrounding the glass capillary of
hybrid microfluidic chips, incorporating a window for the X-ray beam that pro-
vided excellent thermal control of the measurement [26, 27]. A key to good thermal
stability is to also incorporate heating elements for the fluidics systems, to keep the
reaction solutions at appropriate temperatures and ease the thermal load on heating
elements in the device.

3. Microfluidics and SAXS

3.1 Incorporating microfluidic experiments into SAXS

After the microfluidic devices are designed, fabricated, tested and fluid control
is established, final considerations involve the implementation of the complete
setup in an X-ray beam, either in a SAXS lab instrument or at a synchrotron
beamline. Depending on SAXS instrument design a number of adjustments and
considerations are required to achieve good integration for the measurement. As
every synchrotron has slightly different parameters and sample environments, it is
recommended to contact the beamline staff if considering a microfluidic-based
time-resolved SAXS experiment for specific advice.

3.1.1 Device modifications

SAXS measurements are dependent on the volume and composition of all objects
in the X-ray beam. Consideration should therefore be given to not only the mate-
rial’s resistance to radiation damage, but also the relative volumes of device material
and sample that are going to be presented over the measurement channel. For
example, 2–3 mm of any device-polymer either side of a sample channel of 50
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micron means that the scattering from the sample in the channel will be entirely
masked by the scattering of the polymer device, even if the polymer scattering is
low. Further, the more material that is in the beam pathlength the more attenuation
of the X-ray beam will occur. This means that less photons will hit the sample, get
scattered, and escape the device to be detected. Calculations based on composition
and thickness of the material should be done in advance to determine the expected
transmission of the device. In many cases, this requires a redesign of the device
itself to thin down the supporting material around the channels, incorporate X-ray
transparent windows, or change the device material.

3.1.2 Device mounting in beamline/SAXS instrument

It should be expected that the device will be required to be perpendicular to the
beam. Further consideration should also be given to the orientation of the channels,
with respect to the beam dimensions. Generally, it is optimal to orient the channels
so that as much of the beam is going through the channel as possible, and as little as
possible is hitting the device body. This minimises background, and optimises the
signal that can be achieved. In the best case scenario, the beamline will have the
capability to generate micro beams of a few micron in any dimension. This allows
for optimal exposure for the sample, and greatly increased time resolution in time-
resolved samples.

It is best if the device has a chip-holder to mount the device in, which in most
cases is specific to the setup and design. This holder must allow for any necessary
connections of inlet and outlet tubing while holding the microfluidic device steady
and without tension on any connections to pumps or vials. Ideally, this holder
would be placed on a motor-controlled, adjustable stage to facilitate precise align-
ment in the X-ray beam and movement of the device to scan along outlet channels
for different points in time of reaction kinetics.

In many cases, beamlines and lab instruments will maintain a vacuum along the
complete X-ray flight path, and may include a vacuum sample environment. As X-
rays interact with all matter, it is a requirement that there not be air in the majority
of the SAXS instrument. Vacuum sample environments take this further by remov-
ing all air in the system to reduce and minimise background scattering. If a vacuum
sample environment is in use, the microfluidic device must be designed to with-
stand the vacuum levels, and to minimise outgassing and other deleterious effects.

3.2 Nanoparticle nucleation and growth

A fundamental principle in nature and technology is self-assembly – the forma-
tion of ordered structures of components of a system out of chaotic arrangements
without external forces. These processes can be induced by a multitude of parame-
ters, e.g. change of solvent, pH, temperature, pressure or by introduction of addi-
tional reactants. SAXS, being sensitive to length scales of 1–100 nm is an ideal
technique for studying nanoparticle size and structure from nucleation to the
final particle. In situ SAXS measurements of nanoparticle synthesis is typically used
to monitor the kinetics of this process [7], and increasingly incorporates
microfluidics.

Metal nanocrystals. Metal nanoparticle syntheses is particularly amenable to
SAXS analysis, as their high electron density contrast allows measurements in dilute
suspensions even at the very early stages of particle nucleation. This has been
employed for investigating silver (Ag) and gold (Au) nanoparticle formation and
structure [28–31]. The first steps towards microfluidic setups were stopped flow
measurements, for example the kinetics of gold nanoparticle formation, and the
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water / oil bath. However, for in situ investigation, there needs to be unimpeded
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is established, final considerations involve the implementation of the complete
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recommended to contact the beamline staff if considering a microfluidic-based
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3.1.1 Device modifications
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in the X-ray beam. Consideration should therefore be given to not only the mate-
rial’s resistance to radiation damage, but also the relative volumes of device material
and sample that are going to be presented over the measurement channel. For
example, 2–3 mm of any device-polymer either side of a sample channel of 50

24

Advances in Microfluidics and Nanofluids

micron means that the scattering from the sample in the channel will be entirely
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of the X-ray beam will occur. This means that less photons will hit the sample, get
scattered, and escape the device to be detected. Calculations based on composition
and thickness of the material should be done in advance to determine the expected
transmission of the device. In many cases, this requires a redesign of the device
itself to thin down the supporting material around the channels, incorporate X-ray
transparent windows, or change the device material.

3.1.2 Device mounting in beamline/SAXS instrument

It should be expected that the device will be required to be perpendicular to the
beam. Further consideration should also be given to the orientation of the channels,
with respect to the beam dimensions. Generally, it is optimal to orient the channels
so that as much of the beam is going through the channel as possible, and as little as
possible is hitting the device body. This minimises background, and optimises the
signal that can be achieved. In the best case scenario, the beamline will have the
capability to generate micro beams of a few micron in any dimension. This allows
for optimal exposure for the sample, and greatly increased time resolution in time-
resolved samples.

It is best if the device has a chip-holder to mount the device in, which in most
cases is specific to the setup and design. This holder must allow for any necessary
connections of inlet and outlet tubing while holding the microfluidic device steady
and without tension on any connections to pumps or vials. Ideally, this holder
would be placed on a motor-controlled, adjustable stage to facilitate precise align-
ment in the X-ray beam and movement of the device to scan along outlet channels
for different points in time of reaction kinetics.

In many cases, beamlines and lab instruments will maintain a vacuum along the
complete X-ray flight path, and may include a vacuum sample environment. As X-
rays interact with all matter, it is a requirement that there not be air in the majority
of the SAXS instrument. Vacuum sample environments take this further by remov-
ing all air in the system to reduce and minimise background scattering. If a vacuum
sample environment is in use, the microfluidic device must be designed to with-
stand the vacuum levels, and to minimise outgassing and other deleterious effects.

3.2 Nanoparticle nucleation and growth

A fundamental principle in nature and technology is self-assembly – the forma-
tion of ordered structures of components of a system out of chaotic arrangements
without external forces. These processes can be induced by a multitude of parame-
ters, e.g. change of solvent, pH, temperature, pressure or by introduction of addi-
tional reactants. SAXS, being sensitive to length scales of 1–100 nm is an ideal
technique for studying nanoparticle size and structure from nucleation to the
final particle. In situ SAXS measurements of nanoparticle synthesis is typically used
to monitor the kinetics of this process [7], and increasingly incorporates
microfluidics.

Metal nanocrystals. Metal nanoparticle syntheses is particularly amenable to
SAXS analysis, as their high electron density contrast allows measurements in dilute
suspensions even at the very early stages of particle nucleation. This has been
employed for investigating silver (Ag) and gold (Au) nanoparticle formation and
structure [28–31]. The first steps towards microfluidic setups were stopped flow
measurements, for example the kinetics of gold nanoparticle formation, and the
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concurrent evolution of the optical properties of the particle at room and high
temperature was very successfully investigated at millisecond resolution with this
method by Abécassis et al. [32, 33] and Chen et al. [26]. Further development by
Polte et al. provided in situ studies on the nucleation and growth of Au and Ag
nanoparticles in stopped and continuous flow microfluidic devices [34, 35] Free
liquid jets coupled to microfluidic mixers have aided in reducing background and
improving signal to noise of SAXS measurements [36].

When combining microfluidic setups and X-ray scattering for nanoparticle
investigation, not only the reaction kinetics of nucleation and growth processes can
be measured, but also agglomeration kinetics and structures. For example, Gerstner
et al. combined a static microfluidic mixing device with in line absorption and SAXS
measurements to study the rapid superlattice formation of alkylthiol-coated Au
nanoparticles at different temperatures, which showed a differentiation between
long- and short-range self-assembly effects of temperature on a time scale down to
3 seconds [37]. A further example is the time-resolved analysis of polystyrene (PS)-
coated Au nanoparticles by Merkens et al. in a Kapton-based 3D hydrodynamic
focusing microfluidic chip, that revealed the subsecond kinetics of structural
transitions involved in solvent induced collapse [38].

Semiconductor nanocrystals. Inorganic semiconductor nanoparticles, also
called quantum dots (QDs), have received much attention due to their bright and
size-tunable photoluminescence, which is commonly used as a key measurement
property during synthesis [39]. During a synthesis of QDs, inorganic particles
undergo a process of nucleation, growth and agglomeration, followed by dispersion
into a buffer solution to quench the reaction. In order to synthesise homogeneous
particles it is important to induce rapid nucleation and control the growth rate.
Microfluidic devices with hydrodynamic focusing have been extremely useful in
achieving this controlled synthesis process [15]. We have used 3D hydrodynamic
focussing device for the synthesis of CdS nanoparticles, both studying the reaction
by confocal laser scanning microscopy (CLSM) and SAXS. The CLSM measure-
ments, using a full-PDMS device, showed the increase and shift of photolumi-
nescence related to the nucleation and growth of CdS nanoparticles along the outlet
channels. Hybrid microfluidic chips, consisting of the mixing cross section in PDMS
and an inserted glass capillary as outlet channel (Figure 3D-F D-F), were developed
for in situ SAXS measurements with low scattering background [24]. Employing a
stopped flow setup, the nucleation and growth of ZnO nanoparticles was
characterised at the timescale of seconds [27]. Further work elucidated the kinetics
of the process at the microsecond timescale, using a free-jet device with a
microfluidic T-mixer setup with a nozzle outlet to perform synchrotron SAXS
measurements of the reaction in air (in the free jet). These setup enabled the
investigation of QD synthesis with and without stabilising agents [42], highlighting
the use of microfluidics and SAXS in the development of straightforward processes
for nanoparticle synthesis.

3.3 Macromolecular self-assembly

Structural evolutions of pure and mixtures of surfactants that are often used in
nanoparticle synthesis reactions, can also be investigated by a combination of
microfluidic platforms and SAXS. Fürst et al. used a simple, T-shaped microfluidic
chip to measure the structural assembly of tetradecyldimethylamine oxide
(TDMAO) and lithium perfluorooctanoate (LPFO) in combination with synchro-
tron SAXS. This revealed the kinetic fusion mechanism of the cylindrical TDMAO
and spherical LPFO micelles to disk-like micelles as a diffusion limited process,
resulting in lamellar correlations at final stages [23].
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Amphiphilic diblock copolymers show fast self-assembly processes at a timescale
of seconds. These can be followed in situ with specially designed equipment by
synchrotron-based SAXS, as shown by Stegelmeier et al. for PS-P4VP block copol-
ymers by rapid removal of solvent [43]. An elegant way to study these fast self-
assembly processes in situ in solution is shown by With et al. by measuring the
concentration-induced lyotropic phase transition of PI-PEO polymers. Employing a
simple cross-shaped multilayer Kapton microfluidic device (Figure 3A-C) in com-
bination with synchrotron microfocus SAXS, time-resolved self-assembly of the
used PI-PEO polymers via a spinodal microphase to micelles into FCC liquid-
crystalline phases could be studied with millisecond resolution [40]. A more
sophisticated channel design was used to study the self-assembly of PI-PEO block
copolymers via spherical micelles into a FCC lattice (Figure 3G-J) and the solvent-
induced self-assembly of PEG-PLAinto spherical micelles, cylindrical micelles and
vesicles by Fürst et al. [23].

Apart from surfactants, polymers and polymer coated particles, other materials
have self-assembly properties and can be investigated with a combination of
microfluidics and X-ray scattering. Seibt et al. followed the pH-induced, rapid
assembly of disk-shaped hydrogelators (N,N0,N″-tris(4-carboxyphenylene)-1,3,5-
benzene tricarboxxamide) to nanofibrils of several hundred nanometres length by
CLSM and SAXS. The measurement of the self-assembly process utilised 3D hydro-
dynamic focusing microfluidic devices (Figure 3D-F). Even bigger structures could
be followed in the case of collagen and collagen derived fibres by pH-induced self-
assembly. Here microfluidic chips provide an excellent platform for wet-spinning
processes, shown by Haynl et al. [44] and Hofmann et al. [45], while SAXS can
provide important information about the internal structure of the fibres during
formation [46]. Furthermore, the alignment of macromolecular structures, such as
worm-like micelles, patchy polymers and nanoplatelets can be investigated in
(tapering) channels on chip [47] as well as in free jets (Figure 3K-M) [48].

Figure 3.
Schematics and images of microfluidic devices used for time-resolved nanoparticle nucleation and growth and
macromolecular self-assembly. (A) T-shaped, single layer (B) hydrodynamic focusing microfluidic device,
made from Kapton (C) [40]. (D) Three-dimensional (multilayer) hybrid hydrodynamic focusing device (E),
made from PDMS with inserted glass capillary (F) [24]. (G) Double stream hydrodynamic focusing device,
which can be aligned without optical access (H), made from SIFEL with a thin PDMS carrier layer and
inserted glass capillary (J) [23]. (K) Multilayer (L) micro-jet device with hydrodynamic focused spray out of a
nozzle, made entirely from PDMS (M) [41].
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4. Conclusion and outlook

Many hypotheses posed by researchers across the world would be answered by
observing reactions in real time. To achieve this, two major technologies provide
significant opportunity when merged: SAXS and optimised microfluidic setups.
Although the last decades of research lead to significant developments in combining
these fields, it remains a demanding intersection of methods with the potential to
answer many fundamental questions around nucleation, growth and self-assembly
of materials on the nanoscale. New three-dimensional hydrodynamic focusing
device designs show great promise in studying a variety of systems – from organic
to inorganic and crystal growth to self-assembly processes. Nevertheless, this is still
an emerging field, with microfluidic and synchrotron technologies continuing to
push the boundaries of possible experiments, opening up new possibilities for
further reducing dead times, and thereby understanding the earliest parts of syn-
thesis reactions, which are of critical importance in future control and modification
of nanoparticles for a wide variety of purposes. Micro-focused X-ray beams and
beamline optimisation, meanwhile, will be a key component to access faster time-
scales with SAXS. We hope that this overview of microfluidics and SAXS analyses,
along with some of our insights will aid future investigations into this challenging,
but exciting field.
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4. Conclusion and outlook

Many hypotheses posed by researchers across the world would be answered by
observing reactions in real time. To achieve this, two major technologies provide
significant opportunity when merged: SAXS and optimised microfluidic setups.
Although the last decades of research lead to significant developments in combining
these fields, it remains a demanding intersection of methods with the potential to
answer many fundamental questions around nucleation, growth and self-assembly
of materials on the nanoscale. New three-dimensional hydrodynamic focusing
device designs show great promise in studying a variety of systems – from organic
to inorganic and crystal growth to self-assembly processes. Nevertheless, this is still
an emerging field, with microfluidic and synchrotron technologies continuing to
push the boundaries of possible experiments, opening up new possibilities for
further reducing dead times, and thereby understanding the earliest parts of syn-
thesis reactions, which are of critical importance in future control and modification
of nanoparticles for a wide variety of purposes. Micro-focused X-ray beams and
beamline optimisation, meanwhile, will be a key component to access faster time-
scales with SAXS. We hope that this overview of microfluidics and SAXS analyses,
along with some of our insights will aid future investigations into this challenging,
but exciting field.
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Chapter 3

Prototyping and Production of 
Polymeric Microfluidic Chip
Honggang Zhang, Haoyang Zhang, Tianyu Guan, 
Xiangyu Wang and Nan Zhang

Abstract

Microfluidic chips have found many advanced applications in the areas of life 
science, analytical chemistry, agro-food analysis, and environmental detection. 
This chapter focuses on investigating the commonly used manufacturing technolo-
gies and process chain for the prototyping and mass production of microfluidic 
chips. The rapid prototyping technologies comprising of PDMS casting, micro 
machining, and 3D-printing are firstly detailed with some important research find-
ings. Scaling up the production process chain for microfluidic chips are discussed 
and summarized with the perspectives of tooling technology, replication, and 
bonding technologies, where the primary working mechanism, technical advan-
tages and limitations of each process method are presented. Finally, conclusions 
and future perspectives are given. Overall, this chapter demonstrates how to select 
the processing materials and methods to meet practical requirements for micro-
fluidic chip batch production. It can provide significant guidance for end-user of 
microfluidic chip applications.

Keywords: microfluidic chips, micro structure, mold insert, replication, 
microinjection molding, bonding

1. Introduction

On the basis of channels with dimensions of tens to hundreds of micrometers, 
microfluidics principally deals with the processing and manipulation of tiny 
amounts (normally from 10−9 to 10−18 liters) of fluids [1]. Although early micro-
fluidic devices relied mainly on silicon and glass, the use of polymer materials has 
become increasingly common, which is largely attributed to its relatively low cost, 
admirable replication accuracy, optical transparency, biocompatibility, chemical 
stability, and good electrical insulation. Integrating with other apparatuses such 
as detectors and purifiers, polymeric microfluidics contains micro components, 
which principally includes microchannels [2, 3], microvalves [4–6], micropumps 
[7], micromixers [3, 8]. In fact, the elementary surface structures, which generally 
include channels, wells, chambers, and protruding arrays in microscale and sub-
micro scale, are crucial for the functionalities of the entire microfluidic systems. 
The cross-sectional shape is normally square, and the aspect ratio is commonly less 
than two with a surface roughness being smaller than 50 nm.

For mass production of a microstructured plastic part for microfluidic appli-
cations, an appropriate tooling technology with the capability of enabling the 
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fabrication of multi-scale features and controllable surface quality is required, 
because the feature size and quality of microinjection molded microfluidic chip is 
highly related to the characteristics and quality of corresponding micro mold insert 
[9–12]. The essence of replication is the reproduction of microfluidic structures 
from the master to the substrate materials. In terms of the replication of surface 
structures using polymer materials, techniques such as injection molding [13, 14] 
(including microinjection molding, variotherm-assisted injection molding, and 
injection compression molding), embossing [15, 16] (hot embossing, UV embossing, 
roll-to-roll embossing), nanoimprinting [17] and 3D printing [18] are commonly 
applied. Among all the replication processes, injection molding and hot embossing 
are more viable for industrial production, due to their advantages of relatively low 
cost and suitability for different materials and product design. Injection molding can 
be particularly efficient for mass production.

After microinjection molding of microfluidic devices, sealing is required to 
achieve enclosed microchannels [19]. Some important parameters should be taken 
into consideration before selecting bonding methods. Bond strength should be one 
of the most important parameters. In some applications, the interfacial bond energy 
is expected to be as high as the cohesive strength of the substrate, while in other 
applications the weak and reversible bonds between the cover and the substrate are 
required. Another parameter should be the solubility of thermoplastic and solvent. 
The interfaces used for bonding should be compatible with some solvent so that 
they can be dissolved and bonded together, meanwhile, the microchannels should 
not be subjected to the deformation in the bonding process [19]. Other parameters 
include the surface roughness, optical properties as well as material compatibility. 
In general, bonding methods can be either indirect or direct. In the indirect bond-
ing process, an intermediate adhesive layer is used to bond two substrates together 
[20]. The interfaces applied with adhesive will have different properties than the 
bulk substrate. In terms of direct bonding, no other material is added between the 
interfaces, and the surface of the substrates can be mated directly [21]. After bond-
ing, the interfaces and bulk material have homogenous properties.

This chapter will overview these prototyping and mass production technologies 
and process chains for manufacturing of polymer microfluidic chips.

2. Rapid prototyping of microfluidic chips

In recent years, microfluidic devices find many advanced applications in 
chemical analysis [22], polymerase chain reaction (PCR) [23], biological analysis 
[24], and chemical synthesis [25]. Main rapid prototyping methods of fabricating 
microfluidic chips include PDMS casting, micromachining, and 3D printing, etc.

2.1 PDMS casting

PDMS casting is also named soft lithography. The polydimethylsiloxane (PDMS) 
is a kind of silicon-based organic polymer material that has been widely used in 
microfluidic devices by rapid prototyping [26]. PDMS casting fabrication process is 
typically divided into the following steps (see Figure 1): molds developing, PDMS 
casting, curing and releasing, bonding, and integration [14]. A master mold needs 
to be prepared firstly, where SU-8 epoxy resin usually is applied as the mold mate-
rial [27]. The standard PDMS compositions are composed of silicon elastomer base 
and the curing reagent in a ratio of 10:1. The uncured PDMS is poured into the 
mold, followed by curing at 70–80 °C for an hour. After releasing PDMS from the 
mold, PDMS microfluidic chips can be obtained [28]. The post-process of PDMS 
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casting usually includes bonding and integration. Bonding can reduce the hydro-
phobicity of the PDMS chip to encapsulate its microchannel. To enhance the bond-
ing strength of chips with other materials, adjusting bonding process parameters 
and surface modification by using oxygen plasma to form O-Si-O covalent bonds at 
the interface of PDMS microfluidic channels are commonly used [29]. Finally, some 
microsensors, microheaters and microfluidic pumps are integrated onto microflu-
idic chip for diversified performance [18]. Figure 2 shows the practical microfluidic 
chip fabrication approaches by the PDMS casting process.

Although PDMS casting is a rapid prototyping process for disposable micro-
fluidic chip fabrication, it is a complex process with many drawbacks. The micro-
fluidic chip fabricated by PDMS casting has insufficient mechanical strength, 
non-conductivity, and non-magneticity. Also, under high temperature, high volt-
age, and pressure conditions, it is not easy to integrate other precision components 
on the microfluidic chip [19].

2.2 Micro machining

The microfluidic chip fabricated by micro machining, such as femtosecond laser 
or endmill, has relatively high accuracy and can be used repeatedly [20]. Combing 
with computer numerical control (CNC), micro machining can rapidly and accu-
rately construct devices at several microns scale [21]. However, microchannels 
obtained from micro milling are too rough to use as a microfluidic chip, especially for 
the machining of polymer materials [22]. However, compared with micro milling, 
laser micro machining with improved accuracy can perform the direct writing abla-
tion of polymers such as PMMA, PC, etc. Direct-write laser machining with UV and 
CO2 assistance can realize microstructuring in polymer materials.

Figure 1. 
Process steps of PDMS casting.

Figure 2. 
PDMS casted microfluidic chip: PDMS substrate with microchannels (a); enclosing of microchannel (b, e, f);  
PDMS molding(g); PDMS curing (c, h); substrate integration to fluid pump (d); SWB was applied for 
prototyping PDMS (I; forces in reversible bonded microdevice (j), mold characterization and cross-section (k) [30].
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or endmill, has relatively high accuracy and can be used repeatedly [20]. Combing 
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rately construct devices at several microns scale [21]. However, microchannels 
obtained from micro milling are too rough to use as a microfluidic chip, especially for 
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For laser micro machining, when the laser beam is moving above the workpiece 
space, the heated spots will gather to form various patterns. Through the reflection 
in the light path and the focusing effect of the focusing lens, the laser is finally 
focused on the workpiece, where the temperature of the focal point increases 
rapidly. After the polymer material melts and decomposes, scratches will be left on 
the surface of the polymer, where the microchannels are formed [24]. The scanning 
speed is programmed and controlled by a computer. Figure 3 shows the specific 
process methods of laser micro machining and machined glass microfluidic chip.

2.3 3D-printing

3D-printing is different from traditional manufacturing techniques. It achieves 
the fabrication of materials utilizing additive manufacturing (AM). Under computer-
aided control, it can construct the 3D structure layer by layer. The most common 3D 
printing technologies used in the manufacture of microfluidic devices are stereo-
lithography (SL), multi-jet modeling (MJM), and fused deposition modeling (FDM). 
SL utilizes selective light exposure to photopolymerize precursor to construct object 
layer by layer [27]. For MJM, it works by using an inkjet head to spray curable liquid 
photopolymers into a tray, and photopolymerization will happen on each layer when 
exposed quickly to UV light. FDM uses a motor-driven nozzle head to print heated 
thermoplastic material in three dimensions. Figure 4 demonstrates the 3d-printing 
devices and printed polymer microfluidic chips. A thin resin layer as printed material 
is solidified via laser beam for the fabrication of 3D-chip that features the channel 
layer and bottom layer of 500 μm and intersects at 45° and 20°. The printing resolu-
tion is 50 μm in line width. After the printing process, the chip needs to be washed 
using isopropanol (IPA) and deionized (DI) water in the micropump platform.

3. Scaling up production of microfluidic chips

In general, to achieve batch production of polymer microfluidic chips, a high-
quality mold insert is indispensable for precision replication of micro structure 
using microinjection molding. In this case, developing a reliable tooling technology 
for mold insert fabrication is important. Besides, after microinjection molding of 
polymeric chips, the bonding process for sealing microchannels of chips deter-
mines the final functionality of microfluidic chips. Therefore, each process step is 
significantly important.

Figure 3. 
Direct-write laser machining for microfluidic chip [31].
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3.1 Tooling technology

There are a variety of manufacturing technologies available to fabricate micro 
mold inserts, such as ultraprecision micro milling, micro-electrical discharge 
machining (μEDM), electrochemical machining (ECM), silicon wet etching, deep 
reactive ion etching, laser machining, and LIGA-based processes (LIGA, UV-LIGA). 
Table 1 shows a comparison among the mold insert manufacturing technolo-
gies according to the achievable feature size, surface roughness, aspect ratio, and 
machinable materials.

Figure 4. 
3D printed polymer microfluidic chip: (a)schematic of SLA process; (b) printing platform configuration; (c) 
channel washing; (d) application of hydrogel; (e) remaining hydrogel remove; (f) cross-section of the 3D chip; 
(g) 500 μm raised structures intersecting at a 45° and 45° [32]. Copyright (2016) with permission from IOP 
publishing, LTD.
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Figure 5. 
Micro milling and die-sinking EDM fabricated mold insert: graphite electrode (a) and stainless tools (b) [33]. 
Copyright (2015) with permission from IOP publishing, LTD.

The selection of mold insert fabrication technology is based on the geometrical 
complexity, desirable feature size, aspect ratio, surface roughness, and processing 
cost. Micro milling or EDM generally is used for fabricating micro structure with 
feature sizes larger than 50 μm with a tolerance of several micrometers. However, 
it is difficult to achieve a low surface roughness and some sharp corners process-
ing. Figure 5 shows the microfluidic mold insert fabricated by micro milling and 
die-sinking EDM process. LIGA, silicon wet etching, and deep reactive ion etching 
have excellent advantages for sub-micron fabrication [34]. ECM is suitable for 
structuring 3D features with less sub-surface damage and higher dimensional 
precision at the nanometric range [35]. The selection of mold insert materials 
is also critical. When the production yield is less important and the mold insert 
lifetime is not critical, silicon wafer mold insert fabricated from deep reactive ion 
etching is favorable to the precision replication of plastic microchip with optical 
surface finishing [36]. However, in most instances, a long-life metal mold insert 
having high wear resistance and hardness is desirable for the mass production of 
microinjection molded microfluidic chips. For example, stainless steel mold insert 
can be against the feature being worn or surface quality degradation under up to 
tens of thousands of microinjection molding cycles. In this case, ultraprecision 
machining, LIGA process, laser machining, and μEDM can be more viable. Also, 
the LIGA process and μEDM can fabricate the micro structure with a high aspect 

Technology Feature 
size (μm)

Surface 
roughness 

(μm)

Aspect 
ratio

Material

Micro milling 25 ~ 100 0.2 ~ 5 10 Brass, COC, steel

μEDM 10 ~ 25 0.05 ~ 1 50 ~ 100 Conductive materials

ECM 10 0.02 NA Conductive materials

Laser machining 1 ~ 5 0.4 ~ 1 <50 Any

X-ray lithography 0.5 0.02 100 Photoresist

UV lithography 0.7 ~ 1.5 NA 22 Photoresist

Deep reactive ion 
etching

2 NA 10 ~ 20 Silicon

Electroforming 0.3 <10 <10 Copper/nickel/alloy

Table 1. 
Comparison between various manufacturing techniques for the fabrication of microstructured mold insert [33].
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ratio and tight tolerance [37, 38]. Figure 6 shows the dry-etched silicon wafer mold, 
UV lithographic photoresist mold, and electroformed nickel mold, which were 
fabricated by the author’ team. In the following sections, the main manufacturing 
technologies for mold insert fabrication are detailed.

3.1.1 LIGA

LIGA technique comprising of lithography, electroforming, and molding is a 
multi-step replication process to generate micro structure with the desired patterns 
[39]. It has been a promising technology for industrial-scale commercialization 
[40, 41]. The typical process methods follow the consequential steps below: 1) the 
photoresist (AZ or epoxy resin SU-8) is firstly evenly coated on the silicon wafer 
substrate along with the subsequent baking process; 2) a pre-prepared photomask 
with the desired patterns is placed on the top surface of the photoresist at a good 
alignment manner for further irradiation exposure; 3) the exposed areas is removed/
remained chemically using developer (depending on the type of photoresist), where 
the patterns are transferred to silicon wafer from mask and the dimensional accuracy 
of patterns can be controlled by lithography parameters (exposure time and expo-
sure dose); 4) seed layers of adhesive layer (Ti/Cr) and conductive layer (Au/Ni) are 
sputtered onto the structured photoresist surface for metallization; 5) the following 
step is electroforming for fabricating a microstructured mold insert, where the 
metallized patterns on silicon wafer serve as a cathode for nickel deposition; after 
electroforming, a electroformed replica is relived via silicon chemically etching and 
photoresist is chemically removed; the final replica can be used as a mold insert;  
6) such an electroformed mold insert can be used as a master for replication of 
microfluidic chips by microinjection molding process [42]. Figure 7 details the 
specific process steps of mold insert fabrication in various microstructuring tech-
nologies assisted by electroforming.

Due to costly x-ray synchrotron for X-ray lithography, the LIGA process is not 
commonly used in the industrial field. As an alternative, UV lithography has been 
a favorable technology to prepare master for electroforming [37, 43]. As a result, 
UV-LIGA has been an acceptable process to fabricate the mold insert with the 

Figure 6. 
(a) Dry etched silicon wafer; (b) UV lithographic photoresist master; (c) and (d) electroformed nickel mold 
insert. Copyright (2020) with permission from IOP publishing, LTD.
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Figure 5. 
Micro milling and die-sinking EDM fabricated mold insert: graphite electrode (a) and stainless tools (b) [33]. 
Copyright (2015) with permission from IOP publishing, LTD.
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ratio and tight tolerance [37, 38]. Figure 6 shows the dry-etched silicon wafer mold, 
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fabricated by the author’ team. In the following sections, the main manufacturing 
technologies for mold insert fabrication are detailed.
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[40, 41]. The typical process methods follow the consequential steps below: 1) the 
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with the desired patterns is placed on the top surface of the photoresist at a good 
alignment manner for further irradiation exposure; 3) the exposed areas is removed/
remained chemically using developer (depending on the type of photoresist), where 
the patterns are transferred to silicon wafer from mask and the dimensional accuracy 
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sure dose); 4) seed layers of adhesive layer (Ti/Cr) and conductive layer (Au/Ni) are 
sputtered onto the structured photoresist surface for metallization; 5) the following 
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metallized patterns on silicon wafer serve as a cathode for nickel deposition; after 
electroforming, a electroformed replica is relived via silicon chemically etching and 
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microfluidic chips by microinjection molding process [42]. Figure 7 details the 
specific process steps of mold insert fabrication in various microstructuring tech-
nologies assisted by electroforming.

Due to costly x-ray synchrotron for X-ray lithography, the LIGA process is not 
commonly used in the industrial field. As an alternative, UV lithography has been 
a favorable technology to prepare master for electroforming [37, 43]. As a result, 
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Figure 6. 
(a) Dry etched silicon wafer; (b) UV lithographic photoresist master; (c) and (d) electroformed nickel mold 
insert. Copyright (2020) with permission from IOP publishing, LTD.
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feature size of several micrometers to hundreds of micrometers, although the reach-
able aspect ratio of this technique is limited in the range of ~20 [34]. Considering 
the specific microfluidic applications, UV-LIGA is sufficient to fabricate the desired 
micro structures. Additionally, some LIGA-like processes, such as EUV-LIGA, 
EBL-LIGA, IB-LIGA, are also developed towards nanoscale micro structuring 
[44]. However, these LIGA-like techniques still have some shortcomings for mold 
insert fabrication. First, the mold materials usually are nickel and nickel alloy, the 
tool steel is not included due to the restriction from the electroforming process. 
Besides, the integration of draft angle onto mold insert is not easy, but it is critical 
for demoulding of the polymeric part from mold insert to reduce the potential 
demoulding deformation and damages of micro structures [45]. The research 
shows that the draft angle can be achieved by properly adjusting the UV/X-rays 
exposure dose.

3.1.2 Laser machining

The fabrication of a metallic mold insert is generally time consuming and 
expensive. Laser machining seems to be more competitive than other mechanical 
machining techniques. It allows the rapid fabrication of micro structure with a fea-
ture size of several micrometers at an aspect ratio of ~10 [46]. However, due to the 
limitation of spot size, making high precision micro mold insert with tight tolerance 
by direct laser micromachining is challenging. The minimum spot size is usually 
half wavelength of the light utilized [47]. In this context, the laser LIGA technol-
ogy combining laser ablation and electroforming process is developed to produce 
precision mold insert with 3D structures, where laser ablation is applied to form 
polymer stencil for subsequent metallic replication by electroforming to fabricate 
nickel micro mold insert. Figure 8 shows the microstructure metal mold insert and 
polymer mold insert fabricated by laser machining and laser ablation, respectively. 

Figure 7. 
Basic schemes of manufacturing of mold insert.: (a) metal substrate, lithography, and electroforming; (b) a 
silicon substrate, lithography, and electroforming; (c) deep reactive ion etching of silicon (d) micro-machining 
of non-silicon substrates [9]. Copyright (2020) with permission from IOP publishing, LTD.
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Of course, when micro mold insert with 3D structures is used for microinjection 
molding of the microfluidic chip, the use of conventional methods often brings 
challenges to microstructure demoulding.

3.1.3 Micro electrical discharge machining (μEDM)

The μEDM technology is a non-conventional electrochemical processing method. 
The mold insert is fabricated based on the material removal mechanism with the 
erosive effect of the electrical discharges that happen between electrode and work-
piece. The electrode and workpiece are placed with a small enough gap so that the 
voltage–current system can efficiently ionize the dielectric. The shape and dimension 
of the processed workpiece are determined by the electrode pattern. Micro mold insert 
with the feature size of ~20 μm can be machined by μEDM technology but the forming 
accuracy and surface roughness are not able to be guaranteed. Figure 9 demonstrates 

Figure 8. 
(a-d) Micropatterns on metal mold insert fabricated by laser machining [48]; (e) Polymer mold insert 
fabricated by laser ablation [49]. Copyright (2004) with permission from Royal Society of Chemistry.

Figure 9. 
Stainless steel mold insert fabricated by μEDM technology: graphite electrode with better geometry definition 
on micro-patterns (a); copper electrode with non-uniform edge finish (c); the crater size of both electrodes ((c) 
and (d)) [33]. Copyright (2015) with permission from IOP publishing, LTD.
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Figure 7. 
Basic schemes of manufacturing of mold insert.: (a) metal substrate, lithography, and electroforming; (b) a 
silicon substrate, lithography, and electroforming; (c) deep reactive ion etching of silicon (d) micro-machining 
of non-silicon substrates [9]. Copyright (2020) with permission from IOP publishing, LTD.
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Of course, when micro mold insert with 3D structures is used for microinjection 
molding of the microfluidic chip, the use of conventional methods often brings 
challenges to microstructure demoulding.

3.1.3 Micro electrical discharge machining (μEDM)

The μEDM technology is a non-conventional electrochemical processing method. 
The mold insert is fabricated based on the material removal mechanism with the 
erosive effect of the electrical discharges that happen between electrode and work-
piece. The electrode and workpiece are placed with a small enough gap so that the 
voltage–current system can efficiently ionize the dielectric. The shape and dimension 
of the processed workpiece are determined by the electrode pattern. Micro mold insert 
with the feature size of ~20 μm can be machined by μEDM technology but the forming 
accuracy and surface roughness are not able to be guaranteed. Figure 9 demonstrates 

Figure 8. 
(a-d) Micropatterns on metal mold insert fabricated by laser machining [48]; (e) Polymer mold insert 
fabricated by laser ablation [49]. Copyright (2004) with permission from Royal Society of Chemistry.

Figure 9. 
Stainless steel mold insert fabricated by μEDM technology: graphite electrode with better geometry definition 
on micro-patterns (a); copper electrode with non-uniform edge finish (c); the crater size of both electrodes ((c) 
and (d)) [33]. Copyright (2015) with permission from IOP publishing, LTD.



Advances in Microfluidics and Nanofluids

42

the stainless steel mold insert machined by μEDM. With the assistance of other tech-
nologies, the surface finishing issues can be solved, such as ultrasonic-assisted μEDM. 
Overall, μEDM is a competitive technology, which has non-contact mechanical force, 
heat, and stress generation for machining the mold insert for microfluidic applications.

3.2 Micro injection molding of microfluidic structures

Micro injection molding is an important process to transfer patterns from mold 
to the surface of microfluidic patterns. Thanks to fast solidification and relatively 
high viscosity, filling of polymer melts into tiny micro patterned mold is challenging. 
Upon micro pattern is formed, separation of patterns from mold is problematic due 
to the distortion or damage of plastic micro structure from friction and adhesion 
between polymers. Here a brief introduction of these issues is presented by using a 
microfluidic chip as an example and a simulation strategy for microfluidic structure 
optimization is introduced.

3.2.1 Structures filling mechanism for micro injection molding

Figure 10(a) illustrates a fast prototyping mold for the injection molding of a 
flow cytometer chip, which has an area of 26.12 mm × 26.12 mm and a thickness 
of 1.05 mm [50]. Figure 10(b) shows surface structures that are used to fabricate 
inverted channels, all of which are 250 μm wide and 150 μm deep for the parts that 
had rectangular cross-sectional areas. The horizontal channel works as a fluidic 
channel, in which biological particles, such as cells, are focused by sheath flow 
from side inlets. Meanwhile, an optical fiber is integrated into the microfluidic chip 
using tilted channels. One channel is used for a fiber laser excitation beam and the 
other two are allocated for detection of forwarding scattering and side/fluorescence 
scattering by fibers. In order to minimize light intensity reduction of the excitation 

Figure 10. 
Flow cytometer chip: (a) cassette mold, (b) three-dimensional model of surface structures on the chip,  
(c) actual chip assembly, (d) connection with tubing [55].
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laser and to decrease potential scattering when the laser beam passes through plastic 
material, the distance between the fluidic channel and optical fiber channels has to 
be as small as possible. This requirement necessitates surface structures as shown in 
the upper image in Figure 10(b). The protruding structures demonstrate a gradual 
aspect ratio, and the highest ones are at the places between the edge and the fluid 
channel, which have an aspect ratio of 3:1 nominally; it is these that were mainly 
investigated. Figure 10(c) shows the actual microfluidic chip (after bonding), 
which is assembled into a designed chip holder and connected with samples and 
PBS (Phosphate-buffered saline) sheath flow using PTFE (Polytetrafluoroethylene) 
tubing (Figure 10(d)).

In theory, the surface structures should fill more easily under such a layout 
because the gate was parallel to the feature of interest and the centre fluid channel 
[51]. However, replication of micro/nanoscale surface structures is challenging due to 
their high surface to volume ratios, especially for high aspect ratio features. Fast heat 
transfer rates mean that the polymer melts are inclined to solidify before the cavities 
are fully filled. For example, experimental results show that the cross-sectional area 
of the surface structure emphasized in Figure 10(b) only reaches up to 70.67% of 
the criterion. Combined with microscopy, process monitoring, and morphology, 
A combined melt flow and creep deformation model is proposed to explain the 
complex filling behavior of the surface structure. As shown in Figure 11, the overall 
replication is ordinarily composed of two parts: melt flow during the injection 
stage and creep deformation during the packing stage. Melt flow is related to injec-
tion velocity and pressure, while the extent of creep deformation is linked to mold 
temperature, packing pressure, packing time, etc. Based on this, increasing shot size 
to improve the replication quality of surface structures is proposed, and the replica-
tion is significantly improved and sufficient to satisfy the practical requirements of a 
microfluidic flow cytometer chip.

3.2.2 Process simulation and validation

In order to better understand the connection between product quality and 
process parameters, process simulation of injection molding has developed over 
several decades. Simulation in the early stages of part and mold design is relatively 
cost-efficient and offers the capability to evaluate various design options, such as 
runner design and gate designs. However, microscale effects, such as altering heat 
transfer coefficient (HTC), wall slip behavior, mold surface roughness, venting 
operations, which tend to be ignored in conventional injection molding simula-
tion, should be considered in the simulation of microinjection molding effectively 
[52–54]. Another important concern is that most studies only used nominal 
machine processes, but they do not include the actual machine dynamics, which 
is important for microinjection molding of surface structures because microscale 
surface structures are much sensitive to process variation. As a result, simulation 
results are more or less unconvincing and cannot be adapted for real-world applica-
tions, and the simulation inaccuracy needs to be addressed.

Figure 11. 
Filling mechanism of surface structure on a substrate: (a) the injection stage, (b) the end of the injection stage, 
(c) the packing stage [50]. Copyright (2018) with permission from IOP publishing, LTD.
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of the surface structure emphasized in Figure 10(b) only reaches up to 70.67% of 
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A combined melt flow and creep deformation model is proposed to explain the 
complex filling behavior of the surface structure. As shown in Figure 11, the overall 
replication is ordinarily composed of two parts: melt flow during the injection 
stage and creep deformation during the packing stage. Melt flow is related to injec-
tion velocity and pressure, while the extent of creep deformation is linked to mold 
temperature, packing pressure, packing time, etc. Based on this, increasing shot size 
to improve the replication quality of surface structures is proposed, and the replica-
tion is significantly improved and sufficient to satisfy the practical requirements of a 
microfluidic flow cytometer chip.
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In order to better understand the connection between product quality and 
process parameters, process simulation of injection molding has developed over 
several decades. Simulation in the early stages of part and mold design is relatively 
cost-efficient and offers the capability to evaluate various design options, such as 
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transfer coefficient (HTC), wall slip behavior, mold surface roughness, venting 
operations, which tend to be ignored in conventional injection molding simula-
tion, should be considered in the simulation of microinjection molding effectively 
[52–54]. Another important concern is that most studies only used nominal 
machine processes, but they do not include the actual machine dynamics, which 
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results are more or less unconvincing and cannot be adapted for real-world applica-
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Based on an experimental study on the filling behavior of microfluidic surface 
structures (Figures 10(b) and 11(a)), the real responses of the injection molding 
machine are acquired and adopted in the process settings of the simulation with 
the help of process monitoring [55]. In addition, the effect of microscale sensitive 
parameters on the replication of surface structures using simulation is systemati-
cally studied and validated by flow front profile, cross-sectional profile, and 
replication of the structures. Consequently, the combination including a relatively 
higher heat transfer coefficient (30,000 W/(m2·K)) of the injection stage, standard 
atmospheric pressure (0.1 MPa) as the initial air pressure of venting, 0.7 as the 
friction coefficient for wall slip and a freezing temperature of 20 degrees above 
the glass transition temperature is selected. In terms of the flow cytometer surface 
structures, replication defects in experiments (circled in Figure 12(a)) are suc-
cessfully predicted after the optimization as the blue parts shown in Figure 12(c). 
Besides, the insufficient replication of the droplet cylinders (the areas in white in 
Figure 12(c)) is also predicted after the selected parameters are applied.

3.3 Bonding techniques for microfluidic devices

The bonding methods for microfluidics comprises adhesive bonding, thermal 
fusion bonding, UV assisted thermal bonding, and solvent bonding. Following 
each section is introduced based on recent research findings with the mechanism, 
applicable materials, and process parameters of each bonding method. Finally, the 
challenges and relevant solutions for different bonding techniques are given.

3.3.1 Adhesive bonding

Adhesive bonding is a simple manner to seal microfluidic devices, compared to 
other bonding techniques. By applying the liquid adhesive onto the surface of the 
chips, the solvent composition starts to evaporate till two parts are bonded. Besides, 
some adhesives with epoxy or acrylate compositions need to be cured under UV 
light irradiation or upon heating. After mixing with the photo-initiator or catalyz-
ing agent, polymerization or crosslink reaction can occur in the adhesive system 
[56], where the adhesive is cured and microfluidic devices are bonded.

Figure 12. 
Optimization and validation: (a) experimental result, (b) simulation result with default settings, and  
(c) simulation results (after the cycle including the packing and cooling stage) with optimized parameters 
for the replication of flow cytometer structures; (d) experimental result, (e) simulation result with default 
settings, and (f) simulation results (after the injection stage) with optimized parameters for the replication of 
microfluidic droplet cylinders [55].
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UV-curable adhesive as an intermediate layer has also been developed to assemble 
the disposable PMMA chips [57]. The substrate is firstly washed by ultrasonic clean-
ing equipment with deionized (DI) water and flushed with nitrogen before bonding. 
Then the adhesive is applied to the cover plate by spin coating (Figure 13b). After 
spin coating, the cover plate is assembled with the substrate, then silicone tubes 
are connected to the inlet and outlet ports of the chips. According to Figure 13c, 
the isopropanol is injected into the inlet ports and comes out from the outlet port 
through the silicone tubes in the flushing process. This process is aimed at flushing 
out the uncured adhesive that has been trapped inside the microchannels to prevent 
the channel clogging. In the last stage, the assembled chips are exposed to the UV 
light irradiation and the polymer chains in the adhesive system are crosslinked. 
Figure 14 shows the bonding state of a microfluidic chip with time using adhesive 
bonding technology.

Although this method is useful for disposable devices, the storage time of adhe-
sives at room temperature should be highlighted. Meanwhile, using isopropanol 
to flush out the uncured adhesive is a complicated procedure, as it might also wash 
out the adhesive at the edge of the microchannels, then the bonding effect will be 
reduced. In this way, the burst pressure should be conducted in case the edge of the 
channels is not fully bonded.

Figure 13. 
Schematic diagram of the microchannel fabrication and bonding process: laser ablation for the fabrication 
of through holes on PMMA (a); spin coating of UV curable adhesive on cover plate (b); flushing out the 
un-crosslinked adhesives (c); UV exposure to induce the crosslinking of adhesives in the whole chip system [57].

Figure 14. 
The microfluidic chip bonding state with times [58].



Advances in Microfluidics and Nanofluids

44

Based on an experimental study on the filling behavior of microfluidic surface 
structures (Figures 10(b) and 11(a)), the real responses of the injection molding 
machine are acquired and adopted in the process settings of the simulation with 
the help of process monitoring [55]. In addition, the effect of microscale sensitive 
parameters on the replication of surface structures using simulation is systemati-
cally studied and validated by flow front profile, cross-sectional profile, and 
replication of the structures. Consequently, the combination including a relatively 
higher heat transfer coefficient (30,000 W/(m2·K)) of the injection stage, standard 
atmospheric pressure (0.1 MPa) as the initial air pressure of venting, 0.7 as the 
friction coefficient for wall slip and a freezing temperature of 20 degrees above 
the glass transition temperature is selected. In terms of the flow cytometer surface 
structures, replication defects in experiments (circled in Figure 12(a)) are suc-
cessfully predicted after the optimization as the blue parts shown in Figure 12(c). 
Besides, the insufficient replication of the droplet cylinders (the areas in white in 
Figure 12(c)) is also predicted after the selected parameters are applied.

3.3 Bonding techniques for microfluidic devices

The bonding methods for microfluidics comprises adhesive bonding, thermal 
fusion bonding, UV assisted thermal bonding, and solvent bonding. Following 
each section is introduced based on recent research findings with the mechanism, 
applicable materials, and process parameters of each bonding method. Finally, the 
challenges and relevant solutions for different bonding techniques are given.

3.3.1 Adhesive bonding

Adhesive bonding is a simple manner to seal microfluidic devices, compared to 
other bonding techniques. By applying the liquid adhesive onto the surface of the 
chips, the solvent composition starts to evaporate till two parts are bonded. Besides, 
some adhesives with epoxy or acrylate compositions need to be cured under UV 
light irradiation or upon heating. After mixing with the photo-initiator or catalyz-
ing agent, polymerization or crosslink reaction can occur in the adhesive system 
[56], where the adhesive is cured and microfluidic devices are bonded.

Figure 12. 
Optimization and validation: (a) experimental result, (b) simulation result with default settings, and  
(c) simulation results (after the cycle including the packing and cooling stage) with optimized parameters 
for the replication of flow cytometer structures; (d) experimental result, (e) simulation result with default 
settings, and (f) simulation results (after the injection stage) with optimized parameters for the replication of 
microfluidic droplet cylinders [55].

45

Prototyping and Production of Polymeric Microfluidic Chip
DOI: http://dx.doi.org/10.5772/intechopen.96355
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ing equipment with deionized (DI) water and flushed with nitrogen before bonding. 
Then the adhesive is applied to the cover plate by spin coating (Figure 13b). After 
spin coating, the cover plate is assembled with the substrate, then silicone tubes 
are connected to the inlet and outlet ports of the chips. According to Figure 13c, 
the isopropanol is injected into the inlet ports and comes out from the outlet port 
through the silicone tubes in the flushing process. This process is aimed at flushing 
out the uncured adhesive that has been trapped inside the microchannels to prevent 
the channel clogging. In the last stage, the assembled chips are exposed to the UV 
light irradiation and the polymer chains in the adhesive system are crosslinked. 
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3.3.2 Thermal fusion bonding

During the thermal fusion bonding process, the heating temperature is raised 
above the glass transition temperature (Tg) of the cover plate [19]. Meanwhile, 
a hold pressure is applied to enhance the mating contact forces between two 
surfaces. To achieve a strong bond, the heating temperature and the hold pressure 
should be high enough to ensure the complete diffusion of the polymer chains. 
In this case, the bond strength in the interface can be as high as the cohesive 
strength in the bulk material. According to Figure 15, the cover is first treated 
by O2 plasma to make its surface more hydrophilic. In this case, the adhesion 
between the COC cover plate and PMMA substrate is greatly improved. During 
the thermal press process, heat and constant pressure are provided. Steel platen 
transfers both heat and pressure to the chips. Two rubber sheets are used to dis-
tribute the pressure evenly and two polyimide films are used for the anti-sticking 
purpose (Figure 15).

One critical problem of thermal bonding is that the temperature and the pressure 
cannot be too high, otherwise, the microchannels may collapse and their integrity 
cannot be well maintained. Therefore, the heating temperature, hold pressure, and 
hold time should be controlled and adjusted to achieve high bond strength and limit 
the channel deformation. The balance should be achieved among the heating tem-
perature, hold time, and hold pressure. These parameters should be well adjusted to 
maintain the integrity of the channels.

3.3.3 UV assisted thermal bonding

The channel collapse is hard to avoid during thermal bonding, as the heating 
temperature is often higher than the Tg of material. Therefore, it is important 
to lower the heating temperature. In this case, the substrate or cover plate can 
be pre-treated by UV/Ozone to achieve bonding at low temperature. The pre-
treated surface has higher energy due to oxidation. Therefore, the hydrophilicity 
and wettability are improved. As a result, the adhesion between the two surfaces 
is promoted.

Tsao et al. [60] compared the cross-section of the PMMA microchannels with 
and without UV/Ozone pre-treatment. As shown in Figure 16(a), this chip treated 
by UV/Ozone had good bonding integrity. However, the untreated chips appeared 
obvious channel collapse as shown in Figure 16(b). It is considered is because 
the treated chip had higher bond strength than the untreated chip (0.624 mJ/cm2 
compared to 0.003 mJ/cm2).

Figure 15. 
Schematic of the protocol used for assembly of the hybrid-based fluidic devices and the thermal press 
instrument [59]. Copyright (2015) with permission from Royal Society of Chemistry.
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3.3.4 Solvent bonding

Organic solvents can interact with polymer materials due to their similar 
solubility. Two polymer substrates are bonded together, which is called solvent 
bonding. This solubility can be determined by the Hildebrandt parameter (δ).

Ogilvie et al. [61] used chloroform vapor to bond the PMMA substrates. Two 
PMMA substrates were first exposed to chloroform vapor for 4 minutes. In this stage, 
the solvent was only 2–3 mm below the surface of the chip and both chips and solvent 
were covered by a glass lid to form a vapor exposure chamber (Figure 17). Then two 
substrates were bonded at 65 °C for 20 minutes, followed by the cooling process to 
room temperature in 10 minutes. All chips needed 12 hours of post-conditioning 
before use. The optical properties were well maintained after bonding and high bond 
strength was achieved. Solvent vapor is more controllable than traditional vapor 
bonding techniques such as dipping or soaking in the solvent. However, control-
ling the solvent concentration is necessary especially for solvent mixtures, as it will 
change during bonding.

4. Conclusions

In this chapter, the related manufacturing technologies for microfluidic chip 
fabrication are detailly described. Although rapid prototyping technologies for 
microfluidic chips, such as PDMS casting, micro machining, and 3D-printing, are 
well used in laboratory, the efficiency, machining accuracy and surface integrity 
of chips are still problematic for low-cost industrial batch production. Mass 

Figure 16. 
SEM images of 500 mm wide, 180 mm deep PMMA microchannels: (a) thermal bonding of 24 min at 60°C, 
and (b) thermal bonding at 100°C [60]. Copyright (2007) with permission from Royal Society of Chemistry.

Figure 17. 
Schematic of the bonding process. The PMMA chip shown has overall dimensions of 40[w] x 80[l] x 
9.5 mm[h] [61].
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Figure 16. 
SEM images of 500 mm wide, 180 mm deep PMMA microchannels: (a) thermal bonding of 24 min at 60°C, 
and (b) thermal bonding at 100°C [60]. Copyright (2007) with permission from Royal Society of Chemistry.

Figure 17. 
Schematic of the bonding process. The PMMA chip shown has overall dimensions of 40[w] x 80[l] x 
9.5 mm[h] [61].
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production based on micro injection molding is important for the fabrication of 
plastic microfluidic chips, where multiple metal micro mold tool inserts can be 
used. The LIGA-like process with the characteristic of high precision replication, 
such as UV-LIGA, presents considerable advantages to fabricate industrial-grade 
mold tool inserts for the fabrication of plastic microfluidic chips. For future devel-
opment direction of microfluidic chip fabrication, a hybrid tooling technology for 
multi-scale mold insert should be explored to combine feature from micrometer 
scale to nanometer scale; high aspect ratio microchannel replication is an important 
task, which is challenging micro injection molding; the rheological behaviors of 
polymer materials are worth studying in nanoscale for high-precision microinjec-
tion molding of polymeric parts. Functional precision components, such as micro-
sensors, micropumps, and microelectrodes, should be integrated onto microfluidic 
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Chapter 4

Microfluidic Flow Sensing 
Approaches
Liji Huang

Abstract

Precise flow metrology has an increasing demand in many microfluidic related 
applications. At the scale and scope of interests, Capillary number instead of 
Reynold number defines the flow characteristics. The interactions between fluid 
medium and flow channel surface or the surface tension, cavitation, dissolution, 
and others play critical roles in microfluidic flow metrology. Conventional flow 
measurement approaches are not sufficient for solving these issues. This chapter 
will review the currently available products on the market, their microfluidic flow 
sensing technologies, the technologies with research and development, the major 
factors impacting flow metrology, and the prospective sensing approaches for 
future microfluidic flow sensing.

Keywords: Microfluidics, Flow sensing, Thermal time-of-flight sensing, MEMS 
sensing, Flow metrology, Cavitation, Dissolution, Interface

1. Introduction

Microfluidics is a broad terminology covering various disciplines and scopes 
while focusing on life science, biochemical and chemical applications. It applies 
to the devices that process fluids at a dimension below the millimeter scale, and 
the maximum fluidic volume is within milliliters. Current applications are more 
related to fluids from microliters to nanoliters in volumes [1, 2]. Two devices in the 
late 1970s marked the birth of microfluidics. IBM first reported the inkjet printer 
heads [3] in 1977, and now millions of such units have been shipped worldwide, 
enabling color printing into every corner of human life. Another device is the micro 
gas chromatography made on a 5 cm silicon wafer by Stanford University in 1979 
[4]. This lab-on-a-chip concept has spiked a great enthusiasm and many research 
activities to miniaturize the analytical instrumentation for wider usage. However, 
due to its system issues, its progress is less pronounced. Still, progress made on the 
key components allows its commercialization success with the products now offered 
by a few companies such as Agilent and Thermo Fisher. The Organs-on-chips [5] 
approaches utilize microfluidic devices to culture living cells for modeling physio-
logical functions of tissues and organs, making microfluidics a unique tool to enrich 
our understanding of life sciences and to assist the research and assembly of new 
drugs. Nevertheless, despite tremendous activities in the past 40 years and many 
applications proven to be feasible, commercialization is limited. Today’s micro-
fluidics is yet the well-established one for implementation but excellent academic 
approaches and science and technology tools [6–11].
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The majority of applications of the current microfluidics are for liquid handling 
other than the gaseous materials. DNA/Gene analysis and point of care disease diag-
nosis are extensively studied with microfluidic devices [12–15]. The microfluidic 
devices can integrate both active and passive elements inside the fluidic channels, 
enabling the polymerase chain reaction devices that help the DNA amplification. 
The detailed analyses of the DNA samples become possible. Such information is 
critical for identifying diseases and understanding the origins of the abnormality 
to the search for possible recovery routes. The other important and advantageous 
benefits of these microfluidic-based diagnostic devices are fast processing time with 
small sample volume. These features are combined with today’s communication 
infrastructure, making the remote diagnosis a fascinating scenario. However, cur-
rent devices are still less sophisticated to acquire the necessary data for the desired 
tasks. Most of the devices available are based on colorimetric or optical images or 
limited electrical signals. These data are similar to the analog ones in the electronic 
age. Additional digital sensors will have to be integrated into the microfluidic device 
for diagnostic quality data acquisition. If the massive deployment of such devices 
were realized, the foreseeable heavy burdens of the medical systems for the aged 
societies worldwide would be significantly alleviated, and many lives of human 
beings could be saved. Drug delivery is another major application for microfluid-
ics [16–18]. In addition to the fluid handling channels and mixers, drug delivery 
will require a more complicated system that would involve precision metrology, 
biocompatible carriers, actuation, execution, and feedback. Reliable, low-cost, and 
commercially available devices will be the keys for future precision drug delivery 
implementations. The processing of the fluids at a small scale also provides funda-
mental new tools. It makes it possible to design and fabricate new materials with 
special functions that the conventional approaches could never succeed. These new 
materials, including organics, polymeric microparticles, nanostructured materials, 
and composites, are also the focuses of current microfluidic applications [19].

Microfluidics advancement, on the other hand, greatly relies on the device 
fabrication technologies of micromachining. The earlier simple passive microfluidic 
chips having the only microchannels are no longer the mainstream but components 
of the current devices. A sophisticated microfluidic chip would have both passive 
structures and active components, which is a challenge for the micromachining 
process technologies that do not have standard protocols. The multi-discipline 
features further complicate the availability of process tooling. Fortunately, micro-
fluidics’ growth is parallel with the significant advancement in the MEMS and 
LSI/VLSI IC industry. With ever-improving micromachining device fabrication 
technologies, the microfluidics once was only viable on a 2″ wafer, and now 8″ and 
even 12″ wafers are being routinely produced. Many more foundries are available 
with specialized alternative substrates of glasses, plastics, polymers, and even 
papers. In recent years, 3D printing, precision micro-injection, laser processing, 
hot embossing [20–23], and other alternative tools also greatly enriched the variety 
of microfluidic devices. The progress significantly solves the issues for chemical 
and bio-compatibility and, in some cases, for commercialization, but the cost 
to fabricate a desired microfluidic chip is still far from satisfactory. Moreover, 
the interactions among the device components and the fluids are also likely and 
sometimes are mandatory, adding additional requirements for better materials and 
fabrication technologies. Several key components, including microfluidic channels, 
microvalves, micropumps, needles, mixers, and sensors, are considered the neces-
sary ones for the desired microfluidic chip or system. These relatively complicated 
components and the substrate make the process compatibility with the electronics a 
dilemma. Therefore, package, interface, and system design will become critical for 
the device’s final footprint, manufacturability, and successful deployment.
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The inkjet printer head that handles the ink droplets remains an outstanding 
example of a successful microfluidic application. The envisioned microfluidic 
future in life science and others are still missing a bridge, mostly from the ease 
of reach and cost-effectiveness [9, 24–26]. The research data for the current 
microfluidic market have excluded the inkjet applications, addressing only the 
diagnostic devices and pharmaceutical and life science tools [27]. Nevertheless, by 
comparing the market reports from the same market research firm issued a decade 
ago to the current data, one could find that even the most optimal old forecast has 
nothing to beat the real growth. On the other hand, today’s multi-billion dollar 
market and the double digital growth predicted by various market research firms 
are more from the companies making the system level products but not the direct 
values of the key components. These data for the value-added systems are, in a 
sense, could deceit the current research focus on components. While the system 
level products enable various applications, the lack of a miniaturized, standalone, 
performance dramatizing, and cost-effective device would not maintain the 
expected or envisioned phenomenal growth. In this chapter, standalone flow 
sensor products for microfluidics will be discussed, including the technologies, 
standards, factors that will impact the performance, integrations, and manufac-
turability or scalability.

Microfluidic studies have covered a huge spectrum of processes. For this 
chapter’s limited space, only continuous flow sensing technologies are discussed 
with applicable pulsed flow features. Droplet flow, nanofluidic flow, microfluidic 
manipulation or handling, and biological and chemical-related flow phenomena 
will not be addressed.

2. Microfluidic flow sensing technologies

Microfluidic sensors are critical components for a complete system. Many 
research works on sensors have been dedicated to the biomedical and chemical 
sensing development based on electrochemical, optical, mass, or magnetic sens-
ing principles. Electrochemical sensors are mostly studied and often composed of 
several electrodes that are easy to fabricate together with the microchannels. This 
limited integration with a simple configuration allows a fast response with reason-
ably good sensitivity and enables multiple reagents on a single microfluidic chip. 
The electrode embedded inside a microfluidic channel can also be used for cell 
counting and estimate the flow volume. With the assistance of a miniaturized LED, 
pH measurement could be achieved as well [28–31]. However, many of the pro-
posed biosensors or chemical sensors are very specific, and most are research-ori-
entated, as being determined by the catalytic or affinity properties of the biological 
recognition agent in a particular study and the sensor itself requires a sophisticated 
electronic system for readout or analysis. The standalone or large scale commercial 
applications are yet to emerge.

Flow meters using traditional thermal capillary and Coriolis measurement are 
commercially available for micro flow measurement before the microfluidics being 
intensively studied. Researches on microfluidic flow sensing approaches are for 
miniaturized, cost-effective, and integrable products. In this scope, both flow and 
pressure sensors have been extensively studied [28]. In some cases, the differential 
pressure sensor can be used for flow measurement. Flow measurement is one of 
the most important factors in microfluidic handling for data analysis and precise 
system control. Without the knowledge of the fluid quantity in the process, analyti-
cal results would not be easy to establish the needed and convincing statistics. The 
conventional flow sensors might be the first commercially available standalone 
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sensing products for microfluidics. The technologies are still limited, and their 
package formality is bulky and far off the cost target for the desired microfluidic 
system. Many studies proposed integrating flow sensors into the microfluidic 
system. However, there are still many factors that impact data acquisition. The 
existing sensor products on the market also have some unsolved reliability issues in 
applications. The commercialization route to a well-performed and cost-effective 
sensor is yet to be demonstrated.

The available flow sensors applied to microfluidics are classified as thermal and 
non-thermal sensors [1]. Thermal flow sensors have been applied to small flow 
measurement for both gas and liquid before the microfluidic concept emerged. 
Therefore thermal flow sensors are mostly studied and applied in microfluidic 
applications, and products with various thermal sensing principles are commer-
cially available. Coriolis microfluidic sensor is a non-thermal sensor, and it has 
an even higher cost. Other “non-thermal” flow sensors are mostly at the research 
stages. Before the form factor, cost, and reliability issues can be solved, large scale 
applications are still not possible.

2.1 References and standards

For the traditional flow sensors, the metrology characteristics will hardly enable a 
self-calibration. Therefore, a primary standard or a reference defined by an interna-
tional norm governs the manufacture of a flow sensing product with specific sensing 
technology. The same should then apply to microfluidics. Demanding to establish 
an international standard for microfluidics has long been proposed [32, 33]. Still, 
only in recent years, an international microfluidic association has been established, 
and an international standard (ISO) working committee has been organized with 
a serial of workshops [34]. It has been proposed that the new ISO standard for the 
microfluidic shall be having four sub-standards, including flow control that addresses 
the key components of valves, pumps, and sensors for the system; Interfacing that is 
to standardize the connectors and other interfaces; modularity that will regulate the 
integration and testing methods that will define the methodology of the metrology 
and other related testing issues. Such a task is still at an earlier stage, and additional 
time will be need before the standards become available.

Several efforts to establish a primary standard or a traceable reference system 
for flow metrology in microfluidics applications have been made in the past years 
[35–37]. The widely adapted primary standards are the gravimetric and volumetric 
principle. The comparison of such standards among different European national 
metrology institutes indicated an uncertainty (k = 2) ranging from 0.05 to 6% 
for the flow rate ranges of 17 nl/min to 167 ml/min. Still, most of them can have 
uncertainties within 0.1% [35]. In the reported reference system, the flow genera-
tion is critical and requires a stable flow system in the sub microliter per minute 
flow. Other special effects such as evaporation must be considered, especially when 
approaching nanoliter per minute flowrates. Degassing through the system and 
preventing external vibration, and testing environmental control are also critical 
to ensure the measurement is repeatable and accurate. The flow generators used in 
these institutes include metallic bellow, precision syringe pump, and gear pump. 
Because the gravimetric measurement is achieved with high precision balances, 
the system is a uni-directional open loop. For sub microliter per minute flowrates, 
laser interferometry has been used as an alternative precise reference for the 
desired accuracy [38]. However, for high volume applications, a faster closed-loop 
calibration would be preferred. It could also result in good accuracy using a gear 
pump and high precision Coriolis meter with an accuracy of ±0.2% as the reference 
standard [39].
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For almost all flowrate ranges in microfluidics, the Reynold numbers are within 
1000, indicating that the flow of interests is within the laminar flow regime. Therefore 
in a desired large dynamic range, the flow profile would not be the same at the different 
flowrates, which adds complexity to maintain the measurement accuracy. Meanwhile, 
the flow channels are small in micrometer dimensions. The interfaces between fluid 
and channel wall become pronounced, which differ from those described for laminar 
flow by Moody Diagram in the classic fluid dynamics. Besides, cavitation would play 
a critical role, and dissolution will also contribute to metrology. These are among the 
new challenges for the on-going metrology standards for microfluidics.

2.2 Thermal flow sensing

The thermal mass flow measurement using calorimetric capillary sensors has 
been used to measure a very low flow to nanoliter per minute for quite a long time 
[40]. The sensors are composed of thin metal wires winded outside the wall of 
a tiny tube of a micrometer in diameter. The tube is usually made of thermally 
conductive materials such as stainless steel or fused silica. These sensors normally 
require a higher power to ensure the heat transfer resulting in a small dynamic 
measurement range and a low accuracy towards the low measurement end. The 
required manufacture process makes these sensors very costly without being able 
to be volume produced. Integration of such a sensor into a microfluidic system 
would be unlikely. In the following discussions, only micromachined sensors will 
be addressed. The micromachined sensors are mostly made on silicon or glass 
substrate. A microheater and plural numbers of sensing elements are deposited on a 
membrane structure, and the air or gas-filled cavity below the membrane provides 
the desired thermal isolation. The tiny sensing elements enable a fast response time. 
The membrane is frequently made with silicon nitride or silicon nitride and oxide 
combination. The sensing elements can be metals with a large temperature coeffi-
cient such as platinum, nickel, tungsten, or in the case for the process compatibility, 
doped polycrystalline silicon is used instead. The micromachined thermal flow 
sensors’ structure has no moving parts, and the surface can be treated with various 
passivation and post-process coating for better reliability. The micromachining pro-
cess for the flow sensors is well established today. Most MEMS foundries have the 
necessary equipment for manufacturing such sensors, which allows a very favorable 
cost and makes it possible for high volume applications. The first micromachined 
thermal flow sensor made for microfluid is used in micro gas chromatography [4]. 
It is for gaseous flow and not a standalone product and only manufactured in a 
minimal quantity as the OEM product. The commercially available micromachined 
thermal microfluidic flow sensors for liquid were incepted in the last decade. These 
commercial products utilize different thermal sensing principles [41–43] that cover 
the three major technologies with thermal calorimetry, anemometry, and thermal 
time-of-flight approaches. There are some research activities on other thermal flow 
sensing designs, such as thermal capacitive utilizing the temperature dependence 
of dielectric constants, [44] and temperature dependence of the PN-junction in a 
diode [45]. The measurement scheme of flowrate with these alternative thermal 
sensing designs could also be classified into the above three thermal sensing prin-
ciples. Figure 1 is the graphic illustration of these three measurement principles for 
the typical micromachined thermal flow sensors on a silicon substrate.

2.2.1 Calorimetric flow sensing

The majority of the current micromachined commercial thermal flow sensors 
are utilizing the calorimetric principle. Most successful applications are for gaseous 
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sensing products for microfluidics. The technologies are still limited, and their 
package formality is bulky and far off the cost target for the desired microfluidic 
system. Many studies proposed integrating flow sensors into the microfluidic 
system. However, there are still many factors that impact data acquisition. The 
existing sensor products on the market also have some unsolved reliability issues in 
applications. The commercialization route to a well-performed and cost-effective 
sensor is yet to be demonstrated.

The available flow sensors applied to microfluidics are classified as thermal and 
non-thermal sensors [1]. Thermal flow sensors have been applied to small flow 
measurement for both gas and liquid before the microfluidic concept emerged. 
Therefore thermal flow sensors are mostly studied and applied in microfluidic 
applications, and products with various thermal sensing principles are commer-
cially available. Coriolis microfluidic sensor is a non-thermal sensor, and it has 
an even higher cost. Other “non-thermal” flow sensors are mostly at the research 
stages. Before the form factor, cost, and reliability issues can be solved, large scale 
applications are still not possible.

2.1 References and standards

For the traditional flow sensors, the metrology characteristics will hardly enable a 
self-calibration. Therefore, a primary standard or a reference defined by an interna-
tional norm governs the manufacture of a flow sensing product with specific sensing 
technology. The same should then apply to microfluidics. Demanding to establish 
an international standard for microfluidics has long been proposed [32, 33]. Still, 
only in recent years, an international microfluidic association has been established, 
and an international standard (ISO) working committee has been organized with 
a serial of workshops [34]. It has been proposed that the new ISO standard for the 
microfluidic shall be having four sub-standards, including flow control that addresses 
the key components of valves, pumps, and sensors for the system; Interfacing that is 
to standardize the connectors and other interfaces; modularity that will regulate the 
integration and testing methods that will define the methodology of the metrology 
and other related testing issues. Such a task is still at an earlier stage, and additional 
time will be need before the standards become available.

Several efforts to establish a primary standard or a traceable reference system 
for flow metrology in microfluidics applications have been made in the past years 
[35–37]. The widely adapted primary standards are the gravimetric and volumetric 
principle. The comparison of such standards among different European national 
metrology institutes indicated an uncertainty (k = 2) ranging from 0.05 to 6% 
for the flow rate ranges of 17 nl/min to 167 ml/min. Still, most of them can have 
uncertainties within 0.1% [35]. In the reported reference system, the flow genera-
tion is critical and requires a stable flow system in the sub microliter per minute 
flow. Other special effects such as evaporation must be considered, especially when 
approaching nanoliter per minute flowrates. Degassing through the system and 
preventing external vibration, and testing environmental control are also critical 
to ensure the measurement is repeatable and accurate. The flow generators used in 
these institutes include metallic bellow, precision syringe pump, and gear pump. 
Because the gravimetric measurement is achieved with high precision balances, 
the system is a uni-directional open loop. For sub microliter per minute flowrates, 
laser interferometry has been used as an alternative precise reference for the 
desired accuracy [38]. However, for high volume applications, a faster closed-loop 
calibration would be preferred. It could also result in good accuracy using a gear 
pump and high precision Coriolis meter with an accuracy of ±0.2% as the reference 
standard [39].
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For almost all flowrate ranges in microfluidics, the Reynold numbers are within 
1000, indicating that the flow of interests is within the laminar flow regime. Therefore 
in a desired large dynamic range, the flow profile would not be the same at the different 
flowrates, which adds complexity to maintain the measurement accuracy. Meanwhile, 
the flow channels are small in micrometer dimensions. The interfaces between fluid 
and channel wall become pronounced, which differ from those described for laminar 
flow by Moody Diagram in the classic fluid dynamics. Besides, cavitation would play 
a critical role, and dissolution will also contribute to metrology. These are among the 
new challenges for the on-going metrology standards for microfluidics.

2.2 Thermal flow sensing

The thermal mass flow measurement using calorimetric capillary sensors has 
been used to measure a very low flow to nanoliter per minute for quite a long time 
[40]. The sensors are composed of thin metal wires winded outside the wall of 
a tiny tube of a micrometer in diameter. The tube is usually made of thermally 
conductive materials such as stainless steel or fused silica. These sensors normally 
require a higher power to ensure the heat transfer resulting in a small dynamic 
measurement range and a low accuracy towards the low measurement end. The 
required manufacture process makes these sensors very costly without being able 
to be volume produced. Integration of such a sensor into a microfluidic system 
would be unlikely. In the following discussions, only micromachined sensors will 
be addressed. The micromachined sensors are mostly made on silicon or glass 
substrate. A microheater and plural numbers of sensing elements are deposited on a 
membrane structure, and the air or gas-filled cavity below the membrane provides 
the desired thermal isolation. The tiny sensing elements enable a fast response time. 
The membrane is frequently made with silicon nitride or silicon nitride and oxide 
combination. The sensing elements can be metals with a large temperature coeffi-
cient such as platinum, nickel, tungsten, or in the case for the process compatibility, 
doped polycrystalline silicon is used instead. The micromachined thermal flow 
sensors’ structure has no moving parts, and the surface can be treated with various 
passivation and post-process coating for better reliability. The micromachining pro-
cess for the flow sensors is well established today. Most MEMS foundries have the 
necessary equipment for manufacturing such sensors, which allows a very favorable 
cost and makes it possible for high volume applications. The first micromachined 
thermal flow sensor made for microfluid is used in micro gas chromatography [4]. 
It is for gaseous flow and not a standalone product and only manufactured in a 
minimal quantity as the OEM product. The commercially available micromachined 
thermal microfluidic flow sensors for liquid were incepted in the last decade. These 
commercial products utilize different thermal sensing principles [41–43] that cover 
the three major technologies with thermal calorimetry, anemometry, and thermal 
time-of-flight approaches. There are some research activities on other thermal flow 
sensing designs, such as thermal capacitive utilizing the temperature dependence 
of dielectric constants, [44] and temperature dependence of the PN-junction in a 
diode [45]. The measurement scheme of flowrate with these alternative thermal 
sensing designs could also be classified into the above three thermal sensing prin-
ciples. Figure 1 is the graphic illustration of these three measurement principles for 
the typical micromachined thermal flow sensors on a silicon substrate.

2.2.1 Calorimetric flow sensing

The majority of the current micromachined commercial thermal flow sensors 
are utilizing the calorimetric principle. Most successful applications are for gaseous 
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fluids, of which the automotive airflow sensors for fuel control are the dominant 
application. The structure showed in Figure 1(a) is a typical one for a microma-
chined calorimetric mass flow sensor on which a microheater is placed at the center 
of the membrane. Two temperature sensors are made symmetrically at the up and 
downstream of the microheater. These two temperature sensors can be simple resis-
tors of identical resistance values or identical thermal-piles. There are a variety of 
approaches to realize data acquisition. The commonly used ones are either to keep 
the microheater at a constant heating power or to maintain a constant temperature 
from the up and downstream sensor and then measure the heat transfer or tem-
perature differences between the measurements of the up and downstream sensors 
as the flowing fluid will take away the heat from the microheater resulting in a 
heat redistribution. By calibration, such heat transfer can be correlated to the mass 
flowrate of the fluids. In this approach, the measurement is susceptible to low flow-
rate. As its nomenclature indicates, the measurement is dependent on the fluidic 
thermal properties of thermal capacitance and thermal conductivity. The thermal 
sensing using the resistor-based microheater and resistor sensing has the intrinsic 
temperature effects associated with the environmental conditions, which need to 
be compensated for better accuracy. For this purpose, another sensor placed on the 
substrate (the yellow element shown in Figure 1) is used to gauge the environmen-
tal temperature and correct the resistance value due to environmental temperature 
variations. The detailed theoretical interpretation and governing physics can be 
found in the literature as well as the international standard [1, 46].

The major challenge of applying the micromachined thermal sensor to meter 
microfluidic is the package. For the gaseous sensors, the membrane often has 
openings that balance the surface’s fluidic pressure against the membrane deforma-
tion. The change of the membrane position will greatly impact the measurement as 
the sensor position will be significantly altered with membrane flatness changes. 
However, for microfluidic measurement, the opening will be detrimental once the 
liquid-filled up the cavity underneath the membrane. Therefore, the commercially 
available approach [41] for the package is to have the sensor placed outside the 
channel with the sensor’s surface close to the outer channel wall. Therefore, the 
channel will need to be thin enough and have good thermal conductivity for heat 
transfer effectiveness. One of the selections of the channel is a fused silica tube. 
As the membrane that supports the sensing element is typical with a thickness of 1 
micrometer, attach the think tube to the sensor is a very tedious process with a high 
cost. In addition, compared to the applications for gaseous fluids, the thermal wall 
of the fused silica also reduces the sensitivity of the sensor, leading to a significantly 
smaller measurement dynamic range (<50: 1), which is certainly not desired for 

Figure 1. 
Graphic illustration of the micromachined thermal flow sensors (on silicon) with the flow sensing principles: 
(a) calorimetry; (b) anemometry and (c) thermal time-of-flight.
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microfluidic applications. The commercially available calorimetric microfluidic 
sensors offer a typic <40:1 dynamic range with the lowest detection flowrate of 
7.5 nL/min and the best accuracy of ±5% of reading at the full scale. There are also 
concerns about the constant thermal power at the channel’s specific area during the 
measurement in practical applications. This will be discussed later in detail.

2.2.2 Anemometric flow sensing

The first micromachined thermal flow sensor on silicon is made with the anemo-
metric flow sensing principle [47]. Thermal anemometry is also known as energy 
dissipative sensing, and its measurement scheme is relatively simple, as shown in 
Figure 1(b). Only one sensing element is placed downstream. Alternatively, the 
sensing element can also be placed upstream, as the measurement of the fluidic 
flowrate is only from the microheater (a sensing element). The temperature sensor 
is used as a fluid temperature reference. Therefore, instead of measuring the fluidic 
flow-induced changes of the temperature profile at the centralized microheater with 
calorimetry, the anemometry measures the heat loss due to the forced convection. 
In this case, with the supporting control circuitry, adjusting the microheater power 
will allow the measurement to be much easier for higher flowrates. Simultaneously, 
the sensitivity at low flow will be lower compared to the sensing principle of calo-
rimetry. Another character of the anemometry is that its correlation with the fluidic 
thermal properties has a larger nonlinear effect resulting in the difficulties to apply 
a constant fluidic conversion factor for correction of the flowrate data when the 
measured fluid has different thermal properties from those of the calibration fluid. 
For the same reason, the temperature compensation scheme for the anemometry is 
more complicated than that for the calorimetry.

One commercially available anemometric microfluidic flow sensor, per 
the structure described in the company’s webpage, [43] also takes the package 
approach similar to the earlier mentioned one of the calorimetric microfluidic 
sensors. The sensor is placed at the outer wall of a thermally conductive fine quartz 
glass tube by machining the tube surface into a smooth flat. Instead of a single 
micromachined sensing chip, two chips are used. A special glue was applied to 
attach the chip to the quartz tube’s flat surface, forming a close contact for the 
required heat transfer. The heater chip and temperature chip are separated at a 
certain distance forming the configuration of an anemometer. The heat transfer 
needed for the measurement provided by the sensor is achieved via thermal diffu-
sion. These package approaches are also similar to the traditional capillary thermal 
mass flow sensors, where the hot wires are winded onto the surface of a special 
stainless tube. However, the micromachined sensor will have a much lower heat-
ing temperature than those by the capillary sensor. Because of the heat diffusion, 
control the heat for the low flowrate measurement would be very challenging, 
resulting in a small dynamic range and large measurement errors (full-scale error 
rate) towards the low detection limit. The current offered anemometric microflu-
idic flow meter has a guaranteed dynamic range of 50:1 with the lowest detectable 
flowrate of 100 μL/min and the best accuracy of ±5% of reading.

2.2.3 Thermal time-of-flight flow sensing

Both the calorimetric and anemometric flow sensors require a calibration of the 
real fluid for the desired precision or metrological accuracy, as the fluidic properties 
will have a nonlinear response in the full dynamic range. The limited dynamic range 
and the accuracy would not be desirable for the precision requirements for many 
microfluidic applications such as drug infusion. Also, these flow sensing products 
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fluids, of which the automotive airflow sensors for fuel control are the dominant 
application. The structure showed in Figure 1(a) is a typical one for a microma-
chined calorimetric mass flow sensor on which a microheater is placed at the center 
of the membrane. Two temperature sensors are made symmetrically at the up and 
downstream of the microheater. These two temperature sensors can be simple resis-
tors of identical resistance values or identical thermal-piles. There are a variety of 
approaches to realize data acquisition. The commonly used ones are either to keep 
the microheater at a constant heating power or to maintain a constant temperature 
from the up and downstream sensor and then measure the heat transfer or tem-
perature differences between the measurements of the up and downstream sensors 
as the flowing fluid will take away the heat from the microheater resulting in a 
heat redistribution. By calibration, such heat transfer can be correlated to the mass 
flowrate of the fluids. In this approach, the measurement is susceptible to low flow-
rate. As its nomenclature indicates, the measurement is dependent on the fluidic 
thermal properties of thermal capacitance and thermal conductivity. The thermal 
sensing using the resistor-based microheater and resistor sensing has the intrinsic 
temperature effects associated with the environmental conditions, which need to 
be compensated for better accuracy. For this purpose, another sensor placed on the 
substrate (the yellow element shown in Figure 1) is used to gauge the environmen-
tal temperature and correct the resistance value due to environmental temperature 
variations. The detailed theoretical interpretation and governing physics can be 
found in the literature as well as the international standard [1, 46].

The major challenge of applying the micromachined thermal sensor to meter 
microfluidic is the package. For the gaseous sensors, the membrane often has 
openings that balance the surface’s fluidic pressure against the membrane deforma-
tion. The change of the membrane position will greatly impact the measurement as 
the sensor position will be significantly altered with membrane flatness changes. 
However, for microfluidic measurement, the opening will be detrimental once the 
liquid-filled up the cavity underneath the membrane. Therefore, the commercially 
available approach [41] for the package is to have the sensor placed outside the 
channel with the sensor’s surface close to the outer channel wall. Therefore, the 
channel will need to be thin enough and have good thermal conductivity for heat 
transfer effectiveness. One of the selections of the channel is a fused silica tube. 
As the membrane that supports the sensing element is typical with a thickness of 1 
micrometer, attach the think tube to the sensor is a very tedious process with a high 
cost. In addition, compared to the applications for gaseous fluids, the thermal wall 
of the fused silica also reduces the sensitivity of the sensor, leading to a significantly 
smaller measurement dynamic range (<50: 1), which is certainly not desired for 

Figure 1. 
Graphic illustration of the micromachined thermal flow sensors (on silicon) with the flow sensing principles: 
(a) calorimetry; (b) anemometry and (c) thermal time-of-flight.
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microfluidic applications. The commercially available calorimetric microfluidic 
sensors offer a typic <40:1 dynamic range with the lowest detection flowrate of 
7.5 nL/min and the best accuracy of ±5% of reading at the full scale. There are also 
concerns about the constant thermal power at the channel’s specific area during the 
measurement in practical applications. This will be discussed later in detail.

2.2.2 Anemometric flow sensing

The first micromachined thermal flow sensor on silicon is made with the anemo-
metric flow sensing principle [47]. Thermal anemometry is also known as energy 
dissipative sensing, and its measurement scheme is relatively simple, as shown in 
Figure 1(b). Only one sensing element is placed downstream. Alternatively, the 
sensing element can also be placed upstream, as the measurement of the fluidic 
flowrate is only from the microheater (a sensing element). The temperature sensor 
is used as a fluid temperature reference. Therefore, instead of measuring the fluidic 
flow-induced changes of the temperature profile at the centralized microheater with 
calorimetry, the anemometry measures the heat loss due to the forced convection. 
In this case, with the supporting control circuitry, adjusting the microheater power 
will allow the measurement to be much easier for higher flowrates. Simultaneously, 
the sensitivity at low flow will be lower compared to the sensing principle of calo-
rimetry. Another character of the anemometry is that its correlation with the fluidic 
thermal properties has a larger nonlinear effect resulting in the difficulties to apply 
a constant fluidic conversion factor for correction of the flowrate data when the 
measured fluid has different thermal properties from those of the calibration fluid. 
For the same reason, the temperature compensation scheme for the anemometry is 
more complicated than that for the calorimetry.

One commercially available anemometric microfluidic flow sensor, per 
the structure described in the company’s webpage, [43] also takes the package 
approach similar to the earlier mentioned one of the calorimetric microfluidic 
sensors. The sensor is placed at the outer wall of a thermally conductive fine quartz 
glass tube by machining the tube surface into a smooth flat. Instead of a single 
micromachined sensing chip, two chips are used. A special glue was applied to 
attach the chip to the quartz tube’s flat surface, forming a close contact for the 
required heat transfer. The heater chip and temperature chip are separated at a 
certain distance forming the configuration of an anemometer. The heat transfer 
needed for the measurement provided by the sensor is achieved via thermal diffu-
sion. These package approaches are also similar to the traditional capillary thermal 
mass flow sensors, where the hot wires are winded onto the surface of a special 
stainless tube. However, the micromachined sensor will have a much lower heat-
ing temperature than those by the capillary sensor. Because of the heat diffusion, 
control the heat for the low flowrate measurement would be very challenging, 
resulting in a small dynamic range and large measurement errors (full-scale error 
rate) towards the low detection limit. The current offered anemometric microflu-
idic flow meter has a guaranteed dynamic range of 50:1 with the lowest detectable 
flowrate of 100 μL/min and the best accuracy of ±5% of reading.

2.2.3 Thermal time-of-flight flow sensing

Both the calorimetric and anemometric flow sensors require a calibration of the 
real fluid for the desired precision or metrological accuracy, as the fluidic properties 
will have a nonlinear response in the full dynamic range. The limited dynamic range 
and the accuracy would not be desirable for the precision requirements for many 
microfluidic applications such as drug infusion. Also, these flow sensing products 
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could only provide mass flowrate measurements. The microfluidic applications 
would appreciate additional fluidic information such as fluidic concentration, phys-
ical or even chemical properties of the fluids at the same time. To this end, thermal 
time-of-flight sensing technology offers much of the competitive advantages. The 
thermal time-of-flight sensing concept can be traced back to the late 1940s [48] and 
has been an interest in many subsequent research works [49–51]. The thermal time-
of-flight sensing measures the heat transfer transient time as well as the responses 
at each sensing element. Several sensing elements can be placed downstream of 
the microheater. Consequently, this approach can measure additional parameters 
other than the flowrates [52]. The sensor works with a thermal pulse or modulated 
thermal wave signals. Compared to calorimetry or anemometry, the transient 
time-domain data are much more immutable to the background interferences. 
Despite the advantages, a commercially available thermal time-of-flight flow meter 
is not seen until the past decade [42]. One reason could be that the microheater 
must possess a mass as small as possible for the needed thermal response to enable 
the measurement scheme. In the traditional approach, such a tiny wire is extremely 
vulnerable for reliability in actual applications. On the other hand, pure time-of-
flight will only measure the flow velocity. In contrast, the other parameters require 
advanced and complicated electronics that are not readily accessible until recent 
years. Nevertheless, the sensor build and package limitation will still lead to a non-
pure time-of-flight, and calibration will be required to remove those effects. On 
the other hand, these effects can also be used to provide additional fluidic informa-
tion. For the microfluidic applications, the microheater is driven with a modulated 
microheater, the constant heating spot in the flow channel is therefore eliminated. 
The sensor outputs flow velocity as well as fluidic mass flowrate and the additional 
data of the fluidic properties, making the thermal time-of-flight technology an ideal 
approach for the desired microfluidic flow measurement applications.

Figure 2 shows a typical structure of a micromachined thermal time-of-flight 
sensor chip [53]. The micromachined process has a wide spectrum of materials 
selection to allow the sensor with excellent thermal isolation while not sacrificing 
reliability. This is particularly important for the thermal time-of-flight sensing that 
requires a super-fast thermal response. The blue materials showed in Figure 2(b) 
can be silicon or glass substrate. The gray colored block will be for thermal isolation. 
For example, a 10 ~ 15 μm parylene conformal layer will provide the properties of 
the good material of stiffness and robustness for the application. The green-colored 
materials need to have good thermal conductivity while excellent surface passivation 
for reliability. Ideal materials include multi-layered silicon nitride or silicon carbide. 
Underneath the microheater and sensing elements, a cavity will enhance the thermal 
performance of the sensor chip. The brown-colored elements are for microheater and 
sensing elements. One sensing element is placed directly on the substrate to measure 
the environmental temperature that provides the compensation of the microheater’s 
temperature performance and control. In the photo shown in Figure 2(a), the central 
element has another sensing element at the proximity of the microheater, which is 
used to fine-tune the microheater temperature or power with those other physical 
properties such as thermal conductivity can be precisely acquired.

The heat transfer in the thermal time-of-flight configuration is measured by 
the temperature T with time t in the flow direction x of non-uniform temperature 
distribution, determined by the flow medium’s conductivity and diffusivity. The 
working principle can be expressed as below, [52].
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Where Q is the heat generated by the microheater that is normally modulated 
with a square or sine wave, k is the thermal conductivity, ρ is the density, c is the 
heat capacity of the flow medium, and Vx is the fluid velocity. With one dimen-
sional approximate, the fluid velocity, Vx, between the microheater and the sensing 
element would be determined by fluid thermal conductivity k, thermal diffusivity 
α, and the modulated heat Q, [54].
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Therefore, if the sensor only has a microheater and a sensing element pair, the 
measurement will still be dependent on the flow medium properties. The micro-
heater and the sensing elements all have the fluidic dependent response that needs 
to be removed for the complicated fluids. Simple calibration with the conventional 
fluid can be applied for the fluid measurement without losing the metrology 
accuracy. A micro-machining process’ advantages allow placing multiple sensing 
elements on the same chip without adding any cost that makes it possible to have 
the measurement independent of the fluidic properties. The thermal time-of-flight 
will not be a simple flow velocity measurement. The measured changes in the 
amplitude are directly proportional to the heat transfer between the microheater 
and the sensing elements that will provide the mass flowrate similar to the calori-
metric or anemometric approach per the data acquisition process. The time-domain 
data yield additional information, which allows the acquisition of additional fluidic 
thermal dynamic properties such as thermal conductivity and specific heat. In 
the microfluidic flow measurement, the liquid is generally non-compressible. The 
pressure effects of compressibility can be considered secondary. Compared to the 
gaseous fluids, liquid has a much large heat capacitance making the sensing element 
resistance-related temperature effects less pronounced. And most importantly, with 
the multiple sensing elements on a single chip, the measurement dynamic range can 
be substantially extended. A practical 7500:1 dynamic range can be achieved with 
two or three pairs of sensing elements.

2.3 Coriolis flow sensing

Coriolis mass flow sensing principle has been well documented, and the first 
commercial product was introduced to the market in 1977 by Micro Motion. It is a 
true mass flow sensing technology with very high precision by utilizing an exciting 

Figure 2. 
Example of a micromachined thermal time-of-flight sensing chip: (a) optical photo of the chip, top view;  
(b) cross-section schematic.
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could only provide mass flowrate measurements. The microfluidic applications 
would appreciate additional fluidic information such as fluidic concentration, phys-
ical or even chemical properties of the fluids at the same time. To this end, thermal 
time-of-flight sensing technology offers much of the competitive advantages. The 
thermal time-of-flight sensing concept can be traced back to the late 1940s [48] and 
has been an interest in many subsequent research works [49–51]. The thermal time-
of-flight sensing measures the heat transfer transient time as well as the responses 
at each sensing element. Several sensing elements can be placed downstream of 
the microheater. Consequently, this approach can measure additional parameters 
other than the flowrates [52]. The sensor works with a thermal pulse or modulated 
thermal wave signals. Compared to calorimetry or anemometry, the transient 
time-domain data are much more immutable to the background interferences. 
Despite the advantages, a commercially available thermal time-of-flight flow meter 
is not seen until the past decade [42]. One reason could be that the microheater 
must possess a mass as small as possible for the needed thermal response to enable 
the measurement scheme. In the traditional approach, such a tiny wire is extremely 
vulnerable for reliability in actual applications. On the other hand, pure time-of-
flight will only measure the flow velocity. In contrast, the other parameters require 
advanced and complicated electronics that are not readily accessible until recent 
years. Nevertheless, the sensor build and package limitation will still lead to a non-
pure time-of-flight, and calibration will be required to remove those effects. On 
the other hand, these effects can also be used to provide additional fluidic informa-
tion. For the microfluidic applications, the microheater is driven with a modulated 
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Where Q is the heat generated by the microheater that is normally modulated 
with a square or sine wave, k is the thermal conductivity, ρ is the density, c is the 
heat capacity of the flow medium, and Vx is the fluid velocity. With one dimen-
sional approximate, the fluid velocity, Vx, between the microheater and the sensing 
element would be determined by fluid thermal conductivity k, thermal diffusivity 
α, and the modulated heat Q, [54].
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Therefore, if the sensor only has a microheater and a sensing element pair, the 
measurement will still be dependent on the flow medium properties. The micro-
heater and the sensing elements all have the fluidic dependent response that needs 
to be removed for the complicated fluids. Simple calibration with the conventional 
fluid can be applied for the fluid measurement without losing the metrology 
accuracy. A micro-machining process’ advantages allow placing multiple sensing 
elements on the same chip without adding any cost that makes it possible to have 
the measurement independent of the fluidic properties. The thermal time-of-flight 
will not be a simple flow velocity measurement. The measured changes in the 
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metric or anemometric approach per the data acquisition process. The time-domain 
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Coriolis mass flow sensing principle has been well documented, and the first 
commercial product was introduced to the market in 1977 by Micro Motion. It is a 
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Figure 2. 
Example of a micromachined thermal time-of-flight sensing chip: (a) optical photo of the chip, top view;  
(b) cross-section schematic.



Advances in Microfluidics and Nanofluids

64

tube which fluid is flowing through, and the tube oscillates artificially. The changes 
of the tube oscillation in time and space are a direct measure of the mass flow. One 
advantage of the Coriolis sensing approach is that the fluid density can be simultane-
ously determined from the oscillation frequency of the measuring tube. But it also 
requires a minimum density of fluid such that the resolution of the oscillation can be 
registered. It also suffers a high-pressure loss and a smaller dynamic range. The high 
cost of the measuring tube manufacture sparked the attempt with micromachining, 
and the first research paper was published in 1997 [55]. With the micromachining 
process, the MEMS Coriolis mass flow sensor can be well applied for microfluidic 
flow measurements. The commercially available Coriolis meters sensors via micro-
machining either consists of a silicon microtube via silicon wafer fuse bonding and 
an integrated temperature sensor [56] or a silicon-rich silicon nitride tube coupled 
with a strain gauge readout [57, 58]. The micromachined Coriolis sensor using silicon 
nitride tube has a thin tube wall of about 1.2 μm and is much lighter than the silicon 
tube. Hence, the light-weighted tube would have a smaller mass than the fluid it mea-
sures that simplify the package, and leads to the possibility to measure the fluids at 
ambient pressure. The demonstrated Coriolis sensor could measure liquid mass flow, 
density, and temperature (if a temperature sensor is integrated) simultaneously. 
Another advantage for the MEMS Coriolis mass flow sensor is that it usually operates 
at a much higher resonant frequency with substantially less vibratory influences from 
the environments than those for the traditional Coriolis mass flow technology.

Like the MEMS thermal mass flow sensors, the micro Coriolis mass flow sensor 
also requires clean fluid. Even fine particles can damage or clog the sensor, consid-
ering the measuring tube’s tiny channel. Besides, the sensor will not function well 
in liquid with high viscosities and liquid with chemical reactions. The high-speed 
liquid flow may also alter the performance of the sensor unless bypass configuration 
is applied. The superior true mass flow accuracy of a Coriolis sensor is overshad-
owed by its footprint, complication in the package, and cost in the manufacturing 
process that diminishes high volume and/or disposable applications, which would 
be a necessity in some microfluidic applications for cross-contamination preven-
tion. The fluidic property independence measurement characteristics also limit its 
measurements only for flowrate and density. Other fluidic property measurements 
will require integrating additional sensing elements, further enlarging the sen-
sor footprint, indicating an even higher cost for the final product manufacture. 
Therefore, although the micromachined Coriolis sensor’s demonstration has been 
over two decades, the applications are still very limited.

2.4 Other microfluidic flow sensing technologies

Flow sensors are likely the ones that can be made with the most versatile tech-
nologies and are vastly selectable to the applications. More than twenty different 
physical measurement principles are commercially available on the market for 
flow metrology. However, for microfluidics, the options are limited. Other than 
the commercially available thermal mass flow sensors and Coriolis flow sensors, 
micromachining advancement offers opportunities for many studies with a wide 
spectrum of technologies applied for microfluidic flow sensing. But commercializa-
tion of many of those is still in question. Some selected researches micromachined 
flow sensing technologies are discussed below.

2.4.1 Acoustic microfluidic flow sensing

In addition to micromachined thermal and Coriolis sensors, micromachined 
ultrasonic sensors are also commercially available. Ultrasonic flow sensing is one 
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of the well-documented technology for flow metrology with high accuracy. By 
measuring the time differences of the ultrasonic signals propagating in the oppo-
site direction of a fluidic medium, the flow speed can be accurately measured. 
Therefore, it has the advantage of a pure velocity measurement independent of the 
fluidic properties. As a sound propagation, it will not require direct contact with the 
fluids that it measures, or it is non-invasive, which is very attractive for microfluidic 
related medical applications. However, it will normally require dual transducers 
placed in opposite directions or at a certain angle with respect to a reflector. This 
prevents the reduction in footprint and cost. For the microfluidic applications, its 
signals reduce significantly at the low flow speed, and it is also very sensitive to the 
fluids where cavitation or dissolution may exist. The current commercially avail-
able ultrasonic flow meters for microfluidics have about a 50:1 dynamic range and 
a detection limit of 300 μL/min [59]. Some research indicated that the ultrasonic 
transducer could be integrated into the microfluidic channel, but the capability for 
flow metrology is yet to be demonstrated [60].

Acoustic device applications in microfluidics are mostly for fluid handling, and 
surface acoustic wave (SAW) sensing and actuation is another approach that can 
be integrated into the microfluidic channels [61]. Some efforts were also made to 
measure the flowrate with the SAW devices. It has been reported that a microma-
chined interdigital transducer (IDT) could direct the fluidic droplets via the excited 
acoustic streaming that is fast and material independent [62]. In another study, 
[63] a SAW sensor with dual symmetrical IDTs made on a 30 mm by 30 mm square 
quartz crystal substrate was used to measure the flowrate in a designed channel by 
recording the delay times and the corresponding frequencies. A close to a linear cor-
relation between the phase shift from the delay time and flowrate was established. 
The SAW sensors can be independent of the fluidic properties; however, they 
require a much larger footprint, and temperature compensation is also complicated 
compared to thermal sensing approaches.

2.4.2 Differential pressure microfluidic flow sensing

Measurement of flowrate with differential pressure is one of the oldest flow 
sensing technologies. Micromachined differential pressure sensors have been well 
established and are widely available on the market at a very low cost. Most sen-
sors are made on a silicon nitride membrane or diaphragm with the piezoresistive 
sensing elements at the edges of the membrane or with a capacitance measuring 
principle for the low differential pressures [64, 65]. The advantages of a differential 
pressure sensor for flow measurement are lower power consumption and relatively 
easy installation with fewer effects on the flow conditioning. They are also indepen-
dent of the fluidic properties. The microfluidic flow regime is purely laminar, and 
the pressure loss is linear with the flow velocity. However, limited by its sensitivity, 
the measurement dynamic range of a differential pressure sensor is normally small. 
In particular, for microfluidic applications, the pressure drop at a tiny distance 
may not even generate enough sensitivity for the measurement. The dependence of 
the microfluid’s pressure loss on the dynamic viscosity also requires a temperature 
sensor at the proximity for the needed compensation. Other phenomena such as 
cavitation or multi-phase flow will have a big impact on the measurement of the 
pressure and hence the accuracy of the deduced flowrate.

Flow measurement with drag force is an alternative pressure-related flow sens-
ing approach. Due to the size restriction, such a sensor does not favor being placed 
inside the microfluidic channel. However, in an ideally integrated microfluidic 
system, there will be valves and other actuators. The drag force-sensing approach 
could be combined with the actuation parts in the system. A typical drag force 
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ering the measuring tube’s tiny channel. Besides, the sensor will not function well 
in liquid with high viscosities and liquid with chemical reactions. The high-speed 
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relation between the phase shift from the delay time and flowrate was established. 
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require a much larger footprint, and temperature compensation is also complicated 
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the pressure loss is linear with the flow velocity. However, limited by its sensitivity, 
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In particular, for microfluidic applications, the pressure drop at a tiny distance 
may not even generate enough sensitivity for the measurement. The dependence of 
the microfluid’s pressure loss on the dynamic viscosity also requires a temperature 
sensor at the proximity for the needed compensation. Other phenomena such as 
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inside the microfluidic channel. However, in an ideally integrated microfluidic 
system, there will be valves and other actuators. The drag force-sensing approach 
could be combined with the actuation parts in the system. A typical drag force 
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sensor is to utilize a cantilever or a diaphragm [66]. The mechanical deflection 
can be read out with an optical microscope or photodiode. Another approach to 
measuring the deflection is to utilize the piezoresistive or piezoelectric elements 
embedded at the positions where maximal deformation could occur at the designed 
cantilever or diaphragm. To increase the measurement sensitivity, the Fabry Perot 
spectrum’s fringe shift was used to measure the cantilever movement correlated 
flowrate, which, however, complicated the data acquisition and limited the package 
options [67]. The materials used to make the micro-cantilevers are silicon nitride, 
SU8, and polydimethylsiloxane (PDMS). An integrated micro-cantilever inside 
the microfluidic channel via the microfluidic favorable PDMS process achieved a 
capability of detecting 200 μL/min flowrate but only have a small 5:1 dynamic range 
[68]. Most of the micro-cantilevers measure microliter per minute flowrate, even 
though nanoliter per minutes sensitivity was reported, but the required optical 
readout often makes the fine readings and subsequent digitization a challenge [69]. 
While piezoresistive or piezoelectric configuration is more preferred as no optical 
assistance in readout will be needed. On the other hand, as the piezoelectric can-
not detect a static flow, piezoresistive is considered a better choice. The cantilever 
sensors are more sensitive than diaphragm sensors, but there are still concerns for 
their reliability and repeatability per the moving cantilever. The sensitivity of these 
sensors also requires meaningful pressure or critical mass to activate the deforma-
tion of the cantilever or diaphragm. Such pressure is not necessarily existing in the 
microfluid subject to measurement.

2.4.3 Microwave microfluidic flow sensing

The non-invasive approach is always preferred in microfluidic applications, 
for which life science is the major focus. A microwave microfluidic flow sensor 
is reported [70] to achieve a large dynamic range of 1-300 μL/min with a high 
resolution of 1 μL/min. The detection of the flowrate with the microwave is via 
the measurement of a membrane that was a part of a microfluidic channel and 
on which the fluid is flowing over, causing the deflection of the membrane. 
Therefore, it could also be a type of differential pressure sensing. The measure-
ment element is the microwave resonator that detects the effective capacitance 
because of the changes in the deflected thin membrane’s effective permittivity 
due to the channel pressure changes by the flowing fluid at different flowrates. 
This configuration is much easier to be packaged with the microfluidic channel, 
and it is a true noncontact detection that can be miniaturized compared to the 
optical assisted readout. The microwave flow sensor is consisting of two criti-
cal components. One is the microfluidic channel with the membrane that was 
micromachined with PDMS soft lithography and replica molding. PDMS is a 
preferred material for microfluidics for its compatibility, and more importantly, 
it is transparent to microwave with a low loss. The membrane is about 1.5 to 3 mm 
in diameter and 100 μm in thickness, strong enough to hold the fluidic pressure 
inside the microfluidic channel. Simultaneously, it is thin enough for the sensitiv-
ity of the resonator function needed for the measurements. The second compo-
nent of the flow sensor is the microwave resonator, designed into an open-ended 
half-wavelength ring resonator with a microstrip structure on a high-performance 
microwave substrate made of a 35 μm copper layer on top and bottom surfaces. 
The resonator operated at a 4 GHz resonant frequency. The fabrication is via the 
cost-effective conventional printed circuitry board processing. However, the 
integration with the microchannel made strong application dependence and dif-
ficulties in controlling the cost. Also, the metrological performance of this sensor 
was not well documented.
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2.4.4 Optical microfluidic flow sensing

Optical flow sensing is attractive to the microfluidic application for its non-
invasive and high accuracy features. Laboratory flow measurements such as particle 
image velocimetry, infrared thermal velocimetry, and laser interferometry are 
reported for microfluidic metrology studies [71–74]. These optical technologies are 
all having complicated bulk settings and require the microfluidic channels to be 
optically transparent. While the miniaturization efforts continue to focus on micro-
fluidics, optofluidics is now a dedicated field for the studies of the combined optics 
and microfluidics with targeted miniaturized optical integration sensing functions 
into a single microfluidic chip. In a microscale optical flow sensor report, [75] 
an optical fiber structure was fabricated in the form of a drag force cantilever to 
measure the microfluidic flow. A stripped single-mode optical fiber was positioned 
across a microfluidic channel and aligned with a multi-mode fiber receiver. The 
microfluidic flow in the perpendicular directions will displace the fiber cantilever 
tip, causing the light intensity change at the aligned receiver. The reported sensor 
had achieved a measurement dynamic range over 60:1 and a minimal detection of 
7 μL/min. However, the making of the sensor would be quite complicated with the 
fiber alignment, and direct contact of the flowing fluid with the fiber cantilever is 
also required. In another report using the optical approach for flow sensing, minia-
turized fluorescence sensing is attempted for micro molecular tagging velocimetry 
in microfluidics [76], but these methods are not cost-effective and yet to reach the 
small footprint.

In an alternative optical sensing approach, [77] a collimated light beam was 
employed to excite the surface plasmon resonance at a gold film on top of a poly-
methyl methacrylate (PMMA) microfluidic channel. The fluidic flow will cause the 
temperature redistribution inside the microfluidic channel, which alters the refrac-
tive index above the metal film. The refractive index is inversely proportional to the 
temperature. By acquiring and analyzing the image of the excited surface plasmon, 
the flowrate could be measured. However, since surface plasmon resonance is very 
sensitive to temperature, and the response is nonlinear, a full functional measure-
ment scheme and affirmation of metrology parameters will need additional efforts.

2.4.5 Impedance based microfluidic flow sensing

The impedance flow sensing principle is also a topic in the studies for microflu-
idics. The electrical impedance flow measurement has the advantage of simplicity. 
The configuration has fewer requirements for environmental parameter compensa-
tion and can be applied to a wide range of fluids. A cascade finger structure of the 
electrical impedance sensor could help the measurement accuracy of pulsed flow. 
However, the electrical impedance measurement is strongly dependent on the 
fluid properties and is only applicable to conductive fluids. In a report [78] of an 
electrical impedance microfluidic flow sensor, the simple two surface electrodes are 
embedded inside a microfluidic channel. An alternating current signal was applied 
across the microfluidic channel. The fluid is equivalent to a diffuse layer capacitance 
impedance or the parallel capacitance impedance, and the electrode forms the serial 
capacitance impedance with the fluid. By optimizing the applied voltage frequency, 
the measured impedance can be well correlated to the flowrate. The reported data 
achieved a 50 nL/min detection limit and about 10:1 dynamic range.

In another approach, the measurement of the magnetic impedance of a hair 
microfluidic flow sensor offers the ultra-low-power option [79]. The sensor was 
made by depositing a giant magnetoimpedance (GMI) layer on top of a glass sub-
strate. A PMMA master pillar mold was then applied to the pre-formed magnetic 
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sensitive to temperature, and the response is nonlinear, a full functional measure-
ment scheme and affirmation of metrology parameters will need additional efforts.
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idics. The electrical impedance flow measurement has the advantage of simplicity. 
The configuration has fewer requirements for environmental parameter compensa-
tion and can be applied to a wide range of fluids. A cascade finger structure of the 
electrical impedance sensor could help the measurement accuracy of pulsed flow. 
However, the electrical impedance measurement is strongly dependent on the 
fluid properties and is only applicable to conductive fluids. In a report [78] of an 
electrical impedance microfluidic flow sensor, the simple two surface electrodes are 
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across the microfluidic channel. The fluid is equivalent to a diffuse layer capacitance 
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capacitance impedance with the fluid. By optimizing the applied voltage frequency, 
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In another approach, the measurement of the magnetic impedance of a hair 
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nanocomposite of permanent magnetic nanowire and PDMS mixture on the GMI 
layer. The formed flow sensor was placed inside the microfluidic channel. When the 
fluid flows through the pillars, the flow will force the pillars to bend, resulting in 
the change of the magnetic field sensed by the GMI layer and output the signals that 
can be correlated to the flowrate. The results showed a measurement of the water 
flow speed up to 7.8 mm/sec and a resolution of 15 μm/sec with a typical power of 
31.6 μW. The study also indicated that by optimizing the parameters, the power 
could be further lowered to about 80 nW.

3. Factors impacting the microfluidic flow sensing

The flow metering at the microfluidic scale is quite different from those in a 
large pipeline. Many factors that may be trivial in the conventional fluidic dynamics 
become critical for microfluidic metrology. In this section, some critical factors are 
discussed.

3.1 Microfluidic channel and fluid interactions

In the classic fluidic dynamics, the Moody chart indicates that at laminar flow, 
the friction factor is inversely proportional to Reynolds number where only viscos-
ity of the fluid plays the role and diffusion is normally not in consideration. In 
the dimension of a microfluidic channel, the surface area relative to the volume is 
dramatically larger than those in a large pipe. For the flow speed of interests, factors 
such as surface tension and diffusion are all having their critical contributions to 
the microfluidic flow metrology. The capillary number then would be much more 
important than the Reynolds number [80]. Besides, the majority of microfluidic 
processes are water-based. Water has a molecular size of about 0.27 nanometer, and 
it is dipolar in nature. Water interaction with the solid surface is inevitable, and 
such interaction will be pronounced as interaction will involve a significant portion 
of the total volume of the microfluidics. Most of the solid surfaces at the microscale 
would be imperfections that are full of defects with dimensions larger than the 
water molecule. Water viscosity is also very sensitive to temperature in the appli-
cable ranges. These effects will be even more pronounced in the biological fluid case 
where the electrolyte is often present as the chemical state of the surface would be 
altered, either by ionization of covalently bound surface groups or by ion adsorp-
tion [81]. Hence, to ensure the accuracy in the flow measurement for microfluid-
ics, the interactions between fluid and solid channel surface must be considered, 
especially for the long term repeatability, reproducibility, or reliability.

The detailed studies on the fluidic handling and flowrates impacted by the fluid 
and microchannel interactions are not well documented. However, in a few reports 
on the long-term stability of the commercially available calorimetric flow sensors 
for microfluidics, it was reported that the measurement accuracy tended to have a 
time-dependence. The long-term drift was always towards negative directions with 
a more pronounced deviation at the full-scale flowrate. For example, one report 
[82] tested the reproducibility of several commercial calorimetric flow sensors of 
the identical model for the time dependence in water. It was found that although the 
sensor to sensor performance was inconsistent, the accuracies of all sensors drifted 
towards negative with time, with −25% deviations at the full-scale flowrate in about 
5 months. Although the report did not speculate the reasons for the deviations, 
this phenomenon could be a direct reflection of the water interactions with the 
microfluidic channel walls. The sensor chip was fixed to a fine tube with a machined 
flat surface in the product package. It would difficult to guarantee the consistency 
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of such attachment. The heat transfer was from a microheater with a constant heat 
diffusion at a fixed glass wall area. This area with a constant heat might promote 
the interaction between water and any defective sites on the inner channel surface, 
forming an interface with water-filled pinholes that could percolate laterally, reduc-
ing the thermal responses because of the wetted surface condition compared to 
the dry one at the calibration. Hence the measurement would be gradually moving 
towards the values with negative deviations.

3.2 Microfluidic cavitation

Cavitation is often known as a detrimental phenomenon in high-speed flows 
that leads to mechanical damages at the flow path. However, it can also be utilized 
for industrial processing in classic fluidic dynamics. In microfluidics, cavitation 
inception is via the diffusion of dissolved gas into the available nuclei. It can occur 
even at a pure Stokes flow, but the cavitating flow will not normally lead to mechan-
ical defectiveness due to the relatively low energy release, but it can dramatically 
generate the local flow speed spike. Cavitation has become a growing research topic 
in microfluidics. It is not only because the cavitation flow is inevitable in many 
applicable microfluidic flow conditions, but it can also be employed as a tool for 
microfluidic manipulation such as pumping and mixing via the control of cavitation 
size alternation. The cavitation can harvest and release energy upon collapse in the 
microfluidic process. The removal of cavitation can be done with properly designed 
materials for the microfluidic channels [83–86].

The cavitation presence will greatly impact the measurement reproducibility 
or accuracy for any flow sensors regardless of the measurement principles. The 
calibration setup for a microfluidic meter normally requires a degassing device in 
serial to the calibration line, and degassing is always performed before the start of 
calibration [39]. The cavitating flow is in fact a two-phase flow. Therefore when a 
flow sensor calibrated at a cavitation-free condition is applied to measure a cavitat-
ing flow, the measurement deviations will be inevitable. The current tools of the 
cavitation studies are visualization approaches such as colorimetry or via high-speed 
camera for which a transparent flow channel will be required to collect the data. 
However, in practical applications, the channels are often opaque. Therefore, it is of 
interest to have additional measurement approaches that can alert in situ when the 
cavitation is present in microfluidics. In some applications such as drug delivery, 
the infusion with cavitating fluids into a human body will be very harmful, not just 
for the uncertainties in totalized delivered drugs. Of the flow sensing technolo-
gies discussed above, the thermal sensing approach could be a viable tool to detect 
cavitation while correcting the quantified microfluidic delivery. Figure 3 shows the 
response of a thermal time-of-flight sensor used to detect the bubbles inside the 
microfluidic channel. (Figure 3, Left) The channel design can be found in a previous 
report [87]. As the two air bubbles (one big and one small) pass through the channel 
sequentially, the fluidic properties that the sensor senses will be drastically differ-
ent from those of the pure liquid. In the case of water with air bubbles, the smaller 
thermal conductivity and substantially lower density for the mixture will prompt a 
faster heat transfer resulting in a recorded positive flowrate spike. With additional 
sensing elements to capture the flow speed of the fluid, the time of the burst spike 
can be used to estimate the sizes of the bubbles. Further, the gas properties inside 
the bubble might also be detected per the calibration of the sensing element thermal 
response to the fluid. While in another case, the sensor could also be applied to study 
the cavitation (Figure 3, right). The as-calibrated thermal time-of-flight sensor will 
normally have an accuracy within ±1%. After calibration in DI water and subsequent 
verification, the same sensor was kept at the same microfluidic channel at null flow 



Advances in Microfluidics and Nanofluids

68

nanocomposite of permanent magnetic nanowire and PDMS mixture on the GMI 
layer. The formed flow sensor was placed inside the microfluidic channel. When the 
fluid flows through the pillars, the flow will force the pillars to bend, resulting in 
the change of the magnetic field sensed by the GMI layer and output the signals that 
can be correlated to the flowrate. The results showed a measurement of the water 
flow speed up to 7.8 mm/sec and a resolution of 15 μm/sec with a typical power of 
31.6 μW. The study also indicated that by optimizing the parameters, the power 
could be further lowered to about 80 nW.

3. Factors impacting the microfluidic flow sensing

The flow metering at the microfluidic scale is quite different from those in a 
large pipeline. Many factors that may be trivial in the conventional fluidic dynamics 
become critical for microfluidic metrology. In this section, some critical factors are 
discussed.

3.1 Microfluidic channel and fluid interactions

In the classic fluidic dynamics, the Moody chart indicates that at laminar flow, 
the friction factor is inversely proportional to Reynolds number where only viscos-
ity of the fluid plays the role and diffusion is normally not in consideration. In 
the dimension of a microfluidic channel, the surface area relative to the volume is 
dramatically larger than those in a large pipe. For the flow speed of interests, factors 
such as surface tension and diffusion are all having their critical contributions to 
the microfluidic flow metrology. The capillary number then would be much more 
important than the Reynolds number [80]. Besides, the majority of microfluidic 
processes are water-based. Water has a molecular size of about 0.27 nanometer, and 
it is dipolar in nature. Water interaction with the solid surface is inevitable, and 
such interaction will be pronounced as interaction will involve a significant portion 
of the total volume of the microfluidics. Most of the solid surfaces at the microscale 
would be imperfections that are full of defects with dimensions larger than the 
water molecule. Water viscosity is also very sensitive to temperature in the appli-
cable ranges. These effects will be even more pronounced in the biological fluid case 
where the electrolyte is often present as the chemical state of the surface would be 
altered, either by ionization of covalently bound surface groups or by ion adsorp-
tion [81]. Hence, to ensure the accuracy in the flow measurement for microfluid-
ics, the interactions between fluid and solid channel surface must be considered, 
especially for the long term repeatability, reproducibility, or reliability.

The detailed studies on the fluidic handling and flowrates impacted by the fluid 
and microchannel interactions are not well documented. However, in a few reports 
on the long-term stability of the commercially available calorimetric flow sensors 
for microfluidics, it was reported that the measurement accuracy tended to have a 
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forming an interface with water-filled pinholes that could percolate laterally, reduc-
ing the thermal responses because of the wetted surface condition compared to 
the dry one at the calibration. Hence the measurement would be gradually moving 
towards the values with negative deviations.

3.2 Microfluidic cavitation

Cavitation is often known as a detrimental phenomenon in high-speed flows 
that leads to mechanical damages at the flow path. However, it can also be utilized 
for industrial processing in classic fluidic dynamics. In microfluidics, cavitation 
inception is via the diffusion of dissolved gas into the available nuclei. It can occur 
even at a pure Stokes flow, but the cavitating flow will not normally lead to mechan-
ical defectiveness due to the relatively low energy release, but it can dramatically 
generate the local flow speed spike. Cavitation has become a growing research topic 
in microfluidics. It is not only because the cavitation flow is inevitable in many 
applicable microfluidic flow conditions, but it can also be employed as a tool for 
microfluidic manipulation such as pumping and mixing via the control of cavitation 
size alternation. The cavitation can harvest and release energy upon collapse in the 
microfluidic process. The removal of cavitation can be done with properly designed 
materials for the microfluidic channels [83–86].

The cavitation presence will greatly impact the measurement reproducibility 
or accuracy for any flow sensors regardless of the measurement principles. The 
calibration setup for a microfluidic meter normally requires a degassing device in 
serial to the calibration line, and degassing is always performed before the start of 
calibration [39]. The cavitating flow is in fact a two-phase flow. Therefore when a 
flow sensor calibrated at a cavitation-free condition is applied to measure a cavitat-
ing flow, the measurement deviations will be inevitable. The current tools of the 
cavitation studies are visualization approaches such as colorimetry or via high-speed 
camera for which a transparent flow channel will be required to collect the data. 
However, in practical applications, the channels are often opaque. Therefore, it is of 
interest to have additional measurement approaches that can alert in situ when the 
cavitation is present in microfluidics. In some applications such as drug delivery, 
the infusion with cavitating fluids into a human body will be very harmful, not just 
for the uncertainties in totalized delivered drugs. Of the flow sensing technolo-
gies discussed above, the thermal sensing approach could be a viable tool to detect 
cavitation while correcting the quantified microfluidic delivery. Figure 3 shows the 
response of a thermal time-of-flight sensor used to detect the bubbles inside the 
microfluidic channel. (Figure 3, Left) The channel design can be found in a previous 
report [87]. As the two air bubbles (one big and one small) pass through the channel 
sequentially, the fluidic properties that the sensor senses will be drastically differ-
ent from those of the pure liquid. In the case of water with air bubbles, the smaller 
thermal conductivity and substantially lower density for the mixture will prompt a 
faster heat transfer resulting in a recorded positive flowrate spike. With additional 
sensing elements to capture the flow speed of the fluid, the time of the burst spike 
can be used to estimate the sizes of the bubbles. Further, the gas properties inside 
the bubble might also be detected per the calibration of the sensing element thermal 
response to the fluid. While in another case, the sensor could also be applied to study 
the cavitation (Figure 3, right). The as-calibrated thermal time-of-flight sensor will 
normally have an accuracy within ±1%. After calibration in DI water and subsequent 
verification, the same sensor was kept at the same microfluidic channel at null flow 
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condition with a 5 Vdc power applied for 48 hours. The sensor was then re-tested for 
the registered accuracies by referring to a high precision mechanical syringe pump 
in serial. One sees that a huge negative deviation of about −7% was recorded  
(Test B). This could be likely because the sensor’s surface had been populated with 
small air bubbles due to the prolonged constant heat that promoted the bubble 
nuclei growth and air diffusion. When the flow was started, the drag force might 
force the collapse of these bubbles causing the cooling that led to the negative devia-
tions. This was further supported by the fact that after degassing the flow micro-
channel for 15 minutes where the same sensor was installed. After the observed 
negative deviations, re-measurement of the flow accuracy with the identical 
procedure, the deviation was reduced (Test C). The deviation was further reduced 
by running the flow at the full scale for another 30 minutes (Test D). And finally, 
the sensor recovered to the original precision by dried the sensor surface with 
nitrogen and the re-test with the same procedure after degassing (Test E), which 
would effectively eliminate the cavitation by bubbles.

3.3 Microfluidic dissolution

While manipulating the microfluidics inside the designated microchannel, mix-
ing two or more fluids is a common practice. The mixture of the fluids, depending 
on the physical properties, can be miscible or immiscible. The miscible fluids will 
result in a fluid with a new concentration, while the immiscible fluids will lead to a 
Two-phase fluid. For the gas–liquid mixture, cavitation discussed in the previous 
section or bubbles will very much likely be formed depending on how dissolvable 
the gas into the liquid will be. Many studies have been dedicated to the gas–liquid 
mass transfer, particularly to the Taylor flow-related bubble forming, flowing, and 
separating, [88] oil-in-water emulsions [89], and other phase-separated immiscible 
fluids such as carbon dioxide dissolving in various fluids [90]. A gas such as air 
dissolution in water can decrease nucleation temperature, making the enlargement 
of the bubble nuclei of water resulting in cooling [91].

Microfluidic dissolution phenomena impose big challenges in metering the 
flow for a desired metrological accuracy, either with immiscible or miscible fluids. 

Figure 3. 
Left - Example of the response of a micromachined thermal time-of-flight sensor to air bubbles passing in a 
DI-water microfluidic channel; and right – shows the same sensor response at 20mL/min flow to the channel 
conditions: A – as calibrated DI water; B – tested after sensor powered on in a null flow DI water channel for 
48 hours; C – After B test and degassing for 15 minutes; D – after C and full scale full (30mL/min) flow for 30 
minutes; E – after D, the channel dried with N2 and re-test.
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The dual-phase or multi-phase flow for the immiscible fluids would involve  various 
liquid–liquid, gas–liquid, liquid–gas–liquid, and supercritical fluid flows beyond 
the capabilities of the conventional flow sensing approaches. Even with the mis-
cible fluids, the microbubbles would likely present in all cases. The changes in the 
mixture’s density and physical properties will lead to completely different heat 
and mass transfer, which will significantly deviate the metering values that are 
always reference to those at the calibration conditions. Optical or image processing 
would help understand the physical or even chemical process, but it would not help 
improve the flow measurement accuracy. Therefore, new flow sensing technologies 
are required for metering these types of microfluidics.

Figure 4 shows the polar plots of a thermal time-of-flight sensor measurement 
of the deionized water and methanol, respectively, at 3 individual flowrates of 1, 
3, and 5 mL/min. The flowrates were set via a precision syringe pump. The sensor’s 
microheater was modulated with a sine wave, and the phase-shifts at the sensing 
elements were recorded for the flowrate calibration. The fluidic dependent mea-
surement can be seen for the single sensing element configuration as indicated by 
the differences in measured polar angles between water and methanol. With the 
dual-sensing elements, the measurements of the two polar plots are overlapped. 
Therefore, the water calibrated sensor can be directly applied to measure another 
fluid with different fluidic properties. For the fluidic mixing process with miscible 
fluids, this dual thermal time-of-flight sensing approach can provide a more desir-
able measurement than the other thermal sensing approaches. Moreover, as each 
sensing element’s data can be individually acquired, the sensor can also output any 
changes in its measured fluid. The concentration of the dual miscible fluids can 
be deduced from the thermal properties measured by comparing the data in the 
registers at the calibration.

4. Application example: Control of drug infusion

Drug infusion has been in medical practice for over 300 years. Precision con-
trol of drug delivery is getting increasing attention in recent years. In a European 

Figure 4. 
Thermal time-of-flight measurement of deionized water and methanol flow rates.
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Metrology project for drug delivery [92] conducted in 2015, several commercial flow 
meters with Coriolis, thermal, and differential pressure measurement principles 
were assessed for metrological performance. However, even the comparisons 
were made with high precision syringe pumps, some deviations were reported. In 
practice, many of the devices serving drug infusion are utilizing peristaltic pumps, 
which have much lower accuracy than the precise syringe pumps [93]. Comparing 
the peristaltic pump performance and a precise syringe pump can be found in 
Figure 5, the right plot, which is the polar measurements by a thermal time-of-
flight sensor at a set point of 20 mL/hr. The red dots are from the peristaltic pump 
having a large dispersion of the actual flow speed, and the blue dots are from the 
high precision syringe pump. Therefore, with most of the current drug infusion 
pumps, the accuracy might not be well controlled since the delivering flow speeds 
are quite scattered, and a precision sensor is needed to provide the feedback for a 
close loop. Figure 5 left plot shows a real-time output of a commercial drug infusion 
pump Alaris 8100 with a nominal 0.1 mL/hr. delivery speed. From the expanded 
insert, one sees that the delivery is actually with a pulsed dosage having a wide spec-
trum of speeds, and the nominal speed is achieved via the adjustment of the time 
intervals between any of the two pulsed doses. Therefore, the flowrate measurement 
of the flow speeds becomes meaningless, whereas the totalized values would be 
the ones to provide the real amount of delivered drugs. In an earlier report, [94] 
a thermal time-of-flight sensor with dual sensing elements suspended in a micro-
machined microchannel showed a dynamic range of 1000:1 could be achieved. 
However, to gauge the conventional infusion applications, a sensor with a fast 
response time of fewer than 3 msec while having a large dynamic range of at least 
4000:1 will be needed to meet the requirements for control of total dosage within 
5% deviations. A thermal time-of-flight sensor can indeed achieve these conditions 
with multiple sensing elements.

5. Concluding remarks

Metering the microfluidic flow is critical for many microfluidic applications 
requiring precise control of the desired microfluidic process or handling. Precision 
in the flow metering will also improve the performance of the current instrumenta-
tion, including the widely applicable drug infusion apparatus, which are nontrivial 
for the advancement in the medical application and general applications in micro-
fluidics. At the dimensions of interest, current flow sensing technologies are not 

Figure 5. 
Drug infusion example: left – commercial infusion pump (Alaris 8100 ) output at 0.1 mL/hr; and right 
comparison between the outputs at 20mL/hr by Alaris (red) and a precision syringe pump (blue, KD Scientific 
Legato 210) measured by a thermal time-of-flight sensor.
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fully capable of serving the demands. Factors such as fluid and channel interface/
interactions, cavitation, and dissolution play critical roles in impacting microfluidic 
metrology. Additional sensing elements must be integrated with the current flow 
sensing approaches to compensate, assist, and enhance the flow metrology. In a 
most recent review, [95] many available technologies can be used to acquire the 
microfluidic thermodynamic properties such as viscosity, density, diffusion coef-
ficient, solubility, and phase equilibrium directly from the microfluidic channels 
on a chip. However, many of these technologies are bulky, costly, and not easily 
integrated with the microfluidic channels. They also often require a transparent 
microfluidic channel, which would not be readily available in real applications. 
Although the advancement of micromachining in both the process tooling and 
application technologies greatly enrich the options for microfluidic flow sensing, 
a capable device is yet to be demonstrated. The recently developed thermal time-
of-flight sensing technologies for microfluidics offer a multiparameter capability 
and unprecedented dynamic measurement range. The surface acoustic wave flow 
sensing as a simple yet non-invasive approach is also very promising. Integrating 
with additional sensing elements and decomposing the acquired information might 
provide additional viable tools serving to understand, advance, and better control 
the microfluidic process and handling.
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are quite scattered, and a precision sensor is needed to provide the feedback for a 
close loop. Figure 5 left plot shows a real-time output of a commercial drug infusion 
pump Alaris 8100 with a nominal 0.1 mL/hr. delivery speed. From the expanded 
insert, one sees that the delivery is actually with a pulsed dosage having a wide spec-
trum of speeds, and the nominal speed is achieved via the adjustment of the time 
intervals between any of the two pulsed doses. Therefore, the flowrate measurement 
of the flow speeds becomes meaningless, whereas the totalized values would be 
the ones to provide the real amount of delivered drugs. In an earlier report, [94] 
a thermal time-of-flight sensor with dual sensing elements suspended in a micro-
machined microchannel showed a dynamic range of 1000:1 could be achieved. 
However, to gauge the conventional infusion applications, a sensor with a fast 
response time of fewer than 3 msec while having a large dynamic range of at least 
4000:1 will be needed to meet the requirements for control of total dosage within 
5% deviations. A thermal time-of-flight sensor can indeed achieve these conditions 
with multiple sensing elements.

5. Concluding remarks

Metering the microfluidic flow is critical for many microfluidic applications 
requiring precise control of the desired microfluidic process or handling. Precision 
in the flow metering will also improve the performance of the current instrumenta-
tion, including the widely applicable drug infusion apparatus, which are nontrivial 
for the advancement in the medical application and general applications in micro-
fluidics. At the dimensions of interest, current flow sensing technologies are not 

Figure 5. 
Drug infusion example: left – commercial infusion pump (Alaris 8100 ) output at 0.1 mL/hr; and right 
comparison between the outputs at 20mL/hr by Alaris (red) and a precision syringe pump (blue, KD Scientific 
Legato 210) measured by a thermal time-of-flight sensor.
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fully capable of serving the demands. Factors such as fluid and channel interface/
interactions, cavitation, and dissolution play critical roles in impacting microfluidic 
metrology. Additional sensing elements must be integrated with the current flow 
sensing approaches to compensate, assist, and enhance the flow metrology. In a 
most recent review, [95] many available technologies can be used to acquire the 
microfluidic thermodynamic properties such as viscosity, density, diffusion coef-
ficient, solubility, and phase equilibrium directly from the microfluidic channels 
on a chip. However, many of these technologies are bulky, costly, and not easily 
integrated with the microfluidic channels. They also often require a transparent 
microfluidic channel, which would not be readily available in real applications. 
Although the advancement of micromachining in both the process tooling and 
application technologies greatly enrich the options for microfluidic flow sensing, 
a capable device is yet to be demonstrated. The recently developed thermal time-
of-flight sensing technologies for microfluidics offer a multiparameter capability 
and unprecedented dynamic measurement range. The surface acoustic wave flow 
sensing as a simple yet non-invasive approach is also very promising. Integrating 
with additional sensing elements and decomposing the acquired information might 
provide additional viable tools serving to understand, advance, and better control 
the microfluidic process and handling.
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Abstract

Micro milling process has become an attractive method for the rapid prototyp-
ing of micro devices. The process is based on subtractive manufacturing method 
in which materials from a sample are removed selectively. A comprehensive review 
on the fabrication of circular and rectangular cross-section channels of microflu-
idic devices using micro milling process is provided this review work. Process and 
machining parameters such as micro-tools selection, spindle speed, depth of cut, feed 
rate and strategy for process optimization will be reviewed. A case study on the rapid 
fabrication of a rectangular cross section channel of a microflow cytometer device 
with 200 um channel width and 50 um channel depth using CNC micro milling pro-
cess is provided. The experimental work has produced a low surface roughness micro 
channel of 20 nm in roughness and demonstrated a microflow cytometer device that 
can produce hydrodynamic focusing with a focusing width of about 60 um.

Keywords: rapid prototyping, micro milling, microflow cytometer,  
surface roughness, subtractive manufacturing

1. Introduction

The field of microfluidics refers to systems that use millimeter to nanometer-
sized fluids for analysis purposes [1]. The system analyzes small samples from 
micro to nano. Microfluidics is a combination of several fields, such as molecular 
analysis, molecular biology, biological defense and electronic electronics [2]. 
Each of these areas contributes to the advancement of microfluidic technology 
and increased interest in microfluidics [1]. Microflow cytometer are used in the 
microfluidic flow system, which is a system consisting of a combination of micro-
fluidic and optical, where optical systems are required for analysis purposes [3]. 
The latest technology for micro flow cytometers focuses on particle focusing to be 
tested in microfluidics, fluid-controlled shrinkage, optical shrinkage and applica-
tion integration and integration [3, 4]. Microfluidics are very relevant as they 
have several advantages, such as requiring only small-sized fluids, and indirectly 
allowing microfluidics to be tested using micro-to-nano samples [5]. Also, the 
advantage of microfluidics is that it can be used on small chips. This allows the 
chip to be used as a portable tool, especially for point of care diagnostic devices 
(Point of care) (POC). These advantages allow microfluidics to be able to analyze 
the sample information quickly.
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Abstract

Micro milling process has become an attractive method for the rapid prototyp-
ing of micro devices. The process is based on subtractive manufacturing method 
in which materials from a sample are removed selectively. A comprehensive review 
on the fabrication of circular and rectangular cross-section channels of microflu-
idic devices using micro milling process is provided this review work. Process and 
machining parameters such as micro-tools selection, spindle speed, depth of cut, feed 
rate and strategy for process optimization will be reviewed. A case study on the rapid 
fabrication of a rectangular cross section channel of a microflow cytometer device 
with 200 um channel width and 50 um channel depth using CNC micro milling pro-
cess is provided. The experimental work has produced a low surface roughness micro 
channel of 20 nm in roughness and demonstrated a microflow cytometer device that 
can produce hydrodynamic focusing with a focusing width of about 60 um.

Keywords: rapid prototyping, micro milling, microflow cytometer,  
surface roughness, subtractive manufacturing

1. Introduction
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fluidic and optical, where optical systems are required for analysis purposes [3]. 
The latest technology for micro flow cytometers focuses on particle focusing to be 
tested in microfluidics, fluid-controlled shrinkage, optical shrinkage and applica-
tion integration and integration [3, 4]. Microfluidics are very relevant as they 
have several advantages, such as requiring only small-sized fluids, and indirectly 
allowing microfluidics to be tested using micro-to-nano samples [5]. Also, the 
advantage of microfluidics is that it can be used on small chips. This allows the 
chip to be used as a portable tool, especially for point of care diagnostic devices 
(Point of care) (POC). These advantages allow microfluidics to be able to analyze 
the sample information quickly.
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One of the rapidly evolving phenomena in microfluidic studies is hydrodynamic 
focusing [6]. Hydrodynamic focusing is a technique that concentrates the flow in 
the center of the device by manipulating the flow rate of the side [7, 8]. During 
hydrodynamic focusing the middle path is concentrated by being narrowed by the 
side path flow. This method of hydrodynamic focusing is important in increasing 
microfluidic sensitivity [9]. Hydrodynamic focusing can be used to accurately posi-
tion positions of cells, particles and sensor targets [9]. This hydrodynamic focusing 
method can be used for the purpose of manipulating cells found in blood composi-
tion such as white blood cells and red blood cells [10].

Microfluidic devices can initially be designed using Micro-Electro-Mechanical 
(MEMS) method [11], the manufacture of silicon-based microfluidic devices 
usually using this method of Micro-Electro-Mechanical System (MEMS) [3], where 
its progress is in line with the advancement of semiconductor technology [11]. The 
processes in this MEMS method involve processes such as oxidation, ion applica-
tion, low pressure chemical vapor deposition (LPCVD), diffusion, splash, etc. [11].

In addition, for the manufacture of microfluidic rapid prototypes, microfluidic 
devices can be made using PDMS materials using soft lithographic manufacturing 
methods or PMMA materials using micro milling.

However, micro milling for microfluidics using PMMA material although a simple 
and inexpensive method, however, the manufacturing period is longer and not suit-
able for manufacturing devices in large quantities [12]. This micro milling method for 
microfluidics is an automated process suitable for the rapid manufacture of prototype 
devices [12]. Micro milling is a subtractive fermentation process, in which cutting 
tools are used to remove bulk material from the workpiece. The micro-milling system 
basically has a work table for XY positions for workpieces, cutting [12].

2. Theory

2.1 Microchannel geometrical shape

The advancement of microfabrication enables the construction of micro channels 
with micrometer dimensions. Since microfluidic are usually integrated into micro-
systems, it is important to determine the characteristics of fluid flow in microfluidic 
for better microfluidic design and operation. From Figures 1 and 2, microfluidics 
can be designed using circular or rectangular shapes. Theoretically, the best form 
of fluid flow mechanism is a circular channel. But, it is not so noticeable when the 
device has reached the level of micro or nano scale. First of all, a circular duct has 
a minimum surface area exposed to fluid that can reduce friction between the wall 
surface and the liquid. So, the energy required is less to pump water for a given flow 

Figure 1. 
Microchannel with rectangular and circular geometrical shape [13].
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rate. Second, the shape of the circle is efficient for handling internal stress. Using 
a circular channel, the pressure power distribution is uniform across the channel 
circumference. The presence of sharp corners in the rectangular duct will focus on 
the edges and sometimes this area needs to be strengthened to resist pressure.

Cell traps with hydrodynamic methods also show the advantage of a round 
shape to isolate a cell by reducing the applied pressure. By doing this, cells will have 
a higher percentage to survive in extreme flow conditions [14]. The purpose of 
this study was to simulate the flow of fluid in the micro-channel using COMSOL 
Microfluidic. The rectangle was chosen because it is widely used during the fabrica-
tion process of PDMS devices with soft lithography.

2.2 Surface roughnes of microchannel

The terms surface roughness and surface finish are widely used in the manufac-
turing sector to measure surface after machining. Average roughness is the arithme-
tic mean of the surface roughness profile measure of the mean line, and is the most 
widely used and universally recognized surface roughness parameter. The surface 
roughness of the machine in the final micro milling process depends on commonly 
used process parameters such as tool geometry, spindle speed, feed rate and depth of 
cut [15]. There are other factors of the micro milling process that affect the surface 
roughness such as the tip of the micro milling, the breakdown of the tool, the break-
down of the tool (and the nature of the workpiece which has a high quality surface).

Therefore, factors such as vibration and chip removal where these factors are not 
critical in the macro scale, can have a significant impact on the surface produced on 
the micro scale. The surface produced after micro milling is found to be affected by 
the end radius of the micro-tool and the feed rate. It is reported that when the 2 μm 
of the end radius, and in the state of the feed rate is reduced, the surface roughness 
increases, indicating that, the optimal feed rate can produce the lowest surface 
roughness. Cutting speed d an cutting depth affects the surface roughness on the 
PMMA material [16]. Further, it is found from previous studies as well, depth cut-
ting has the greatest impact while, cutting speed has the lowest effect [16]. Surface 
roughness also depends on machining parameters and workpiece conditions, tool 
and heat conditions were also found to affect surface roughness [16]. In addition, 
the resulting surface quality after machining can be improved by increasing the 
rigidity and accuracy of the equipment. Because there are various manufacturing 
methods for polymer-based microfluidics, changes in the surface of the polymer 
after the manufacture of microfluids attract the interest of many researchers. Many 
researchers have tried various methods to reduce surface roughness for microfluid-
ics to improve optical quality and improve biological capabilities.

Table 1 shows the surface roughness produced using the micro milling 
technique. Based on previous studies, it was found that the surface roughness 
produced by the micro milling can reach up to as little as 38 nm. However, surface 

Figure 2. 
Microfluidic with rectangular and circular geometrical shape.



Advances in Microfluidics and Nanofluids

82

One of the rapidly evolving phenomena in microfluidic studies is hydrodynamic 
focusing [6]. Hydrodynamic focusing is a technique that concentrates the flow in 
the center of the device by manipulating the flow rate of the side [7, 8]. During 
hydrodynamic focusing the middle path is concentrated by being narrowed by the 
side path flow. This method of hydrodynamic focusing is important in increasing 
microfluidic sensitivity [9]. Hydrodynamic focusing can be used to accurately posi-
tion positions of cells, particles and sensor targets [9]. This hydrodynamic focusing 
method can be used for the purpose of manipulating cells found in blood composi-
tion such as white blood cells and red blood cells [10].

Microfluidic devices can initially be designed using Micro-Electro-Mechanical 
(MEMS) method [11], the manufacture of silicon-based microfluidic devices 
usually using this method of Micro-Electro-Mechanical System (MEMS) [3], where 
its progress is in line with the advancement of semiconductor technology [11]. The 
processes in this MEMS method involve processes such as oxidation, ion applica-
tion, low pressure chemical vapor deposition (LPCVD), diffusion, splash, etc. [11].

In addition, for the manufacture of microfluidic rapid prototypes, microfluidic 
devices can be made using PDMS materials using soft lithographic manufacturing 
methods or PMMA materials using micro milling.

However, micro milling for microfluidics using PMMA material although a simple 
and inexpensive method, however, the manufacturing period is longer and not suit-
able for manufacturing devices in large quantities [12]. This micro milling method for 
microfluidics is an automated process suitable for the rapid manufacture of prototype 
devices [12]. Micro milling is a subtractive fermentation process, in which cutting 
tools are used to remove bulk material from the workpiece. The micro-milling system 
basically has a work table for XY positions for workpieces, cutting [12].

2. Theory

2.1 Microchannel geometrical shape

The advancement of microfabrication enables the construction of micro channels 
with micrometer dimensions. Since microfluidic are usually integrated into micro-
systems, it is important to determine the characteristics of fluid flow in microfluidic 
for better microfluidic design and operation. From Figures 1 and 2, microfluidics 
can be designed using circular or rectangular shapes. Theoretically, the best form 
of fluid flow mechanism is a circular channel. But, it is not so noticeable when the 
device has reached the level of micro or nano scale. First of all, a circular duct has 
a minimum surface area exposed to fluid that can reduce friction between the wall 
surface and the liquid. So, the energy required is less to pump water for a given flow 

Figure 1. 
Microchannel with rectangular and circular geometrical shape [13].

83

Micro Milling Process for the Rapid Prototyping of Microfluidic Devices
DOI: http://dx.doi.org/10.5772/intechopen.96723

rate. Second, the shape of the circle is efficient for handling internal stress. Using 
a circular channel, the pressure power distribution is uniform across the channel 
circumference. The presence of sharp corners in the rectangular duct will focus on 
the edges and sometimes this area needs to be strengthened to resist pressure.

Cell traps with hydrodynamic methods also show the advantage of a round 
shape to isolate a cell by reducing the applied pressure. By doing this, cells will have 
a higher percentage to survive in extreme flow conditions [14]. The purpose of 
this study was to simulate the flow of fluid in the micro-channel using COMSOL 
Microfluidic. The rectangle was chosen because it is widely used during the fabrica-
tion process of PDMS devices with soft lithography.

2.2 Surface roughnes of microchannel

The terms surface roughness and surface finish are widely used in the manufac-
turing sector to measure surface after machining. Average roughness is the arithme-
tic mean of the surface roughness profile measure of the mean line, and is the most 
widely used and universally recognized surface roughness parameter. The surface 
roughness of the machine in the final micro milling process depends on commonly 
used process parameters such as tool geometry, spindle speed, feed rate and depth of 
cut [15]. There are other factors of the micro milling process that affect the surface 
roughness such as the tip of the micro milling, the breakdown of the tool, the break-
down of the tool (and the nature of the workpiece which has a high quality surface).

Therefore, factors such as vibration and chip removal where these factors are not 
critical in the macro scale, can have a significant impact on the surface produced on 
the micro scale. The surface produced after micro milling is found to be affected by 
the end radius of the micro-tool and the feed rate. It is reported that when the 2 μm 
of the end radius, and in the state of the feed rate is reduced, the surface roughness 
increases, indicating that, the optimal feed rate can produce the lowest surface 
roughness. Cutting speed d an cutting depth affects the surface roughness on the 
PMMA material [16]. Further, it is found from previous studies as well, depth cut-
ting has the greatest impact while, cutting speed has the lowest effect [16]. Surface 
roughness also depends on machining parameters and workpiece conditions, tool 
and heat conditions were also found to affect surface roughness [16]. In addition, 
the resulting surface quality after machining can be improved by increasing the 
rigidity and accuracy of the equipment. Because there are various manufacturing 
methods for polymer-based microfluidics, changes in the surface of the polymer 
after the manufacture of microfluids attract the interest of many researchers. Many 
researchers have tried various methods to reduce surface roughness for microfluid-
ics to improve optical quality and improve biological capabilities.

Table 1 shows the surface roughness produced using the micro milling 
technique. Based on previous studies, it was found that the surface roughness 
produced by the micro milling can reach up to as little as 38 nm. However, surface 

Figure 2. 
Microfluidic with rectangular and circular geometrical shape.



Advances in Microfluidics and Nanofluids

84

Figure 3. 
Top and bottom layer of microfluidic.

roughness can be achieved up to 38 nm if the micro tool used is coated with 
the diamond. Micro–tool coated with high-cost diamond are not an option for 
micro-manufacturing.

3. Case study

3.1 Design of microfluidic

Since this study uses a micro milling a microfluidic design with a rectangular 
geometry will be used. From Figure 3, the designed depth is 50 um, 200 um wide, 
and the circle on the inlet and outlet has a diameter of 0.6 um. Figure 3 shows 
microfluidics with 2 layer PMMA to be fabricated. From Figure 3, the top layer 
has 4 holes with a diameter of 0.8 mm, the design of the hole is based on the need 
to place a tube with an outer diameter of 0.7 mm. While the design for the bottom 
layer of microfluidics, there is a circular inlet and outlet with a diameter of 0.6 mm 
which is smaller than the outer diameter of the tube, to allow the tube to be above 
the microfluidic layer and the entire fluid can enter the micro flow.

The tool used in this research is a 0.2 mm diameter tool made of carbide mate-
rial, has 2 flutes and Aluminum coated. While the workpiece that will be used in 
this research is Poly (methyl methacrylate) or referred to as acrylic which has a 
thickness of 2 mm.

Diameter Material Spindle speed Feed rate Depth of 
cut

Surface 
roughness

Reference

0.8 mm Carbide 2000 rpm 2 mm/min 1.5 μm 0.352 μm [17]

0.45 mm Diamond 
Coated

150,000 rpm 5 μm/flute 50 μm 38 nm [18]

0.2 mm N/A 20,000 rpm 300 mm/min 10 μm 0.13 μm [19]

0.1 mm to 
0.5 mm

Carbide 10,000 rpm 20 mm/min 10–20 μm 70–85 nm [20]

0.8 mm Carbide 30,000 rpm 2.65 mm/min 40 μm 128.24 nm [21]

Table 1. 
Surface roughness using different of material, spindle speed, feed rate and depth of cut.
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3.2 Fabrication of microfluidic using micromilling

The Taguchi method as shown in Table 2 is used taking into account 3 main 
parameters, namely, spindle speed, cutting depth, and feed rate to obtain the lowest 
surface roughness. The Taguchi method which uses 3 parameters along with 3 
stages is used as Table 2. Spindle speeds consisting of 4000 rpm, 5000 rpm, and 
6000 rpm, and spindle speeds lower than 10,000 rpm are used because PMMA 
material will burn when high speeds are used, as high speeds can increase the 
temperature on the tool can cause micro flow size the result is greater than desired. 
The cutting depths used for each cut are 0.01 μm, 0.025 μm, and 0.05. This is to 
ensure that the discarded chip is smaller than the tip of the tool. While the feed rate 
used is 10 mm/min, 15 mm/min, and 20 mm/min. Due to the high feed rate it can 
cause the tool to break. The total number of experiments produced is 9 experiments 
as shown in Table 3, each surface roughness average will be recorded, based on the 
smallerer the better method, and the smallest surface roughness average parameter 
will be taken. Then the optimal parameters will be repeated 10 times to ensure that 
the parameters produce consistent and stable results.

After analyzing the experimental data from Table 4, the lowest surface rough-
ness can be obtained by using a spindle speed of 4000 rpm, a feed rate of 10 mm/
min and a depth cut of 0.01 mm. However, based on Table 4, it can be seen that 
while the spindle speed is 6000 rpm, cutting depth and feed rate do not have a 
significant impact on surface roughness, where the average surface roughness is 
recorded around 100 nm to 200 nm, at the same time, increasing cutting depth 
and feed rate, increasing average surface roughness resulting. Moreover, it can 
be observed that all the resulting surface roughness is less than 450 nm. Next, to 
validate the experiment, 10 microcontrollers were built on PMMA with spindle 
speed parameters of 4000 rpm, feed rate of 10 mm/min and depth depth of 0.01. 

Factors Level 1 Level 2 Aras 3

Spindle speed (rpm) 4000 5000 6000

Depth of cut (μm) 0.01 0.025 0.05

Feed rate (mm/min) 10 15 20

Table 2. 
Machining parameter (Taguchi method).

Experiment number Spindle speed (rpm) Depth of cut (mm) Feed rate (mm/min)

1 4000 0.010 10

2 4000 0.025 15

3 4000 0.050 20

4 5000 0.010 15

5 5000 0.025 20

6 5000 0.050 10

7 6000 0.010 20

8 6000 0.250 10

9 6000 0.050 15

Table 3. 
Experiment number (Taguchi method).
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Number Spindle speed (rpm) Depth of cut (mm) Feed rate (mm/min) Surface roughness (nm)

1 4000 0.01 10 67.3018

2 4000 0.025 15 267.2102

3 4000 0.05 20 406.8926

4 5000 0.01 15 170.2524

5 5000 0.025 20 350.468

6 5000 0.05 10 442.6494

7 6000 0.01 20 119.4901

8 6000 0.025 10 139.6821

9 6000 0.05 15 170.2192

Table 4. 
Surface roughness by using different machining parameters.

During the machining process, a drop of water is placed on the substrate to remove 
debris during machining. The average surface roughness obtained from 10 valida-
tion experiments is shown in Table 5, where the average roughness is 24.0824 nm 
with a standard deviation of 4.2509 nm.

Selecting the cutting depth range and the feed rate with less than the minimum 
value will result in an increase in machining time, however, the cutting depth value, 
spindle speed and high feed rate, can increase the risk of damaged tool as reported 
[22]. From Table 4 a total of 9 microchannel with a depth of 50 μm and a width of 
200 μm were tested using the Alicona Infinite Focus Microscopy (IFM) 3D Optical 
Profiler used to measure the roughness of the surface on the cut of microchannels. 
The area of surface roughness shown at Figure 4. Analytical factors can be used to 
determine the main cutting parameters in the micro milling of the PMMA sub-
strate. Based on Table 4, the larger the resulting range, the greater the influence of 
these factors on surface roughness, in this research, the depth of cutting indicates 
the largest range. This shows that the depth of cutting has a great influence on 
surface roughness. Whereas, the feed rate indicates a low range, this means that the 
feed rate has the least influence on surface roughness.

Number Surface roughness (nm)

1 21.3106

2 20.1148

3 26.7489

4 23.628

5 19.3741

6 23.5145

7 22.9668

8 27.5627

9 33.6486

10 21.9548

Average 24.08238

Table 5. 
Surface roughness by using optimal machining parameters.

87

Micro Milling Process for the Rapid Prototyping of Microfluidic Devices
DOI: http://dx.doi.org/10.5772/intechopen.96723

Table 4 also shows the optimal cutting parameters for obtaining minimal 
surface roughness. Table 4 shows the combination of machining parameters to 
obtain the smallest surface roughness is the spindle speed 4000 rpm, cutting depth 
0.01 μm and feed rate 10 mm/min. Based on Table 4, the average surface roughness 
average achieved for this parameter is 67.3018 nm. Moreover, from this study, based 
on Figure 5, if the study is compared by looking at the same parameter readings, 
shows that the spindle speed of 6000 rpm can produce the lowest surface roughness 
compared to the spindle speed of 4000 rpm and 5000 rpm. It shows that the cutting 
depth of 0.01 μm produces the lowest surface roughness followed by 0.025 mm 
and 0.05 mm. Furthemore, the feed rate of 15 mm/min produces the lowest surface 
roughness followed by 10 mm/min and 20 mm/min. Based on Table 4, it shows that 
the cutting depth most influences the roughness of the resulting surface followed by 
spindle speed and feed rate. This is in line with the theory that low cutting depths 
can result in low chip loads, this allows lower surface roughness to be achieved. As 
previously discussed, low depth of cut can result in low surface roughness.

3.3 Hydrodynamic focusing experiment

After successful microfluidic installation, the experiment was continued 
by testing the hydrodynamic focus. This feature is important to ensure that the 
designed microfluidics can operate, there are several factors that can cause the 
microfluidics to be unable to operate, firstly due to clogged microwaves, secondly 
because the bond between the 2 wafers is not strong causing small holes that cause 
leakage. Based on Table 6, the resulting focusing width is related to the sheath and 
sample flow rate ratio. The resulting focusing width can be adjusted according to 
the desired application. However, the sample flow width must be adjusted accord-
ing to the specific cell size for detection, at the same time, allowing cells to pass 
through them one by one on the sample flow, this is to increase the sensitivity of 
the constructed device. Reynold numbers are kept in low condition, this is to avoid 
uninterrupted flow of microfluidics [23].

Based on this hydrodynamic focusing experiment shown at Figure 6, the side 
path with a flow rate of 3000 μl/min and the flow rate for the sample path of 
10 μl/min can produce a focusing width as low as 39 μm. However, with an sheath 
flow rate of 3000 μl/min and a sample path flow rate of 100 μl/min, the result-
ing focusing width is 60 μm. Both of these results answer for the objective of the 
study, namely the production of hydrodynamic focusing around 60 μm. Based on 
Table 6 it can also be observed, that if a flow rate ratio of 10 and 100 is used, a 

Figure 4. 
Area for surface roughness measurement using infinite focus microscopy.
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Table 4 also shows the optimal cutting parameters for obtaining minimal 
surface roughness. Table 4 shows the combination of machining parameters to 
obtain the smallest surface roughness is the spindle speed 4000 rpm, cutting depth 
0.01 μm and feed rate 10 mm/min. Based on Table 4, the average surface roughness 
average achieved for this parameter is 67.3018 nm. Moreover, from this study, based 
on Figure 5, if the study is compared by looking at the same parameter readings, 
shows that the spindle speed of 6000 rpm can produce the lowest surface roughness 
compared to the spindle speed of 4000 rpm and 5000 rpm. It shows that the cutting 
depth of 0.01 μm produces the lowest surface roughness followed by 0.025 mm 
and 0.05 mm. Furthemore, the feed rate of 15 mm/min produces the lowest surface 
roughness followed by 10 mm/min and 20 mm/min. Based on Table 4, it shows that 
the cutting depth most influences the roughness of the resulting surface followed by 
spindle speed and feed rate. This is in line with the theory that low cutting depths 
can result in low chip loads, this allows lower surface roughness to be achieved. As 
previously discussed, low depth of cut can result in low surface roughness.

3.3 Hydrodynamic focusing experiment

After successful microfluidic installation, the experiment was continued 
by testing the hydrodynamic focus. This feature is important to ensure that the 
designed microfluidics can operate, there are several factors that can cause the 
microfluidics to be unable to operate, firstly due to clogged microwaves, secondly 
because the bond between the 2 wafers is not strong causing small holes that cause 
leakage. Based on Table 6, the resulting focusing width is related to the sheath and 
sample flow rate ratio. The resulting focusing width can be adjusted according to 
the desired application. However, the sample flow width must be adjusted accord-
ing to the specific cell size for detection, at the same time, allowing cells to pass 
through them one by one on the sample flow, this is to increase the sensitivity of 
the constructed device. Reynold numbers are kept in low condition, this is to avoid 
uninterrupted flow of microfluidics [23].

Based on this hydrodynamic focusing experiment shown at Figure 6, the side 
path with a flow rate of 3000 μl/min and the flow rate for the sample path of 
10 μl/min can produce a focusing width as low as 39 μm. However, with an sheath 
flow rate of 3000 μl/min and a sample path flow rate of 100 μl/min, the result-
ing focusing width is 60 μm. Both of these results answer for the objective of the 
study, namely the production of hydrodynamic focusing around 60 μm. Based on 
Table 6 it can also be observed, that if a flow rate ratio of 10 and 100 is used, a 

Figure 4. 
Area for surface roughness measurement using infinite focus microscopy.



Advances in Microfluidics and Nanofluids

88

Figure 5. 
Result of surface roughness by comparing same machining parameter.

focusing width of 67 μm and 89 μm can be produced. From the simulation results 
show that effective hydrodynamic focusing occurs only when the sheath flow rate 
is higher than the center flow rate.

Furthermore, from the simulation results of nonlinear behavior will occur 
when too high a ratio is used. Increasing the ratio of sheath flow rate to large central 

Ratio Sheath flow rate Sample flow rate Width of hydrodynamic focusing

10 1000 μl/min 100 μl/min 89 μm

100 1000 μl/min 10 μl/min 67 μm

30 3000 μl/min 100 μl/min 60 μm

300 3000 μl/min 10 μl/min 39 μm

Table 6. 
Width of hydrodynamic focusing.
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flow will only have a small effect on hydrodynamic focusing and may even cause 
hydrodynamic focusing not to occur if too high a flow rate is used. As shown in 
Figure 7, the hydrodynamic focusing that occurs is in the state of laminate and fully 
developed. This experiment can also give the impression that the bonding technique 
between 2 PMMA wafers using ethanol material was successfully performed, since 
hydrodynamic focusing can be formed. However, it should be noted that the hydro-
dynamic focus that occurs is not only due to the inflow rate by the fluid only, but the 
microfluidic geometry constructed also has a significant impact on the characteris-
tics of hydrodynamic focusing. Especially when taking into account the rectangular 
geometry is easier to do by a micro milling than a round design. The forces formed 
to control hydrodynamic focusing are more complex than hydrodynamic focusing 
calculated only on the flow rate ratio [24].

An important aspect of designing and operating for the purpose of hydrody-
namic focusing is to identify the position of the focus flow formed. Both lateral 
flows should have the same flow rate to ensure that the focusing flow flows in the 
middle of the micro flow. If the asymmetric focusing flow, the focusing flow will 
be deducted from the flow axis. Based on Figure 7, it can be observed that the 

Figure 6. 
Setup for hydrodynamic focusing experiment.

Figure 7. 
Hydrodynamic focusing.
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hydrodynamic focusing width will decrease if the ratio (sheath flow rate to the main 
flow rate) increases. It can also be observed from the experiment, it shows that the 
results of focusing will shrink if a larger ratio is used.

4. Conclusion

In this study, simple, low-cost and real-time methods have been used to detect 
touch between tools and workpieces. The objective of this study is to find the 
optimal parameters to achieve low surface roughness using a micro milling, from 
the data trends obtained, the parameters to obtain the lowest surface roughness 
are 4000 rpm spindle speed, 10 mm/min billing rate and 0.01 μm cutting depth. 
However, from the data obtained as well, it shows that water droplets placed on the 
tool during cutting also contribute to the reduction of surface roughness. In addi-
tion, there are several other parameters that can be studied in the future, namely 
the tool material (e.g. diamond), the smaller tool size, and the type of coolant used.

Since microfluidics manufacturing studies designed using micro milling are still 
limited, its function can be tested by looking at the hydrodynamic focusing that 
occurs. This study uses 2 PMMA-based wafers and is bonded using thermal-assisted 
ethanol. Based on the experiments conducted, the resulting hydrodynamic focusing 
has a width as small as 39 μm if the sheath flow rate and the center flow rate used 
are 3000 μl/min and 100 μl/min. Apart from using fluids such as water and dyes, 
fluids that have properties such as blood can also be used so that more accurate 
results can be produced.
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Micromixers for Wastewater 
Treatment and Their Life Cycle 
Assessment (LCA)
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Abstract

The use of micromixers and catalytically active nanocomposites can be an 
attractive alternative for the treatment of wastewaters from the textile industry, 
due to their high activity, low consumption of such nanocomposites, short reac-
tion times and the possibility to work under continuous operation. In this study, 6 
different designs of micromixers were modeled and evaluated for the treatment of 
wastewaters. Velocity profiles, pressure drops, and flows were analyzed and com-
pared for the different devices under the same mixing conditions. In addition, Life 
cycle assessment (LCA) methodology was applied to determine their performance 
in terms of environmental impact. Considering the high environmental impact of 
water sources contaminated by dyes from the textile industry, it becomes critically 
important to determine when the proposed micromixers are a suitable alternative 
for their remediation. The LCA and operational efficiency studies results shown 
here provide a route for the design of novel wastewater treatment systems by 
coupling low-cost and high-performance micromixers.

Keywords: micromixers, wastewater, life cycle assessment, dyes, magnetite

1. Introduction

Microfluidics is the science that study fluid behavior on micro/nano scales that are 
circulating in artificial microsystems [1, 2]. Also, this science considers the fabrication 
of fluidic devices for the transport, delivery, and handling of fluids on the order of 
microliters or even smaller volumes [3]. Microfluidic techniques have shown advan-
tages such as high performance, design flexibility, low reagent consumption, miniatur-
ization, and automation [4]. The application of these techniques has led to microfluidic 
devices that have found application in several fields, such as medical and biochemical 
analysis, environmental monitoring, biochemical, and microchemistry [5–8].

Currently, there is a growing need to monitor water quality across a broad range of 
applications, including industrial wastewaters as well as drinking water and different 
surface waters (rivers, lakes, groundwater and marine) [9]. Water sources contami-
nated by dyes or phenolic compounds, which are present in textile industrial waste-
water, represent a threat to human health and the environment [10]. For that reason, 
it is imperative to find efficient routes to monitor these pollutants in wastewater in 
order to avoid their discharge above permissible limits. A wide range of sensors and 
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wastewaters. Velocity profiles, pressure drops, and flows were analyzed and com-
pared for the different devices under the same mixing conditions. In addition, Life 
cycle assessment (LCA) methodology was applied to determine their performance 
in terms of environmental impact. Considering the high environmental impact of 
water sources contaminated by dyes from the textile industry, it becomes critically 
important to determine when the proposed micromixers are a suitable alternative 
for their remediation. The LCA and operational efficiency studies results shown 
here provide a route for the design of novel wastewater treatment systems by 
coupling low-cost and high-performance micromixers.
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1. Introduction

Microfluidics is the science that study fluid behavior on micro/nano scales that are 
circulating in artificial microsystems [1, 2]. Also, this science considers the fabrication 
of fluidic devices for the transport, delivery, and handling of fluids on the order of 
microliters or even smaller volumes [3]. Microfluidic techniques have shown advan-
tages such as high performance, design flexibility, low reagent consumption, miniatur-
ization, and automation [4]. The application of these techniques has led to microfluidic 
devices that have found application in several fields, such as medical and biochemical 
analysis, environmental monitoring, biochemical, and microchemistry [5–8].

Currently, there is a growing need to monitor water quality across a broad range of 
applications, including industrial wastewaters as well as drinking water and different 
surface waters (rivers, lakes, groundwater and marine) [9]. Water sources contami-
nated by dyes or phenolic compounds, which are present in textile industrial waste-
water, represent a threat to human health and the environment [10]. For that reason, 
it is imperative to find efficient routes to monitor these pollutants in wastewater in 
order to avoid their discharge above permissible limits. A wide range of sensors and 
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analyzers are commercially available for wastewater monitoring, and they are based 
on different detection techniques, such as colorimetric, chemical, electrochemical 
or optical [11]. Here, a growing trend is emerging where microfluidic technologies 
are considered for environmental detection mainly due to their lower investment 
and operation costs, as well as reduced infrastructure requirements. Moreover, it has 
been shown that microreactors, help to maximize biodegradation processes due to the 
absence of dead volume, allow to perform continuous reactions, and enable to control 
the contact between the reagents by changes in the microchannel geometries [9, 12].

By handling fluids in microchannels, it is possible to achieve high production yields, 
and minimize waste generation. Moreover, with this approach it is feasible to operate 
under short reaction and analysis times, is relatively cheap and enable high-throughput 
schemes [13]. However, the manufacture of microfluidic devices generally relies on 
sophisticated cleanroom techniques [14], which is disadvantageous due to their high 
costs. This issue has been overcome with low-cost manufacturing methods such as 
polymer laminates, 3D printing, and laser cutting [15, 16]. In this approach, devices are 
often manufactured by cutting a piece of polymethylmethacrylate (PMMA) followed 
by engraving a predesigned microchannel pattern on a separate PMMA. The device 
is then assembled by gluing the two pieces together. PMMA is one of the preferred 
thermoplastics for the manufacture of microfluidic devices, due to its optical transpar-
ency, superior mechanical properties, low cost and good workability in conjunction 
with its ease for prototyping and mass manufacturing [17]. In this study, we will how 
PMMA can be used to manufacture micromixers and we will analyze and compare the 
potential environmental impact of implementing them for wastewater treatment.

Life cycle assessment (LCA) has been widely applied in the wastewater treat-
ment industry due to its important role as a tool for the sustainability assessment of 
new technologies, processes and the improvement of waste management practices. 
On this, inputs, such as raw materials and energy, and outputs, such as waste and 
emissions, are collected in the form of elementary flows for the whole life cycle 
(Life Cycle Inventory – LCI step) and then converted into environmental impact 
indexes by means of characterization factors (Life Cycle Impact Assessment – LCIA 
step) [18]. According to Corominas et al. [19], LCA can be a useful decision-support 
tool for examining alternative future operational scenarios during strategic plan-
ning within the water sector. Also, LCA evaluates beyond the limit imposed by the 
trade-off between process efficiency and final effluent quality because it considers 
resource and energy consumption, air emissions and waste generation [20].

In this study, we explore the design and manufacture of micromixers for waste-
water treatment to enable the enzyme-based degradation of dyes. In this regard, 
we propose a LCA assessment to establish the potential environmental impact of 
implementing these devices. Also, this analysis integrates the required chemical 
supplies, energy, and water needed for wastewater treatment. Through life cycle 
assessment (LCA), we compared six different designs of micromixers to identify 
the one providing the least environmental impact during operation. LCA analysis 
might therefore contribute significantly to improving wastewater treatment process 
by coupling micromixers capable of remediating wastewaters with high efficiencies.

2. Materials and methods

2.1 Materials

Iron (II) chloride tetrahydrate (98%) (FeCl2*4H2O), Iron (III) chloride hexa-
hydrate (97%) (FeCl3*6H2O), and dye Eriochrome Black T (EBt) (C.I. 14645) were 
obtained from PanReac AppliChem (Spain). 2,2-azino-bis(3-ethylbenzothiazoline-6) 
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sulphonic acid (ABTS), glutaraldehyde (25%), sodium hydroxide (NaOH) (98%), 
tetramethylammonium hydroxide (TMAH) (25%), 3-Aminopropyl-triethoxysilane 
(APTES) (98%) were purchased from Sigma-Aldrich (USA). Polymethyl meth-
acrylate (PMMA), Methyl methacrylate, Ethanol (96%) and 345 mT Neodymium 
cylindrical magnets (ϕ: 6 mm x h: 7 mm) were purchased at a local shop.

2.2 Laccase

Laccases (P. sanguineus CS43) (EC 1.10.3.2) were obtained from tomato medium 
as described elsewhere [21]. Briefly, mycelia were removed from the culture super-
natant by filtration using two tangential flow filters in series, one of them with 
pore size of 0.5 mm while the other of 0.2 mm. The obtained laccase cocktail was 
ultra-filtered using a membrane with a molecular weight cut-off of 10 kDa.

2.3 Synthesis of magnetite and laccase immobilization

Magnetite nanoparticles were synthesized by coprecipitation of 20 mL of 1 M 
FeCl2 and 20 mL of 2 M FeCl3 under agitation at 1,500 rpm and 90 °C. 40 mL of 8 M 
NaOH and 40 mL of 2% (v/v) TMAH were then added to the mixture during 3.5 h at 
a flow rate of 12 mL/h. Nanoparticles (Magnetite) were magnetically separated aided 
by a strong permanent magnet, then washed thoroughly with 2% (v/v) TMAH, and 
finally sonicated for 100 min in a VibraCell ultrasonic bath (Sonics, USA).

Magnetite nanoparticles were buffered by adding a NaOH solution until pH 
approached 11, then sonicated for 10 min. 50 μL of 2% (v/v) TMAH was added 
and dispersed and then the mixture was sonicated for 10 min. Silanization of the 
nanoparticles was carried out by adding 50 μL of 2% (v/v) APTES followed by 
sonication for 20 more min. 50 μL of 2% (v/v) glutaraldehyde was added to the 
mixture as the crosslinker, and left to react for 30 min. Finally, 50 μL of 960 U/L 
laccase was added and left overnight to immobilize the enzyme on the nanopar-
ticles. The resulting bionanocompounds (i.e., Lac-Magnetite) were separated by 
magnetism and washed thoroughly with MilliQ water.

2.4 Geometry design and fabrication

Six different prototypes of micromixers were designed with different micro-
channel geometries for the reaction chambers. This was achieved by varying the 
number of layers of PMMA sheets required to create the channel. In the case of one 
layer, the channel geometry was circular and triangular. In contrast the assembly 
of multiple layers enabled rectangular-3D, one loop, two horizontal loops, and two 
vertical loops (See Figure 1).

For the micromixers manufacture, each design was engraved and cut on sheets of 
polymethylmethacrylate (PMMA), with a thickness of 3 mm and an area of 75x25 mm, 
using a Speedy 100, 60 W laser cutting system (TROTEC, Germany). Sheets were 
glued together to assemble the devices by applying a few drops of 96% ethanol on the 
contacting surfaces and maintaining a constant pressure for 8 minutes at 105 °C.

2.5 Experimental test for wastewater treatment

To estimate the dye biodegradation, we selected the EBt dye as a model. The 
EBt solutions were prepared at pH 5.48 and three different concentrations, namely, 
5 mg/L, 10 mg/L and 20 mg/L. Biodegradation tests were conducted by introduc-
ing 5 mg of the bionanocompound and 5 mL of dye solution into each micromixer 
for 25 minutes at a constant rate of 12 mL/h. A neodymium permanent magnet, of 
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by a strong permanent magnet, then washed thoroughly with 2% (v/v) TMAH, and 
finally sonicated for 100 min in a VibraCell ultrasonic bath (Sonics, USA).

Magnetite nanoparticles were buffered by adding a NaOH solution until pH 
approached 11, then sonicated for 10 min. 50 μL of 2% (v/v) TMAH was added 
and dispersed and then the mixture was sonicated for 10 min. Silanization of the 
nanoparticles was carried out by adding 50 μL of 2% (v/v) APTES followed by 
sonication for 20 more min. 50 μL of 2% (v/v) glutaraldehyde was added to the 
mixture as the crosslinker, and left to react for 30 min. Finally, 50 μL of 960 U/L 
laccase was added and left overnight to immobilize the enzyme on the nanopar-
ticles. The resulting bionanocompounds (i.e., Lac-Magnetite) were separated by 
magnetism and washed thoroughly with MilliQ water.

2.4 Geometry design and fabrication

Six different prototypes of micromixers were designed with different micro-
channel geometries for the reaction chambers. This was achieved by varying the 
number of layers of PMMA sheets required to create the channel. In the case of one 
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Figure 1. 
Micromixers geometries. A) One loop, B) two horizontal loops, C) two vertical loops, D) circular, E) 
triangular and F) rectangular-3D.

Figure 2. 
Experimental scheme performed for on the micromixers by topologies with loops (a) and without (B).
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349.23 mT, was externally inserted into the loops of some of the devices to retain 
the bionanocompounds while the reaction occurred. For devices that lack loops for 
permanent magnets, separation of the bionanocompounds by placing the magnets 
at the outlets of the system (See Figure 2). All experiments were carried out in 
triplicate. After the treatment, each sample was collected and analyzed spectropho-
tometrically in a GENESYS 10S UV–Vis v4.004 2L5R078128 (Thermo SCIENTIFIC, 
USA) An absorbance peak was monitored at 545 nm and also the absorbance area 
of the entire visible spectrum in the range between 400 and 700 nm was calculated. 
All measurements were carried out in triplicate.

2.6 LCA requirements

2.6.1 Goal and scope

This life cycle analysis aimed to evaluate possible impacts associated with 
manufacture and operation of six different micromixers for wastewater treatment. 
This LCA was based on an attributional approach or descriptive “cradle to gate” 

Stage Inventory Amount Unit

Single layer micromixer

Polymethyl methacrylate (PMMA) 0.011 m3

Ethanol 1 ml

Energy 0.339 kWh

Water consumption 53 ml

Two layers micromixer

Polymethyl methacrylate (PMMA) 0.017 m3

Manufacturing Ethanol 2 ml

Energy 0.577 kWh

Water consumption 51 ml

Multiple layers micromixer

Polymethyl methacrylate (PMMA) 0.034 m3

Ethanol 5 ml

Energy 1.293 kWh

Water consumption 51 ml

Enzyme activity assay

Citric acid 0.060 g

Disodium hydrogen phosphate 0.050 g

ABTS 0.110 g

Energy 0.057 kWh

Operation Water consumption 15 ml

Dye preparation

Eriochrome black 0.0001 g

Water consumption 5 ml

Operation

Energy 0.020 kWh

Table 1. 
Inventory report of micromixers manufacturing and operation.
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of the laboratory-scale processes. The functional unit of this study was defined as 
5 mL of treated wastewater by each micromixer. System boundaries were set from 
the use of raw materials for the manufacturing microfluidic devices and synthesis 
of Lac-Magnetite nanoparticles until the absorbance analysis of treated wastewater.

2.6.2 Life cycle inventory (LCI)

Data from the synthesis of Lac-magnetite and the process of wastewater treat-
ment of each micromixer were measured on site. These data collection involved 
the determination of the relevant flows, use of reagents, emissions, wastes, and 
energy consumptions for this LCA study. Data concerning distribution of electric-
ity and production of reagents were obtained from the Ecoinvent 3.6 database. 
Inventory report of this LCA study was mostly based on own laboratory experi-
ments. Table 1 shows the inventory report of raw materials, water consumption 
and energy required for the manufacturing of each micromixer and the corre-
sponding operation process for wastewater treatment.

2.6.3 Impact assessment

Life cycle impact assessment (LCIA) aims to calculate the potential environmen-
tal and human health impacts associated with the manufacturing and operation of 
six micromixers for wastewater treatment. This LCIA was carried out with the aid 
of Ecoinvent 3.6 database. Characterization factors reported by the International 
Reference Life Cycle Data System (ILCD) method for LCIA were applied as impact 
assessment tools. In addition, eight impact categories were considered in this 
study: human toxicity non-cancer effects, human toxicity cancer effects, ecotoxic-
ity freshwater, climate change total, resource depletion of minerals and metals, 
resource depletion of dissipated water, freshwater and terrestrial acidification, and 
photochemical ozone formation.

Regarding the assumptions, data concerning environmental impacts included 
the production of reagents necessary to synthetize the magnetite nanoparticles, i.e., 
the production of iron chlorides (II) and (III). However, environmental impact data 
to produce Tetramethylammonium Hydroxide (TMAH) has not been reported yet 
and therefore was neglected from the LCA analysis.

3. Results and discussion

3.1 Life cycle impact assessment of the manufacturing stage

The impact assessment was divided into two stages, the one related to raw 
materials and the manufacturing of micromixers, and the one that involved the 
operation in wastewater treatment. At the manufacturing stage, micromixers were 
analyzed based on the resources required for their fabrication and the number of 
PMMA layers to assemble them. For example, circular and triangular micromixers 
only required one PMMA layer, while one loop, two horizontal loops, and rectan-
gular-3D micromixers were formed by two PMMA layers. Finally, the two vertical 
loops micromixer was formed by four or even more PMMA layers. Based on these 
features, the micromixers’ manufacturing was analyzed individually in terms of 
environmental impacts. Alternatively, for the operation stage, each micromixer was 
analyzed based on its specific retention rate of Lac-magnetite in each work cycle. 
Finally, LCA results of both stages were added up to determine the total impact of 
each micromixer.

99

Micromixers for Wastewater Treatment and Their Life Cycle Assessment (LCA)
DOI: http://dx.doi.org/10.5772/intechopen.96822

Figure 3 shows the detailed factors that, in the manufacturing stage of micro-
mixers, impacted human health and global warming. These results showed that 
PMMA contributed with 55%, energy consumption with 44%, and other raw 
materials with only 1% of the total impact of the human toxicity, within the cancer 
effects category (see Figure 3A). Therefore, effects on human toxicity may be 
most likely associated with the use of PMMA for the manufacture of microfluidic 
devices. The selection of suitable materials to design micromixers with low costs 
and high manufacturability, is an important factor. New alternatives have been 
proposed to minimize environmental and human health impacts of PMMA. For 
instance, Wan et al. [17] demonstrated that PMMA used to fabricate microfluidic 
devices can be recycled multiple times preserving a high optical quality and their 
properties for biological experiments. Also, their results highlighted the importance 
of choosing appropriate parameters for the recycling process such as temperature, 
time, and pressure. Therefore, an alternative to reduce the impacts associated with 
the manufacture of micromixers in our case is by recycling the PMMA.

Figure 3B shows the impact assessment in climate change category. Energy con-
sumption contributed with 53%, which can be explained by the energy consumed 
during the laser cutting process for the manufacture of micromixers. Overall, the 
results reflected that multiple layer micromixers showed the highest values on 
human toxicity and climate change categories, with up to 2 to 4 times increase in the 
values compared to two layers and single layer micromixers, respectively. This trend 
was also observed in other impact categories considered in this study. Although 
energy spent in the laser cutting had the highest contribution in the impact assess-
ment, this technology reduced the micromixer manufacturing time compared to 
other wet chemical etching processes [22]. Also, this technique facilitated main-
taining consistent dimensions and the appropriate device functionality due to its 
resolution and flexibility in terms of the variety of materials that can be handled 
[23]. Therefore, laser cutting offers significant benefits over other manufacturing 
techniques to achieve an accurate design of micromixers at very low cost.

Experimental tests determined that retention of Lac-magnetite nanoparticles 
was 87% for the two vertical loops micromixer, 80% for the one loop and the two 
horizontal loops micromixers, 40% for the triangular micromixer, and 0% for the 
rectangular-3D and circular micromixers. This analysis was carried out by measur-
ing the amounts of Lac-magnetite bionanocompounds exiting the micromixer after 
wastewater treatment process. These nanoparticles remained attached to the walls 
of the micromixer in each work cycle. Based on retention information, the equiva-
lent amount of Lac-magnetite held in each work cycle was estimated to calculate 

Figure 3. 
Impact assessment in manufacturing stage for: A) cancer effects category of human toxicity, B) climate change.



Advances in Microfluidics and Nanofluids

98

of the laboratory-scale processes. The functional unit of this study was defined as 
5 mL of treated wastewater by each micromixer. System boundaries were set from 
the use of raw materials for the manufacturing microfluidic devices and synthesis 
of Lac-Magnetite nanoparticles until the absorbance analysis of treated wastewater.

2.6.2 Life cycle inventory (LCI)

Data from the synthesis of Lac-magnetite and the process of wastewater treat-
ment of each micromixer were measured on site. These data collection involved 
the determination of the relevant flows, use of reagents, emissions, wastes, and 
energy consumptions for this LCA study. Data concerning distribution of electric-
ity and production of reagents were obtained from the Ecoinvent 3.6 database. 
Inventory report of this LCA study was mostly based on own laboratory experi-
ments. Table 1 shows the inventory report of raw materials, water consumption 
and energy required for the manufacturing of each micromixer and the corre-
sponding operation process for wastewater treatment.

2.6.3 Impact assessment

Life cycle impact assessment (LCIA) aims to calculate the potential environmen-
tal and human health impacts associated with the manufacturing and operation of 
six micromixers for wastewater treatment. This LCIA was carried out with the aid 
of Ecoinvent 3.6 database. Characterization factors reported by the International 
Reference Life Cycle Data System (ILCD) method for LCIA were applied as impact 
assessment tools. In addition, eight impact categories were considered in this 
study: human toxicity non-cancer effects, human toxicity cancer effects, ecotoxic-
ity freshwater, climate change total, resource depletion of minerals and metals, 
resource depletion of dissipated water, freshwater and terrestrial acidification, and 
photochemical ozone formation.

Regarding the assumptions, data concerning environmental impacts included 
the production of reagents necessary to synthetize the magnetite nanoparticles, i.e., 
the production of iron chlorides (II) and (III). However, environmental impact data 
to produce Tetramethylammonium Hydroxide (TMAH) has not been reported yet 
and therefore was neglected from the LCA analysis.

3. Results and discussion

3.1 Life cycle impact assessment of the manufacturing stage

The impact assessment was divided into two stages, the one related to raw 
materials and the manufacturing of micromixers, and the one that involved the 
operation in wastewater treatment. At the manufacturing stage, micromixers were 
analyzed based on the resources required for their fabrication and the number of 
PMMA layers to assemble them. For example, circular and triangular micromixers 
only required one PMMA layer, while one loop, two horizontal loops, and rectan-
gular-3D micromixers were formed by two PMMA layers. Finally, the two vertical 
loops micromixer was formed by four or even more PMMA layers. Based on these 
features, the micromixers’ manufacturing was analyzed individually in terms of 
environmental impacts. Alternatively, for the operation stage, each micromixer was 
analyzed based on its specific retention rate of Lac-magnetite in each work cycle. 
Finally, LCA results of both stages were added up to determine the total impact of 
each micromixer.

99

Micromixers for Wastewater Treatment and Their Life Cycle Assessment (LCA)
DOI: http://dx.doi.org/10.5772/intechopen.96822

Figure 3 shows the detailed factors that, in the manufacturing stage of micro-
mixers, impacted human health and global warming. These results showed that 
PMMA contributed with 55%, energy consumption with 44%, and other raw 
materials with only 1% of the total impact of the human toxicity, within the cancer 
effects category (see Figure 3A). Therefore, effects on human toxicity may be 
most likely associated with the use of PMMA for the manufacture of microfluidic 
devices. The selection of suitable materials to design micromixers with low costs 
and high manufacturability, is an important factor. New alternatives have been 
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energy spent in the laser cutting had the highest contribution in the impact assess-
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[23]. Therefore, laser cutting offers significant benefits over other manufacturing 
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Experimental tests determined that retention of Lac-magnetite nanoparticles 
was 87% for the two vertical loops micromixer, 80% for the one loop and the two 
horizontal loops micromixers, 40% for the triangular micromixer, and 0% for the 
rectangular-3D and circular micromixers. This analysis was carried out by measur-
ing the amounts of Lac-magnetite bionanocompounds exiting the micromixer after 
wastewater treatment process. These nanoparticles remained attached to the walls 
of the micromixer in each work cycle. Based on retention information, the equiva-
lent amount of Lac-magnetite held in each work cycle was estimated to calculate 

Figure 3. 
Impact assessment in manufacturing stage for: A) cancer effects category of human toxicity, B) climate change.
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the corresponding environmental impacts. Therefore, we considered the operation 
stage of each micromixer from its use in the first cycle until the completion of a 
total of ten work cycles. The initial input of the Lac-magnetite bionanocompound 
was 5 mg during all the operation process in the wastewater treatment. Then, this 
amount was different for each microsystem and work cycle. The total amounts of 
Lac-magnetite per work cycle for each micromixer are summarized in Table 2.

3.2 Life cycle impact assessment of the operation stage

Figure 4 shows the impact assessment results for the wastewater treatment 
operation stage for all micromixer devices. The total impact of each micromixer, in 
this stage, was determined by the summation of all impacts during ten work cycles. 
Figure 4 compiles the results of all evaluated impact categories for the six devices 
under study. Overall, the LCIA results showed that in the operation stage, circular 
and rectangular-3D micromixers presented 30% more impact than the other micro-
mixers. This finding can be explained by the high retention of these devices and the 
Lac-magnetite amount required for each work cycle. Two vertical loops and multiple 
layers micromixers presented the lowest impact in all impact categories, due to their 
high retentions per work cycle. Impact assessment was measured in four general 
categories: human health, ecosystem quality, climate change and resource depletion.

Figure 4A–C show impacts on human toxicity, non-cancer effects category, 
human toxicity-cancer effects category, and photochemical ozone formation cat-
egory, respectively. Results indicate that human toxicity impacts are mainly related 
to ABTS use. This is a chemical compound used to track the reaction kinetics of 
specific enzymes such as laccases [24]. In this study, ABTS is used in the enzymatic 
activity assay of the obtained Lac-magnetite bionanocompounds. Assessment of 
toxicological effects of ABTS emitted into the environment were considered by esti-
mating a specific characterization factor, i.e., comparative toxic units (CTUh). This 
factor provides an estimate of increase morbidity for the human population per 
unit mass of an emitted chemical (cases per kilogram) by assuming equal weight-
ing between cancer and non-cancer situations [25]. However, some studies have 

Micromixer Two 
vertical 

loops

One 
loop

Two 
horizontal 

loops

Triangular Circular Rectangular-3D

Retention rate 87% 80% 40% 0%

Lac-
magnetite 
amount 
(mg)

Cycle 1 5 5 5 5

Cycle 2 0.65 1 3 5

Cycle 3 0.0845 0.2 1.8 5

Cycle 4 0.0109 0.04 1.08 5

Cycle 5 0.0014 0.008 0.648 5

Cycle 6 0.00018 0.0016 0.3888 5

Cycle 7 2.4E-05 0.00032 0.2332 5

Cycle 8 3.1E-06 6.4E-05 0.1399 5

Cycle 9 4.08E-07 1.28E-05 0.0839 5

Cycle 10 5.3E-08 2.5E-06 0.0503 5

Table 2. 
Lac-magnetite amount per work cycle for the six micromixer devices.
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proposed the calculation of human health effect factors for cancer and non-cancer 
effects via ingestion and inhalation exposure, respectively. Additionally, toxic 
effects models have been considered to determine impacts on human health per 
kilogram substance emitted [26]. These calculations have been developed through 
steps, such as environmental fate, exposure, and effects of chemicals, which implies 
a cause–effect chain that links emissions to impacts.

Figure 4. 
Impact assessment results for the operation stage: A) human toxicity, non-cancer effects, B) human toxicity, 
cancer effects, C) photochemical ozone formation, D) Ecotoxicity freshwater, E) freshwater and terrestrial 
acidification, F) climate change, G) resource depletion, minerals and metals, H) resource depletion, 
dissipated water.
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proposed the calculation of human health effect factors for cancer and non-cancer 
effects via ingestion and inhalation exposure, respectively. Additionally, toxic 
effects models have been considered to determine impacts on human health per 
kilogram substance emitted [26]. These calculations have been developed through 
steps, such as environmental fate, exposure, and effects of chemicals, which implies 
a cause–effect chain that links emissions to impacts.
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Impact assessment results for the operation stage: A) human toxicity, non-cancer effects, B) human toxicity, 
cancer effects, C) photochemical ozone formation, D) Ecotoxicity freshwater, E) freshwater and terrestrial 
acidification, F) climate change, G) resource depletion, minerals and metals, H) resource depletion, 
dissipated water.
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Regarding the ecosystem quality, Figure 4D and E present impacts on the eco-
toxicity freshwater category and the freshwater and terrestrial acidification category. 
According to Aurisano et al. [27], assessing ecotoxicological impacts on freshwater 
ecosystems after chemical exposure is an important component of various environ-
mental and chemical management frameworks. These impact categories were con-
sidered here because we needed to determine impacts associated with compounds 
from our process that potentially come into contact with aquatic organisms and 
human beings [28]. Results showed that ABTS had the highest impact contribution 
on these categories due to its potential impact on aquatic ecosystems. Many authors 
have agreed that freshwater acidification is mainly caused by protons resulting from 
the mineralization of nitrogen and sulfur deposition, while carbon dioxide is the 
main cause of (coastal) marine acidification [29, 30]. These environmental impacts 
directly compromised the operation stage of micromixers in wastewater treatment.

Figure 4F shows impacts on the climate change category. Emissions of CO2 
and other greenhouse gases (GHGs), aerosols, and ozone precursors are thought 
to be responsible for detrimental climate impact [31]. In this study, energy use in 
operation processes of micromixers had the highest contribution to this impact 
category, which agrees well with previous studies [32]. This energy along with the 
energy used during the life span of a micromixer comprise the life-cycle energy 
and emissions footprint. According to Yousefi et al. [33], in addition to the energy 
consumption issue, greenhouse gas (GHG) emission issues and an understanding 
of emissions in a production process based on the kilogram of carbon equivalent 
(CO2eq) are also critical in any production process. Several studies have reported 
some greenhouse gas removal technologies that will be needed to balance residual 
emissions and meet the emission targets [34]. Overall, most of these technologies 
proposed involve carbon dioxide removal or conversion of a higher global warming 
potential (GWP) gas to a lower GWP gas [35]. However, some removal technolo-
gies require significant amounts of energy for both installation and operation. 
Therefore, it is necessary to continue investigating in this field to assess potential 
environmental tradeoffs, including those related to energy use and climate change.

Finally, Figure 4G and H show the impact assessment results for the resource 
depletion of minerals and metals category and resource depletion of dissipated 
water category, respectively. Results in these categories are mainly associated with 
the energy consumption due to the use of non-renewables such as fossil fuels. 
According to Klinglmair et al. [36], resources could be evaluated according to 
their depletion (consumption related to geological or natural reserve), scarcity 
(economic availability) and their criticality (a resource that is scarce and crucial 
for society). Hence, depletion refers to the decrease of the physical amount of a 
resource that is available for future human use [37]. Minerals and metals depletion 
are considered within the abiotic depletion potential (ADP) method, which is rec-
ommended by the ILCD handbook and the Product Environmental Footprint (PEF) 
as the best available practice for assessing resource depletion on a midpoint level 
[37, 38]. Therefore, here we considered this impact category to determine the poten-
tial impacts associated with resource use when operating wastewater treatment 
processes enabled by the developed micromixers. However, both environmental 
and human health impacts related to extraction or use, such as toxic emissions, are 
kept as separate environmental impact categories, and resource depletion directly 
impacting ecosystem health was disregarded in importance.

3.3 Total impact assessment

Figure 5 shows the impact assessment results of manufacturing and operation 
stages for each micromixer. The manufacturing stage had the highest contribution 
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to the total impact of each micromixer in the photochemical ozone formation 
category, representing 87% in the two vertical loops micromixer, 69% in the 
rectangular-3D micromixer, 77% in the one loop and two horizontal loop micro-
mixers, 66% in the triangular micromixer, and 58% the in circular micromixer. 
Similar results were also obtained in other impact categories due to the energy spent 
for laser cutting to manufacture the device in addition to the use of raw materials, 
such as PMMA. Regarding the operation stage, results showed that although ten 
work cycles for each micromixer were considered, this stage had the lowest contri-
bution in all impact categories. This can be explained by the use of low impact raw 
materials in the enzyme activity assay, the preparation of artificial wastewater, and 
the micromixer operation.

Specifically, the two vertical loops micromixer presented, on average, 56% more 
impact in all categories than other micromixers, considering the manufacturing and 
operation stages. In contrast, the circular micromixer had the lowest impact in the 
manufacturing stage due to a significant reduction in the use of PMMA. Also, this 
micromixer had the highest impact during the operation stage due to its low reten-
tion of Lac-Magnetite, which leads to an increased requirement of the bionanocom-
pound per cycle. However, total impact of circular micromixer is one of the lowest 
compared to other designs. This result showed that to calculate the impact assess-
ment, it is necessary to consider all stages of a micromixer from its manufacture to 
its final operation.

4. Conclusions

Results from this study showed that six prototypes of micromixers for waste-
water treatment can be analyzed in terms of impacts to human health and environ-
ment using the LCA methodology. This tool confirmed to be useful for this early 
research stage as it allows to identify potential impacts during the different phases 
required to implement these technologies.

According to the four general impacts categories considered in this study, we 
successfully identified the main flows that contributed to each one. The ABTS 
chemical for enzyme activity assays significantly contributed to human health and 
ecosystem quality categories. Assessment of potential toxicological effects of this 
compound on human health were determined in several impact categories including 

Figure 5. 
Impact assessment of manufacturing and operation stages in the photochemical ozone formation category.
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human toxicity, cancer and non-cancer effects, and photochemical ozone produc-
tion. Also, in terms of ecosystem quality, impacts on the ecotoxicity freshwater and 
the freshwater and terrestrial acidification categories were considered. Toxic effects 
of the ABTS were the highest compared to other raw materials during the operation 
stage mainly due to its release to aquatic ecosystems where it might eventually reach 
organisms and human beings. Moreover, energy use contributed to climate change 
and resource depletion categories. Emissions of CO2 and other greenhouse gases 
were considered in the climate change category. Regarding the resource depletion 
category, results showed that the use of non-renewables such as fossil fuels to 
produce electricity was the major contributor to this category.

Multiple layers micromixers showed the highest impact while the one-layer ones 
the lowest. These results were associated directly with the manufacturing stage, 
where PMMA and energy used had the highest contribution to impacts on environ-
mental and human health categories, respectively. Therefore, the manufacturing 
stage had the highest contribution to the total impact of each micromixer in all 
impact categories. Also, the operation stage depended directly on the retention of 
the active bionanonanocompounds within each micromixer, in addition to oth-
ers raw materials necessary for wastewater treatment. Finally, impact assessment 
results of the manufacturing and operation stages determined the total impact of a 
micromixer during its work cycle.

This study represents a first step for the impact assessment on the environment 
and human health of the wastewater bioremediation treatment enables by low and 
high efficiency micromixers. Moreover, this work sets a starting point to further 
explore the potential of micromixers and the possible environmental concerns aris-
ing from their implementation in large-scale operations.
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results of the manufacturing and operation stages determined the total impact of a 
micromixer during its work cycle.

This study represents a first step for the impact assessment on the environment 
and human health of the wastewater bioremediation treatment enables by low and 
high efficiency micromixers. Moreover, this work sets a starting point to further 
explore the potential of micromixers and the possible environmental concerns aris-
ing from their implementation in large-scale operations.
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Chapter 7

Solar Thermal Conversion of
Plasmonic Nanofluids:
Fundamentals and Applications
Meijie Chen, Xingyu Chen and Dongling Wu

Abstract

Plasmonic nanofluids show great interests for light-matter applications due to
the tunable optical properties. By tuning the nanoparticle (NP) parameters (mate-
rial, shape, and size) or base fluid, plasmonic nanofluids can either absorb or
transmit the specific solar spectrum and thus making nanofluids ideal candidates
for various solar applications, such as: full spectrum absorption in direct solar
absorption collectors, selective absorption or transmittance in solar photovoltaic/
thermal (PV/T) systems, and local heating in the solar evaporation or nanobubble
generation. In this chapter, we first summarized the preparation methods of
plasmonic nanofluids, including the NP preparation based on the top-down and
bottom-up, and the nanofluid preparation based on one-step and two-step. And
then solar absorption performance of plasmonic nanofluids based on the theoretical
and experimental design were discussed to broaden the absorption spectrum of
plasmonic nanofluids. At last, solar thermal applications and challenges, including
the applications of direct solar absorption collectors, solar PT/V systems, solar
distillation, were introduced to promote the development of plasmon nanofluids.

Keywords: solar thermal, plasmonic, nanofluid, absorption, nanoparticle

1. Introduction

Nowadays, with the development of society and the improvement of people’s
living standards, environment issues, such as: greenhouse effect, acid rain, and
haze, has become more serious. Developing green energy technology has attracted
more researchers’ attention, especially for solar energy, which is universal, harm-
less, huge, and sustainable. Solar utilizations can be divided into two main catego-
ries: solar-electric and solar-thermal. And both of them are needed to enhance the
solar absorption performance of working media at its first step of solar conversion
applications.

Solar thermal conversion is one of the most simple and direct ways of solar
utilizations by heating the working mediums directly for follow-up usages, which
can be widely used in the solar thermal collectors [1], solar distillation [2, 3] and so
on [4]. Therefore, it’s critical to improve the solar absorption performance of
working mediums for the solar thermal conversion applications. For example, based
on the surface absorber, various nanostructure coatings (e.g., grating, porous
structure, and so on [5, 6]) were designed to achieve the selective absorption ability,
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which serves as solar selective absorbers by heating the surface and transferring the
heat to the working fluid for the follow-up applications. The heat loss from the
absorbed surface due to the high temperature and heat transferred resistance
between the absorbed surface and working should be considered during the design
processes, which also limits its large-scale practical application at the high or middle
temperature solar thermal conversion applications.

Instead of absorbing solar energy by a surface, work fluid can be used to absorb
solar energy, which serves as both the solar absorber and heat transfer medium and
can avoid the local high temperature area and reduce the heat transfer resistance.
However, the common working fluids such as: water, oil, and alcohol usually have
the limited solar absorption ability [7]. It was found that adding nanoparticles
(NPs) to these working fluid (i.e., nanofluid) can greatly improve the solar collector
efficiency [8, 9]. Nanofluid is a suspension of NPs (1–100 nm) in a conventional
base fluid, which was first used by Choi in 1995 [10]. Nanofluids show unique
characteristics in many aspects, including the heat transfer [11, 12] and the solar
absorption ability due to the interaction between the light and NPs at nanoscale
[9, 13]. For example, carbon nanotube, graphite and the other black carbon
NPs were added into the base fluid to achieve the great solar absorption
performance [14].

Plasmonic nanofluids show great interests to improve the absorption ability by
dispersing plasmonic NPs in the base fluid stability. Due to the surface plasmon
resonance (SPR) around the NP surface [15], the incident electric coupled with the
free electron oscillation around the NP surface at the resonance frequency can
strongly enhance the absorption performance of NPs [16] in Figure 1. The optical
absorption performance of nanofluids can be enhanced by tuning the NP shape,
size, or base fluid. Using plasmonic nanofluids as the absorber and heat transfer
medium in the solar thermal applications shows great potential due to the excellent
optical and thermal characteristics. To choose a proper nanofluids for specific solar
thermal applications (such as: solar collectors, solar PV/T systems), many
researchers investigated the optical and thermal properties of various nanofluids.
For example, for the direct absorption solar collectors (DASCs), nanofluids as the
absorber need to absorb the solar radiation in the full solar spectrum (0.3–2.5 um).
While the nanofluid only serves as a beam splitter (i.e., selective absorber) in solar
PV/T systems, which absorbs the useless spectrum for the PV cell and avoids
heating the PV cells to improve the overall PV/T efficiency [4]. Hence, the optical
absorption performance of plasmonic nanofluids should be considered in different
solar thermal applications.

Figure 1.
Light propagation in the nanofluid [17] and the surface plasmon resonance (SPR) around the NP surface,
dividing into localized and propagating surface plasmon resonance (LSPR and PSPR).
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In this chapter, we focus on the solar thermal conversion of plasmonic
nanofluids in Figure 2, which consists of the following three parts: 1) plasmonic
nanofluid preparation including NPs and nanofluids; 2) solar absorption of
plasmonic nanofluids based on the theoretical and experimental design; 3) solar
thermal applications and challenges, including direct solar absorption collectors,
solar PT/V systems, solar evaporation, other applications and challenges. To
increase the understanding of previous studies, related analyses and calculation
techniques are illustrated. This chapter is expected to provide researchers with deep
insight into the solar thermal conversion of plasmonic nanofluids and facilitate
future studies in this field.
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As discussed above, the NP parameters and dispersed base fluid have great effect
on the optical absorption and solar thermal conversion performance of plasmonic
nanofluids. We will first discuss the preparation methods of plasmonic nanofluids,
and then the preparation methods of plasmonic NPs (Figure 3) are summarized due
to the great interaction of NP parameters with the light. In this section, some
common methods to prepare plasmonic NPs or nanofluids are listed and their
advantages or limitation would also be discussed.
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The preparation method of nanofluids can be classified into two main categories
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Figure 1.
Light propagation in the nanofluid [17] and the surface plasmon resonance (SPR) around the NP surface,
dividing into localized and propagating surface plasmon resonance (LSPR and PSPR).
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The one-step method is to disperse NPs in the NP synthesis process by using the
physical method or wet-chemical method. The prepared nanofluid is relatively
stable by avoiding the NP separation process (e.g., centrifuge or drying) and
redisperse process (e.g., stirring or ultrasonic oscillation). Hence, the one-step
method can reduce NP agglomeration or sedimentation in the nanofluids. For
example, an ultrasound-assisted one-step method was used to prepare spherical and
plate-shaped Au NPs with the NP size of 10 � 300 nm [19]. But the dispersed base
fluid has limitations, which usually consists of the residual chemical reagent in the
NP synthesize process and the nanofluid could not be applied in a large-scale range.

The two-step method separates the NP synthesis process from the dispersion
process, which is widely used in the large-scale applications. In this method, various
NPs, such as: nanospheres, nanorods, nanotubes, and so on, are in the state of dry
powders and then these NPs can be dispersed into different base fluids by stirring or
ultrasonic oscillation for different applications. Due to the redispersion process of
NPs, the stability is worse than that of the one-step method, but the two-step
method has a simple preparation process, a high NP controllability, and wide
application ranges. It can be seen from the two-step method that the NP parame-
ters, such as the size, morphology, and dielectric environment of the base fluid
determine their unique SPRs. Therefore, for solar thermal conversion applications
of plasmonic nanofluids, preparing plasmonic NPs with the controllable morphol-
ogy and size is the prerequisite and basis for their applications. And the fabrication
of these plasmonic NPs will be discussed in the next section.

2.2 Plasmonic nanoparticle fabrication

The fraction processes of plasmonic NPs can be divided into two main categories
in Figure 3b: the top-down based on the lithography, etching or milling, and the
bottom-up, including the seed-mediated growth, chemical reduction, electrochem-
ical method, and so on. Given that the NP shape can significantly affect the way it
interacts with light and its SPRs, researchers have made great efforts to develop
preparation methods for plasmonic NPs with the reproducible control of the size
and shape. Nowadays, it’s possible to fabricate high-quality plasmonic NPs (e.g., Au
or Ag) with the target SPR wavelengths or near-field enhancement by enabling a
systematic study of SPR dependencies on the size, shape, and structure of
plasmonic NPs.

Figure 3.
Preparation methods of (a) plasmonic nanofluids and (b) nanoparticles.
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The wet-chemical method is one of the most common bottom-up methods to
tune the size or shape of metal NPs. For Au NPs, chloroauric acid (HAuCl4) in
aqueous solution is usually used as the precursor and the reducing agent can be
polyvinyl pyrrolidone (PVP), Sodium borohydride (NaBH4), ascorbic acid (AA),
sodium citrate (SC), and so on. The reduction reaction is also determined by the
temperature. And various Au NP shapes can be achieved by introducing the addi-
tive, e.g., etyltrimethylammonium bromide (CTAB) for nanorods [20], sodium
citrate or trisodium citrate for spheres [21], silver iron (Ag+) for thorns [22]. Au
NPs with the size ranged from 5 nm to 150 nm can be obtained by changing the
concentration of the precursor and the reducing agent [23], PH value [24], temper-
ature [25] and so on [26]. Seed-medicated method is another effective method to
control the size and shape of Au NPs, which divides the reaction into nucleation and
growth stages separately, so that the size and morphology of the particles can be
controlled in a larger range [27]. By controlling the growth rate of different crystal
planes, the final synthesized NPs can deviate from the initial seed crystal structure
by the seed growth method. For example, cube Au NPs were prepared by the
amount of ascorbic acid (AA) in the growth solution and the size can be controlled
by the amount of seed solution or the growth number [28, 29]. Ag NPs also can be
prepared by the similar methods using AgNO3 or other silver salts. To scalable and
green prepare metal NPs, a rotating electrodeposition and separation (REDS) tech-
nique developed, which entails electrochemically depositing NPs onto a continu-
ously rotating metal foil and subsequently harvesting them through mechanical
delamination. A wide array of elemental nanoparticles (e.g., Ag, Au, Ni, Cu),
alloys nanoparticles (e.g., FeCoNi and FeCoNiW), and metal oxide nanomaterials
(e.g., CO3O4) were synthesized by REDS [30].

Besides the bottom-up method, top-down method is another to prepare NPs,
which mainly including some physical method, such as: electron beam lithography
(EBL), milling, annealing, laser-melting, and so on. The fabrication process of EBL
is similar to classical photolithography, an electron beam is used to mark the pattern
in the resist instead of light. [31]. Despite the low fabrication throughput and the
fact that very small structures may be at the physical limit in terms of electronic
function, the technique can find applications in preparation of reproducible large-
scale arrays of plasmonic NP with arbitrary two-dimensional shapes. Among the
disadvantages are the technological requirements such as high vacuum and a scan-
ning electron microscope system, much longer time to write a pattern than photo-
lithography. Using conventional lithography techniques many shapes of
nanoparticles on surfaces can be achieved. However, large scale fabrication using
reproducible patterns, inverse replication or transfer of NPs between substrates,
and three-dimensional nanostructures including deep etching has been increasingly
demanded in plasmonic nanostructures [32, 33].

After obtaining different plasmonic NPs, it should be dispersed into the working
fluid stability to form various nanofluids. The fabrication of NPs based on the top-
down method is expensive and consumed on the materials, which could not meet
the scale requirement although the high-quality NPs can be achieved. Wet-chemical
method can be an efficient method to achieve plasmonic NPs in the solar thermal
conversion applications.

2.3 Nanofluid stability

Nanofluid is defined as dispersing NPs stability into the base fluid, which is not
simply mixing solid NP phase and liquid phase. It’s a complex colloid by dispersing
specific functional NPs in the base fluid (e.g., water, oil and so on). The main
challenge for nanofluid applications is how to produce well-dispersion nanofluids.
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Owing to the interaction among different NPs at the nanoscale and gravity at Earth,
NPs are usually agglomerated due to Van der Waals force and then trend to be
sediment at the bottom [34]. As a result, the agglomeration and sedimentation of
NPs in the base fluid would affect the optical absorption and heat transfer perfor-
mance, weakening the system efficiency. In addition, recent studies showed that
the agglomeration or sedimentation can be worse under harsh operating conditions,
such as: high temperature and pressure [35, 36]. Many methods were used to
evaluate the stability of nanofluids, the simplest and direct method is the sedimen-
tation method [18]. Interface electromotive force analysis is another common
method to observe the stability of nanofluids, but this method is limited by the
viscosity and concentration of the fluid [37]. Wang et al. [38] used an ultraviolet–
visible spectrophotometer to study the stability of nanofluids. The NP concentra-
tion can be obtained by measuring the change in the light absorption rate of the
system with the sedimentation time because the NP concentration is a linear
relationship with the absorbance of nanofluid at the low concentration.

The stability of plasmonic nanofluids is also one of the major issues limiting the
applications of nanofluids. Many researchers have made much efforts to improve the
stability of the plasmonic nanofluids from the aspect of long-time and high-
temperature dispersion [39]. For example, Au@SiO2 and Ag@SiO2 core-shell NPs
were synthesized using a low-temperature two-step solution process. Results showed
that the synthesized metal@SiO2 nanofluids exhibited excellent dispersion stability of
93.7% for Au@SiO2 and 100% for Ag@SiO2 in 6 months without using any surfac-
tants, and they also showed a good thermal stability after thermal exposure at 150° C
for an hour [40]. An ultrastable nanofluids with the broadband photothermal absorp-
tion was achieved using citrate and polyethylene glycol-coated Au NPs, circumventing
the need for free surfactants. Electrostatic stabilization provided superior colloidal
stability and more consistent optical properties; chemical and colloidal stability was
verified for 16 months, the longest demonstration of stable nanofluids under ambient
storage in the solar literature [41]. Besides the base fluid water used above, the base
fluid oil was also studied to improve the stability. A facile and effective strategy,
including controlled high-temperature synthesis of nanoparticles, surface modification
of particles, and post-modification particle size partition, was designed to prepare
stably dispersed silicone-oil-based nanofluids that enable high-temperature operation
[42]. A low cost, and scalable method was reported to synthesize solar selective
nanofluids from ‘used engine oil’ with the excellent long-term stability and photo-
thermal conversion efficiency. Results showed that their stability and functional char-
acteristics can retain even after extended periods (72hours) of high temperature
(300°C) heating, ultra violet light exposure and thermal cyclic loading [43].

3. Solar absorption of plasmonic nanofluids

The excellent optical absorption performance of plasmonic NPs make it to be a
great candidate in the solar thermal conversion applications, which is critical for the
solar thermal conversion applications. And the optical properties of nanofluids can
be controlled by the NP size, shape, concentration and base fluid. In this section, we
will discuss the optical properties of NPs or nanofluids from two aspects: theoretical
design and experimental design.

3.1 Theoretical design

To achieve the optical properties of nanofluids, including transmittance, reflec-
tance, and absorptance, the optical performance of single NP is usually determined
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firstly. And the dielectric function of materials are required for the optical simula-
tion, which is taken from the experimental data of bulk materials (e.g., Johnson and
Christy [44],) or a model approximating experimental results (e.g., Drude
method). The Drude model is the simplest of all, but disregards radiation damping.
Even today, mainly because of the simplicity, the Drude model is still used to
describe the dielectric functions in many calculations. In some problems, the classi-
cal models of dielectric functions are unsatisfactory but, at the same time, full
quantum theories involve a very complex treatment including non-local effects
[45], polarizabilities including non-linear terms [46], electron densities calculation
using mean-field theories [47] and temperature dependent effects [48]. The need
for quantum treatment of the optical properties of small particles has been
evidenced in recent experimental studies [49]. In large particles the resonances are
influenced by retardation effects and are strongly dependent on the size of particles,
but the dielectric function can be assumed as that of bulk. Based on the dielectric
function, Au, Ag and Al are the three most used materials in plasmonics. Their SPR
wavelengths are at visible or UV spectral bands and, therefore, of great potential in
solar thermal applications.

Mie theory: Mie theory is a simple and theoretical method to calculate the
optical properties of sphere NPs in a homogenous medium, which uses a series of
coefficients an and bn for the scattered fields and cn and dn for the internal fields to
determine the scattering fields. The scattering and extinction cross sections can be
calculated as: [50].

Cscat ¼ 2π

k2
X∞
n¼1

2nþ 1ð Þ anj j2 þ bnj j2
� �

(1)

Cext ¼ 2π

k2
X∞
n¼1

2nþ 1ð ÞRe an þ bnð Þ (2)

The absorption cross section can be obtained as: Cabs ¼ Cext � Cscat. Despite to
the less computation load, it is possible to obtain cross-sections for many wave-
lengths in a few seconds, using a common PC. However, a large number of terms is
required for accurate cross-section calculations of spheres with very large size
parameter [51]. The Mie theory has been extended to permit calculations for
ellipsoidal shape, multilayer or several spheres [52].

DDA: To calculate the light scattering of an arbitrary shape NP, discrete dipole
approximation (DDA) was first presented by Purcell and Pennypacker [53] by
using a grid of dipoles. To occupy by the scattering target, DDA method discretizes
the volume by an array of N dipoles using Clausius–Mossotti polarizability α j for
each dipole, which interacts with the incident field and the neighbors. The polari-
zation of dipole j located at r j can be determined by P j ¼ α jE j, and the field can be
calculated as:

E j ¼ Einc
j �

X
k 6¼j

AjkPk (3)

where Einc
j ¼ E0eikr�iωt.Ajk is the matric of dipole interaction and retardation effect.

To achieve accurate and reproduce the calculation results, two validity condi-
tions should be verified in DDA: (a) the dipole lattice spacing d should be small
enough, i.e., mj jkd≤ 1, where m is the complex refractive index of the scattering
target. (b) d must be small enough to refabricate accurately the NP shape. For
small plasmonic NPs, or small inter-particle separations, d must be smaller than
1 nm.
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small plasmonic NPs, or small inter-particle separations, d must be smaller than
1 nm.
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BEM: Boundary element method (BEM) is another method to calculate the
optical properties of plasmonic nanostructures, which was introduced by García de
Abajo and Howie [54] using the following equations:

ϕ rð Þ ¼ ϕext
j rð Þ þ

ð

S j

G j r� sj jð Þσ j sð Þds (4)

A rð Þ ¼ Aext
j rð Þ þ

ð

S j

G j r� sj jð Þh j sð Þds (5)

where ϕ rð Þ is the electric potential, A rð Þ is the vector potential, σ j r0ð Þ is the
surface charge density and h j r0ð Þ is the surface current density and G j is the Green’s
function of Helmholtz equation inside each homogeneous medium of dielectric
function. S j is the boundary of the medium j. s is the point of the boundary between
medias. r is the point inside the medium. ϕext rð Þ and Aext rð Þ are the potentials at the
interface caused by external sources and the full space is filled by a homogeneous
medium j. Therefore, a much smaller number of elements is required to evaluate the
fields than volume integral based methods, but involving a complex parameteriza-
tion of the boundary elements.

FDTD: Finite-difference time-domain (FDTD) is one of the most popular opti-
cal calculation methods in plasmonic nanostructures, which is first developed by
Yee in 1966 [55]. The basis of the model is from Maxwell equations in electrody-
namics. The second-order precision central difference is used to approximate the
discretization of the differential form of Maxwell equations, thereby a set of time-
domain propulsion formulas can be used to deal with electromagnetic wave propa-
gation problems. Since the FDTDmethod directly discretizes the time-domain wave
equation, it will not limit its application range due to mathematical models, and can
effectively simulate various complex structures.

The popularity of this method has strongly increased in the last two decades,
mainly due to the simplicity of implementation, support of arbitrary NP shape,
allowing to investigate linear and non-linear properties of NPs, using Maxwell’s
equations directly without approximations. There are, however, some undesired
effects, like the staircase of fields in non-rectangular boundaries, mainly in code
implementations without adaptive meshing. To avoid this, very fine discretization
or sub-pixel smoothing of the dielectric function must be applied [56]. The
dielectric function of the materials requires analytical expressions (e.g.,
Drude–Lorentz) [57].

FEM: Finite element method (FEM) was developed to solve differential equa-
tions of boundary-value problems [58]. Physical problems described by differential
equations over a domain, like for example the Helmholtz equation in real three-
dimensional space. Hence, electromagnetic (EM) field propagation around the sin-
gle NP can be described by the Helmholtz Equation [59]:

∇� μ�1
r ∇� E

� �� k20εrE ¼ 0 (6)

where E is the electric field of the medium, j is the current density, k0 is the
wavenumber, εr is the dielectric function, which is calculated as εr ¼ n� ikð Þ2, n
and k are the complex refractive indices. Within each element E is approximated
using a basis function expansion E ¼Pn

j¼1Njξj, where the sum is over n interpola-
tion point. Nj is chosen basis function and ξj is the unknown coefficient. A solution
can be obtained by using the variational principle to determine ξj. To obtain a
meaningful solution, Nj is required to satisfy Gauss’s law and appropriate boundary
conditions on the surface of all elements. During the last decade, an increasing
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number of publications on plasmonic nanostructures done with COMSOL
Multiphysics has appeared in the literature.

A short comparison of these above calculation methods for NPs are listed in
Table 1. The choice of the calculation method depends on many factors, such as: NP
size, shape and dielectric environment. But the general method, such as: FEM, and
FDTD, can be used in most situations by applying the periodic boundary conditions
at the sides of the unit cell.

The optical properties of nanofluids also can be calculated based on the above
method, such as: FDTD or FEM, which are the direct way to achieve the absorption
performance of nanofluids without the strict assumptions. But the computation
load is large for nanofluids since the geometry size (� mm) is much larger than NP
size or mesh size (� nm). Therefore, the optical properties of nanofluids can be
obtained from the optical properties of single NP due to the low NP concentration
of plasmonic nanofluids in the solar thermal conversion applications and the inde-
pendent scattering can be applied in the calculation of nanofluids.

One method is to avoid the scattering effect of NPs due to the small size,
resulting in the negligible scattering effect in the nanofluids. Therefore, the absorp-
tion efficiency of the nanofluids can be obtained by the independent scattering
approximation, which can be described as [9]:

kaλ,nf ¼ kaλ,bf þ kaλ,np ¼ 4πκ
λ

þ fvCabs

Vnp
(7)

where kaλ,nf , kaλ,bf , and kaλ,np are the absorption coefficients of the nanofluid, the
base fluid water and the NPs respectively. κ is the absorption index of water. f v is
the NP volume fraction. Vnp is the single NP volume. Cabs is the absorption cross
section of the NP. Based on the Beer–Lambert law [61], the radiation intensity
decays exponentially along the transmission direction. Therefore, the solar
absorption efficiency ηabs can be calculated as:

ηabs ¼
Ð 2:5μm
0:3μmIabs λð Þdλ
Ð 2:5μm
0:3μmIs λð Þdλ

¼
Ð 2:5μm
0:3μmIs λð Þ 1� e�Hkaλ,nf

� �
dλ

Ð 2:5μm
0:3μmIs λð Þdλ

(8)

where Is λð Þ is the solar spectra at AM 1.5. Iabs λð Þ is the absorbed spectra. H is the
depth.

Method Description Advantages Limitations

Mie theory Theoretical result Accurate solution Valid for simple shapes (such as:
sphere)

DDA Approximate result
based on discrete dipoles

Arbitrary shape Time-consuming;
large memory space for large NPs

BEM Numeric solution with
surface discretization

Fast calculation than
volume methods

Complex parameterization of
boundary elements

FEM Differential equations
solved over a domain

General application Time-consuming; large
memory space
for complex structures

FDTD Discretization of
Maxwell equation with
Yee cell

General application Computational stability depends on
dielectric functions; Time-consuming
for spectral calculations

Table 1.
Comparison of calculation methods for plasmonic NPs [60].
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approximation, which can be described as [9]:

kaλ,nf ¼ kaλ,bf þ kaλ,np ¼ 4πκ
λ

þ fvCabs

Vnp
(7)

where kaλ,nf , kaλ,bf , and kaλ,np are the absorption coefficients of the nanofluid, the
base fluid water and the NPs respectively. κ is the absorption index of water. f v is
the NP volume fraction. Vnp is the single NP volume. Cabs is the absorption cross
section of the NP. Based on the Beer–Lambert law [61], the radiation intensity
decays exponentially along the transmission direction. Therefore, the solar
absorption efficiency ηabs can be calculated as:

ηabs ¼
Ð 2:5μm
0:3μmIabs λð Þdλ
Ð 2:5μm
0:3μmIs λð Þdλ

¼
Ð 2:5μm
0:3μmIs λð Þ 1� e�Hkaλ,nf

� �
dλ

Ð 2:5μm
0:3μmIs λð Þdλ

(8)

where Is λð Þ is the solar spectra at AM 1.5. Iabs λð Þ is the absorbed spectra. H is the
depth.

Method Description Advantages Limitations

Mie theory Theoretical result Accurate solution Valid for simple shapes (such as:
sphere)

DDA Approximate result
based on discrete dipoles

Arbitrary shape Time-consuming;
large memory space for large NPs

BEM Numeric solution with
surface discretization

Fast calculation than
volume methods

Complex parameterization of
boundary elements

FEM Differential equations
solved over a domain

General application Time-consuming; large
memory space
for complex structures

FDTD Discretization of
Maxwell equation with
Yee cell

General application Computational stability depends on
dielectric functions; Time-consuming
for spectral calculations

Table 1.
Comparison of calculation methods for plasmonic NPs [60].

117

Solar Thermal Conversion of Plasmonic Nanofluids: Fundamentals and Applications
DOI: http://dx.doi.org/10.5772/intechopen.96991



The optical properties of nanofluids also can be solved by the Monte Carlo (MC)
method to obtain the solar absorption performance of nanofluids. MC technique is a
flexible method for simulating light propagation in the medium. The simulation is
based on the random walks that photons make as they travel, which are chosen by
statistically sampling the probability distributions for step size and angular deflec-
tion per scattering event. After propagating many photons, the net distribution of
all the photon paths yields an accurate approximation to reality. In this method, the
scattering effect is considered by the scattering efficiency and scattering phase
function. The absorptance, transmittance, and reflectance of nanofluids can be
calculated by counting the fate of photons.

For the plasmonic nanofluids applied in the solar thermal applications, the
absorption spectral distribution is one of the most important parameters, which is
proportional to the NP parameters (concentration, shape and size), Qin et al. theo-
retically optimized the spectral absorption coefficient of an ideal plasmonic
nanofluid for a DASC to maximize the thermal efficiency while maintaining the
magnitude of the average absorption coefficient at a certain value [62]. However,
considering that the SPR frequency of metallic NPs, such as Au, Ag, and Al, is
usually located in the ultraviolet to visible range. The actual plasmonic nanofluids
usually have the narrow absorption band due to the SPRs. Two strategies can be
adopted to overcome this shortage in the NP theoretical design process.

One is to blend NPs with different absorption peaks to form hybrid plasmonic
nanofluids for full utilization of solar energy in a broad spectrum. For example, an
ideal distribution of spherical metal NPs, including nanospheres and nanoshells, were
designed to match the AM 1.5 solar spectrum with an determination of absorbing and
scattering distributions [63]. Based on MCmethod and FEM, four type of Au
nanoshells were blended in the base fluid to enhance the solar absorption perfor-
mance of plasmonic nanofluids with an extremely low particle concentration (e.g.,
approximately 70% for a 0.05% particle volume fraction) [64]. By applying the
customized genetic algorithm, an optimal combination for a blended nanofluid (metal
nanosphere, metal@SiO2 core-shell, and metal nanorod) was designed with the
desired spectral distribution of the absorption coefficient [65]. Besides the core-shell
NPs, other NP shapes were also designed to expand the absorbance over the entire
solar spectrum [66, 67]. Although different blended NPs were designed to broad the
absorption spectrum, the comparison or enhancement is usually done based on the
single-element nanofluid, which is not enough to compare with the other blend styles.

The other is to design complex NP structures with multiple absorption peaks at
different wavelengths or coupled with the great intrinsic absorption materials. For
example, core-shell NPs (Al@CdS [68], Ag@SiO2@CdS [69], Au@C [70],
Ag@TiO2 [71], and gallium-doped zinc oxide@Cu [72, 73]) were the direct way to
enhance the solar absorption performance due to the enhancement and tunable
SPRs of shell and intrinsic absorption of core by optical simulations, thus broaden-
ing the absorption spectrum and improving the solar absorption performance of
plasmonic nanofluids. Results also found that Ag NPs with sharp edges can induce
multiple absorption peaks due to both LSPR and lightning rod effect to broad the
absorption spectrum [74]. In addition, a plasmonic dimer nanofluid, consisting of
the rod and sphere, was proposed to enhance the solar absorption performance by
LSPR, PSPR, and gap resonance between the rod and sphere at different wave-
lengths [17], which was also similar as the thorny NPs [75].

3.2 Experimental design

Although various NP structures were designed to enhance the solar absorption
performance of plasmonic nanofluids theoretically, the synthesizes of these
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complex structures are still difficult and more efforts still are needed to precious
control the NP size parameters (e.g., size or shape) experimentally.

Compared with the other common nanofluids (e.g., SiO2, TiO2, Al), plasmonic
Au nanofluids with the small NP size were prepared experimentally to obtain the
great solar thermal conversion efficiency [21, 76]. However, the absorption peaks of
these common metals usually locate in the visible part especially for the metal
sphere. Multi-element NPs (such as: alloy NP [77]) can further enhance solar
absorption ability compared with the single-element NPs by tuning the LSPR peak.
Various core-shell NPs were also prepared to enhance the solar absorption perfor-
mance of plasmonic nanofluids [73, 78]. For example: Ag@CdS core-shell NPs were
synthesized by a facile method and the optical absorption performance of Ag@CdS
nanofluids was enhanced in a wide range of visible light compared with bare Ag and
CdS NPs [79]. Sn@SiO2@Ag core-shell NPs were prepared with good abilities of
both optical absorption and thermal energy storage [80]. Ag shell can improve light
absorption due to LSPR effect, which was also can be found experimentally for
CuO@Ag [81] and TiO2@Ag plasmonic nanofluids compared with CuO, TiO2, and
Ag nanofluids [82].

Another simple way is to blend sphere NPs with different materials [83–85].
Various NPs have been blended experimentally to enhance the solar absorption
performance of plasmonic nanofluids. For example, hybrid nanofluids containing
reduced graphene oxides decorated with Ag NPs [86], multi-wall carbon nanotubes
and SiO2@Ag NPs [87], Fe3O4, Cu and Au NPs [88], and Au and TiN NPs [89]
showed great solar absorption performance by tuning the ratios of different com-
ponents to broaden the absorption spectrum. LSPR effect around plasmonic NPs
and intrinsic absorption of semiconductor NPs make the hybrid nanofluids possess
superior optical absorption to bare NPs at the same concentration. Besides the
blended nanofluids with different NP materials discussed above, the other route
is to blend the NPs with different shapes. For example, by mixing Au NPs
(such as: nanorods [90]) with different shapes in water, a blended plasmonic
nanofluid was prepared and absorption spectrum can be broadened due to the
various LSPR peaks of different NP shapes [84]. The blended nanofluids based
on Ag triangular nanosheets and Au nanorods, were proposed and a high efficiency
of 76.9% is achieved experimentally with a very low volume concentration
(0.0001%) [91].

As discussed above, blending different NPs is a simple way to achieve multi
absorption peaks. However, compared with the single component NPs, the interac-
tion between the different NPs in the blended nanofluids is limited due to indepen-
dent scattering at the low NP fraction, leading that the solar thermal conversion
efficiency of blended NPs was almost equal to the arithmetic sum of the efficiency
of each component NPs without enhanced coupled effect between different NPs
with the incident light [83]. Designing complex structures with multi-resonance
peaks experimentally can be an efficient way to enhance the solar absorption per-
formance of plasmonic nanofluids. For example, Au thorn [92] and Au dimer [93]
were designed experimentally enhance the light absorption performance of
plasmonic nanofluids. In addition, Janus NPs also showed great optical absorption
performance due to the complex structure experimentally [94].

4. Applications

Nanofluids can either absorb or transmit specific solar spectrum and thus mak-
ing assorted nanofluids ideal candidates for various solar applications [95]. Based on
the tunable optical absorption performance of plasmonic nanofluids, several

119

Solar Thermal Conversion of Plasmonic Nanofluids: Fundamentals and Applications
DOI: http://dx.doi.org/10.5772/intechopen.96991



The optical properties of nanofluids also can be solved by the Monte Carlo (MC)
method to obtain the solar absorption performance of nanofluids. MC technique is a
flexible method for simulating light propagation in the medium. The simulation is
based on the random walks that photons make as they travel, which are chosen by
statistically sampling the probability distributions for step size and angular deflec-
tion per scattering event. After propagating many photons, the net distribution of
all the photon paths yields an accurate approximation to reality. In this method, the
scattering effect is considered by the scattering efficiency and scattering phase
function. The absorptance, transmittance, and reflectance of nanofluids can be
calculated by counting the fate of photons.

For the plasmonic nanofluids applied in the solar thermal applications, the
absorption spectral distribution is one of the most important parameters, which is
proportional to the NP parameters (concentration, shape and size), Qin et al. theo-
retically optimized the spectral absorption coefficient of an ideal plasmonic
nanofluid for a DASC to maximize the thermal efficiency while maintaining the
magnitude of the average absorption coefficient at a certain value [62]. However,
considering that the SPR frequency of metallic NPs, such as Au, Ag, and Al, is
usually located in the ultraviolet to visible range. The actual plasmonic nanofluids
usually have the narrow absorption band due to the SPRs. Two strategies can be
adopted to overcome this shortage in the NP theoretical design process.

One is to blend NPs with different absorption peaks to form hybrid plasmonic
nanofluids for full utilization of solar energy in a broad spectrum. For example, an
ideal distribution of spherical metal NPs, including nanospheres and nanoshells, were
designed to match the AM 1.5 solar spectrum with an determination of absorbing and
scattering distributions [63]. Based on MCmethod and FEM, four type of Au
nanoshells were blended in the base fluid to enhance the solar absorption perfor-
mance of plasmonic nanofluids with an extremely low particle concentration (e.g.,
approximately 70% for a 0.05% particle volume fraction) [64]. By applying the
customized genetic algorithm, an optimal combination for a blended nanofluid (metal
nanosphere, metal@SiO2 core-shell, and metal nanorod) was designed with the
desired spectral distribution of the absorption coefficient [65]. Besides the core-shell
NPs, other NP shapes were also designed to expand the absorbance over the entire
solar spectrum [66, 67]. Although different blended NPs were designed to broad the
absorption spectrum, the comparison or enhancement is usually done based on the
single-element nanofluid, which is not enough to compare with the other blend styles.

The other is to design complex NP structures with multiple absorption peaks at
different wavelengths or coupled with the great intrinsic absorption materials. For
example, core-shell NPs (Al@CdS [68], Ag@SiO2@CdS [69], Au@C [70],
Ag@TiO2 [71], and gallium-doped zinc oxide@Cu [72, 73]) were the direct way to
enhance the solar absorption performance due to the enhancement and tunable
SPRs of shell and intrinsic absorption of core by optical simulations, thus broaden-
ing the absorption spectrum and improving the solar absorption performance of
plasmonic nanofluids. Results also found that Ag NPs with sharp edges can induce
multiple absorption peaks due to both LSPR and lightning rod effect to broad the
absorption spectrum [74]. In addition, a plasmonic dimer nanofluid, consisting of
the rod and sphere, was proposed to enhance the solar absorption performance by
LSPR, PSPR, and gap resonance between the rod and sphere at different wave-
lengths [17], which was also similar as the thorny NPs [75].

3.2 Experimental design

Although various NP structures were designed to enhance the solar absorption
performance of plasmonic nanofluids theoretically, the synthesizes of these

118

Advances in Microfluidics and Nanofluids

complex structures are still difficult and more efforts still are needed to precious
control the NP size parameters (e.g., size or shape) experimentally.

Compared with the other common nanofluids (e.g., SiO2, TiO2, Al), plasmonic
Au nanofluids with the small NP size were prepared experimentally to obtain the
great solar thermal conversion efficiency [21, 76]. However, the absorption peaks of
these common metals usually locate in the visible part especially for the metal
sphere. Multi-element NPs (such as: alloy NP [77]) can further enhance solar
absorption ability compared with the single-element NPs by tuning the LSPR peak.
Various core-shell NPs were also prepared to enhance the solar absorption perfor-
mance of plasmonic nanofluids [73, 78]. For example: Ag@CdS core-shell NPs were
synthesized by a facile method and the optical absorption performance of Ag@CdS
nanofluids was enhanced in a wide range of visible light compared with bare Ag and
CdS NPs [79]. Sn@SiO2@Ag core-shell NPs were prepared with good abilities of
both optical absorption and thermal energy storage [80]. Ag shell can improve light
absorption due to LSPR effect, which was also can be found experimentally for
CuO@Ag [81] and TiO2@Ag plasmonic nanofluids compared with CuO, TiO2, and
Ag nanofluids [82].

Another simple way is to blend sphere NPs with different materials [83–85].
Various NPs have been blended experimentally to enhance the solar absorption
performance of plasmonic nanofluids. For example, hybrid nanofluids containing
reduced graphene oxides decorated with Ag NPs [86], multi-wall carbon nanotubes
and SiO2@Ag NPs [87], Fe3O4, Cu and Au NPs [88], and Au and TiN NPs [89]
showed great solar absorption performance by tuning the ratios of different com-
ponents to broaden the absorption spectrum. LSPR effect around plasmonic NPs
and intrinsic absorption of semiconductor NPs make the hybrid nanofluids possess
superior optical absorption to bare NPs at the same concentration. Besides the
blended nanofluids with different NP materials discussed above, the other route
is to blend the NPs with different shapes. For example, by mixing Au NPs
(such as: nanorods [90]) with different shapes in water, a blended plasmonic
nanofluid was prepared and absorption spectrum can be broadened due to the
various LSPR peaks of different NP shapes [84]. The blended nanofluids based
on Ag triangular nanosheets and Au nanorods, were proposed and a high efficiency
of 76.9% is achieved experimentally with a very low volume concentration
(0.0001%) [91].

As discussed above, blending different NPs is a simple way to achieve multi
absorption peaks. However, compared with the single component NPs, the interac-
tion between the different NPs in the blended nanofluids is limited due to indepen-
dent scattering at the low NP fraction, leading that the solar thermal conversion
efficiency of blended NPs was almost equal to the arithmetic sum of the efficiency
of each component NPs without enhanced coupled effect between different NPs
with the incident light [83]. Designing complex structures with multi-resonance
peaks experimentally can be an efficient way to enhance the solar absorption per-
formance of plasmonic nanofluids. For example, Au thorn [92] and Au dimer [93]
were designed experimentally enhance the light absorption performance of
plasmonic nanofluids. In addition, Janus NPs also showed great optical absorption
performance due to the complex structure experimentally [94].

4. Applications

Nanofluids can either absorb or transmit specific solar spectrum and thus mak-
ing assorted nanofluids ideal candidates for various solar applications [95]. Based on
the tunable optical absorption performance of plasmonic nanofluids, several

119

Solar Thermal Conversion of Plasmonic Nanofluids: Fundamentals and Applications
DOI: http://dx.doi.org/10.5772/intechopen.96991



applications, including full spectrum absorption in direct solar absorption collector,
selective absorption in solar PT/V systems, and local heating in solar evaporation or
steam generation, are discussed below in Figure 4.

Some efforts have been made to investigate the solar thermal conversion per-
formance of stationary plasmonic nanofluids based on the direct solar absorption
collectors (DASCs). A one-dimensional transient heat transfer analysis was carried
out to analyze the effects of NP volume fraction, collector height, irradiation time,
solar flux, and NP material on the collector efficiency. Results showed that the
plasmonic nanofluids (e.g., Au and Ag) achieved the better collector efficiency in
the stationary state [98]. Solar thermal conversion performance of Au nanofluids in
a cylindrical tube under natural solar irradiation conditions was studied and a
efficiency of 76.0% at a concentration of 5.8 ppm can be achieved [99]. Although
Au nanofluids have high solar absorption performance, their expensive cost limits
their practical use [100]. The solar thermal conversion performance of six (Ag, Cu
Zn Fe, Si and Al2O3) common NPs in direct absorption solar collectors (DASC) was
investigated under a focused simulated solar flux. Ag nanofluid turned out to be the
best among all due its strong plasmonic resonance nature [101]. Stable silver
nanofluids were prepared through a high-pressure homogenizer and the outdoor
experiments were conducted under sunlight on a rooftop continuously for �10 h
and the excellent photothermal conversion capability even under very low concen-
trations can be achieved [102].

Recently, the direct-absorption parabolic-trough solar collector (DAPTSC) using
the flow nanofluids has been proposed, and its thermal efficiency has been reported
to be 5–10% higher than the conventional surface-based parabolic-trough solar
collector. In order to reduce the cost of a collector and avoid NP agglomeration
when using plasmonic nanofluids, the configuration with the lowest possible
absorption coefficient but with the reasonably high temperature gain as well as
efficiency was explored [103]. For the collector design, an extra glass tube inside
was inserted so the nanofluid was separated into two concentric segmentations (i.e.,
an inner section and an outer section), and a nanofluid of lower concentration was
applied in the outer section while a nanofluid of a higher concentration in the inner
section. Results showed that at the same NP concentration parameter, the DAPTSCs
with two concentric segmentations of nanofluids outperform those with one uni-
form nanofluid for all considered configurations [104]. Furthermore, the transpar-
ent DAPTSC was improved by applying a reflective coating on the upper half of the
inner glass tube outer surface such that the optical path length was doubled com-
pared to that of the transparent DAPTSC, allowing a reduction in the absorption
coefficient of the nanofluid [105]. In addition, by replacing the semi-cylindrical
reflective coating with a semi-cylindrical absorbing coating for exploiting both
volumetric and surface absorption of the solar radiation. The DAPTSC with a

Figure 4.
Solar thermal applications of plasmonic nanofluids, including nanofluid based direct solar absorption collector,
solar spectral beam splitter in solar PV/T systems [96], solar steam or nanobubble generation in solar
evaporation [97].
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hybrid of volumetric and surface absorption can achieve a significantly higher
thermal efficiency than the previous design of a DAPTSC with a reflective coating
[8]. An innovative nanofluid enabled pump-free DASC concept was presented by
combining the advantages of volumetric solar harvesting and oscillating heat pipes
to enhance the solar harvesting and spontaneously transfer the heat into targeted
areas, providing a novel approach for efficient solar energy utilization [106].

Nanofluid-based spectral beam splitters have become dramatically popular for
PV/T applications due to it can achieve tunable optical properties inexpensively
[107]. For example, CoSO4-based Ag nanofluid was developed to be utilized as fluid
optical filter for hybrid PV/T system with silicon concentrator solar cell [108]. Fur-
thermore, Ag NPs suspended in hybrid CoSO4 and propylene glycol base fluids were
prepared for both silicon and GaAs cells. Ag/CoSO4-PG nanofluid filters exhibited
broad absorption outside solar wavelengths and showed high transmittance in wave-
length range used by the two types of cells efficiently [109]. More review about the
application of nanofluids in solar PT/V systems can be found in [96, 110].

Steam generation by nanofluid under solar radiation has attracted intensive
attention recently. Due to strong absorption of solar energy, NP-based solar vapor
generation could have wide applications in many areas including desalination, ster-
ilization and power generation. Steam generation of Au nanofluids under focused
sunlight of 5 sun and 10 sun were performed. Results showed that localized energy
trapping at the surface of nanofluid was responsible for the fast vapor generation
[111]. The total efficiency reached 65% using a plasmonic Au nanofluid (178 ppm)
under 10 sun, achieving a � 300% enhancement in efficiency compared with the
pure water [112]. Optimizing the range of nanofluid concentration and optical
depth can be used for future solar vapor generator design. To further increase the
sunlight intensity to 220 sun, experiment results coupled with the simulation model
indicated that the initial stage of steam generation is mainly caused by localized
boiling and vaporization in the superheated region due to highly non-uniform
temperature and radiation energy distribution, albeit the bulk fluid is still subcooled
[113]. A similar experiment under a sunlight intensity of 280 sun was also
conducted to investigate the steam production phenomenon using Au nanofluids
[114]. To further improve the solar evaporation, bubbles were also introduced into
dilute plasmonic nanofluids to enhance solar water evaporation, which acted as
light scattering centers to extend the incident light pathway and provided large gas–
liquid interfaces for moisture capture as well as kinetic energy from bubble bursting
to improve vapor diffusion [115]. Well-controlled experiments were performed to
clarify the mechanism of the solar evaporation process using plasmonic Au
nanofluid, carbon black nanofluid, and micro-sized porous medium. The results
showed that Au nanofluids are not feasible for solar evaporation applications due to
the high cost and low absorptance. High nanofluid concentration is needed to trap
the solar energy in a thin layer at the liquid-gaseous interface, resulting in a local
higher temperature and a higher evaporation rate [116, 117].

5. Conclusions and challenges

Plasmonic nanofluids show great interest to improve the absorption ability due
to the surface plasmon resonance (SPR) around the NP surface. By designing the
NP parameters (material, shape, and size) or base fluid, plasmonic nanofluids can
either absorb or transmit specific solar spectrum and thus making nanofluids ideal
candidates for various solar applications in full spectrum absorption in direct solar
absorption collectors, selective absorption in solar PT/V systems, and local heating
in solar evaporation. As discussed above, some efforts have been made to improve
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applications, including full spectrum absorption in direct solar absorption collector,
selective absorption in solar PT/V systems, and local heating in solar evaporation or
steam generation, are discussed below in Figure 4.

Some efforts have been made to investigate the solar thermal conversion per-
formance of stationary plasmonic nanofluids based on the direct solar absorption
collectors (DASCs). A one-dimensional transient heat transfer analysis was carried
out to analyze the effects of NP volume fraction, collector height, irradiation time,
solar flux, and NP material on the collector efficiency. Results showed that the
plasmonic nanofluids (e.g., Au and Ag) achieved the better collector efficiency in
the stationary state [98]. Solar thermal conversion performance of Au nanofluids in
a cylindrical tube under natural solar irradiation conditions was studied and a
efficiency of 76.0% at a concentration of 5.8 ppm can be achieved [99]. Although
Au nanofluids have high solar absorption performance, their expensive cost limits
their practical use [100]. The solar thermal conversion performance of six (Ag, Cu
Zn Fe, Si and Al2O3) common NPs in direct absorption solar collectors (DASC) was
investigated under a focused simulated solar flux. Ag nanofluid turned out to be the
best among all due its strong plasmonic resonance nature [101]. Stable silver
nanofluids were prepared through a high-pressure homogenizer and the outdoor
experiments were conducted under sunlight on a rooftop continuously for �10 h
and the excellent photothermal conversion capability even under very low concen-
trations can be achieved [102].

Recently, the direct-absorption parabolic-trough solar collector (DAPTSC) using
the flow nanofluids has been proposed, and its thermal efficiency has been reported
to be 5–10% higher than the conventional surface-based parabolic-trough solar
collector. In order to reduce the cost of a collector and avoid NP agglomeration
when using plasmonic nanofluids, the configuration with the lowest possible
absorption coefficient but with the reasonably high temperature gain as well as
efficiency was explored [103]. For the collector design, an extra glass tube inside
was inserted so the nanofluid was separated into two concentric segmentations (i.e.,
an inner section and an outer section), and a nanofluid of lower concentration was
applied in the outer section while a nanofluid of a higher concentration in the inner
section. Results showed that at the same NP concentration parameter, the DAPTSCs
with two concentric segmentations of nanofluids outperform those with one uni-
form nanofluid for all considered configurations [104]. Furthermore, the transpar-
ent DAPTSC was improved by applying a reflective coating on the upper half of the
inner glass tube outer surface such that the optical path length was doubled com-
pared to that of the transparent DAPTSC, allowing a reduction in the absorption
coefficient of the nanofluid [105]. In addition, by replacing the semi-cylindrical
reflective coating with a semi-cylindrical absorbing coating for exploiting both
volumetric and surface absorption of the solar radiation. The DAPTSC with a

Figure 4.
Solar thermal applications of plasmonic nanofluids, including nanofluid based direct solar absorption collector,
solar spectral beam splitter in solar PV/T systems [96], solar steam or nanobubble generation in solar
evaporation [97].
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hybrid of volumetric and surface absorption can achieve a significantly higher
thermal efficiency than the previous design of a DAPTSC with a reflective coating
[8]. An innovative nanofluid enabled pump-free DASC concept was presented by
combining the advantages of volumetric solar harvesting and oscillating heat pipes
to enhance the solar harvesting and spontaneously transfer the heat into targeted
areas, providing a novel approach for efficient solar energy utilization [106].

Nanofluid-based spectral beam splitters have become dramatically popular for
PV/T applications due to it can achieve tunable optical properties inexpensively
[107]. For example, CoSO4-based Ag nanofluid was developed to be utilized as fluid
optical filter for hybrid PV/T system with silicon concentrator solar cell [108]. Fur-
thermore, Ag NPs suspended in hybrid CoSO4 and propylene glycol base fluids were
prepared for both silicon and GaAs cells. Ag/CoSO4-PG nanofluid filters exhibited
broad absorption outside solar wavelengths and showed high transmittance in wave-
length range used by the two types of cells efficiently [109]. More review about the
application of nanofluids in solar PT/V systems can be found in [96, 110].

Steam generation by nanofluid under solar radiation has attracted intensive
attention recently. Due to strong absorption of solar energy, NP-based solar vapor
generation could have wide applications in many areas including desalination, ster-
ilization and power generation. Steam generation of Au nanofluids under focused
sunlight of 5 sun and 10 sun were performed. Results showed that localized energy
trapping at the surface of nanofluid was responsible for the fast vapor generation
[111]. The total efficiency reached 65% using a plasmonic Au nanofluid (178 ppm)
under 10 sun, achieving a � 300% enhancement in efficiency compared with the
pure water [112]. Optimizing the range of nanofluid concentration and optical
depth can be used for future solar vapor generator design. To further increase the
sunlight intensity to 220 sun, experiment results coupled with the simulation model
indicated that the initial stage of steam generation is mainly caused by localized
boiling and vaporization in the superheated region due to highly non-uniform
temperature and radiation energy distribution, albeit the bulk fluid is still subcooled
[113]. A similar experiment under a sunlight intensity of 280 sun was also
conducted to investigate the steam production phenomenon using Au nanofluids
[114]. To further improve the solar evaporation, bubbles were also introduced into
dilute plasmonic nanofluids to enhance solar water evaporation, which acted as
light scattering centers to extend the incident light pathway and provided large gas–
liquid interfaces for moisture capture as well as kinetic energy from bubble bursting
to improve vapor diffusion [115]. Well-controlled experiments were performed to
clarify the mechanism of the solar evaporation process using plasmonic Au
nanofluid, carbon black nanofluid, and micro-sized porous medium. The results
showed that Au nanofluids are not feasible for solar evaporation applications due to
the high cost and low absorptance. High nanofluid concentration is needed to trap
the solar energy in a thin layer at the liquid-gaseous interface, resulting in a local
higher temperature and a higher evaporation rate [116, 117].

5. Conclusions and challenges

Plasmonic nanofluids show great interest to improve the absorption ability due
to the surface plasmon resonance (SPR) around the NP surface. By designing the
NP parameters (material, shape, and size) or base fluid, plasmonic nanofluids can
either absorb or transmit specific solar spectrum and thus making nanofluids ideal
candidates for various solar applications in full spectrum absorption in direct solar
absorption collectors, selective absorption in solar PT/V systems, and local heating
in solar evaporation. As discussed above, some efforts have been made to improve
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the solar thermal conversion applications of plasmonic nanofluids. Some challenges
are still needed to overcome for the further development of plasmonic nanofluid
applications. The first one is the stability of nanofluids including the long-time and
high-temperature. Currently, many works were conducted in the lab and a great
solar thermal conversion performance can be achieved in a short period. The per-
formance of nanofluids in the actual applications should be considered. The second
one is that the performance evaluation standard of nanofluids should be unified.
Many experiments were conducted and compared in the unique experimental con-
ditions by oneself and a more extensive evolution method is needed for different
researchers to compare the performance of different nanofluids. The last one is the
cost of plasmonic nanofluids. The common plasmonic metal NPs, such as: Au, Ag,
Cu, are expensive in the actual applications. More cheap NPs, including the low cost
of preparation processes and materials, should be developed in the further.
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Abstract

Large volumes of unconventional fossil resource are untapped because of the 
capillary forces, which kept the oil stranded underground. Furthermore, with the 
increasing demand for sustainable energy and the rising attention geared towards 
environment protection, there is a vital need to develop materials that bridge the 
gap between the fossil and renewable resources effectively. An intensive attention 
has been given to nanomaterials, which from their native features could increase 
either the energy storage or improve the recovery of fossil energy. The present chap-
ter, therefore, presents the recent advancements of nanotechnology towards the 
production of unconventional resources and renewable energy. The chapter focuses 
primarily on nanomaterials applications for both fossils and renewable energies. 
The chapter is not intended to be an exhaustive representation of nanomaterials, 
rather it aims at broadening the knowledge on functional nanomaterials for possible 
engineering applications.

Keywords: nanoparticle, nanocomposite, oil recovery, CO2 sequestration,  
solar energy

1. Introduction

Metal Oxides (MO) are a class of compounds that are as abundant in the nature 
than in the library of synthetic inorganic compounds. While the use of MO as 
bulk materials is widely applied, developing new class of materials based on MO, 
understanding their chemistry, tuning their characteristics, and developing novel 
potential engineering are still under investigation. MO nanoparticles (MO-NP) are 
MO with a diameter ranging between 10 and 100 nm with a high surface-to-volume 
ratio, which explains their advantageous features compared to similar materials of 
micro- or macro-size [1].

MO-NPs can contain either a single metallic specie (nanoparticle, NP) or two 
or more different metallic species (nanocomposite, NCP). When the metal species 
are separated and independent at the molecular level, the nanocomposites could 
refer to a simple mixture of oxides with several component phases. In some systems, 
nanocomposites consist in stoichiometric (or non-stoichiometric) replacement of a 
metal ion by another one in the first oxide crystallographic structure. Such substitu-
tion systems are referred as mixed MOs e.g. spinels [2] or perovskites [3, 4].
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MO-NPs also include core-shell architectures where each particle has an inner 
core made of one type of MO, and the outer shell consisting in another MO. Just as 
single nanoparticles, composite nanoparticles exhibit size confinement properties 
(optical and electronic). Their composition and the atomic order of aggregates are 
pivotal factors for their specific features, which are tailored during their synthe-
sis. MO-NPs have a high surface-to-volume ratio, which increases the reactivity. 
Dispersed in base fluid (BF), MO-NP enhances the native properties of the solution 
compared to the case in which no MO-NPs were added.

This chapter does not intend to list, in an exhaustive manner, the features of 
nanofluid. Rather, the authors aim to discuss, from both the chemistry and the 
engineering point of view, the key features of MO-NFs transferable to the carbon 
capture utilization and storage (CCUS). The chapter will cover the different synthe-
sis methods of the NP and NCP, the formulation of NF as well as the application in 
respect of CCUS.

2. Synthesis of MO-NPS and MO-NCPs

MO-NPs can be obtained through two opposite approaches including top-
down and bottom-up. The former technique consists in successive mechanical 
operations of divisions and fragmentations, or in the irradiation of the bulk 
phase with a powerful energy source including UV, X-Rays, electron beam 
[5]. Using the bottom-up approach, MO-NPs are formed within the reaction 
medium, subsequently to the clustering of single atoms. The growth in size is 
time-dependent, and may be facilitated by additional treatment such as  
calcination [6].

2.1 Physical methods

2.1.1 Spray pyrolysis

Spray pyrolysis is generally used for the preparation of thin-films or pulverulent 
materials. It consists in the spraying of a solution or a suspension containing the 
metallic precursors in an oven, followed by a high temperature treatment. This 
method allows the formation of spherical oxides as the shape of the oxides are 
strongly dependent of the drops generated at the entrance of the furnace. Given the 
rapid rate of nucleation at high temperature, there is a one-droplet, one-particle 
mechanism.

In addition to the shrinkage occurring following the formation of oxides, 
micrometers precursors can allow the formation of particles in the nanometer size 
range [7]. NCPs can also be obtained through this method by mixing several metal 
ions in the precursor solution. The formulation of the composites is controlled by 
adjusting the stoichiometric proportions of each metallic species in the  
solution [8, 9].

2.1.2 Chemical vapor deposition (CVD)

This technique is used mostly for the preparation of 2D metallic or inorganic 
materials of nanometric thickness. Usually, volatiles precursors are delivered on a 
heated surface on which a thin layer of materials is deposited upon a chemical reac-
tion in vapor phase. Additional physical processes such as evaporation or sputtering 
are usually required to complete the synthesis.
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During the preparation of MOs by CVD, oxidation and hydrolysis are the 
primary chemical reactions taking place in the presence of oxidizing agents (oxygen 
or ozone) and the precursors are usually metal alkoxides [10].

2.1.3 Sonochemistry

Sonochemistry is a branch of chemistry supported by the formation, growth, 
and collapse of bubbles in a liquid upon irradiation with high intensity ultrasound 
waves. The bubbles can reach a temperature and pressure as high as 5000°C and 
500 mPa respectively [11]. These conditions increase the chemical reactivity of the 
species in the reactor. When the water is the solvent, radical •OH, H2O2 and O3 are 
generated, leading thereby to oxidant medium suitable for the preparation of MO.

Treatment of solutions of copper (Cu), zinc (Zn) and cobalt (Co) acetates under 
a high-intensity ultrasonic horn has been used to produce nanosized CuO, ZnO, 
and CoO3 respectively [12]. This method has also been used for the preparation of 
nanocomposite when the suitable precursors are mixed [13].

2.2 Chemical methods

2.2.1 Hydrothermal synthesis

Hydrothermal or solvothermal synthesis (if water is the solvent) is a synthesis 
method in which the precursors (dissolved or dispersed in water) are placed in an 
autoclave where the reaction takes place at high temperature and pressure [14]. 
Hydrothermal allows the synthesis of MO-NPs from a wide variety in shape, size, 
structure, and composition, provided that key-factors such as temperature,  
pressure, pH, concentration of reactants are well-controlled [15–20].

2.2.2 Sol-gel synthesis

It involves the hydrolysis and condensation of metal alkoxides, acetates, nitrates, 
sulfates, and chlorides. Their hydrolysis in solution results from the dispersion of 
metal hydroxides, which further undergo condensation leading to the formation 
of 3-dimensional network namely a gel. The gel is either dried by removing the 
solvent or treated by chemical reaction to give the condensed MO materials [21]. 
The solvent used is generally water (aqueous sol-gel). In most non-aqueous synthe-
sis, additives such as surfactant can be required to control the morphology of the 
particles and most importantly to prevent/reduce their aggregation [22, 23].

2.2.3 Co-precipitation

The co-precipitation method entails the co-precipitation of cations in an aque-
ous media by the addition of an alkaline solution. A short burst of nucleation occurs 
when the concentration of the species reaches its critical super-saturation, and 
then, there is a slow growth of the nuclei by diffusion of the solutes to the surface of 
the crystal. MO-NPs are dried further or sometimes calcined at temperatures above 
500°C, in which case there is an alteration of the structure of material [24].

The co-precipitation method can be relevant for the synthesis of both MO-NP 
and MO-NCP [25]. The size and morphology of the nanoparticles produced by this 
method can be controlled by varying the molar ratio of the two precursor ions, the 
base used, mixing rate, the pH, and the temperature [26]. Unfortunately, it pro-
duces wastewaters with very basic pH needs to be treated before been discarded.
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MO-NPs also include core-shell architectures where each particle has an inner 
core made of one type of MO, and the outer shell consisting in another MO. Just as 
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(optical and electronic). Their composition and the atomic order of aggregates are 
pivotal factors for their specific features, which are tailored during their synthe-
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Dispersed in base fluid (BF), MO-NP enhances the native properties of the solution 
compared to the case in which no MO-NPs were added.

This chapter does not intend to list, in an exhaustive manner, the features of 
nanofluid. Rather, the authors aim to discuss, from both the chemistry and the 
engineering point of view, the key features of MO-NFs transferable to the carbon 
capture utilization and storage (CCUS). The chapter will cover the different synthe-
sis methods of the NP and NCP, the formulation of NF as well as the application in 
respect of CCUS.
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calcination [6].
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materials. It consists in the spraying of a solution or a suspension containing the 
metallic precursors in an oven, followed by a high temperature treatment. This 
method allows the formation of spherical oxides as the shape of the oxides are 
strongly dependent of the drops generated at the entrance of the furnace. Given the 
rapid rate of nucleation at high temperature, there is a one-droplet, one-particle 
mechanism.

In addition to the shrinkage occurring following the formation of oxides, 
micrometers precursors can allow the formation of particles in the nanometer size 
range [7]. NCPs can also be obtained through this method by mixing several metal 
ions in the precursor solution. The formulation of the composites is controlled by 
adjusting the stoichiometric proportions of each metallic species in the  
solution [8, 9].

2.1.2 Chemical vapor deposition (CVD)

This technique is used mostly for the preparation of 2D metallic or inorganic 
materials of nanometric thickness. Usually, volatiles precursors are delivered on a 
heated surface on which a thin layer of materials is deposited upon a chemical reac-
tion in vapor phase. Additional physical processes such as evaporation or sputtering 
are usually required to complete the synthesis.

133

Nanocomposite and Nanofluids: Towards a Sustainable Carbon Capture, Utilization, and Storage
DOI: http://dx.doi.org/10.5772/intechopen.95838

During the preparation of MOs by CVD, oxidation and hydrolysis are the 
primary chemical reactions taking place in the presence of oxidizing agents (oxygen 
or ozone) and the precursors are usually metal alkoxides [10].

2.1.3 Sonochemistry

Sonochemistry is a branch of chemistry supported by the formation, growth, 
and collapse of bubbles in a liquid upon irradiation with high intensity ultrasound 
waves. The bubbles can reach a temperature and pressure as high as 5000°C and 
500 mPa respectively [11]. These conditions increase the chemical reactivity of the 
species in the reactor. When the water is the solvent, radical •OH, H2O2 and O3 are 
generated, leading thereby to oxidant medium suitable for the preparation of MO.

Treatment of solutions of copper (Cu), zinc (Zn) and cobalt (Co) acetates under 
a high-intensity ultrasonic horn has been used to produce nanosized CuO, ZnO, 
and CoO3 respectively [12]. This method has also been used for the preparation of 
nanocomposite when the suitable precursors are mixed [13].

2.2 Chemical methods

2.2.1 Hydrothermal synthesis

Hydrothermal or solvothermal synthesis (if water is the solvent) is a synthesis 
method in which the precursors (dissolved or dispersed in water) are placed in an 
autoclave where the reaction takes place at high temperature and pressure [14]. 
Hydrothermal allows the synthesis of MO-NPs from a wide variety in shape, size, 
structure, and composition, provided that key-factors such as temperature,  
pressure, pH, concentration of reactants are well-controlled [15–20].
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It involves the hydrolysis and condensation of metal alkoxides, acetates, nitrates, 
sulfates, and chlorides. Their hydrolysis in solution results from the dispersion of 
metal hydroxides, which further undergo condensation leading to the formation 
of 3-dimensional network namely a gel. The gel is either dried by removing the 
solvent or treated by chemical reaction to give the condensed MO materials [21]. 
The solvent used is generally water (aqueous sol-gel). In most non-aqueous synthe-
sis, additives such as surfactant can be required to control the morphology of the 
particles and most importantly to prevent/reduce their aggregation [22, 23].

2.2.3 Co-precipitation

The co-precipitation method entails the co-precipitation of cations in an aque-
ous media by the addition of an alkaline solution. A short burst of nucleation occurs 
when the concentration of the species reaches its critical super-saturation, and 
then, there is a slow growth of the nuclei by diffusion of the solutes to the surface of 
the crystal. MO-NPs are dried further or sometimes calcined at temperatures above 
500°C, in which case there is an alteration of the structure of material [24].

The co-precipitation method can be relevant for the synthesis of both MO-NP 
and MO-NCP [25]. The size and morphology of the nanoparticles produced by this 
method can be controlled by varying the molar ratio of the two precursor ions, the 
base used, mixing rate, the pH, and the temperature [26]. Unfortunately, it pro-
duces wastewaters with very basic pH needs to be treated before been discarded.
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2.3 Alternative synthesis methods

Most of the methods of synthesis of nanomaterials allow a great flexibility in the 
choice of the precursors and the morphology of the material through the control 
of key parameters such as temperature, concentration, or pH. However, they also 
required the use of toxic chemical reactants or additives. In this regard, alternative 
synthesis routes have been exploited, with mitigated results, including biosynthesis, 
plasma assisted. Extraction from ores as for it fits in the strategy of valuation of 
naturally occurring ores.

2.3.1 Biosynthesis of MOs NPs

This synthetic approach includes the use of vegetal substances (plant extracts 
or agricultural wastes) but can also involve living organisms such as bacteria and 
fungi. Natural extracts used for the preparation of the MO materials are available 
and renewable, in addition to contain organic groups that can react with the metal 
ions is solution in the absence of further additives [27, 28].

2.3.2 Plasma assisted synthesis

The plasma state is obtained from the ionization of noble gases, which increases 
the reactivity of the medium rich in electrons and chemical species upon reaching a 
very high temperature, up to 10000K [29]. Non-thermal plasma is an advantageous 
alternative that can be operated at atmospheric pressure [30]. Among the different 
types of systems used for plasma production, gliding arc discharge is reported to 
attractive for MO-NPs synthesis.

Under humid air as feeding gas, glidarc discharge produces acidic and very 
oxidizing environment in which many transitions metal ions precipitate as 
hydroxides or oxides [31–33]. However, one of the major disadvantages associ-
ated to this technique is the poor control on the size range and morphology of the 
particles.

2.3.3 Extraction from ores

Mineral ores are naturally occurring rock, from which the metal content can 
be extracted via hydrometallurgy [34]. During MO extraction, the ore is succes-
sively crushed, roasted, leached, and precipitated. The leaching step consists in the 
solubilization of the metal species under its ionic forms by the action of a strong 
acid or a strong base. Usually, impurities remain insoluble and are removed from 
the mixture.

The metal ions remaining in solution are then concentrated by solvent (water) 
evaporation before further treatment for the precipitation. When the mineral 
contains one major species, single MO particles are produced, but for more complex 
ore, composite materials can be obtained [35, 36].

3. Preparation and stability of metal oxide nanofluid

3.1 Preparation

Preparation of NFs is the most challenging step, as far as the experimental stud-
ies with NFs are concerned. This is so because nanofluids need special requirements 
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including stable suspension, low agglomeration of particles, and no chemical 
change of the fluid.

3.1.1 Preparation using direct method or one-step approach

One-step technique (or direct approach) consists in formulating the nanofluid 
right after their synthesis. The literature reports two major approaches including 
direct evaporation and the laser ablation method. In either approach, the nanofluid 
is obtained after a transition from the gas to solid phase [37, 38].

3.1.2 Preparation using two-step method approach

Two step approach is designed in a manner that the surface of MO-NPs is 
sufficiently wet so to mitigate the particle impingement [39]. This is done by either 
using mechanical mixing [40] or sonication or the combination of both [41, 42] as 
shown in Figure 1.

During the mechanical mixing, the large flocs are broken down and the indi-
vidual particles are kept separated from each other. During the sonication stage, 
the ultrasound waves, by stretching the molecular spacing of fluid, creates cavities 
within, which cause subsequently the chemical bonds to break [44]. However, due 
to the intrinsic properties of MO-NPs, a poor dispersion is often yielded which 
is mitigated by either extending the mixing time, adding few drops of acidifying 
agents [45] or even bubbling gas during the preparation [43].

3.2 Stability of MO-NFs

3.2.1 Monitoring the stability of NFs

3.2.1.1 Sedimentation and centrifugation method

Sedimentation method is the simplest and most straightforward method to 
investigate the stability of a nanofluid. A fixed volume of nanofluid is transferred 
into a graduated test tube and observed over the time. Figure 2 shows the sedimen-
tation of alumina-based NFs upon increasing the load in NPs.

The monitoring of the volume of deposited NPs showed that a load in alumina-
NP of 0.05 wt.% was sufficient to give a stable nanofluid. The literature reports 
similar results, in which no or little visual sedimentation of particles can be 
observed from the naked eye [46].

Figure 1. 
Preparation of polymer-based NFs; Adapted with permission from [43]. Copyright (2019) American Chemical 
Society.
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including stable suspension, low agglomeration of particles, and no chemical 
change of the fluid.

3.1.1 Preparation using direct method or one-step approach

One-step technique (or direct approach) consists in formulating the nanofluid 
right after their synthesis. The literature reports two major approaches including 
direct evaporation and the laser ablation method. In either approach, the nanofluid 
is obtained after a transition from the gas to solid phase [37, 38].

3.1.2 Preparation using two-step method approach

Two step approach is designed in a manner that the surface of MO-NPs is 
sufficiently wet so to mitigate the particle impingement [39]. This is done by either 
using mechanical mixing [40] or sonication or the combination of both [41, 42] as 
shown in Figure 1.

During the mechanical mixing, the large flocs are broken down and the indi-
vidual particles are kept separated from each other. During the sonication stage, 
the ultrasound waves, by stretching the molecular spacing of fluid, creates cavities 
within, which cause subsequently the chemical bonds to break [44]. However, due 
to the intrinsic properties of MO-NPs, a poor dispersion is often yielded which 
is mitigated by either extending the mixing time, adding few drops of acidifying 
agents [45] or even bubbling gas during the preparation [43].

3.2 Stability of MO-NFs

3.2.1 Monitoring the stability of NFs

3.2.1.1 Sedimentation and centrifugation method

Sedimentation method is the simplest and most straightforward method to 
investigate the stability of a nanofluid. A fixed volume of nanofluid is transferred 
into a graduated test tube and observed over the time. Figure 2 shows the sedimen-
tation of alumina-based NFs upon increasing the load in NPs.

The monitoring of the volume of deposited NPs showed that a load in alumina-
NP of 0.05 wt.% was sufficient to give a stable nanofluid. The literature reports 
similar results, in which no or little visual sedimentation of particles can be 
observed from the naked eye [46].

Figure 1. 
Preparation of polymer-based NFs; Adapted with permission from [43]. Copyright (2019) American Chemical 
Society.
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3.2.1.2 Spectrophotometric analyses

This approach relies on the intensity of absorption when the light passes through 
a target sample. As shown in Figure 3, Ngo et al. monitored the stability of alumina-
based nanofluid by combining colorimetry and spectrophotometry [47].

3.2.1.3 Other monitoring methods

Another straightforward approach for monitoring the nanofluid stability is to 
measure the particle size at different time intervals. This could be achieved by either 
using scanning/transmitting electron micro- scope (SEM/TEM) or zeta potential 
[48]. SEM/TEM allows to directly visualize the distribution of particle size and the 
evolution of particle coagulation. Easy and fast, SEM/TEM does not require separa-
tion of NP from the solvent [49].

As far as colloidal suspensions are concerned, Zeta potential defines the  
electro kinetic potential in a nanofluid. It indicates the interaction energy between 

Figure 2. 
Sample pictures of water-based NFs prepared using alumia oxide NPs and ethylene glycol as BF.

Figure 3. 
Monitoring alumina-based NFs stability using UV-Vis spectroscopy and 1-(-2pyridylazo)-2-naphthol, PAN. 
Adapted with permission from [47]. Copyright (2020) American Chemical Society.
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particles. High absolute value of zeta potential means stronger repulsive force 
between NPs, and hence indicates better stability of nanofluid.

3.2.2 Enhancing the stability of nanofluid

The stability of NF is fully acquired when there is a minimization of the surface 
area of the NPs dispersed in the solution. To prevent the particle agglomeration, 
an energy barrier must be created to prevent them from passing the unstable to 
stable energy state. This could be performed by (a) by addition of acidic or alkaline 
materials, (b) altering the preparation step, and (c) choosing a proper BF [50–52].

Figure 4 shows the influence of the preparation step of nanofluid stability.
The results showed that the acidity of the solution decreases regardless the 

preparation method. However, combing both the sonication and the magnetic 
stirring could prolong the stability of the nanofluid. Furthermore, Nguele et al. [43] 
and later Ngo et al. [47] reported that bubbling gas during the preparation could 
further enhance the stability regardless the type of base fluid (Figure 5).

The average decrease in acidity of about 20 % from the initial value (pH =5.4) 
was observed throughout the preparation stage when CO2 gas, which contrasts 
with an increase in pH twice higher when O2 was bubbled. Regardless the reason 
pertaining to the increase in pH (i.e., carbonation for CO2 bubbling and radical 
formation for O2 bubbling), the surface modification of NP and thus the stability is 
enhanced.

The addition of dispersants is an alternative for enhancing the stability of NFs 
[48, 50, 53]. These dispersants attach to the surface of the NP due to the mutual 
affinity. In addition, the tail of the attached dispersant works as a steric barrier, 
which prevents the particles from agglomerating. Such effect, known as steric 
hindrance, inhibits the coagulation of NPs in the suspensions (Figure 6).

Figure 4. 
Influence of preparation step on the stability of nanofluid; the nanofluid consists in Si-NP dispersed in an 
aqueous polymeric solution, Reprint with permission from [43] Copyright (2019) American Chemical Society.
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with an increase in pH twice higher when O2 was bubbled. Regardless the reason 
pertaining to the increase in pH (i.e., carbonation for CO2 bubbling and radical 
formation for O2 bubbling), the surface modification of NP and thus the stability is 
enhanced.

The addition of dispersants is an alternative for enhancing the stability of NFs 
[48, 50, 53]. These dispersants attach to the surface of the NP due to the mutual 
affinity. In addition, the tail of the attached dispersant works as a steric barrier, 
which prevents the particles from agglomerating. Such effect, known as steric 
hindrance, inhibits the coagulation of NPs in the suspensions (Figure 6).
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4. Application of MO-NFs to fossil, gas storage and renewable energy

4.1 Fossil energy and enhanced oil recovery (EOR)

4.1.1 Tertiary oil recovery

Improved oil recovery (IOR) or enhanced oil recovery (EOR) are two terms 
used loosely to describe the improvement of oil recovery after both the primary 
and the secondary stages of oil production become economically unattractive 
or technically not feasible. In principle, IOR is the general term to designate any 
implemented means after secondary process that increases considerably the amount 
of oil recovered. On the hand, EOR defines a specific technique (or a combination 
of techniques) implemented to decrease the residual oil.

Figure 5. 
Influence of gas bubbling on the stability of nanofluid; the nanofluid consists in Si-NP dispersed in a deionized 
water.

Figure 6. 
Influence of BF on the stability of nanofluid at 25oC; the nanofluid consists in Si-NP dispersed in a polymer 
(PVOH) solution prepared following two-step approach using CO2 bubbling.
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EOR methods are grouped into thermal and non-thermal methods. Thermal 
methods are the most advanced techniques among EOR methods and are best suited 
for heavy oils and tar sand formations. In these methods, the heat is supplied to the 
reservoir in form of steam or fire, which favors the vaporization of stranded oil. The 
major drawbacks associated to thermal-EOR pertain to the geometry and the petro-
physical properties of the candidate formation [54].

Non-thermal methods encompass techniques that reduce the interfacial ten-
sion (IFT) between the stranded oil and resident fluids and the viscosity of the 
oil. Among the most prominent methods, gas-EOR stands out because of it offers 
the possibility to sequester greenhouse gases. During a gas-EOR, the injected gas 
dissolves into the oil after a first (or multiple) contact leading to a foamy oil, whose 
viscosity is lower than that of the original oil [55]. Often, gas-EOR is challenged, in 
part by, the deposition of heavy fractions [56–58].

If the slug is a surfactant [59], a polymer [60], or even a micellar solution [61], 
the oil is produced by reduction of IFT or wettability. Major problems associated to 
surfactant-EOR are the loss of chemical, phase partitioning and trapping, and the 
slug by passing. Unlike chemical-EOR, microemulsion-EOR relies on the reduc-
tion of the mobility ratio. Microemulsions, kinetically more stable than emulsions, 
are potentially viable because of the ultra-low IFT and their high interfacial area 
[62–64].

Microbial-EOR uses the potential of microbes to yield either bio-surfactant, 
slimes (polymers), biomass and/or gases such as CH4, CO2, N2 and H2 as well as 
solvents and certain organic acids [65, 66]. Oil recovery mechanisms in microbial-
EOR are like those of the classic chemical methods. This includes IFT reduction, 
emulsification, wettability alteration, improved mobility ratio, selective plugging, 
viscosity reduction, oil swelling and increased reservoir pressure due to the forma-
tion of gases [67, 68].

Nano-EOR has been reported to be the next generation of EOR, which is  
evidenced by the wealth in literature covering the topic [69–75]. Therefrom, it 
appears that the mechanisms of oil production using MO-NPs are (1) wettability 
and the IFT alteration, (2) advanced drag reduction, and (3) the decrease of the 
mobility ratio.

4.1.2 EOR mechanisms in respect of MO-NPs

4.1.2.1 Wettability and IFT alteration

Wettability is the preferential tendency of one fluid to wet (or to spread) onto 
a surface [76]. To produce more oil, the wettability of the oil-water-rock system 
should be shifted from oil-wet to a water-wet or strongly water wet condition. 
MO-NPs can adsorb onto the rock surface and form a nanotexture, which contrib-
utes to wettability alteration [77]. However, these mechanisms are affected by the 
formation salinity (Figure 7).

At a low salt concentration, the activity coefficient of the salt increases in a 
manner that the salt molecules sit within the oil phase. With the presence of salt 
at the interface, the excess surface concentration turns positive from which results 
a low contact angle (Figure 7a) and higher IFT (Figure 7b). An oil production 
scenario in which the salt concentration is large, the salting-out effect seems to 
prevail [47].

MO-NPs are depleted at the interface and transferred back to oil phase. This 
breaks the oil-water interface adsorption, hence a high contact angle. The same 
behavior could be extended when two immiscible liquids (oil and water) meet each 
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other. The molecules at the surface of both of those liquids become unbalanced 
forces of attraction, which cause the IFT to rise.

Adding MO-NPs could not only reduce the IFT but also the contact angle. For 
example, it was found adding only 0.25 wt.% of MO-NP to a polymeric BF, the 
contact angle as well as the IFT between the nanofluid and heavy oil (API 16o) 
decreases about 50% from its initial value (Figure 8).

4.1.2.2 Improve mobility ratio of injected fluids

The mobility ratio of water to oil is one of the most critical factors to influence 
water flood efficiency. When mobility is greater than one, it is considered unfavor-
able as the displacing fluid is more mobile than oil in the porous medium; the slug 
tends to bypass oil and early breakthrough is experienced at the producers (chan-
neling). At a mobility ratio of less than one, water is less mobile than oil leading to 
better displacement and recovery of oil.

The mobility ratio can be decreased either by reduction of the viscosity of the 
resident oil or by increasing that of the nanofluid. As shown in Figure 9, increas-
ing the load in MO-NP (SiO2-NP in this experiment) prompted an increase in oil 
recovery in a waterflooded sandstone.

Figure 7. 
Influence formation salinity on wettability and IFT alteration. (a) Wettability alteration modified from 
adapted with permission from [47]. Copyright (2020) American Chemical Society. (b) IFT alteration; this 
study.

Figure 8. 
Influence of type of MO-NPs on IFT alteration.
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The experiments were conducted using light mineral (specific density 0.838, 
viscosity of 26 cP at 25oC) and light crude oil (specific density 0.860 viscosity of 
9.54 cP at 25oC). It was found a higher production when light mineral oil was used. 
This is because of the difference in native composition including a low acid number, 
a high concentration of asphaltene.

4.1.2.3 Pore channels plugging

Pore channels plugging can be caused by two mechanisms: mechanical entrap-
ment and log-jamming. These mechanisms were evaluated in this study by the 
injection of Si-NP dispersed in aqueous polymeric solution. Two types of forma-
tions were considered including a homogeneous formation with a uniform porosity 
and a heterogeneous formation with contrasted porosity. The results are shown in 
Figure 10.

The production in homogeneous formation decreases monotonically with the 
load in Si-NP, while a reverse trend was observed for a heterogeneous model. In a 
homogeneous formation, the increase in MO-NP load causes the plugging of pore 
throats, whose size are smaller than the average size in MO-NP dispersed (log jam-
ming). As the nanofluid travels within the formation, the narrowing of flow area 
and the differential pressure led to a velocity increase of the nanofluid.

Figure 9. 
Relationship between MO-NP viscosity and oil recovery factor.

Figure 10. 
Oil recovery using Si-NPs in contrasted sandstone formations.
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The smaller molecules will flow faster than causing accumulation of MO-NP 
at the entrance of the pore throats. For larger load, there is a possibility of having 
a plugging at the entrance of the throat due to the size of the nanofluid (mechani-
cal entrapment). For formations with contrasted porosity, the log-jamming or 
mechanical entrapment could be beneficial.

As the pore is plugged, there is a pressure build in the adjacent pore throat, forc-
ing out the oil trapped in the pore throat or the water to move to a layer with lower 
porosity. This can be considered as temporary log-jamming. This phenomenon is 
mainly governed by the concentration and size of NPs, flow rate and the diameters 
of pore throats (Figure 11).

4.1.2.4 Preventing asphaltene precipitation

Asphaltene precipitation can cause severe problems due to the deposition inside 
the reservoir, at the wellhead, and/or inside the pipelines. However, it is believed 
MO-NPs have the potential to inhibit the adsorption and thus delay the deposition 
[78, 79]. The particles, in contact with the asphaltenes molecules can minimize the 
interactions asphaltene-asphaltene and/or asphaltene-rock leading therefore to a 
mitigation (Figure 12).

In this regard, MO-NPs are suitable candidates because their inherent proper-
ties. In this study, asphaltenes were extracted from dead heavy crude oil (API 16o) 
as per the procedure discussed by Goual [80]. An asphaltenic solution of 1wt.% was 
prepared by diluting extracted asphaltenes with toluene. Two set of experiments 
were conducted at room temperature including porosity impairment (Figure 13a) 
and adsorption on sandstone (Figure 13b).

Figure 11. 
Relationship between the displacement efficiency, porosity impairment and type of MO-NPs.

Figure 12. 
Conceptual approach of asphaltene inhibition during CO2 injection.
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It could be seen that the porosity of the waterflooded sandstone decreases upon 
injection CO2 (Figure 13a). Adding MO-NPs to the same water, the impairment could 
be improved with lowest obtained for Al-NP. This is so because of the higher adsorption 
capacity of MO-NPs, which interacts more strongly with the asphaltenes. The influence 
of MO-NP is noticeable as evidenced by the decrease in adsorption (Figure 13b).

4.2 Application of MO-NFs to CO2 Sequestration

As of 2018, 70% of the global warming was subsequent to the release of green-
house gases (GHG) to the atmosphere, with fossil resources contributing to up to 37.1 
billion metric tons. The total concentration in carbon dioxide, CO2, in the atmosphere 
was reported to hit its highest level ever (407 ppm) million. Great efforts should be 
invested to reduce CO2 concentration to an acceptable value. Carbon dioxide capture, 
utilization and storage (CCUS) technology of which Carbon capture and storage 
(CCS) technologies have a potential to reduce CO2 emissions to the atmosphere due to 
the huge global capacity for underground storage [81]. With 21 large-scale CCS proj-
ects operating worldwide, the volume of storable CO2 is estimated to be up to 37 Mtpa.

Yet more CCS projects are needed to reach the Paris 2 °C target, which is partly due 
to the leakage of the stored CO2 through the faults of the formation within which the 
gas is trapped [82, 83]. A typical CCS project encompasses the capture, the compression 
and transport, and the injection in the designed formation. The success of a gas storage 
depends primarily on the trapping mechanisms occurring during CO2 containment.

A trapping mechanism refers a process (either physical or chemical), which 
improves the sequestration of CO2. Among the different known trapping mecha-
nisms, three processes stand out including residual, solubility and mineral trapping 
[84]. During the residual trapping, CO2, injected at its supercritical state, displaces 
the fluids as it moves through the porous rock. As CO2 moves upward due to the 
buoyancy difference, some of the CO2 will be left behind as disconnected droplets 
within the pore throats, which are immobile.

This mechanism, however, is challenged by the faults present the geological 
formation (cap rock). The fault could crack due to the over-pressurization of the 
aquifer leading to a leak in CO2 Solubility trapping involves the dissolution of super-
critical CO2 in the salty water (brine), which leads to a fluid denser than the native 
fluids. From the difference in buoyancy, the resulting fluids force CO2 to sink at the 
bottom of formation over time. The problem, in here, is that not only the solubility 
of CO2 in brine is low, but it reaches quickly its saturation causing thereby an over 
pressurization of the aquifer.

Figure 13. 
Asphaltene mitigation by addition of different types of MO-NPs dispersed into water. (a) Porosity impairment 
after CO2 injection. (b) Static adsorption after CO2 injection.
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Mineral trapping, which is the slowest of the processes, is the final phase. It 
results from the geochemical reactions of carbonic acid (H2CO3) and the native 
minerals of the formation. This trapping mechanism is dependent on the rock min-
erals, the pressure of the gas, temperature and porosity of the host formation [85]. 
However, if mineral trapping is hastened, it may weaken the cap rock and the over-
lying formation causing a serious leak in CO2. From above, it appears that the extent 
to which the CO2 reacts with the formation water (dominated by its solubility) will 
vary according to factors such as pressure, temperature, the solubility of CO2, the 
fluid and fluid/rock chemistry. The selection of a proper MO-NF could enhance the 
trapping mechanisms, and ultimately ensure an efficient CO2 sequestration.

This is potentially achieved by injecting a nanofluid that buffers the acidity 
within the host formation (Figure 14b), but more importantly will yield a gel-like 
material (Figure 14a), denser than the resident fluid in the host formation.

In this study, it was found that formulating a nanofluid from Si-NP and poly-
vinyl alcohol under CO2 bubbling would lead to the formation of silicated gels. 
Increasing the load in Si-NP yields a rigid gel (Figure 15).

The results suggest that condensation of SiO2-NF depends rather on the load 
in Si-NP than the concentration in PVOH. However, further investigations are 
required to understand the extent to which the host formation-fluid chemistry 
alters the solubility of CO2, and the host formation parameters (fluid chemistry, 
temperature, and pressure) alter the gel formation.

4.3 Renewable energy production

4.3.1 Overview of photo thermal energy production

Up to date, the primary energy supplied for human needs comes from fossil and 
nuclear resources. These can be harmful to environment because they cause global 
warning, ozone layer depletion, biosphere and geosphere destruction, and ecologi-
cal devastation [86]. These drawbacks have geared the attention towards cleaner 
energy. Solar energy is one of the most promising amongst them not only because 
its exploitation can fulfill the entire world demand in energy, but more importantly 
it is one of the cleanest source or energy [87].

Figure 14. 
Conceptual enhancement of CO2 sequestration by Si-NF injection.
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Solar thermal energy consists in transforming photons into heat, which is col-
lected and distributed by the means of devices called solar collectors [88]. A solar 
system usually has at least three components including the solar collector, a heat 
exchanger, and a thermal storage system (Figure 16).

Solar collectors use working fluids exposed to the solar irradiation. One of the 
most attractive candidates working fluid is water, given its price, its availability, 
and its eco-friendliness. The optimal temperature that can be obtained from a solar 
system depends on the type of solar collectors, which include flate-plate, parabolic 
through and parabolic dish collectors [89, 90].

4.3.2 Relevance of MO-NPs in solar thermal systems

The efficiency of a solar thermal systems is strongly related to the thermal effi-
ciency of the working fluid, which is the ratio of useful energy effectively transferred. 
Ideal working fluids should exhibit peculiar thermophysical properties such as low 
viscosity, high thermal conductivity and high specific heat capacity, in addition to 
chemical stability [91]. The interest of MO-NPs for solar applications lies on their 
ability to enhance of the properties, which results in a significant improvement of the 
outlet temperature and the net power produced within a solar thermal system.

The literature reports that MO nanofluids have a higher thermal conductivity 
than that water taken alone [92]. The replacement of water as Heat Transfer Fluid 
(HTF) by a SiO2-water based nanofluid has demonstrated the ability to enhance the 
performance of a FP collector through the reduction of the viscosity, the enhance-
ment of the specific heat capacity and the rise of the temperature of the HTF at the 
outlet temperature of the solar system [93].

Figure 15. 
Silicated-gel formed from Si-NP and polyvinyl alcohol without (a) porous medium and (b) in a porous 
medium.

Figure 16. 
Schematic representation of a thermal solar system for water heating applications.



Advances in Microfluidics and Nanofluids

144

Mineral trapping, which is the slowest of the processes, is the final phase. It 
results from the geochemical reactions of carbonic acid (H2CO3) and the native 
minerals of the formation. This trapping mechanism is dependent on the rock min-
erals, the pressure of the gas, temperature and porosity of the host formation [85]. 
However, if mineral trapping is hastened, it may weaken the cap rock and the over-
lying formation causing a serious leak in CO2. From above, it appears that the extent 
to which the CO2 reacts with the formation water (dominated by its solubility) will 
vary according to factors such as pressure, temperature, the solubility of CO2, the 
fluid and fluid/rock chemistry. The selection of a proper MO-NF could enhance the 
trapping mechanisms, and ultimately ensure an efficient CO2 sequestration.

This is potentially achieved by injecting a nanofluid that buffers the acidity 
within the host formation (Figure 14b), but more importantly will yield a gel-like 
material (Figure 14a), denser than the resident fluid in the host formation.

In this study, it was found that formulating a nanofluid from Si-NP and poly-
vinyl alcohol under CO2 bubbling would lead to the formation of silicated gels. 
Increasing the load in Si-NP yields a rigid gel (Figure 15).

The results suggest that condensation of SiO2-NF depends rather on the load 
in Si-NP than the concentration in PVOH. However, further investigations are 
required to understand the extent to which the host formation-fluid chemistry 
alters the solubility of CO2, and the host formation parameters (fluid chemistry, 
temperature, and pressure) alter the gel formation.

4.3 Renewable energy production

4.3.1 Overview of photo thermal energy production

Up to date, the primary energy supplied for human needs comes from fossil and 
nuclear resources. These can be harmful to environment because they cause global 
warning, ozone layer depletion, biosphere and geosphere destruction, and ecologi-
cal devastation [86]. These drawbacks have geared the attention towards cleaner 
energy. Solar energy is one of the most promising amongst them not only because 
its exploitation can fulfill the entire world demand in energy, but more importantly 
it is one of the cleanest source or energy [87].

Figure 14. 
Conceptual enhancement of CO2 sequestration by Si-NF injection.

145

Nanocomposite and Nanofluids: Towards a Sustainable Carbon Capture, Utilization, and Storage
DOI: http://dx.doi.org/10.5772/intechopen.95838

Solar thermal energy consists in transforming photons into heat, which is col-
lected and distributed by the means of devices called solar collectors [88]. A solar 
system usually has at least three components including the solar collector, a heat 
exchanger, and a thermal storage system (Figure 16).

Solar collectors use working fluids exposed to the solar irradiation. One of the 
most attractive candidates working fluid is water, given its price, its availability, 
and its eco-friendliness. The optimal temperature that can be obtained from a solar 
system depends on the type of solar collectors, which include flate-plate, parabolic 
through and parabolic dish collectors [89, 90].

4.3.2 Relevance of MO-NPs in solar thermal systems

The efficiency of a solar thermal systems is strongly related to the thermal effi-
ciency of the working fluid, which is the ratio of useful energy effectively transferred. 
Ideal working fluids should exhibit peculiar thermophysical properties such as low 
viscosity, high thermal conductivity and high specific heat capacity, in addition to 
chemical stability [91]. The interest of MO-NPs for solar applications lies on their 
ability to enhance of the properties, which results in a significant improvement of the 
outlet temperature and the net power produced within a solar thermal system.

The literature reports that MO nanofluids have a higher thermal conductivity 
than that water taken alone [92]. The replacement of water as Heat Transfer Fluid 
(HTF) by a SiO2-water based nanofluid has demonstrated the ability to enhance the 
performance of a FP collector through the reduction of the viscosity, the enhance-
ment of the specific heat capacity and the rise of the temperature of the HTF at the 
outlet temperature of the solar system [93].

Figure 15. 
Silicated-gel formed from Si-NP and polyvinyl alcohol without (a) porous medium and (b) in a porous 
medium.

Figure 16. 
Schematic representation of a thermal solar system for water heating applications.



Advances in Microfluidics and Nanofluids

146

A theoretical model assessing the performance of a solar thermal system using 
Al2O3-water based nanofluid as Direct Absorber Solar Collector (DASC) has 
shown an increase of 10% of the collector efficiency compared to water-based flat 
plate solar collectors operating in the same conditions [94]. However, the optical 
performance of MO-NF as DASC depends of the volume fraction of MO-NPs [95]. 
MO-NP can also be associated with photovoltaic devices within hybrid Photovoltaic 
Thermal (PV/T) systems.

In such configurations, the electrical and thermal energy are simultaneously 
generated by a photovoltaic module and the working fluid, respectively [96]. 
Furthermore, nanofluids, exhibiting magnetic properties, offer the possibility 
to increase the thermal conductivity of a working fluid upon the application of a 
magnetic field [97, 98]. Nano ferrofluids, standing amongst, were found to improve 
significantly the efficiency of the photothermal or PV/T systems [99].

However, the major challenge with such types of nanofluids is the formulation of 
stable working fluid. This is so because nano ferrofluids have the propensity either 
to agglomerate in solution [100] or to suffer from chemical instability [101]. The 
combination of Fe3O4 with other MO-NP in composite materials usually allows to 
overcome those limitations. Therefore, exploration of the thermophysical features 
of composite MO nanofluids is an interesting direction aiming at the optimization 
of solar thermal systems.

5. Concluding remarks

The present chapter has covered the topic of metal oxide nanoparticles (MO-
NP) and nanocomposites (MO-NCP) and their application for carbon capture 
utilization and storage (CCUS). It was shown that MO-NP (or MO-NCP) can be 
synthesized using physical, chemical, and biological methods. Each approach 
is tuned to give a MO-NP (or MO-NCP) with specific features. Regardless the 
production route, it was highlighted the stability of the nanofluid was the main 
challenge.

In respect of CCUS application, the most prominent results were obtained from 
silica (SiO2) and alumina (Al2O3) oxides. SiO2-NP could alter the wettability in a 
manner to increase the production of heavy oil. Dispersed into polymeric base fluid, 
it was shown SiO2-NP could yield a gel-structure, which can plug the large voids of 
formation, leading to either an increment of oil production or prevent the leakage 
of sequestered gases. On the other, Al2O3-NP and its silicate composite could delay 
the deposition in heavy materials during the oil production using carbon dioxide 
(CO2) injection. On the other hand, it was shown that ferrous and ferric nanofluids 
could improve the heat transfer of the fluid, making them good candidate for solar 
thermal energy.
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production route, it was highlighted the stability of the nanofluid was the main 
challenge.

In respect of CCUS application, the most prominent results were obtained from 
silica (SiO2) and alumina (Al2O3) oxides. SiO2-NP could alter the wettability in a 
manner to increase the production of heavy oil. Dispersed into polymeric base fluid, 
it was shown SiO2-NP could yield a gel-structure, which can plug the large voids of 
formation, leading to either an increment of oil production or prevent the leakage 
of sequestered gases. On the other, Al2O3-NP and its silicate composite could delay 
the deposition in heavy materials during the oil production using carbon dioxide 
(CO2) injection. On the other hand, it was shown that ferrous and ferric nanofluids 
could improve the heat transfer of the fluid, making them good candidate for solar 
thermal energy.
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Chapter 9

Effective Parameters on Increasing
Efficiency of Microscale Heat
Sinks and Application of Liquid
Cooling in Real Life
Yousef Alihosseini, Amir Rezazad Bari
and Mehdi Mohammadi

Abstract

Over the past two decades, electronic technology and miniaturization of
electronic devices continue to grow exponentially, and heat dissipation becomes a
critical issue for electronic devices due to larger heat generation. So, the need to cool
down electronic components has led to the development of multiple cooling
methods and microscale heat sinks. This chapter reviewed recent advances in
developing an efficient heat sink, including (1) geometry parameters, (2) flow
parameters that affect the hydraulic–thermal performance of the heat sink. Also,
the main goal of this chapter is to address the current gap between academic
research and industry. Furthermore, commercialized electronic cooling devices for
various applications are highlighted, and their operating functions are discussed,
which has not been presented before.

Keywords: microchannel, micro pin-fin, heat sink, heat transfer, microfluidic,
commercialized microscale heat sink, electronic cooling

1. Introduction

Seminal advances in microelectronics technology have driven the Integrated
Circuit Topographies (ICT) revolution over the last decades. Technologies of min-
iaturization, fabrication, and integrated circuit/system design are three vital
parameters that have underpinned this revolution and allowed continuous and on-
going breakthroughs. However, the heat generated by electronic devices is always a
fundamental problem that forced researchers to improve cooling systems to
increase thermal efficiency. Since 85 °c is a critical temperature for electronic
devices [1], exceed each 1 °c above critical temperature causes the reduction of 5%
of devices life [2]. There are several methods to cool electronic devices as working
fluid that are generally divided into (i) air cooling and (ii) liquid cooling. The
efficiency of heat sinks increases due to the high thermal conductivity of liquids
compared to air. Also, the increasing surface-to-volume ratio in heat sink leads to
higher heat dissipation and extension of the electronic device’s lifetime. Tuckerman
and Pease [3] studied liquid cooling microchannel in single and multi-phase for the
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methods and microscale heat sinks. This chapter reviewed recent advances in
developing an efficient heat sink, including (1) geometry parameters, (2) flow
parameters that affect the hydraulic–thermal performance of the heat sink. Also,
the main goal of this chapter is to address the current gap between academic
research and industry. Furthermore, commercialized electronic cooling devices for
various applications are highlighted, and their operating functions are discussed,
which has not been presented before.

Keywords: microchannel, micro pin-fin, heat sink, heat transfer, microfluidic,
commercialized microscale heat sink, electronic cooling

1. Introduction

Seminal advances in microelectronics technology have driven the Integrated
Circuit Topographies (ICT) revolution over the last decades. Technologies of min-
iaturization, fabrication, and integrated circuit/system design are three vital
parameters that have underpinned this revolution and allowed continuous and on-
going breakthroughs. However, the heat generated by electronic devices is always a
fundamental problem that forced researchers to improve cooling systems to
increase thermal efficiency. Since 85 °c is a critical temperature for electronic
devices [1], exceed each 1 °c above critical temperature causes the reduction of 5%
of devices life [2]. There are several methods to cool electronic devices as working
fluid that are generally divided into (i) air cooling and (ii) liquid cooling. The
efficiency of heat sinks increases due to the high thermal conductivity of liquids
compared to air. Also, the increasing surface-to-volume ratio in heat sink leads to
higher heat dissipation and extension of the electronic device’s lifetime. Tuckerman
and Pease [3] studied liquid cooling microchannel in single and multi-phase for the

155



first time. Several parameters have also been considered to improve microchannel
heat sinks efficiency, such as changing the cross-sections, patterns, manifolds, and
working fluids [4].

Some technical issues have been reported, like generating hotspots and pressure
drop through the microchannel for different applications. For instance, Copeland
et al. [5] illustrated the impact of pressure drop and temperature gradient on system
functionality. Moreover, they reported high-pressure drops (2 bars) for reaching
minimal thermal resistance due to the small size of channels. Although utilizing a
pump could compensate, the generated pressure drop which is used in conventional
applications, using these pumps on a micro-scale is almost impossible [6]. The
thermal boundary layer in convectional channels is maintained in a fully-developed
state; thus, the thermal resistance increases and caused non-uniform heat transfer
performance, leading to an unreliable platform and system failure. A large number
of researches have been carried out to address these limitations by changing geo-
metrical parameters and fluid flow structures in a microchannel.

In the current study, all previously reported parameters relating to enhancing
the heat sink efficiency are considered. The efficient parameters on the perfor-
mance of micro heat sinks are divided into two main parts, i.e., (i) Geometrical and
(ii) Flow parameters. Geometrical parameters include patterns, cross-sections, and
manifolds of heat sinks that the prior studies in this area are sorted and are
explained in detail, and a comprehensive table is presented for each section. Also,
working fluids (nano-fluids, phase change materials (PCMs) slurries, and boiling
flows) are investigated as subsections of flow parameters. Besides, almost all micro
heat sink applications in real life are characterized and the most significant of them,
such as PCs and laptops, PCRs, gaming consoles, and data servers, are explained in
detail, and other applications are listed. Finally, the suggestions and future direction
of heat sink research are presented.

2. Microchannel and micro pin-fin heat sinks

The difference between macro-, mini-, and microchannels remains a lack of
complete definition. However, it is fair to say that these differences can be classified
into two groups; phenomenology and dimensions. Forces and phenomena play an
essential role in micro-scale rather than macro-, mini scales [7]. Channel classifica-
tion is based on hydraulic diameter as a simple guide to examine the desired
dimensional range. Kandlikar and Grande [8] presented a general scheme based on
the channel dimensions shown in Table 1.

In Table 1, D is the hydraulic diameter of the channel. In non-circular channels,
it is recommended to use the smallest channel dimension in place of hydraulic
diameter (e.g., the short side of a rectangular cross-section) [8]. Also, multiple
microfluidic fabrication techniques have been developed, such as photolithography

Macrochannels D> 3mm

Minichannels 3mm≥D≥ 200 μm

Microchannels 200 μm≥D≥ 10 μm

Transitional microchannels 10 μm≥D≥ 1 μm

Transitional nanochannels 1μm≥D≥0:1 μm

Nanochannels D≥0:1 μm

Table 1.
Channel classification [8].
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and soft lithography [9], laser cutting [10, 11], 3D printing [12, 13], microinjection
molding [14] and glass etching for different applications like Point of Care (POC)
and diagnosis [15, 16], microbiology [17, 18], drug delivery [19–21], oil and gas [22],
micropump [23, 24], particle separation and enrichment [25–27], Organ on a chip
[28–30], biosensor [31–34].

Microchannel and micro pin-fin are two types of heat sinks that are used in
electronic cooling systems. The microchannel heat sink consists of extended parallel
channels in different cross-sections (such as rectangular, hexagonal, triangular,
etc.) that coolant flow passes from channels and absorbs heat from the chip. With
advances in nano/micro-manufacturing techniques, another type of heat sink used
in cooling circuits is a micro pin-fin heat sink. This heat sink type consists of pin-fin
arrays in different shapes (like rectangular, hexagonal, elliptic, circular, etc.) and
due to the high flow mixing rate, thermal performance increases compared to the
microchannel heat sink.

3. Effective parameters on the efficiency of heat sinks

The thermal/hydraulic performance of the heat sink is affected by geometrical
parameters (such as the shape of the cross-section, pattern, inlet/outlet arrange-
ment) and flow parameters (such as working fluids and boiling flow) [35]. In this
section, the effective parameters on the heat sink’s thermal–hydraulic performance
are presented.

3.1 Geometrical parameters

3.1.1 Patterns

Previous research indicates that changing pattern plays a fundamental role in
enhancing the heat transfer rate [4]. The concept of periodic renewal of thermal
boundary layers is a useful technique for enhancing heat transfer. Besides, second-
ary flows and fluid mixing are considered other factors for heat transfer enhance-
ment that can be formed in pattern design.

Furthermore, research has shown that increasing heat transfer will reduce the
pressure drop penalty [2, 3, 36]. Therefore, setting a balance between the heat
transfer enhancement and the pressure drop penalty is required for discovering the
optimum pattern design. Some relations, such as efficiency index (ɳ) and
Performance Evaluation Criteria (PEC), could help to identify these crucial
parameters [37].

Several works studied the impact of pattern designs on heat transfer including,
periodic (wavy, zigzag, etc.) [38–42], serpentine [43, 44], pin-fin [45, 46], and
oblique [47–50] and most efficient pattern designs are summarized in Table 2.

The impact of the microchannel heat sink’s pattern on thermal performance was
investigated numerically by Lin et al. [51]. They reported that due to dean vortices
formation in the channel’s cross-section, the fluid mixing enhanced, and the ther-
mal boundary layers’ thickness decreased. Therefore, wavy heat sinks had better
thermal performance compared to conventional straight heat sink due to higher
Nusselt number and lower thermal resistance. After Lin et al. [51], another research
group, Sui et al. [38] investigated the effect of wave amplitudes in wavy
microchannel shown in Figure 1. Results illustrated that with increasing the ampli-
tude to wavelength ratio (relative waviness), the thermal performance increased
compared to the straight microchannel.
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first time. Several parameters have also been considered to improve microchannel
heat sinks efficiency, such as changing the cross-sections, patterns, manifolds, and
working fluids [4].

Some technical issues have been reported, like generating hotspots and pressure
drop through the microchannel for different applications. For instance, Copeland
et al. [5] illustrated the impact of pressure drop and temperature gradient on system
functionality. Moreover, they reported high-pressure drops (2 bars) for reaching
minimal thermal resistance due to the small size of channels. Although utilizing a
pump could compensate, the generated pressure drop which is used in conventional
applications, using these pumps on a micro-scale is almost impossible [6]. The
thermal boundary layer in convectional channels is maintained in a fully-developed
state; thus, the thermal resistance increases and caused non-uniform heat transfer
performance, leading to an unreliable platform and system failure. A large number
of researches have been carried out to address these limitations by changing geo-
metrical parameters and fluid flow structures in a microchannel.

In the current study, all previously reported parameters relating to enhancing
the heat sink efficiency are considered. The efficient parameters on the perfor-
mance of micro heat sinks are divided into two main parts, i.e., (i) Geometrical and
(ii) Flow parameters. Geometrical parameters include patterns, cross-sections, and
manifolds of heat sinks that the prior studies in this area are sorted and are
explained in detail, and a comprehensive table is presented for each section. Also,
working fluids (nano-fluids, phase change materials (PCMs) slurries, and boiling
flows) are investigated as subsections of flow parameters. Besides, almost all micro
heat sink applications in real life are characterized and the most significant of them,
such as PCs and laptops, PCRs, gaming consoles, and data servers, are explained in
detail, and other applications are listed. Finally, the suggestions and future direction
of heat sink research are presented.

2. Microchannel and micro pin-fin heat sinks

The difference between macro-, mini-, and microchannels remains a lack of
complete definition. However, it is fair to say that these differences can be classified
into two groups; phenomenology and dimensions. Forces and phenomena play an
essential role in micro-scale rather than macro-, mini scales [7]. Channel classifica-
tion is based on hydraulic diameter as a simple guide to examine the desired
dimensional range. Kandlikar and Grande [8] presented a general scheme based on
the channel dimensions shown in Table 1.

In Table 1, D is the hydraulic diameter of the channel. In non-circular channels,
it is recommended to use the smallest channel dimension in place of hydraulic
diameter (e.g., the short side of a rectangular cross-section) [8]. Also, multiple
microfluidic fabrication techniques have been developed, such as photolithography

Macrochannels D> 3mm

Minichannels 3mm≥D≥ 200 μm

Microchannels 200 μm≥D≥ 10 μm

Transitional microchannels 10 μm≥D≥ 1 μm
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Nanochannels D≥0:1 μm

Table 1.
Channel classification [8].

156

Advances in Microfluidics and Nanofluids

and soft lithography [9], laser cutting [10, 11], 3D printing [12, 13], microinjection
molding [14] and glass etching for different applications like Point of Care (POC)
and diagnosis [15, 16], microbiology [17, 18], drug delivery [19–21], oil and gas [22],
micropump [23, 24], particle separation and enrichment [25–27], Organ on a chip
[28–30], biosensor [31–34].

Microchannel and micro pin-fin are two types of heat sinks that are used in
electronic cooling systems. The microchannel heat sink consists of extended parallel
channels in different cross-sections (such as rectangular, hexagonal, triangular,
etc.) that coolant flow passes from channels and absorbs heat from the chip. With
advances in nano/micro-manufacturing techniques, another type of heat sink used
in cooling circuits is a micro pin-fin heat sink. This heat sink type consists of pin-fin
arrays in different shapes (like rectangular, hexagonal, elliptic, circular, etc.) and
due to the high flow mixing rate, thermal performance increases compared to the
microchannel heat sink.

3. Effective parameters on the efficiency of heat sinks

The thermal/hydraulic performance of the heat sink is affected by geometrical
parameters (such as the shape of the cross-section, pattern, inlet/outlet arrange-
ment) and flow parameters (such as working fluids and boiling flow) [35]. In this
section, the effective parameters on the heat sink’s thermal–hydraulic performance
are presented.

3.1 Geometrical parameters

3.1.1 Patterns

Previous research indicates that changing pattern plays a fundamental role in
enhancing the heat transfer rate [4]. The concept of periodic renewal of thermal
boundary layers is a useful technique for enhancing heat transfer. Besides, second-
ary flows and fluid mixing are considered other factors for heat transfer enhance-
ment that can be formed in pattern design.

Furthermore, research has shown that increasing heat transfer will reduce the
pressure drop penalty [2, 3, 36]. Therefore, setting a balance between the heat
transfer enhancement and the pressure drop penalty is required for discovering the
optimum pattern design. Some relations, such as efficiency index (ɳ) and
Performance Evaluation Criteria (PEC), could help to identify these crucial
parameters [37].

Several works studied the impact of pattern designs on heat transfer including,
periodic (wavy, zigzag, etc.) [38–42], serpentine [43, 44], pin-fin [45, 46], and
oblique [47–50] and most efficient pattern designs are summarized in Table 2.

The impact of the microchannel heat sink’s pattern on thermal performance was
investigated numerically by Lin et al. [51]. They reported that due to dean vortices
formation in the channel’s cross-section, the fluid mixing enhanced, and the ther-
mal boundary layers’ thickness decreased. Therefore, wavy heat sinks had better
thermal performance compared to conventional straight heat sink due to higher
Nusselt number and lower thermal resistance. After Lin et al. [51], another research
group, Sui et al. [38] investigated the effect of wave amplitudes in wavy
microchannel shown in Figure 1. Results illustrated that with increasing the ampli-
tude to wavelength ratio (relative waviness), the thermal performance increased
compared to the straight microchannel.
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Author Type
of

heat
sink

Pattern Size of heat sink Re/Flow
rate

Heat flux/
Power input

Y.Sui et al. [38] MCHS Wavy & Straight
pattern

N.A. 100–800 q00 ¼ 1:5� 106

And 1:5�
106 W=m2

Lin Lin et al.
[51]

MCHS Wavy W = 10 mm
L = 14 mm

300–800 q00 ¼ 100 W=cm2

M.
Khoshvaght-
Aliabadi et al.
[41]

MCHS Zigzag pattern
with rectangular,
triangular, and
circular nook

W = 20 mm L = 100 mm 10–900 N.A.

Ahmad F.
Al-Neama et al.
[43]

MCHS Serpentine (SPSM,
DPSM, TPSM)
& Straight
rectangular
pattern

W = 45 mm
L = 41 mm

Flow
Rate=
0.1, 0.2

to
1 L/min

Heat power =
100 W

Yogesh K.
Prajapati [52]

MCHS rectangular
plate-fin

W = 3.7 mm
L = 15 mm

100–800 q″ = 100 to 500
(kW/m2)

Mushtaq
Ismael Hasan
[53]

PFHS Square, triangular
and circular

W = 6 mm
L = 16 mm

100–900 N.A.

Zohreh
Chamanroy
and Morteza
Khoshvaght-
Aliabadi [54]

MCHS Interrupted
straight and wavy:
SMHS, SMHS-SP,
SMHS-WP 1,
SMHS-WP 2,

WMHS, WMHS-
SP, WMHS-WP 1,
and WMHS-WP 2

W = 1 mm
L = 100 mm

100–
1000

N.A.

Lei Chai and
Liang Wang
[55]

MCHS Five different
configurations of
ribs: rectangular,

backward
triangular,

diamond, forward
triangular and
ellipsoidal

W = 0.25 mm
L = 10 mm

100–700 q″ = 106 (W/m2)

Dawei Yang
et al. [56]

PFHS Triangle, square,
pentagon, hexagon

and circle
geometries

W = 10 mm
L = 10 mm

Re = 2122 N.A.

Zekeriya Parlak
[42]

MCHS Zigzag, straight
and wavy pattern

N.A. Inlet
velocity

=
0.5 to 5
m/s

q″ =2 �106
(W/m2)

Fatima Zohra
Bakhti and
Mohammad Si-
Ameur [57]

PFHS circular perforated
pin fin

N.A. 100–400 Heat power
= 300 W

N.
Pahlevaninejad
et al. [58]

MCHS wavy pattern with
rectangular
obstacles

N.A. 5, 50, 150
and 300

q″ =50000
(W/m2)
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Mohammed et al. [60] numerically investigated the effect of different geometric
patterns (zigzag, curvy, and step) on the heat transfer characteristics. The hydrau-
lic- thermal characteristics (temperature profile, heat transfer coefficient, pressure
drop, friction factor, and wall shear stress) were compared between considered
patterns. They found that the highest heat transfer coefficient and the pressure drop
belong to the zigzag, wavy, and curvy pattern, respectively. The step pattern
obtains the lowest heat transfer coefficient and pressure drop; however, it was still
higher than the conventional straight pattern. The main reason for the heat transfer
enhancement is the periodic renewal of boundary layers. These boundary layers
disturb by the formation of recirculation flow around the corners in the zigzag
pattern and dean vortices’ formation in the wavy and curvy patterns. Thus, the
zigzag and the step were the best patterns for achieving the optimum hydraulic-
thermal performance, respectively [42, 60].

Junye and Hugh Wang [61] numerically investigated the effect of different
layout configurations on the flow distribution and pressure drop. They simulated
six configurations, including single serpentine, multiple serpentines with two
channels, multiple serpentines with three channels, multiple serpentines with six
channels, straight parallel and interdigitated configurations with U-type arrange-
ment for inlet/outlet position. They reported that less pressure drop and higher flow
maldistribution (MLD) belong to a straight parallel configuration. Single serpentine
had the best uniform flow distribution with a higher pressure drop, while multiple
serpentine configurations had the medium pressure drop and flow MLD. Moreover,
the flow MLD had decreased with the decreasing channel number. Similarly,

Author Type
of

heat
sink

Pattern Size of heat sink Re/Flow
rate

Heat flux/
Power input

Mir Waqas
Alam et al. [59]

PFHS triangular shape
micro-pin-fin

W = 13 mm
L = 21 mm

500 to
10,000

q″ =2
(kW/m2)

Note. MCHS: microchannel heat sink, PFHS: pin-fin heat sink, L: Length, W: Width, N.A: Not Applicable/Not
Available, SPSM: Single path serpentine microchannel, DPSM: Double path serpentine microchannel,TPSM: Triple
path serpentine microchannel, SMHS: Smooth straight mini-channel heat sink, SMHS-SP: SMHS with straight pin-
fins, SMHS-WP: SMHS with wavy pin-fins, WMHS: Smooth wavy mini-channel heat sink, WMHS-SP: WMHS
with straight pin-fins, WMHS-WP: WMHS with wavy pin-fins.

Table 2.
Summary of studies in different types of patterns.

Figure 1.
Top view of wavy microchannels with (a) constant wavelength, (b) decreasing wavelength, and (c) shorter
wavelength [38].

159

Effective Parameters on Increasing Efficiency of Microscale Heat Sinks and Application…
DOI: http://dx.doi.org/10.5772/intechopen.96467



Author Type
of

heat
sink

Pattern Size of heat sink Re/Flow
rate

Heat flux/
Power input

Y.Sui et al. [38] MCHS Wavy & Straight
pattern
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Aliabadi et al.
[41]

MCHS Zigzag pattern
with rectangular,
triangular, and
circular nook

W = 20 mm L = 100 mm 10–900 N.A.

Ahmad F.
Al-Neama et al.
[43]

MCHS Serpentine (SPSM,
DPSM, TPSM)
& Straight
rectangular
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W = 45 mm
L = 41 mm

Flow
Rate=
0.1, 0.2

to
1 L/min

Heat power =
100 W

Yogesh K.
Prajapati [52]

MCHS rectangular
plate-fin

W = 3.7 mm
L = 15 mm

100–800 q″ = 100 to 500
(kW/m2)

Mushtaq
Ismael Hasan
[53]

PFHS Square, triangular
and circular

W = 6 mm
L = 16 mm

100–900 N.A.

Zohreh
Chamanroy
and Morteza
Khoshvaght-
Aliabadi [54]

MCHS Interrupted
straight and wavy:
SMHS, SMHS-SP,
SMHS-WP 1,
SMHS-WP 2,

WMHS, WMHS-
SP, WMHS-WP 1,
and WMHS-WP 2

W = 1 mm
L = 100 mm

100–
1000

N.A.

Lei Chai and
Liang Wang
[55]

MCHS Five different
configurations of
ribs: rectangular,

backward
triangular,

diamond, forward
triangular and
ellipsoidal

W = 0.25 mm
L = 10 mm

100–700 q″ = 106 (W/m2)

Dawei Yang
et al. [56]

PFHS Triangle, square,
pentagon, hexagon

and circle
geometries

W = 10 mm
L = 10 mm

Re = 2122 N.A.

Zekeriya Parlak
[42]

MCHS Zigzag, straight
and wavy pattern

N.A. Inlet
velocity

=
0.5 to 5
m/s

q″ =2 �106
(W/m2)

Fatima Zohra
Bakhti and
Mohammad Si-
Ameur [57]

PFHS circular perforated
pin fin

N.A. 100–400 Heat power
= 300 W

N.
Pahlevaninejad
et al. [58]

MCHS wavy pattern with
rectangular
obstacles

N.A. 5, 50, 150
and 300

q″ =50000
(W/m2)
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Mohammed et al. [60] numerically investigated the effect of different geometric
patterns (zigzag, curvy, and step) on the heat transfer characteristics. The hydrau-
lic- thermal characteristics (temperature profile, heat transfer coefficient, pressure
drop, friction factor, and wall shear stress) were compared between considered
patterns. They found that the highest heat transfer coefficient and the pressure drop
belong to the zigzag, wavy, and curvy pattern, respectively. The step pattern
obtains the lowest heat transfer coefficient and pressure drop; however, it was still
higher than the conventional straight pattern. The main reason for the heat transfer
enhancement is the periodic renewal of boundary layers. These boundary layers
disturb by the formation of recirculation flow around the corners in the zigzag
pattern and dean vortices’ formation in the wavy and curvy patterns. Thus, the
zigzag and the step were the best patterns for achieving the optimum hydraulic-
thermal performance, respectively [42, 60].

Junye and Hugh Wang [61] numerically investigated the effect of different
layout configurations on the flow distribution and pressure drop. They simulated
six configurations, including single serpentine, multiple serpentines with two
channels, multiple serpentines with three channels, multiple serpentines with six
channels, straight parallel and interdigitated configurations with U-type arrange-
ment for inlet/outlet position. They reported that less pressure drop and higher flow
maldistribution (MLD) belong to a straight parallel configuration. Single serpentine
had the best uniform flow distribution with a higher pressure drop, while multiple
serpentine configurations had the medium pressure drop and flow MLD. Moreover,
the flow MLD had decreased with the decreasing channel number. Similarly,

Author Type
of

heat
sink

Pattern Size of heat sink Re/Flow
rate

Heat flux/
Power input

Mir Waqas
Alam et al. [59]

PFHS triangular shape
micro-pin-fin

W = 13 mm
L = 21 mm

500 to
10,000

q″ =2
(kW/m2)

Note. MCHS: microchannel heat sink, PFHS: pin-fin heat sink, L: Length, W: Width, N.A: Not Applicable/Not
Available, SPSM: Single path serpentine microchannel, DPSM: Double path serpentine microchannel,TPSM: Triple
path serpentine microchannel, SMHS: Smooth straight mini-channel heat sink, SMHS-SP: SMHS with straight pin-
fins, SMHS-WP: SMHS with wavy pin-fins, WMHS: Smooth wavy mini-channel heat sink, WMHS-SP: WMHS
with straight pin-fins, WMHS-WP: WMHS with wavy pin-fins.

Table 2.
Summary of studies in different types of patterns.

Figure 1.
Top view of wavy microchannels with (a) constant wavelength, (b) decreasing wavelength, and (c) shorter
wavelength [38].
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Al-Neama et al. [43] experimentally and numerically investigated the thermal per-
formance of different serpentine patterns with straight rectangular microchannels
(Figure 2). Results showed that the highest heat transfer belonged to Single path
serpentine microchannel, followed by Double path serpentine microchannel and
Triple path serpentine microchannel.

Many researchers in recent years studied the impact of different pin-fin patterns
in heat sinks. A heat sink’s performance can be enhanced by using different pin-fin
patterns in which secondary flows and fluid mixing can be formed. The effects of
using oblique fin pattern on the thermo-hydraulic performance of microchannel
heat sink were studied by Yong-Jiun Le [45]. They reported that the oblique fin
pattern gained a higher heat transfer performance enhancement of about 47%
compared to the conventional microchannel due to the secondary flow generation
and redevelopment of boundary layers.

Evaluation of thermal performance in hexagonal pin-fin heat sink was studied
by S. Subramanian et al. [45]. The results revealed that the hexagonal fins achieved
a higher heat transfer rate compared to the conventional straight microchannel. The
significant reason for heat transfer enhancement is the formation of recirculation
flow zone around the pin-fins, increasing the fluid mixing and disturbs the thermal
boundary layer.

3.1.2 Cross-sections

The shape of the cross-section plays a vital role in heat sink performance. The
micro pin-fin/channel cross-section can affect the flow characteristics like flow distri-
bution, thermal resistance, secondary flow generation, maximum wall temperature,
and thermal resistance, which can influence the heat transfer and pressure drop [8].

Generally, the cross-section shape is divided into two parts, (i) shape of
microchannel cross-section (ii) shape of micro pin-fin cross-section; Figure 3 shows
different microchannel and micro pin-fins cross-sectional shape.

Gunnasegaran et al. [62] numerically investigated the effect of rectangular,
triangular, and trapezoidal cross-section shapes on the microchannel heat transfer
characteristics. The results showed that the rectangular cross-section gains the best
maximum heat transfer coefficient of about 9.65 at the maximum Reynolds number
(Re = 1000); while, the triangular shape showed the lowest heat transfer coefficient
(9.38). In another study, Wang et al. [63] reported that the rectangular shape had
the maximum, and the triangular shape had the minimum pressure drops.

Figure 2.
Actual views of a serpentine microchannel with different layout configurations: (a) single, (b) double and
(c) triple path multi-serpentine [43].
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The effect of several aspect ratios on microchannel heat sinks’ performance was
studied numerically by Alfaryjat et al. [64]. They found that the highest heat
transfer coefficient and the lowest pressure drop belong to the hexagonal and
circular cross-section, respectively.

Evaluation of thermal performance in the micro-pin heat sink with various
cross-section shapes was studied by Hasan [53]. The results revealed that the circu-
lar fins present a higher heat transfer rate compared to other fins. The square has
the highest pressure drop, while it is the lowest for circular cross-section. Besides, in
another research, Tehmina Ambreen et al. [65] numerically investigated the effect
of different cross-section shapes (circular, square, and hexagonal) on the micro pin-
fin heat sink thermal performance. Their results showed that the upstream fins row
considerably influences the heat sink flow distribution and thermal performance.
Moreover, circular fins showed the highest thermal performance (Nuave = 10),
followed by hexagon and square fins, whereas square fins showed the smallest
thermal performance values (Nuave = 7).

Dawei Yang et al. [56] illustrated that pin-fins with triangular cross-sections
create the maximum blocking region in the fins back-side area, reducing the heat
transfer rate of the heat sink increases the pressure drop. The circular cross-section
had the minimum blocking region and pressure drop. Furthermore, the hexagonal
shape has a flow-guided effect, which conducts the coolant into the back area;
consequently, it has the best heat transfer performance.

Another evaluation of the pin-fin thermal–hydraulic performance of heat sinks
belongs to Yang et al. [66], and their results showed that the sine shape’s presented
better heat transfer than hydrofoil and rhombus due to high fluid mixing. Besides,
the rhombus has a maximum pressure drop because the flow path was smaller than
other cases, while the pressure drop is minimum in the sine shape. Furthermore,
due to the minimum stagnation area around the sine pin-fin heat sink, this one
obtains the highest thermal performance. In a similar study, Ambreen et al. [67]
investigated the effect of different micro-pin shapes on the heat sink’s thermal
performance. Results showed that the highest heat transfer rate belonged to circular
pin-fin, followed by square and triangular shape. They demonstrated that the larg-
est separation area happens behind the square and triangular pin-fins, and the
circular had the least separation region, which contributes to the optimized thermal
performance of the circular pin-fins (Figure 4). Table 3 summarized the different
types of cross-sections.

Figure 3.
(a) Shape of microchannel cross-section and (b) shape of micro pin-fin cross-section.
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Al-Neama et al. [43] experimentally and numerically investigated the thermal per-
formance of different serpentine patterns with straight rectangular microchannels
(Figure 2). Results showed that the highest heat transfer belonged to Single path
serpentine microchannel, followed by Double path serpentine microchannel and
Triple path serpentine microchannel.

Many researchers in recent years studied the impact of different pin-fin patterns
in heat sinks. A heat sink’s performance can be enhanced by using different pin-fin
patterns in which secondary flows and fluid mixing can be formed. The effects of
using oblique fin pattern on the thermo-hydraulic performance of microchannel
heat sink were studied by Yong-Jiun Le [45]. They reported that the oblique fin
pattern gained a higher heat transfer performance enhancement of about 47%
compared to the conventional microchannel due to the secondary flow generation
and redevelopment of boundary layers.

Evaluation of thermal performance in hexagonal pin-fin heat sink was studied
by S. Subramanian et al. [45]. The results revealed that the hexagonal fins achieved
a higher heat transfer rate compared to the conventional straight microchannel. The
significant reason for heat transfer enhancement is the formation of recirculation
flow zone around the pin-fins, increasing the fluid mixing and disturbs the thermal
boundary layer.

3.1.2 Cross-sections

The shape of the cross-section plays a vital role in heat sink performance. The
micro pin-fin/channel cross-section can affect the flow characteristics like flow distri-
bution, thermal resistance, secondary flow generation, maximum wall temperature,
and thermal resistance, which can influence the heat transfer and pressure drop [8].

Generally, the cross-section shape is divided into two parts, (i) shape of
microchannel cross-section (ii) shape of micro pin-fin cross-section; Figure 3 shows
different microchannel and micro pin-fins cross-sectional shape.

Gunnasegaran et al. [62] numerically investigated the effect of rectangular,
triangular, and trapezoidal cross-section shapes on the microchannel heat transfer
characteristics. The results showed that the rectangular cross-section gains the best
maximum heat transfer coefficient of about 9.65 at the maximum Reynolds number
(Re = 1000); while, the triangular shape showed the lowest heat transfer coefficient
(9.38). In another study, Wang et al. [63] reported that the rectangular shape had
the maximum, and the triangular shape had the minimum pressure drops.

Figure 2.
Actual views of a serpentine microchannel with different layout configurations: (a) single, (b) double and
(c) triple path multi-serpentine [43].
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The effect of several aspect ratios on microchannel heat sinks’ performance was
studied numerically by Alfaryjat et al. [64]. They found that the highest heat
transfer coefficient and the lowest pressure drop belong to the hexagonal and
circular cross-section, respectively.

Evaluation of thermal performance in the micro-pin heat sink with various
cross-section shapes was studied by Hasan [53]. The results revealed that the circu-
lar fins present a higher heat transfer rate compared to other fins. The square has
the highest pressure drop, while it is the lowest for circular cross-section. Besides, in
another research, Tehmina Ambreen et al. [65] numerically investigated the effect
of different cross-section shapes (circular, square, and hexagonal) on the micro pin-
fin heat sink thermal performance. Their results showed that the upstream fins row
considerably influences the heat sink flow distribution and thermal performance.
Moreover, circular fins showed the highest thermal performance (Nuave = 10),
followed by hexagon and square fins, whereas square fins showed the smallest
thermal performance values (Nuave = 7).

Dawei Yang et al. [56] illustrated that pin-fins with triangular cross-sections
create the maximum blocking region in the fins back-side area, reducing the heat
transfer rate of the heat sink increases the pressure drop. The circular cross-section
had the minimum blocking region and pressure drop. Furthermore, the hexagonal
shape has a flow-guided effect, which conducts the coolant into the back area;
consequently, it has the best heat transfer performance.

Another evaluation of the pin-fin thermal–hydraulic performance of heat sinks
belongs to Yang et al. [66], and their results showed that the sine shape’s presented
better heat transfer than hydrofoil and rhombus due to high fluid mixing. Besides,
the rhombus has a maximum pressure drop because the flow path was smaller than
other cases, while the pressure drop is minimum in the sine shape. Furthermore,
due to the minimum stagnation area around the sine pin-fin heat sink, this one
obtains the highest thermal performance. In a similar study, Ambreen et al. [67]
investigated the effect of different micro-pin shapes on the heat sink’s thermal
performance. Results showed that the highest heat transfer rate belonged to circular
pin-fin, followed by square and triangular shape. They demonstrated that the larg-
est separation area happens behind the square and triangular pin-fins, and the
circular had the least separation region, which contributes to the optimized thermal
performance of the circular pin-fins (Figure 4). Table 3 summarized the different
types of cross-sections.

Figure 3.
(a) Shape of microchannel cross-section and (b) shape of micro pin-fin cross-section.
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According to results, a microchannel with a rectangular cross-section presented
maximum performance compared to other microchannel cross-sections. The shape
with no sharp corners obtains higher performance in micro pin-fins. It is hard to
conclude precisely the best cross-section because the applied conditions play a
significant role in micro pin-fin/channels heat sink performance.

Figure 4.
Flow streamline of (a) square, (b) circular, and (c) triangular micro pin-fin [67].

Author Type of heat
sink

Size of a heat
sink

Heat flux/
Power input

Type of shapes

Yanjun Zhang et al. [68] Microchannel W = 2 mm
L = 20 mm

q″ = 35 � 105
(W/m2)

Rectangular, Circular,
Trapezoidal

A.A. Alfaryjat et al. [64] Microchannel W = 22 mm
L = 12 mm

q″ = 500
(kW/m2)

Hexagonal, Circular,
Rhombus

Hamdi E. Ahmed and
Mirghani I. Ahmed [69]

Microchannel N.A. q″ = 1000
(kW/m2)

Trapezoidal,
Triangular,
Rectangular

Gongnan Xie et al. [70] Microchannel W = 35 mm
L = 35 mm

Heat
power = 300 W

Rectangular

Mushtaq Ismael Hasan [53] Micro pin-fin W = 6 mm
L = 16 mm

N.A. Square, Circular,
Triangular

S. Subramanian et al. [45] Micro pin-fin
Plate pin-fin

W = 12.5 mm
L = 25 mm

q″ = 32 � 104
(W/m2)

Hexagonal fin
Plate fin

Tehmina Ambreen and
Man-Hoe Kim [65]

Micro pin-fin W = 52.80 mm
L = 125 mm

q″ = 37.2
(kW/m2)

Square, Circular,
Hexagonal

Yong Jiun Lee et al. [49] Microchannel W = 12.7 mm
L = 12.7 mm

Heat
power = 273 W

Oblique fin

Dawei Yang et al. [56] Micro pin-fin W = 10.3 mm
L = 10.3 mm

q″ = 144
(W/cm2)

Rhombus, Hydrofoil,
Sine

Fatima Zohra Bakhti and
Mohamed Si-Ameur [57]

Micro pin-fin N.A. Heat
power = 300 W

cylindrical perforated
fins

Gagan V.
Kewalramaniet al. [71]

Micro pin-fin W = 10 mm
L = 30.4 mm

q″ = 10, 50 and
100

(W/cm2)

elliptical pin fin with
different aspect ratio

Note. L: Length, W: Width, and N.A: Not Applicable/Not Available.

Table 3.
Summary of some studies in a different type of cross-sections.
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3.1.3 Manifolds

Designing the manifolds is another primary geometrical parameter that
researchers focus on to achieve a high-performance heat sink. Studying manifolds
can be classified into three categories, including (a) location of inlet and outlet, (b)
fluid inlet and outlet configuration (horizontal or vertical), and (c) header shape
types. Some differences between experimental and theoretical results have been
reported due to the maldistribution (MLD) in microchannel’s branches and forming
non-uniform temperature distribution in the edges of multiple microchannels. On
the other hand, no difference was observed in single microchannels’ results [72–75].
So, it can be concluded that an essential goal of studying manifolds is to achieve
uniform flow and temperature distribution and remove hot spots for obtaining
optimal performance.

Anbumeenakshi and Thansekhar [76] experimentally examined the effect of
header shapes and inlet configurations in flow MLD in a rectangular microchannel
heat sink (Figure 5). Results illustrated that trapezoidal and triangular types
showed better flow uniformity at low flow rates. Also, the rectangular header
improved flow MLD at high flow rates.

Xia et al. [77] analyzed the effects of three inlet and outlet flow arrangements
(I, C, and Z-type), as well as header shapes (triangular, trapezoidal, and rectangu-
lar). The results illustrate that the I-type arrangement generated a uniform flow
distribution compared to other configurations. Similarly, the rectangular header
shape produced better flow uniformity than other headers. Critical parameters for
flow distribution in the manifold are summarized in Table 4.

Note. H: Horizontal, V: Vertical, Min: Minimum, Max: Maximum, Rec: Rectan-
gular, Trp: Trapezoidal, Tri: Triangular, MLD: Maldistribution, and N.A: Not
Applicable/Not Available.

Figure 5.
Different header shape and inlet configurations. (a) Trapezoidal-inline. (b) Rectangular-inline. (c)
Triangular-inline. (d) Trapezoidal-vertical. (e) Rectangular-vertical. (f) Triangular-vertical [76].

Author Parameters Inlet
type

Outlet
type

Max MLD Min MLD

A.B. Datta et al.
[78]

U/Z/Mixed-type H/H/H H/H/H N.A. Mixed

S.S. Sehgal et al.
[79]

P/U/S-type V/H/H V/H/H N.A. S-type

Chi-Chuan wang
et al. [80]

U/Z-type H/H H/H Z-type U-type
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Designing the manifolds is another primary geometrical parameter that
researchers focus on to achieve a high-performance heat sink. Studying manifolds
can be classified into three categories, including (a) location of inlet and outlet, (b)
fluid inlet and outlet configuration (horizontal or vertical), and (c) header shape
types. Some differences between experimental and theoretical results have been
reported due to the maldistribution (MLD) in microchannel’s branches and forming
non-uniform temperature distribution in the edges of multiple microchannels. On
the other hand, no difference was observed in single microchannels’ results [72–75].
So, it can be concluded that an essential goal of studying manifolds is to achieve
uniform flow and temperature distribution and remove hot spots for obtaining
optimal performance.

Anbumeenakshi and Thansekhar [76] experimentally examined the effect of
header shapes and inlet configurations in flow MLD in a rectangular microchannel
heat sink (Figure 5). Results illustrated that trapezoidal and triangular types
showed better flow uniformity at low flow rates. Also, the rectangular header
improved flow MLD at high flow rates.

Xia et al. [77] analyzed the effects of three inlet and outlet flow arrangements
(I, C, and Z-type), as well as header shapes (triangular, trapezoidal, and rectangu-
lar). The results illustrate that the I-type arrangement generated a uniform flow
distribution compared to other configurations. Similarly, the rectangular header
shape produced better flow uniformity than other headers. Critical parameters for
flow distribution in the manifold are summarized in Table 4.
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Different header shape and inlet configurations. (a) Trapezoidal-inline. (b) Rectangular-inline. (c)
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In order to reach the optimal flow distribution, maldistribution should be
reduced along the microchannel. In most cases, Rectangular header shapes with
vertical configurations cause low MLD compared to horizontal ones, and I-type has
a symmetrical flow distribution that attracts most of the researchers for different
applications.

3.2 Flow parameters

Flow parameter is another crucial parameter in the heat sinks thermal perfor-
mance and according to the latest research, flow parameters can be classified into
two categories: (1) working fluids and (2) Boiling flow.

3.2.1 Working fluids

The right selection of coolant fluid is a critical factor in removing the generated
heat and according to literature, the air-cooling systems have received more atten-
tion in the past. However, with advances in electronic technology and the minia-
turization of devices, conventional (air) cooling systems cannot remove more than
100 W/cm2 generated heat by electronic devices. Therefore, liquid cooling such as
water due to high specific heat capacity, high thermal conductivity, and more
availability is considered more than ever [85]. Nowadays, with advances in nano-
technology, researchers classified working fluids into two categories, (1) nanofluids
and (2) phase change material (PCM) slurries. They reported that improved
thermophysical properties and higher thermal conductivity could be the advantages
of these liquid coolants [86].

3.2.1.1 Nanofluids

Since fluids conductivity plays a vital role in the heat transfer from a solid
surface to a fluid domain, conventional heat transfer coolant such as water, ethylene
glycol, and paraffin have low thermal properties compared to metals and even

Author Parameters Inlet
type

Outlet
type

Max MLD Min MLD

Junye Wang and
Hualin Wang [81]

U/Z-type H/H H/H Z-type U-type

Guodong Xia et al.
[77]

Tri./Trp./Rec. header
shape & C/I/Z-type

V/V/V
& V/V/V

V/V/V
& V/V/V

Tri. & Z-type Rec. & I-type

C.Anbumeenakshi
et al. [76]

Rec./Trp./Tri. header
shape

H/H/H &
V/V/V

H/H/H &
V/V/V

Rec. in low flow
rate & Trp./Tri.
In high flow rate

Rec. in high
flow rate &
Trp./Tri. in
low flow rate

Chun-Kai Liu et al.
[82]

Type of entrance flow A: Side &
B: front

A: Side &
B: front

A B

Kevin P.
Drummond et al.
[83]

hierarchical manifold V V N.A. N.A.

Wang Yabo et al.
[84]

location of the inlet
and outlet

V V N.A. N.A.

Table 4.
Review literature about manifolds influence on flow distribution.
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metal oxides [87]. The use of nanoparticles is an effective method for modifying the
heat transfer properties of fluids. Masuda et al. [88] were the first to study changes
in the thermal conductivity and dynamic viscosity of base liquids with the addi-
tional fine metallic and non-metallic oxide particles.

The nanofluid and PCM’s thermodynamical properties are defined based on the
base fluid (i.e., DI water) [89].

Due to nanotechnology nanofluids advancement, different types of
nanoparticles, nanotubes, and various distributed sizes were developed to investi-
gate the stability and of nanofluidic during the cooling process [90].

3.2.1.2 Phase change material (PCM)

Advanced liquid coolants such as PCM are reported as effective substitutions for
conventional coolants to enhance the heat transfer rate of microchannel heat sinks
[91]. Furthermore, using phase change material (PCM) improves the coolants’
thermophysical properties using the latent heat of melting.

PCM slurries are created by adding micro/nano encapsulated PCM particles to
the base fluid (water, ethylene glycol, and paraffin). The PCM reveals a higher heat
transfer rate when the PCM particles undergo a phase change transition [92–95].
One of the disadvantages of using nanofluids and PCM slurries is the higher
viscosity than the base fluid, which imposes high pumping power on the system.
Therefore, establishing a balance between heat transfer enhancement and pressure
drop penalty is essential to distinguish the optimum advanced coolant [89]. Some of
the significant nanofluids and PCM slurries used as working fluids are listed in
Table 5.

Author Phase one (base
fluid)

Phase two (particles)

K.S. Suganthi et al. [96] Ethylene glycol and
water

ZnO as the nanoparticles

Zhou. Nianyong et al. [97] Water —

A.M. Bayomy et al. [98] Water —

Mingoo Choi and Keumnam Cho [99] Water 5% Paraffin slurry as PCM

Bahram Rajabifar [86] DI water n-Octadecane as PCM and
Alumina as nano particles

Jasim M. Mahdi and Emmanuel C. Nsoforet
[100]

Water RT82 as a PCM and
Al2O3 as the nanoparticles

Lisi Jia et al. [101] Water TiO2 as the nanoparticles

Thaklaew Yiamsawas et al. [102] Ethylene glycol and
water

TiO2 and
Al2O3 as the nanoparticles

Min Li [103] Paraffin Nano-graphite

Hamideh Sardarabadi et al. [104] Water Multi-walled carbon nanotubes

O. Pourmehran et al. [95] Water CuO as the nanoparticles

Arash Karimipour et al. [105] Water Al2O3 and AgO as the
nanoparticles

Vivek Kumar and Jahar Sarkar [106] Water Al2O3–MWCNT

Table 5.
Different types of working fluids used in previous investigations.
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3.2.2 Boiling flow

From the cooling performance perspective, two-phase flow boiling in
microchannel heat sinks is more efficient than its single-phase equivalent. A tem-
perature lower than the critical temperature and the coolant’s boiling points provide
sufficient factors for increasing heat transfer rate. Due to the nature of boiling and
turbulent flow in the microchannel, while requiring a low rate of coolant flow and
maintaining the wall temperatures relatively uniform, the boiling heat transfer
coefficient is much higher than conventional systems [107]. The main problems in
this type of system are higher pressure drop and instability of the system. Due to the
biphasic flow inside the channels and the creation of larger bubbles, the higher
pressure drop in the system may occur because of the channels’ poor design.

Numerous studies have been conducted to explore the convection heat transfer
characteristics of two-phase flow boiling in micro pin-fin/channel heat sinks in
recent years. Wei Wan et al. [108] experimentally examined the effect of cross-
section shape on flow boiling characteristics of micro pin-fin heat sinks. Four types
of staggered micro pin-fins with different cross-section shapes, i.e., square, circular,
diamond, and streamline, were tested in this study. Results showed that the square
shape presents the higher boiling heat transfer, followed by circular and stream-
lined ones. The diamond micro pin-fins presented the smallest pressure drop, while
their main problem is instability at moderate to high heat fluxes. The streamline
micro pin-fins presented the largest two-phase pressure drop. Besides, the square
and circular micro pin-fins showed their superiority in reducing two-phase flow
instabilities. Matthew Law and Poh-Seng Lee [49] conducted an experimental study
of flow boiling heat transfer and pressure characteristics in straight-finned and
oblique-finned microchannels. They reported that the oblique-finned
microchannels’ thermal performance is higher than straight-finned ones due to the
increase in the density of bubbles generated in the convective boiling regime. The
high pressure-drop in oblique-finned microchannels causes a sudden change in the
flow orientation, where the fluid is being forced to flow through secondary chan-
nels. The pressure drop fluctuations in the oblique-finned pattern are much lower
compared to the straight-finned; consequently, the pressure instabilities in the
oblique-finned microchannels are relatively smaller than the straight-finned
microchannels.

4. Applications of heat sinks in real life

Today, we can observe all levels of technological devices in everyday life, such as
smartphones, gaming consoles, PCs, and laptops, etc. Companies changed many
parameters to achieve the best performance of devices, including decreasing thick-
ness, enhancing GPU and CPU numbers, and changing the appearance [109].

Based on the last researches, with the increasing number of microprocessors, the
heat generation is intensified; thus, heat dissipation becomes a critical issue for
thermal researchers. The manufacturer’s primary purpose is to achieve the best
performance of devices by minimizing device and heat sink size and increasing the
heat transfer rate utilizing the different items such as changing the geometrical
parameters and working fluids.

In this section, some commercial electronic cooling systems and their operating
principles are discussed. The purpose of this section is to establish a link between
the scientific and commercial platforms. All effective parameters discussed in
previous sections are required to fabricate optimum microchannel/micro pin-fin
heat sink.
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4.1 Computers and laptops

High-performance computing is the ability to process data and perform complex
calculations at high speeds. One of the most common questions any manufacturer
receives from customers is, “Why does my laptop or computer generate so much
heat?” Heat is a normal byproduct of computer operation; for instance, a high-
performance computer generates considerable heat than a lower performance com-
puter. So, if the computer cannot disburse its heat, it may overheat, and device life
will reduce. Therefore, this is a significant challenge for the manufacturer to solve.
A heat sink is a thermally conductive device placed over a CPU or GPU to absorb
some generated heat. Faster and multi-core processors require more high-efficiency
heat sinks to keep their temperatures within acceptable levels. Nowadays, some
companies professionally work in cooling system designing fields.

Asus [110], Alphacool [111], CoolIT Systems [112], Cool Innovations Inc. [113],
Xtreme Performance Gear (XPG) [114], Coolermaster [115], Antec [116], Swiftech
[117] and Thermaltake [118] are popular companies that work in cooling field.
According to their operating principles, all companies used water as a cooling fluid.
Figure 6 shows some of the micro pin-fin/channel heat sinks manufactured by
cooling companies.

As shown in Figure 6a–c, some companies use a straight pattern microchannel,
and others use a pin-fin pattern (presented in Figure 6d and e). Although complex
patterns increase the heat transfer rate, they cause a significant pressure drop. Some
companies use different patterns without considering the pressure drop penalty,
such as a micro pin-fin pattern to enhance heat sink performance.

According to Section 3.1.3, fluid and temperature MLD are decreased by using I-
type flow arrangements and vertical inlet/outlet type. It concludes that the vertical
inlet/outlet and I-type arrangements are implemented in commercialized products.
Some of the heat sinks are made by several manufacturers and use vertical inlet/
outlet type. Asus ROG GX700 is the first liquid-cooled gaming laptop in the world
and the liquid coolant is circulated around the heat-generating components like
GPU by pumps. The coolant then heads back to the cooling module, where two heat
sinks (radiators) help dissipate heat, that is shown in Figure 7a.

4.2 Gaming consoles

Many consoles were designed with cooling fans in the past, but due to advances
in thermal engineering, novel consoles are designed with liquid cooling fins and
heat sinks to keep the internal components safe from high generated heat.
PlayStation 5 (PS5) is the new video game console developed by Sony [119] Inter-
active Entertainment that utilized a heat sink with a hard copper plate with

Figure 6.
(a) Alphacool, (b) Swiftech, (c) Thermaltake, (d) and (e) cool innovations Inc.
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3.2.2 Boiling flow
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maintaining the wall temperatures relatively uniform, the boiling heat transfer
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biphasic flow inside the channels and the creation of larger bubbles, the higher
pressure drop in the system may occur because of the channels’ poor design.
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characteristics of two-phase flow boiling in micro pin-fin/channel heat sinks in
recent years. Wei Wan et al. [108] experimentally examined the effect of cross-
section shape on flow boiling characteristics of micro pin-fin heat sinks. Four types
of staggered micro pin-fins with different cross-section shapes, i.e., square, circular,
diamond, and streamline, were tested in this study. Results showed that the square
shape presents the higher boiling heat transfer, followed by circular and stream-
lined ones. The diamond micro pin-fins presented the smallest pressure drop, while
their main problem is instability at moderate to high heat fluxes. The streamline
micro pin-fins presented the largest two-phase pressure drop. Besides, the square
and circular micro pin-fins showed their superiority in reducing two-phase flow
instabilities. Matthew Law and Poh-Seng Lee [49] conducted an experimental study
of flow boiling heat transfer and pressure characteristics in straight-finned and
oblique-finned microchannels. They reported that the oblique-finned
microchannels’ thermal performance is higher than straight-finned ones due to the
increase in the density of bubbles generated in the convective boiling regime. The
high pressure-drop in oblique-finned microchannels causes a sudden change in the
flow orientation, where the fluid is being forced to flow through secondary chan-
nels. The pressure drop fluctuations in the oblique-finned pattern are much lower
compared to the straight-finned; consequently, the pressure instabilities in the
oblique-finned microchannels are relatively smaller than the straight-finned
microchannels.

4. Applications of heat sinks in real life

Today, we can observe all levels of technological devices in everyday life, such as
smartphones, gaming consoles, PCs, and laptops, etc. Companies changed many
parameters to achieve the best performance of devices, including decreasing thick-
ness, enhancing GPU and CPU numbers, and changing the appearance [109].

Based on the last researches, with the increasing number of microprocessors, the
heat generation is intensified; thus, heat dissipation becomes a critical issue for
thermal researchers. The manufacturer’s primary purpose is to achieve the best
performance of devices by minimizing device and heat sink size and increasing the
heat transfer rate utilizing the different items such as changing the geometrical
parameters and working fluids.

In this section, some commercial electronic cooling systems and their operating
principles are discussed. The purpose of this section is to establish a link between
the scientific and commercial platforms. All effective parameters discussed in
previous sections are required to fabricate optimum microchannel/micro pin-fin
heat sink.
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Figure 7.
(a) Asus ROG GX700 cooling system [110], (b)PlayStation 5 (PS5) heat sink type [119], (c) CPU RX3 [112].
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aluminum dissipation fins, shown in Figure 7b. The generated heat from the chips
was conducted into the heat sink, which used a heat pipe to move the heat across
the fins.

4.3 Data server

High-performance servers are specially designed to handle large computational
loads with fast data processing however, to reach higher speeds, the power dissipa-
tion of high-performance CPUs was challenging [112].

Due to the increase in generated heat by high-performance servers, air cooling
systems could not dissipate this generated heat because of their lower thermal
efficiency. Therefore, new methods of cooling (i.e., liquid cooling) should be tested.
Coolit system [112] is one of the companies working in the data server cooling field
that utilized Coolant Distribution Unit (CDU) instead of high failure rate compo-
nents such as internal pumps to circulate coolant, see in Figure 7c.

4.4 Other applications

Wherever cooling is required, liquid cooling capabilities can be used to improve
the system’s thermal performance instead of traditional cooling methods. Liquid
cooling systems are widely used to dissipate the heat generated by process opera-
tions in many applications, such as Aerospace systems, All-in-One devices, Food
Industry instruments, and Biology fields.

In aerospace fields, thermal engineers have a major concern for keeping the
plane at a steady temperature while avoiding ice buildup problems and protecting
sensitive electronic components from extreme heat and cold. For that reason, com-
panies should manufacture a range of heat sinks to keep planes and electronics
components at optimal performance.

As shown in Figure 7a, an external port is required to cool down the All-in-one
devices such as laptops and tablets, which may cause problems in the transportation
and thermal performance of these devices. New liquid cooling methods can be used
in these devices to optimize performance and facilitate transportation. It uses a
small micro pump to recirculate a coolant in the integrated closed-circuit heat sink
to dissipate heat away. Finally, heated liquid flows through the peltiers (Thermo-
electric modules) to cool down and return to the circuit.

In traditional Food Industry fields, the lineup of food processing chillers works
with air-cooled systems. Air-cooled food processing chillers use ambient air to
dissipate heat from food cooling processes, which have low efficiency. New liquid
cooling systems chillers use water from an external cooling tower to remove heat
from food processes. These systems are long-lasting, quiet, and feature energy-
efficiency properties. These cooling devices are best suited for medium tempera-
ture food processes, such as cheese, meat, and sauce production; potable liquid
cooling systems tend to be economical solutions that deliver excellent cooling
efficiency.

In biological fields, cooling devices are a common tool used in research labs.
A thermal cycler (also known as a PCR device) is a laboratory instrument that
facilitates DNA amplification through the polymerase chain reaction. PCR
typically requires 20 to 35 cycles comprising two to three temperature steps. In the
past, air-coolers used to control the heating and cooling process; by developing in
the thermal engineering field, liquid cooling methods can be involved in thermal
cycling to optimize the thermal efficiency and increase the number of tests per
unit time [120].
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5. Future research directions

Finally, according to the reviewed papers and commercialized devices, some
research gaps recognized and the following directions are suggested:

I. Combination of micro pin-fin and oblique patterns to obtain novel patterns
that may increase thermo-hydraulic performances

II. Investigation of hybrid nanofluids and PCMs in commercialized heat sinks
can be an exciting field

III. Study of flow containing phase change particles and hybrid nanofluid within
microchannels

IV. Using the hybrid pattern (micro pin-fin + microchannel) in commercialized
heat sinks for increased thermal performance.

V. Using jet impingement heat sink that can remove high heat fluxes

VI. Using liquid cooling in small digital devices such as tablets and cellphones

6. Conclusion

Liquid cooling techniques in heat sinks have been using to increase the heat
transfer rate in electronic devices. The performance of the heat sink is affected by
some parameters. Geometry parameters (shape of the cross-section, pattern, mani-
folds) and flow parameters (working fluids and boiling) are the most common
methods for enhancing the thermal–hydraulic performance of micro pin-fin/
microchannel heat sink. Effective parameters are divided into two parts Geometry
parameters and Flow parameters.

I. Flow parameters:

a. pattern: It was found that changing the channel flow path leads to
generating the phenomena such as secondary flows in the channel
cross-section that result in improving thermal performance. The
previous data demonstrated, the geometric parameters play a
significant role in heat sinks’ performance

b. Cross-section: rectangular cross-section presents maximum
performance compared to other microchannels heat sinks. While in
micro pin-fins, it is impossible to conclude precisely the best cross-
section due to the different operating conditions.

c. Manifold: it concludes that flow and temperature maldistribution
should be reduced along the microchannel to reach the ideal flow
distribution for obtaining optimal performance. Also, other
parameters are crucial as well, such as header shape, inlet
configurations (vertical and horizontal flow inlet/outlet),
inlet/outlet arrangements (I, Z, C, S, V, and U-types), location of
inlet/outlet.
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II. Flow parameters:

a. Working fluid: since fluids conductivity plays a role in the convective
heat transfer, conventional heat transfer coolant such as water,
ethylene glycol, and paraffin have low thermal properties compared to
metals and even metal oxides. Many studies reported that the heat
transfer capability could be further enhanced by using nanofluids
(ZnO, Al2O3, TiO2, etc.) and PCM (Paraffin slurry, n-Octadecane,
etc.) due to their better heat transfer characteristics.

b. Boiling: flow boiling heat transfer in microchannels has been a subject
of wide interest due to its ability to dissipate high heat fluxes;
however, using this method still has critical challenges.
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