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Preface

Drug metabolism comprises the identification, characterization, and quantification 
of the chemicals or compounds produced in an animal or human upon administra-
tion of a drug. Research practices not only require the chemical structure but also 
aim to determine the pharmacological activities and/or toxicity of these compounds. 
This is first performed in animals, as studies attempt to identify and quantify 
metabolites, and later in humans, with care to further characterize metabolites that 
are either unique to or produced disproportionately in humans compared to animals. 
Characterization includes the determination of enzyme systems or other biological 
mechanisms that produce each identified metabolite; this information is used to pre-
dict potential drug-drug interactions with other compounds that increase or decrease 
metabolite formation and sources of biological variability in response or toxicity with 
varying patient genetics, which affect CYP isoform expression. This book’s purpose 
is to provide a better understanding of the biology and current technology applied in 
the field of drug metabolism.

Drug Metabolism begins with a review of the various structures and functions of 
the human liver in the chapter entitled Hepatocytes and Their Role in Metabolism. 
The information covered in this chapter is key to understanding the basic principles 
involved in the metabolism of drugs at the organ, the cellular, the organelle, and the 
enzymatic levels. In the chapter Drug Metabolism in Drug Discovery and Preclinical 
Development, the metabolism-related approaches and technology involved before 
and after the identification of a lead compound are described. This chapter is an 
up-to-date accounting of how studies relating to drug metabolism are conducted in 
early drug development.

The second part of the book includes more specialized foci within the realm of drug 
metabolism. The chapter From Pharmacogenetics to Gene Expression: Implications 
for Precision Medicine in Diabetes examines how drugs and their metabolism are 
affected by alternate phenotypes among individuals. Furthermore, the chapter 
Metabolism of Phytochemicals is also a description of the highly specialized area of 
drug metabolism dealing with potential medicinal compounds found in plants. 
Finally, the chapter In vitro Metabolic Stability of Drugs and Applications of LC-MS 
in Metabolite Profiling is an in-depth look at how liquid chromatography with mass 
spectrometry detection is applied in quantifying and characterizing potential 
metabolite species after administration of a drug.

Katherine Dunnington Ph.D.
Celerion,

Data Management and Biometrics Lincoln,
Nebraska, United States
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Chapter 1

Hepatocytes and Their Role 
in Metabolism
Shweta Dutta, Saraswati Prasad Mishra, Anil Kumar Sahu, 
Koushlesh Mishra, Pankaj Kashyap and Bhavna Sahu

Abstract

Liver is one of the vital organ that performs many functions in the human body. 
Prominently it acts as a metabolizing organ for the body. This chapter elaborately 
describes hepatocytes along with their morphological features. In addition, it 
explains the structure of hepatocytes and different parts such as kupffer cells, 
hepatic stellate and hepatic sinusoids. Moreover present chapter elaborates the 
varieties of functions that hepatocytes perform such as filtration of blood, acting as 
a viral incubator, lipophagy and regulation of insulin and glucose. This chapter also 
explains hepatic injury that is caused by chronic consumption of alcohol along with 
the mechanism behind it.

Keywords: liver, hepatocytes, kupffer cells, viral incubator, lipophagy

1. Introduction

Liver is one the most vital organ of the human body and it is the largest among 
all other organs found in humans. There is incomplete separation of liver into lobes. 
These lobes are covered externally by a thin capsule of connective tissue. Liver 
is made up of different kinds of cells which interact with one another to perform 
specified functions. Hepatocytes or hepatic parenchymal cells are approximately 
60% of the total cells found in the liver. Hepatocytes hold 80% of total volume of 
the organ. Hepatocytes are arranged into laminae in such a way that they connect 
with each other forming a 3 dimensional lattice. The space between the lattices is 
filled by hepatic sinusoid that performs the function of providing nourishment to 
the parenchymal cells of the 3 dimensional lattice. Other than the lattice, sinusoids 
and the non-parenchymal cells form the remaining volume of organ. The different 
types of non-parenchymal cells found are the inter-luminal kupffer cells, sinusoidal 
endothelial cell and perisinusoidal stellate cells [1].

When blood passes through the liver the hepatocytes behave as a filter for 
blood that enters the liver. This behavior of liver helps in production of plasma 
protein and in endocytic uptake of variety of substances like lipid, trophic agents 
and growth factors. As liver performs the function of purification and is always in 
contact of agents like alcohol, excessive fat, pathogens or drugs, it is at higher risk of 
damage by these agents. This chapter will briefly describe organelles of hepatocytes 
and the functions they perform in the body. Further the chapter will focus on the 
function of hepatocytes in metabolism. Moreover it will also explain the mechanism 
of hepatocyte damage [2].
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2. Morphology

The structure of hepatocytes is polyhedral in nature. It contains many faces 
but generally it is 6 in number. These faces are connected with face of other hepa-
tocytes or in some cases it is in contact with sinusoids. Hepatocytes generally have 
diameters around 20 to 30 μm. They have a round shaped nucleus in the center of 
cytoplasm. Approximately 25% of hepatocytes found in an adult human contain 
two nuclei instead of one. Most of these nuclei contains twice the number of 
chromosomes than a normal cell; thus are deemed tetraploid. In the nuclei, hetero-
chromatin are scattered. The presence of mitotic hepatocytes is not seen generally 
in normal conditions. However their number increases in conditions like liver 
injury or in the process of regeneration. Depending upon the physiological state, 
the cytoplasm of the hepatic cell varies and is influenced by fat or glycogen depots. 
In a hepatocyte, as many as 100 mitochondria can be seen. Moreover the number of 
Golgi apparatus found in a hepatocytes accounts to approximately 50. Each Golgi 
apparatus are arranged in 3–5 cisterns. These cisterns are located near biliary cana-
liculi, small canal like structures that collecting the bile secreted by hepatocytes. 
Peroxisomes found in hepatocytes are in numbers of 200 or 300 which is more than 
found in normal cells (Figure 1, Table 1) [3].

2.1 Kupffer cells

Kupffer cells are the macrophages that reside in liver and are the highest number 
of resident macrophages in body. Kupffer cells are basically phagocytes that remove 
pathogens that in the circulation. Their presence in hepatic sinusoids allows them to 
perform the above said function efficiently. They also act against substances which 
are immunoreactive that enter through the portal circulation from the gastroin-
testinal tract. As Kupffer cells act against immunoreactive substances that enter 
from the GIT to portal circulation so they can be regarded as a barrier in the gut. 
It inhibits many inflammation that may occur due to these immunoreactive sub-
stances by destroying them in hepatic sinusoids. The Kupffer cell also plays a major 
role in clearing the dead red blood cells and comprise the mononuclear phagocytic 
system due to its phagocytic activity. Though Kupffer cells plays a major role in in 
protecting the liver from injuries due to alcohol, drugs or toxins, however their 

Figure 1. 
Hepatocyte ultrastructure [3].
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inflammatory response leads to conditions like chronic inflammation in liver which 
may be due alcoholic as well as non-alcoholic liver disease [5].

2.2 Hepatic sinusoids

The hepatic sinusoids are covered by specific endothelial cells that leads to 
formation of a barrier, which is porous in nature, that aid in exchange of materi-
als among the hepatocytes and blood. The endothelial cells helps the clusters of 
differentiation markers such as CD14, CD16, CDw32, CD36, CD54, CD13 and CD4. 
They possess specific phenotype for portal venules, capillary endothelium, and ter-
minal hepatic venule. It can be seen that the endothelium of portal tract arterioles, 
branches of portal vein and central veins binds with U. europaeus lectin and eventu-
ally stains CD34 and CD31 positively [6]. However sinusoidal endothelium in the 
majority of lobules are generally negative for CD34 and laminin. Positive staining 
of sinusoids is seen with carcinoma of hepatic cells as they stain sinusoid like vessels 
[7, 8]. Sinusoidal lumen contains cells such as kupffer cells, macrophages which can 
be seen by immunostain for CD68. Activated kupffer cells are positive with DPAS 
and muramidase [9, 10].

2.3 Hepatic stellate cells

Hepatic stellate cells belong to the family of myofibroblasts. Stellate cells show 
their activity in the process of fibrogenesis and regulate flow of sinusoidal blood 
[11, 12]. They play the role of antigen presenting cells as well. Stellate cells during 
the childhood or adolescence phases are positive for actin whereas they are negative 
in adults and become positive only when there is any pathological condition [13]. 
Whereas in the case of synaptophysin, which is one of the main synaptic vesicle 
protein p38 and is encoded by the SYP gene, activated as well as resting stellate 
cells are positive. Stellate cells normally cannot be seen in a healthy liver whereas 
in pathological conditions they can be identified by vacuolated cytoplasm and a 
nucleus that becomes scalloped. Hepatic stellate cells are also related to the synthe-
sis of collagen [14, 15].

3. Function of hepatocytes includes

Hepatic cytochromes P450 enzymes found in hepatocytes are one of the major 
enzymes that metabolize drugs. Hepatocytes also act a factory for protein and 

Hepatic cell Function of the cell

Parenchymal 
Hepatocytes

Chief cell of the liver, synthesis, storage, degredation of portal substance, 
metabolism, endocrine and exocrine function.

Non parenchymal cells

Sinusoidal endothelial 
cells

Fenestrated plexus allows contact of portal blood with hepatoctyes.

Kupffer cells Liver phagocytes, release cytokines.

Stellate cell Injury, precursor to myofibroblast, vitamin A storage.

Cholangiocyte Transport bile, secrete bicarbonate and water.

Table 1. 
Hepatic cell type and their functions [4].
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biliary secretion. Moreover hepatocytes also behave as an endocytic blood-filtering 
machine. Hepatocytes aid in detoxification of blood.

3.1 Hepatic cytochromes P450 involved in drug metabolism

The cytochromes P450 are terminal oxidase that comes under the superfamily of 
hemoproteins. This super family P450 has around 154 genes that can be seen in case 
of 23 eukaryotes in both plants and animal along with 6 prokaryotes. Among all 
the isoform of CYPP450, CYP1, CYP2 and CYP3 are known to play important roles 
in majority of drug metabolism. P450 are responsible for catalyzing some of the 
reactions such as hydroxylation, dealkylation, and oxygenation. These cytochromes 
also have ability to catalyze reductive reactions where the metabolite produced from 
the reaction leads to inactivation of P450 [16].

Most xenobiotics are eliminated from body after undergoing chemical modifica-
tion. The process of chemical modification of drug can be referred as biotransfor-
mation. In the process of biotransformation, lipophilic drugs are rendered more 
hydrophilic so that they can be excreted easily. Biotransformation occurs through 
two phases namely: Phase I and Phase II. Phase I reaction is also termed as func-
tionalization reaction whereas Phase II reaction is called as conjugation reaction. 
In phase I reactions, the parent compounds undergoes oxidative processes to form 
more polar metabolites. In some case more reactive metabolites are also produced. 
The Phase I reactions are broadly of three types namely oxidation, reduction and 
hydrolysis. In phase II reactions, the parent compound or its Phase I metabolites are 
conjugated with endogenous substances like sulfate, glutathione or glucuronic acids 
to from a more water soluble and less toxic product that easily excrete out from 
the body.

Examples of Phase II reactions are

i. Glucuronide conjugation: Compounds like Paracetamol, aspirin, chloram-
phenicol that are having carboxyl group or hydroxyl groups are conjugated 
with glucuronic acids.

ii. Acetylation: occurs in compounds that has either amino or hydrazine in their 
structure. Examples of such compounds are sulfonamide, clonazepam.

iii. Methylation: is generally seen in compounds like adrenaline, methyldopa or 
histamine which contain amines or phenols in their structure.

iv. Sulfate conjugation: A phenolic compound also may undergo sulfate conju-
gation as well.

v. Glycine conjugation: Compounds such as salicylates which contain carbox-
ylic group gets conjugated with glycine.

Metabolism of diverse ranges of xenobiotic are carried out by enzymes such as 
cytochrome (CYP) and flavin monooxygenases. CYP are found in liver predomi-
nantly and are also found in organs like gastrointestinal tract (GIT), lungs and 
placenta. 16 gene families and 29 sub families of CYP are found in human beings. 
Among these families, family 1, 2 and 3 are mostly responsible for biotransforma-
tion of xenobiotic. Most abundant CYP found in liver of adult humans is CYP3A4. 
CYP450 are also known to express more than 2000 mutation and ultimately shows 
polymorphisms. Some of the CYP also shows single nucleotide polymorphism 
(SNP). Some important polymorphism are seen in 1A2, 2C9, 2C19 and 2D6. The 
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genetic variation seen in the polymorphs are Mendelian inherited and are respon-
sible for the catalytic variation they show in towards xenobiotic. Due to polymor-
phism, pharmacokinetic as well pharmacodynamics activities of drugs may show 
variations. When variability is seen in plasma concentration of drugs, it may lead to 
either toxicity due to exaggerated plasma concentration or suboptimal actions may 
be seen when plasma concentration is not achieved. If a new drug is metabolized 
by polymorphic enzyme then it can be considered as a drawback for the new drug 
because of the variation that can be shown to by the polymorphic enzyme [17, 18].

3.2 The hepatocyte as a protein and biliary secretion factory

Hepatocytes contains many organelles that are secretory in nature as well as 
many mitochondria. Because of the presence of large number of endoplasmic 
reticulum and golgi bodies, the secretory activity of hepatocytes get overshadowed. 
Generally proteins that are secreted from hepatocytes initiates with ribosomal 
synthesis after which the polypeptide formed get transported into the lumen of 
endoplasmic reticulum then it reaches the golgi apparatus where secretory vesicles 
of golgi apparatus encloses the protein and transport it through exocytosis from 
hepatocytes [19, 20]. The major proteins that are secreted from hepatocytes are 
namely albumin, fibrinogen, transferrin and clotting factors. Serum proteins are 
the most prominent proteins secreted by hepatocytes [21–23]. It is important in 
context of bile production as well as in production of complex molecular soap that 
contains conjugated bilirubin, bile acids, electrolytes and phospholipids. Bile has a 
role in emulsification of fats and their digestion in the intestine as well as in remov-
ing xenobiotics and waste products that are produced endogenously. Synthesis of 
bile takes place in hepatocytes and is then transported to the bile canaliculi. Because 
of osmotic gradient bile moves through ductules and eventually reaches bile duct. 
During the transit, the bile is further modified by cholangiocytes and ductular 
epithelial cells [24]. Then bile goes into the gall bladder and it is released into 
intestine when needed. An amount of approximately 800 ml bile is secreted daily 
in the gut. The apical surface of hepatocytes because of thier structure, are tolerant 
to the bile environment. The apical domain also helps in synthesis, transportation 
and release of bile acids. Transportation is carried out by the ATP-dependent ABC 
transporter [25]. Transportation of cytotoxins and foreign substances is carried out 
by the multidrug resistance protein 1 as well as the multidrug and extrusion protein 
1. The remaning content of bile like sulfate conjugates and conjugate bilirubin are 
exported through the bile salt export pump and multidrug resistance related protein 
2. Aquaporin types such as aquaporin 0 and aquaporin 8 carry out the transporta-
tion of water to bile [26]. Most of the apical membrane protein moves through tran-
scytosis whereas transporters such as the ABC transporter comes either from Golgi 
apparatus or through subapical endosomes [27, 28]. The sinusoidal surface is made 
up with basolateral membrane that makes the connection with the portal blood. 
Sinusoidal surfaces possess receptosr such as tyrosine kinase and trophic receptors. 
Moreover it also contains ABC transporter that performs the function of retrieving 
bile acids and other component sof bile from circulating blood. Conjugated bile 
acids which are water soluble is retrieved by the help of a transporter called sodium 
taurocholate cotransporter (NTCP) whereas water insoluble bile acids are retrieved 
with the help of organic anion transporting polypeptides [29, 30].

3.3 The ultimate endocytic blood-filtering machine

Solute transporters perform the task of transporting bile acids whereas the 
protein that are found in the sinusoidal membrane plays an important role in 
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internalizing essential components from blood through hepatocytes. Liver being 
the first organ that is in contact with the nutrients that comes to the gastrointestinal 
tract, it has evolved into a kind of biological filter that filter out unwanted and 
potentially damaging substances that could reach those organs which do not have 
the ability to detoxify them. Liver cells, by the process of endocytosis, internal-
ize materials that are present in extracellular matrix. There are many endocytic 
mechanisms found in the hepatocytes such as the fluid-phase endocytic mechanism 
as well as caveolae-based endocytosis. However the most prominent endocytic 
mechanism is receptor mediated endocytosis (RME) [31, 32]. Hepatocytes are 
remarkably capable of RME. In the process of RME, basolateral plasma membrane 
binds with extracellular ligands that present in blood plasma followed by incorpora-
tion via clathrin coated pits. When they enter the cell the receptor, ligand and the 
carrier protein are transported to a different destination within the cell, and are 
then recycled back and finally degraded by the action of lysosomes and endosomes. 
Trafficking of endocytic vesicles are controlled by Rab GTPases. Rab GTPase is an 
enzyme which assists in regulating various steps in membrane trafficking, such 
as vesicle formation, vesicle movement along actin and tubulin networks, and 
membrane fusion. Which basically selects specific protein for binding [33, 34]. 
Rab effector also performs other functions such as vesicle fusion and remodeling of 
membrane. Uponn ligand stimulation, internalization of half of the insulin along 
with EGF receptors through clathrin coated pits takes place within one minute [35]. 
Due to this great ability of endocytosis, hepatocytes are capable of performing the 
task of filtering blood which enters the hepatic portal system [36].

3.4 Regulation of systemic insulin and glucose

After a meal, pancreatic β-cells secrete insulin in a pulsated manner. Insulin, by 
binding with insulin receptors, initiates the utilization of dietary glucose as well 
as its storage in the adipose tissue, muscles and in liver. Liver plays a major role in 
maintaining the homeostasis of glucose in the body. Hepatocyte stores around 100 g 
in glycogen polysaccharides [37, 38]. Postprandial release of insulin causes a decline 
in the blood glucose level. However to counteract this effect glucagon, a hormone 
that is secreted by pancreatic α cells stimulate the utilization of glucose through the 
cyclic AMP- protein kinase A (cAMP–PKA) pathway [39, 40]. Through RME hepa-
tocytes clear around 80% of blood insulin before it reaches peripheral tissue [41]. 
The phosphatidylinositol 3-kinase- protein kinase B (PI3K–AKT) pathway initiates 
the storage of lipid and glucose. Whereas activation of the said pathway depends 
upon the endocytic uptake of insulin receptor [42]. When endocytosis of the insulin 
receptor takes place, it leads to dissociation of insulin ligand inside the endosomes 
and sorting of insulin receptors is done and through recycling pathway as they are 
trafficed back to the plasma membrane [43].

3.5  Endocytosis of two types of transferrin receptors (TfRs) is key for iron 
homeostasis

One of the essential functions that is performed by liver is maintaining systemic 
iron homeostasis. Iron is a vital component in processes like cellular function, gene 
transcription, DNA replication and mitochondrial respiration [44, 45]. The human 
body depends on the dietary sources to fulfill its iron requirements as it is not 
produced in the body itself. This iron gets stored in the liver cells and macrophages 
[46]. There are two different endocytosis mechanisms through which iron storage 
and release takes place. Within the circulation, iron gets circulated by combining 
with a protein called as transferrin. Transferrin acts a ligand for the transferrin 
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receptors (TfRs). There are two types of transferrin receptors namely TfR1 and 
TfR2 which are found in different tissues and play a major role in homeostasis of 
iron [44, 45, 47]. TfR1 is abundantly expressed in the body and these receptors are 
concerned with iron uptake into the cells. Whereas TfR2 are found in erythroid cells 
and hepatocytes. These receptors aid in sensing of the presence or absence of iron in 
the human body and eventually helps in maintaining the homeostasis of iron [48]. 
Iron transferrin complex binds to the transferrin receptor and through a clathrin-
mediated endocytosis process is internalized. Afterward the complex dissociatea 
inside the cell and transferrins along with TfR receptor are transported back to the 
cell membrane [49]. The iron that remains in the endosome is transported to the 
cytoplasm with by a transporter called DMT1. In the cytoplasm iron complexes with 
another protein called ferritin. The Mmajority of the ferritin stays in hepatocytes and 
sequesters around 4000 atoms of iron, making them available to structures of sub-
cellular level such as DNA [50]. Moreover, hepatocytes also regulate iron release into 
the circulation by stimulating cells which are rich in iron stores such as macrophages 
and Kupffer cells [51]. TfR2 which is responsible to sense the level of iron in circula-
tion stimulate the release a peptide called as hepcidin from liver cells whenever iron 
levels exceed normal. Hepcidin binds with ferroportin, an export transporter of iron 
[52, 53]. Hepcidin initiates ferroportin degradation in the endosomes by stimulat-
ing endocytosis and eventually reduces the export of iron and promotes its storage 
[54]. Hepatocytes are different from other epithelial cells as they participate in the 
internalization of iron through TfR1 and maintain homeostasis of with TfR2.

3.6 Lipoproteins, lipid droplets (LDs), lipolysis, and lipophagy

The liver plays an important role in metabolism of lipid. Liver act as a depot for 
storage of lipid that are taken up from circulation. Breakdown and release of the 
stored lipid also takes place through liver. Dietary lipids are taken up by the liver 
cells as chylomicron remnants, although a significant amount of the lipid is released 
back into the blood in the form of very low-density lipoprotein (VLDL). Assembly 
of VLDL and translation and translocation of protein apoB100 inside the rough 
endoplasmic reticulum lumen occur simulateneously and binds to various neutral 
lipids. The lipoproteins which are secreted deliver lipid to tissues such as muscle or 
adipose either for storage or for utilization as an energy source. Hepatocytes clear 
80–90% of these lipids from the blood stream [55]. Internalization of lipoproteins 
present in plasma into clathrin-coated vesicles is done by hepatocytes by the process 
of RME [56]. LDLR is the low-density lipoprotein receptor which helps lipoprotein-
borne cholesterol enter into cells. LDLR identifies the surface proteins such as ApoE 
and ApoB100 present on low density lipoproteins and act as a station for retrieval 
of circulating lipids [57]. Conditions which affect the process of endocytosis of 
lipoprotein hugely impacts the level of cholesterols in the circulation and are the 
major reason for disease associated with heart and blood vessels [58]. Cholesterols, 
in the form HDL, also come back to the liver from macrophages that are present 
in artery as well as from peripheral tissues by a process called reverse cholesterol 
transport. Hepatocytes also takes up enterocyte-derived chylomicrons which con-
tains retinyl esters (REs). Very small amounts of RE is taken up by hepatocytes for 
storage whereas maximum amounts are transported to hepatic stellate cells [59–61]. 
In endoplasmic reticulum lipid droplets (LDs) biosynthesis takes place leading to 
distention of neutral membrane lipids to cytoplasm [62]. Liver contains different 
types of lipolytic enzymes. These lipolytic enzymes, adipose triglyceride lipase 
(ATGL) and this family of enzymes act as catalyst in lipolysis of triglycerides and 
catabolism of LDs present in cytoplasm [63]. Moreover carboxylesterases perform 
the task of mobilizing triglycerol (TAG) from hepatic cells and mediate distribution 
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of stored fatty acids from LDs present in cytoplasm to VLDL which are formed in 
endoplasmic reticulum [64, 65]. This process of autophagy also is critical in LDs 
turnover. Lipophagy is a process where LDs are engulfed by hepatic autophagic 
membrane to form autophagosomes, then by the action of autolysosomes, LDs are 
broken down with by acidic lipase and hydrolases [66].

3.7 The hepatocyte as a viral incubator

Liver being one the most vascular metabolizing organs, a large amount of blood 
enters is filtered. However, as liver receives such a huge amount of blood, it is always 
exposed to variety pathogens such as bacteria, virus or fungus. To counteract these 
pathogens hepatocytes release proteins, which in turn lead to stimulation of an 
innate immune response [67]. However some of the viruses by pass this defense 
mechanism of liver and enter the hepatocytes. Hepatitis B virus (HBV) and hepa-
titis C virus C (HCV) are viruses that enter hepatocytes. Infection caused by either 
these two can lead to severe liver disease [68]. HBV is a DNA virus and belongs 
to the family of Hepadnaviridae, it enters hepatic cells through a receptor called 
Na + taurocholate cotransporting polypeptide (NTCP) which is present on the 
surface of sinusoidal plasma membrane [69]. HBV is taken into hepatocytes by the 
process of endocytosis whereas there is no concrete idea about their escape [70]. 
According to studies, HBV replicates and releases infectious particles by hijacking 
the vesicular components such as multivesicular endosomes and autophagosomes 
[71]. Viral genomes enter the nucleus to undergo transcription, where the prege-
nomic RNA gets to cytosol and undergoes the process of reverse transcription and 
packs the resultant DNA into icosahedral nucleocapsid [72]. HBV then utilizes the 
secretary ability of the liver cells to release mature viruses into the circulation.

HCV is an RNA virus which belongs to Flaviviridae family. It enters hepato-
cytes by posing itself as a lipoprotein particle. Mature virus expresses two kind of 
apolipoproteins namely E1 and E2 on their surface that eventually leads to binding 
to receptors such as LDLR and CD81, which are found in sinusoidal membrane of 
hepatocytes, leading to internalization of virus by the process of RME [73]. Then 
the virus fuses with endosomes. Finally the RNA genome which freely acts as a 
template for synthesizing structural and nonstructural proteins of HCV. The core 
capsid and nonstructural protein namely NS5A promotes the assembly of nascent 
HCV near the endoplasmic reticulum [74]. Once they are assembled the mature 
virus particles are secreted out of the hepatocytes [75].

4. Hepatocyte injury

Alcohol is known to cause hepatic injury but it is the metabolite of alcohol that 
is produced during metabolism which is hepatotoxic. In the initial stage of alcoholic 
liver disease, steatosis occurs; whereas in case of acute or chronic exposure to alcohol 
leads to accumulation of triglycerides as well as enhances the expression of lipogenic 
enzyme. Moreover, the enzymes which are responsible for fatty acid oxidation are 
down regulated [76]. Advanced stages of alcoholic liver disease are associated with 
conditions like fibrosis and cirrhosis. In hepatic fibrosis extracellular matrix protein 
gets deposited and forms scars such as those that occur in cutaneous wounds [77, 78].

4.1 Mechanisms of hepatocyte injury by excess alcohol consumption

Hepatocytes are the site of alcohol metabolism. Metabolites of alcohol that are 
produced during its metabolism are the major reason of hepatic injury. Chronic 
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consumption of alcohol is major risk factor for hepatic injury. In reversible alcoholic 
liver disease, hepatocyte shows a condition called as steatosis where accumula-
tion of cytoplasmic LDs have accumulated. Whereas in acute or chronic stages of 
liver disease triglycerides accumulate because of enhanced expression of lipogenic 
enzymes as well as down regulation of those enzymes which are concerned in oxida-
tion of fatty acid. Moreover LD metabolism, specifically its catabolism, is hampered 
due to impaired lipophagy [79]. Additionally lipolysis is impaired through cytoplas-
mic lipases [80]. Fibrosis and cirrhosis are the characteristics seen in later stages of 
alcoholic liver disease. In the process of alcohol metabolism, alcohol isconverted to 
acetaldehyde in the presence of an enzyme called alcohol dehydrogenase present in 
the cytosol. Acetaldehyde is converted to acetate in mitochondria. The acetate pro-
duced is utilized in the citric acid cycle for the formation of acetyl-CoA. For alcohol 
metabolism, co factor NAD+ is required in large amount, so it is depleted and in 
turn the reduction –oxidation (redox) state of ethanol exposed hepatocytes isal-
tered. This leads to dysregulation of carbohydrate and lipid metabolism as well as 
inhibition of NAD+ dependent enzymes that are responsible prevention of hepatic 
injury [81]. Cytochrome P450 2E1 (CYP2E1) also metabolizes alcohol, in addition 
to alcohol dehydrogenase, and produces acetaldehyde along with highly reactive 
oxygen and hydroxyethyl radicals. These metabolites are capable of forming bonds 
with protein, DNA and lipids [82]. CYP2E1 also produces oxidative stress which is 
one of the major causes of alcohol induced hepatic dysfunction. Eventually oxida-
tive stress leads to endoplasmic reticulum stress resulting in apoptosis of the hepatic 
cell, steatosis and inflammation due to build up of unfolded protein [83]. Moreover 
alcohol induces an increase in mitochondrial permeability leading to alteration in 
homeostasis of cellular energy and eventually apoptosis in addition to generation of 
reactive oxygen species [84]. These acetaldehyde and oxygen radicals are the major 
mechanism of liver injury as they stimulate hepatic dysfunction and inflammatory 
response [85]. Consumption of alcohol induces production of enzyme CYP2E1 and 
it reinforces this cycle of hepatic damage again.

5. Conclusion and future perspectives

This chapter it illustrates that hepatocytes have the unique ability to perform 
a variety of functions. It can be called a jack of all trades. Hepatocytes perform 
the task of detoxification of blood in one hand and also does the packaging and 
secretion of components such as lipid, protein and bile. In addition they take up 
nutrients from the blood stream. However, if there is any kind of compromise in 
the functioning of liver related to membrane trafficking it can lead to many dis-
eases like cirrhosis, hepatitis, fibrosis and even carcinoma of the liver. The present 
chapter elaborated on the functioning of liver and the associated condition of liver 
when there is a variety malfunctions. Liver being the major organ in metabolism as 
well as in detoxification of blood and nutrient uptake, through a series of detailed 
future research on its function and effect of various pathogenic conditions on its 
functioning can be accurately estimated. This chapter concludes that an accurate 
estimate will eventually be a boon to develop better treatment of the disease condi-
tions associated liver.
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Abstract

Drug metabolism or more generally, xenobiotic metabolism, is the biotransfor-
mation of exogenous compounds by living organisms, usually through specialized 
enzymatic systems. The metabolism of experimental therapeutics is an important 
aspect of pharmacology and translational medicine as the rate and the interindivid-
ual variability of drug metabolism can determine the duration and/or efficacy of a 
drug’s pharmacologic action. Since the introduction of metabolites in safety testing 
guidance by the Food and Drug Administration, major changes have occurred in 
the experimental methods for the identification and quantification of metabolites, 
evaluation of metabolites, and the timing of critical nonclinical studies to generate 
this information.

Keywords: Drug Metabolism, Drug Discovery, Preclinical Development, Lead 
Selection, Lead Optimization, Drug Candidate Selection, Metabolite Safety Testing, 
CYP450 Inhibition, CYP450 Induction, Soft Spot Analysis, Metabolite Profiling, 
Membrane Drug Transporters

1. Introduction

Drug metabolism is a drug-clearing event from systemic circulation influencing 
efficacy and toxicity in humans and preclinical species. The primary endpoints of 
enzymatic metabolism studies in both the drug discovery and preclinical stages are 
to resolve metabolic stability, identify and quantify primary metabolites, identify 
metabolic routes, and measure the potential for drug–drug interactions (DDI) [1]. 
The majority of in vivo and in vitro drug metabolism assessments center around 
hepatic models as the liver is the main metabolizing organ; however, drug metabo-
lism does occur in other organs and tissues (e.g., lungs, kidneys, and intestine). As 
a result, drug discovery and preclinical development investigations include evalua-
tion of drug metabolism in both hepatic and extra-hepatic models.

Over the past several decades in vitro and in vivo methodologies to quantita-
tively measure the absorption, distribution, metabolism, and excretion (ADME) 
properties of a chemical entity have matured to the point to where these properties 
can be reliably modeled and simulated in order to predict the general disposition 
of the chemical entity (or class of molecules) across multiple species and into 
humans [2]. As a result, approximations of oral bioavailability (F), total systemic 
clearance (CL), volume of distribution (Vd), and half-life (t1/2) can be predicted 
and subsequently evaluated. These intrinsic properties of the chemical entity with 
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consideration of the physiological processes can be used to assess the disposition of 
single and multiple dose escalation studies, identify potentially saturable hepatic 
pathways, and assess the formation of metabolites. From this information, potential 
DDIs can be predicted and investigated.

In order to effectively utilize the drug metabolism and pharmacokinetic 
(DMPK) information generated from in vitro and in vivo studies, it is important to 
have a proper understanding of when in the development timeline the data should 
be generated. Additionally, a thorough understanding of the clearance mechanism 
of a chemical entity can help lessen the need for some downstream in vivo stud-
ies potentially saving the pharmaceutical organization hundreds of thousands of 
dollars. While the timing of specific investigations may change due to the nature 
of the chemical entity being tested, the following general DMPK chronology and 
endpoints should be considered during discovery and development [3, 4]. The 
bullets relating to drug metabolism are bolded for emphasis and will be expanded in 
greater detail in the following pages.

1. Lead Selection (Hit-to-Lead; 100s to 1000s of compounds across multiple 
chemical series)

• Plasma protein binding, red blood cell partitioning, and intestinal perme-
ability (Caco-2) assessments

• In vitro metabolic stability screening using hepatocytes, microsomes,  
and S9 fractions

• In vivo rodent PK studies

• Investigate the in vitro:in vivo correlation (IVIVC) of CL and t1/2 and identify 
the series with problematic kinetics (e.g., high CL or low t1/2)

• Identification of the relevant tissues where the chemical entity and metabo-
lites may be sequestered

2. Optimization (Lead series identified and evaluated; <100 compounds)

• Pharmacokinetic studies in rodent and nonrodent species

• Identification of clinically relevant DDIs (In vitro assessment of P450 
induction and P450 inhibition)

• Screening Cocktail DDI Study

• In vitro soft spot analysis/metabolic identification to identify metaboli-
cally liable sites on investigated chemical entities

• Drug transporter and tissue sequestration assessments

• Pharmacokinetic-Pharmacodynamic (PK-PD; exposure-effect) modeling

3. Drug Candidate Selection (< 5 compounds evaluated)

• Mass balance study in rodents and nonrodents in order to support 
 nonrodent toxicology species selection
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• Allometric scaling to predict human t1/2 and exposures in order to identify the 
starting dosages to be evaluated in the Phase 1 first-in-human (FIH) trials.

• Evaluation of DDIs

• Metabolite profiling of high dose blood samples near the peak whole 
blood/plasma concentrations from the repeat-dose toxicity studies.

4. Metabolite Safety Testing (Post FIH and concurrent with Phase 2 trials)

• Human specific metabolites or metabolites with exposures at higher 
levels in humans than in any of the animal test species are assessed in 
preclinical species.

2. Lead selection

During the Lead Selection stage of drug discovery, candidate chemical series and 
potential lead compounds are screened for preferential physiochemical properties 
and metabolic stability. Promising chemical entities are then investigated in vivo in 
rodents (N = 3-5) via cassette dosing [5] in order to generate PK data. With recent 
advances in microsampling techniques [6] and automated blood sampling systems 
[7], robust PK data can be generated in a limited number of rodents resulting in 
reliable IVIVC models. Pharmacokinetic data can then be predicted across multiple 
species to evaluate and identify the chemical series and chemical entities that are 
ideal candidates for optimization.

Most chemical entities are substrates of in vivo enzymatic metabolic reactions 
that modify the chemical structure to clear the exogenous compound over time. 
Metabolizing enzymes are primarily expressed in the liver but are also found in 
the intestines, lungs, and other various organs. Traditionally, there are two phases 
of drug metabolism that exist to transfrom lipophilic compounds into hydrophilic 
products that are more readily eliminated from systemic circulation. Phase 1 
biotransformations are primarily oxidative; however, reduction, hydrolysis, and 
hydration reactions are also observed. Phase 1 reactions are primarily carried out 
by microsomal expressed cytochrome P450s (CYP450), flavin monooxygenases, 
aldehyde oxidase, and monoamine oxidase in the hepatocytes and microsome 
preparations from hepatocytes (a fragment of endoplasmic reticulum and attached 
ribosomes obtained by the centrifugation of homogenized cells). Phase 2 biotrans-
formations are conjugative and occur within the S9 fractions (harvested from a 
mixture of unfractionated microsomes and cytosol by the centrifugation [9000 g] 
of homogenized cells) and hepatocytes. The primary conjugative reactions are 
glucuronidation, sulfation, methylation, acetylation, glutathione conjugation, and 
amino acid conjugation.

2.1 Metabolic stability

The industry standard for screening the metabolic stability of a compound or 
compound-series is via the substrate depletion approach and the determination 
of half-life in rodent, nonrodent and human. Briefly, the metabolic stability, or 
intrinsic clearance (Clint) is assessed by incubating the compound at a concentra-
tion assumed to be below the Km for P450 metabolism. The in vitro Clint can be 
assessed in multiple species hepatocytes, hepatic S9 fractions and/or microsomes 
[8]. A series of samples are collected and analyzed over the time course in order to 
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determine the percentage of compound remaining. The resulting half-life (t1/2) is 
then appropriately converted to an activity (Clint, mg/mL/Kg), taking into account 
the ratio of protein content to liver mass (e.g., mammalian microsomal protein, 
45 mg protein/gm liver), and the ratio of liver mass to total animal or body mass 
(e.g., human, 20 gm/Kg body weight); the principles of allometry apply in this 
context of scaling protein content and P450 activity (physiological parameter) 
versus organ-to-body mass ratio (anatomical parameter) [9]. The intrinsic clear-
ance in vitro PK parameter may be generated from a number of subcellular frac-
tions, including microsomes, S9 fraction, cytosol and mitochondria (e.g., MAO 
metabolism), as well as from whole cell incubations employing freshly isolated or 
cryopreserved hepatocytes. The high throughput nature of the aforementioned 
metabolic stability assay enables the rapid generation of in vitro PK parameters  
(t1/2 and Clint) with each cycle of medicinal chemistry. With the continued innova-
tion of mass spectroscopy and the liquid chromatogram coupled mass spectrometry 
(LC/MS) bioanalytical techniques, the contemporary biotransformation laboratory 
and scientist can now identify metabolites in the same intrinsic clearance assay, 
thus elucidating the relevant pathway of metabolism under kinetically controlled 
conditions. Alternatively, the same subcellular fraction and whole cell metabolism 
experiment may be employed to determine all relevant pathways and under condi-
tions where compound(s) concentrations have been elevated appreciably above the 
anticipated KM for a particular drug metabolizing enzyme (DME). The merits of 
either approach will be discussed in a subsequent section.

2.2 Soft spot analysis/metabolite identification

The medicinal chemist utilizes the metabolic stability data generated during the 
Lead Selection and Lead Optimization stages of discovery as a tool to understand 
the impact of structural modifications within one or more chemical series or a 
lead series, respectively. Depending on the subcellular fraction employed, the 
Clint informs the chemist as to ensuing stabilization of the compound or series to 
oxidative (or reductive) metabolism via P450 (e.g., microsomes or S9 fractions). In 
addition to the t1.2 and Clint data produced from in vitro screening, the incubations 
also provide an opportunity to determine the site of metabolism on the molecule, 
or elucidate the so-called metabolic “soft-spot”. From P450 mediated oxidation, to 
direct glucuronidation and sulfation, to ester and amide hydrolysis, small molecule 
drug candidates possess physico-chemical properties that are perfectly suited to 
drug metabolism-mediated, hepatic clearance. Typically, the soft-spot analysis 
is performed in the same subcellular fraction or hepatocyte system employed in 
the intrinsic clearance assessment. With recent improvements in electrospray 
ionization liquid chromatography tandem mass spectrometry (ESI-LC–MS/MS) 
bioanalysis, the DMPK scientist is able to associate one or more predominate sites of 
metabolism (e.g., oxidation, reduction, hydrolysis, conjugation) with the clear-
ance of a compound or series in vitro, and under the same kinetically controlled 
conditions of the metabolic stability assessment (i.e., ≤ 1 μM). The described 
soft-spot analysis construct enables a concerted execution of both the Clint assess-
ment (substrate depletion) as well as the identification of the principal metabolites 
produced in vitro in “one plate”. Whether in concert with the Clint assessment or as a 
discrete stand-alone in vitro experiment, innovation in mass spectroscopy hardware 
and software has enabled significant means of metabolite detection and structural 
elucidation, the results of which commonly augment the nonclinical pharmacology 
reports and summaries within an Investigational New Drug application (IND).

Still, the DMPK scientist may seize on the opportunity to determine the 
soft-spot(s) of metabolism to simultaneously assess the extent and range of 



23

Drug Metabolism in Drug Discovery and Preclinical Development
DOI: http://dx.doi.org/10.5772/intechopen.97768

biotransformation likely produced in multiple species during preclinical and  clinical 
development. Access to study samples (e.g., plasma, urine, bile, feces, organ tissue) 
presents the opportunity to survey the metabolites produced in the rodent and 
nonrodent species selected for development, comparing to that observed in human 
hepatocytes and hepatic (e.g.) subcellular fractions. In order to provide a compara-
tive analysis to the in vivo metabolism picture, the DMPK scientist will produce in 
parallel a set of in vitro experiments in rodent and nonrodent, where the compound 
or preclinical candidate is incubated at concentrations assumed to exceed the Km 
for most drug metabolizing enzymes (e.g., ≥25 μM ≤50 μM). Importantly, in vitro 
incubations of subcellular fractions should be fortified with appropriate cofac-
tors (or co-enzymes) to “fuel” the relevant catalytic activities of select enzymes 
and at excess (1-2 mM): P450 (NADPH, or NADPH-regenerating system), FMO 
(NADPH), UGT (UDPGA), SULT (PAPS), NAT (acetyl-CoA), GST (GSH).

2.3 In vivo-in vitro correlation

The in vitro hepatic clearance of a compound (within a series) is a valuable 
PK parameter for the medicinal chemist and the DMPK scientist. Because the 
intrinsic clearance (Clint, mL/min/kg) describes the unrestricted, unscaled clear-
ance of a compound, the medicinal chemist may utilize Clint to gauge the impact 
of structural alterations in the series on P450 metabolism (oxidation or reduction 
in microsomes); the primary goal of which to stabilize a compound or chemical 
series towards hepatic clearance, thus increasing the in vitro half-life. The value of 
the Clint PK parameter is in its correlation to a plasma clearance (CLp), as typically 
determined in a rodent (e.g., Sprague–Dawley rat) or nonrodent (e.g., beagle dog) 
species during the hit-to-lead and later in the lead optimization stages of discovery. 
Establishing an in vitro:in vivo correlation (IVIVC) between predicted hepatic 
clearance (CLH) and CLp serves two purposes: (1) validation of the CLint screening 
approach for the ensuing lead optimization stage of discovery, and (2) establishes 
the nonclinical species for in vivo PK screening and the species predictive of human 
hepatic clearance. The selection of appropriate in vitro and in vivo PK screening 
approaches during early discovery provides a mechanism for an iterative medicinal 
chemistry optimization of one or more chemical series, with the goal of predicting 
human PK parameters.

3. Lead optimization

Once a lead series is selected, further in vitro and in vivo testing is conducted 
on a fewer number of compounds, illuminating metabolism and PK (and pharma-
cologic) attributes for select compounds. This stage of drug discovery is known as 
Lead Optimization. From an in vitro perspective, potential DDIs are identified with 
CYP450 inhibition and induction assays, and reaction phenotyping assays. Soft 
spot analysis is performed to identify areas liable to biotransformation, metabolic 
identification of potential in vivo metabolites, and drug transporters are identified 
for which the candidate entities are a substrate. Rodent and nonrodent PK studies 
are conducted in order to optimize the exposure and disposition (PK) of the lead 
series while determining the nonclinical pharmacologic effects of the lead series 
in select rodent and/or nonrodent disease models. These data are then used to 
establish preliminary exposure-effect relationships (PK-PD). The exposure data 
collected from rodent (e.g.) models of efficacy are particularly valuable and provide 
a critical assessment of dose-exposure relationships of the lead series in anticipa-
tion of advancing into the single- and repeat-dose tolerability assessments prior to 
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candidate selection. At minimum this exposure information guides the discovery 
team to the dose range required for a tolerability screening assessment; ideally, the 
efficacy model exposure assessments guide the selection of the dosing frequency 
required to maintain exposure during the repeat-dose tolerability assessment.

The Food and Drug Administration’s (FDA) January 2020 guidance on clinical 
drug interaction studies states that “clinically relevant DDIs between an investiga-
tional drug and other drugs should therefore be: (1) defined during drug develop-
ment as part of the sponsor’s assessment of the investigational drug’s benefits and 
risks; (2) understood via nonclinical and clinical assessment at the time of the inves-
tigational drug’s approval; (3) monitored after approval; and (4) communicated in 
the labeling.” Furthermore, the FDA defines the goals of studies that evaluate P450 
enzyme- and transporter-mediated DDIs to be: (1) determine whether the inves-
tigational drug alters the pharmacokinetics of other drugs; (2) determine whether 
other drugs alter the pharmacokinetics of the investigational drug; (3) determine 
the magnitude of changes in pharmacokinetic parameters; (4) determine the clinical 
significance of the observed or expected DDIs; and (5) inform the appropriate 
management and prevention strategies for clinically significant DDIs [10].

Additionally, the FDA also provided guidance for in vitro drug interaction stud-
ies (P450 and transporter) in January 2020. This guidance provides the framework 
for designing and conducting in vitro experiments in order to assess potential clini-
cal DDIs. The CYP450 experiments are to: (1) determine which CYP450 enzyme 
the drug entity is a substrate of (reaction phenotyping); (2) determine if the drug 
entity is a CYP450 inhibitor; and (3) determine if the drug entity is a CYP450 
inducer. Metabolite investigations may be warranted on a case-by-case basis. If the 
metabolite is pharmacologically active and contributes ≥50% of the overall activity, 
then reaction phenotyping analyses should be conducted. Inhibition studies are to 
be conducted if the total exposure/area under the curve (AUC) of the metabolite 
is ≥25% of the parent or if the metabolite is more polar than the parent entity and 
the AUC of the metabolite is greater than or equal to the parent. Transporter studies 
are to investigate if the drug entity is a substrate of efflux pumps (P-glycoprotein 
[P-gp] and breast cancer resistance protein [BCRP]), hepatic transporters 
(OATP1B1 and OATP1B3), and renal transporters (OAT, OCT, and MATE) [11].

3.1 Reaction phenotyping

Having assembled relative in vitro pharmacokinetic data (e.g., Clint) and eluci-
dated metabolism pathways for a compound or preclinical candidate, it’s incumbent 
upon the DMPK scientist to identify the particular human drug metabolizing 
enzymes that are contributing to the in vitro clearance in an effort to identify and/
or manage latent drug–drug interaction potential that exist. To identify such victim 
drug–drug interaction (DDI) potential, [12] the DMPK scientist employs a variety 
of recombinantly expressed drug metabolizing enzymes, notably P450 enzymes to 
determine the extent any one enzyme contributes to the clearance of a compound 
[13]. The fraction-metabolized (fm) term is often employed within the context 
of P450 mediated metabolism, but more recently applied to the growing number 
preclinical candidates observed to be non P450 substrates (e.g., UGT). Correlating 
the in vitro microsomal (e.g.) clearance to contributions from any one or more P450 
enzymes, most notably P450 1A2, 2B6, 2C8, 2C9, 2C19, 2D6, and 3A4, is the goal 
of so-called reaction phenotyping. Importantly, this reaction phenotyping of drug 
clearance involves the comparative metabolism (and intrinsic clearance thereof) 
of the preclinical compound by the recombinant enzyme to what is observed in 
the subcelluar fraction; in the case of P450 or UGT, that can be accomplished in 
hepatic microsomes or S9 fractions. Two industrial standard approaches involve the 
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generation of relative activity factors (RAF method) and intersystem extrapolation 
factors (ISEF) to adequately relate a single recombinant enzyme activity to human 
liver microsomes bearing a full complement of expressed P450 enzymes. Each of 
these methods, while instrumental in arriving at the fm value for a particular drug 
candidate, fall short in estimating the impact of polymorphically expressed enzymes 
(e.g., P450 2D6, 2C9, 2C19, UGT1A1) in the metabolism-mediated clearance of a 
compound. More recently, and as a result of pharmacogenomics and pharmacoge-
netics clinical research and impact, the DMPK scientist can gain access to subcellular 
fractions obtained from sparse or densely genotyped individual liver donors.

The importance of linking a particular biotransformation reaction to one or 
more metabolites is of particular interest during preclinical development. Whether 
in terms of pharmacology (e.g., P450 mediated production of an active metabolite), 
drug safety (e.g., UGT mediated production of an acyl glucuronide) or confirming 
multiple enzymes producing the same pathway (e.g., risk mitigation of a clinically 
relevant DDI), the use of recombinantly expressed enzymes are critical in mapping 
the range of metabolites observed in human hepatocytes or subcellular fractions 
to specific drug metabolizing enzymes. At the elevated concentrations employed 
in the generation of metabolite(s) in vitro, there is limited kinetic value to these 
experiments and should be viewed as informative in nature and restricted to the 
metabolite ID and structure elucidation exercise previously described.

3.2 CYP450 inhibition studies

Once the metabolic pathways are identified, in vitro P450 inhibition and induc-
tion studies are conducted in order to predict clinically significant DDIs. Per the 
FDA’s January 2020 guidance, “The sponsor should evaluate an investigational drug’s 
potential to inhibit CYP1A2, CYP2B6, CYP2C8, CYP2C9, CYP2C19, CYP2D6, and 
CYP3A in both a reversible manner (i.e., reversible inhibition) and time-dependent 
manner (i.e., time-dependent inhibition (TDI))” [14].

In general, each microsomal assay includes the preparation of both test com-
pound and positive control samples in order to assess the metabolite formation 
specific to each CYP450 isoform. Experiments are typically prepared with both the 
test compound at increasing concentrations and a selective P450 probe substrate 
prepared at a predetermined concentration that will produce first-order kinetics. 
Following an incubation under physiologic conditions (pH and temperature), 
the experiment is quenched and resulting incubations are prepared for analysis 
employing LC–MS/MS. The data is then analyzed by comparing the metabolite 
formation of the test samples relative to the control samples and dose–response 
plots are created to determine the specific endpoints of the assay.

3.3 Screening DDI cocktail assay

Concurrent with the early optimization stage P450 assessments, a cocktail of 
the test compound and substrates that exclusively bind to specific P450 isoforms 
is incubated with human liver microsomes across multiple concentrations of 
the test compound. Following incubation, P450 isoform specific metabolites are 
measured in each sample and compared to a control sample. Based on the metabo-
lite abundance of the test samples relative to the control sample, as measured by 
liquid chromatography and tandem mass spectrometry (LC–MS/MS), a potential 
DDI liability can be identified early to inform future in vitro and potentially future 
in vivo investigations. Based on the results of this screening assay and the P450 
inhibition and induction assays, definitive in vitro DDI screening may be warranted 
during the Drug Candidate Selection stage.
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3.4 CYP450 induction studies

CYP induction is typically measured in vitro using three separate lots of human 
hepatocytes. A metabolically active human hepatocyte cell line (e.g. HepaRG) can 
sometimes be substituted for one of the human hepatocyte lots. Three P450s are 
commonly measured for induction – CYP1A2, 2B6 and 3A4. If CYP3A4 induction 
is observed, it is recommended to assess CYP2C8, 2C9 and 2C19 induction in a 
separate experiment. For the induction experiment, human hepatocytes are incu-
bated in a sandwich culture format prior to the experiment. The media is changed 
to serum-free prior to the start of the experiment in order to lower the basal expres-
sion of CYPs. On day one, test compounds are added and incubated with the cells 
for 48-72 hours, with daily replenishment of media and test compound. Induction 
can be assessed by either measuring mRNA levels or activity levels. For the mRNA 
method, the cells are harvested after 48 hours, mRNA is extracted and the expres-
sion level of CYPs is measured by qPCR. For the activity assay, specific substrates 
for each of the CYPs are added following 72 hours of incubation and the rate of 
metabolism is measured over a defined time point, e.g. 2 hours. A positive result is 
considered to be ≥2-fold increase over the vehicle control.

3.5 Membrane drug transporters

Membrane drug transporters play an important role in the uptake, distribution 
and elimination of both endogenous substances and drugs in the body. Because 
they help regulate the flux of many substances across cell membranes they are 
often implicated in detoxification mechanisms, multidrug resistance and clinical 
DDIs [15]. Drug transporters control the concentration of drug substrates avail-
able for P450 reactions by regulating drug disposition within the cell for both the 
parent drug and metabolites. Drug metabolizing enzymes are often coupled with 
transporters to efficiently modify the level of drug present in a specific tissue. A 
well-known example of this is the efficient removal of bilirubin from plasma by 
OATP1B1-mediated uptake into the liver, UGT1A1-mediated formation of mono- 
and diglucuronide metabolites and subsequent elimination into the bile via the 
MRP2 transporter. In addition, the expression levels of drug metabolism enzymes 
are closely tied to transporters. For example, the nuclear receptor PXR regulates the 
expression of both drug metabolism enzymes such as CYP3A4 and CYP2C9 as well 
as several efflux drug transporters including P-gp and MRP2.

Membrane transporters relevant to drug development include two major super-
families – ATB-binding cassette (ABC) and solute carrier (SLC). Members of the 
ABC superfamily utilize ATP hydrolysis to actively transport a solute across a cell 
membrane against a concentration gradient. The most relevant ABC transporters 
include P-glycoprotein (P-gp, MDR1), breast cancer resistance protein (BCRP) and 
multidrug resistance-associated protein 2 (MRP2). One of the primary functions 
of these transporters is to efflux small molecule substrates out of the cell in order 
to reduce cellular exposure and protect cells and organs against potentially harmful 
drugs or toxins. They are widely expressed in the epithelia of the intestine, liver and 
kidney, and in the endothelium of the blood–brain barrier and other blood-tissue 
barriers where they are localized on apical membranes.

In contrast, members of the SLC superfamily utilize solute exchange mecha-
nisms to drive drug transport, including endogenous anions/cations or electrogenic 
mechanisms. SLC transporters include the major uptake transporters such as 
organic anion (OAT, OATP), organic cation (OCT) and the multidrug and toxin 
extrusion transporters (MATE1, MATE2-K). OATP1B1 and OATP1B3 are located 
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primarily on the hepatocyte plasma-facing apical membrane, while OAT1, OAT3 
and OCT2 are located on the basolateral membrane of the kidney proximal tubule. 
MATE1 and MATE2-K are located both in the proximal tubule and in the liver 
(canalicular membrane).

Several of the ATP and SLC transporters have been implicated in clinical DDIs 
and the FDA has focused on the following list as relevant for in vitro screening: 
P-gp, BCRP, OATP1B1, OATP1B3, OAT1, OAT3, OCT2, MATE1, and MATE2-K. In 
vitro evaluation of specific transporter interactions can employ a variety of tools 
including human and animal monolayer systems, transfected cell lines with single 
or multiple transporters over-expressed and membrane vesicles, along with a panel 
of substrates and inhibitors as control probes (Table 1).

3.5.1 Monolayer systems

The standard assay format for transporter function involves measuring the 
permeability of a test article through a confluent monolayer of cells grown on a per-
meable membrane. The cells and membrane are part of a transwell insert which fits 
into a normal 24-well plate, thus creating two media chambers. The upper reservoir 
is referred to as the apical (or A) chamber while the lower is the basolateral (or B) 
chamber. Addition of test article to each reservoir in separate wells, allows measure-
ment of the apparent permeability in both directions (A to B, and B to A). The cell 
line used, therefore, must have the ability to form tight junctions between cells to 
prevent leakage of test article through the monolayer, and must express the trans-
porters in a polarized fashion, enabling measurement of transport of substrates 
in two directions. Two cell lines are commonly used in this format – Caco-2 and 
MDCKII. The Transwell format is used not only to measure the permeability of the 
test article in a single direction, but also determine the efflux ratio, calculated as the 
ratio of permeability in both directions (B to A/A to B). If the efflux ratio is greater 
than 2, an interaction with a transporter is probable and needs further study.

Caco-2 cells were originally derived from a human colorectal adenocarcinoma. 
Although the cells originated from the human colon, they are widely used as a 
model of intestinal absorption and transporter activity [16]. When placed in 
culture, these cells undergo differentiation to an intestinal phenotype. The cells are 
characterized by a well-defined apical brush border, formation of tight junctions, 
and the endogenous expression of the majority of uptake and efflux transporters 
normally present in intestinal enterocytes [17]. Caco-2 cells are regarded as the 
most sophisticated in vitro tool for medium to high throughput modeling of drug 
transport across human plasma/tissue barriers.

A non-human alternative cell line that is also widely used in monolayer studies 
is MDCKII (Madin-Darby canine kidney strain II). A number of MDCKII cell lines 

Assay Cell system Endpoint

Permeability 
Assessment

Caco-2, MDCK Apparent permeability (Papp), efflux 
ratio

ATP Transporters 
(efflux)

Caco-2, MDCK, membrane vesicles, 
genetically modified cell lines

Substrate/Inhibitor

SLC Transporters 
(uptake)

Hepatocytes, transfected cells (MDCK, 
HEK293, CHO)

Substrate/Inhibitor

Table 1. 
Examples of in vitro systems to investigate transporter-mediated drug interactions.
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have been generated with single or double human transporters transfected into 
the cells. These modified animal cell lines enable the study of individual human 
transporters in the absence of competition from other human transporters. One 
caveat with MDCK cells is that there is an active form of canine P-gp present that is 
functionally similar to the human form and needs to be accounted for when trans-
porter data is analyzed.

Other animal cell lines used for transporter studies include LLC-PK1 (porcine) 
and Chinese hamster ovary (CHO) cells.

3.5.2 Membrane vesicle assays

An alternative to cell-based transporter assays involves membrane vesicles, 
in which the assay is conducted with membrane preparations from baculovirus-
infected insect cells or mammalian cells that have been transfected with the trans-
porter of interest. When isolated, a small portion of the membrane vesicles end up 
in an inverted configuration (“inside-out”) and are particularly useful for studying 
efflux transporters. Transporter activity (activation or inhibition) can be assessed 
by either measuring uptake of a substrate into the vesicles over time, or by measur-
ing ATPase activity.

3.5.3 Genetically modified cell lines

Transporters recognize and interact with of a broad range of compounds, and 
each transporter has been characterized for their physicochemical preferences in 
substrates [18]; however, there remains a large overlapping area of substrate recog-
nition between transporters. Some of the current ambiguity in assigning specificity 
toward a single transporter is due to the use of different cellular systems to define 
the interaction. Small molecule inhibitors are commonly used to define transporter 
interactions, but inhibitors often show overlapping interactions between transport-
ers [19]. Novel test systems that avoid the use of small molecule inhibitors may be 
able to improve our ability to unambiguously identify specific substrate interactions 
Two approaches have recently been used to address this situation. Knockdown 
of transporter gene expression can be accomplished using small inhibitory RNA 
(siRNA). Alternatively, complete gene knockout can be accomplished using zinc 
finger nucleases (ZFNs) or Clustered Regularly Interspaced Short Palindromic 
Repeats (CRISPR). For example, several individual or dual knockout cell lines were 
recently developed in the C2BBe1 cell line (a subclone of Caco-2) and are com-
mercially available [20]. In addition, the canine P-gp transporter in MDCK cells has 
recently been knocked out.

4. Drug candidate selection

Following the investigations of the Lead Optimization stage, the pharmaceuti-
cal organization should have weaned their list of promising drug candidates to 
less than five entities. From a drug metabolism perspective, there are three major 
investigations that occur: (1) ADME profiling in rodents and nonrodent species; 
(2) definitive in vitro DDI screening and potentially in vivo confirmatory investiga-
tions; and (3) metabolite profiling in the identified toxicology species. By the end of 
the Drug Candidate Selection stage, the pharmaceutical organization should have 
all the information they need to support their Investigational New Drug application 
(IND) or Exploratory IND application.
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4.1 Mass balance study

Due to the high expense, complete ADME profiling (non-radiolabeled) does not 
typically occur until a strong candidate for IND submission has been identified. The 
in vitro metabolism, tissue distribution analyses, and in vivo PK studies performed 
in the prior development stages are used to inform the investigators regarding the 
potential route of clearance, the tissues to be collected and quantitated, and if a 
major metabolite should be investigated as part of the study. The goals of these 
studies are to definitively identify the route of elimination (including biliary excre-
tion), assess tissue distribution, and if applicable, characterize metabolite exposure 
relative to parent exposures. The animals in these studies are typically split into 
two groups where one group has their bile duct cannulated in order to assess biliary 
excretion from the liver. The animals are individually housed in metabolism cages 
that collect the urine and feces excreted by each animal. Depending on the study 
design, each animal may be sacrificed at various time points in order to assess criti-
cal tissues for exposure to the drug entity.

4.2 DDI evaluation

Based on the results of the P450 inhibition/induction assays and the screen-
ing DDI studies, specific P450 isoforms are further investigated in vitro for the 
DDI potential instead of a general cocktail approach as employed in the Lead 
Optimization stage. If an in vitro DDI is observed, an in vivo study is warranted to 
confirm if the DDI persists.

4.3 Metabolite profiling

At dose levels greater than 100 mg/kg, the primary clearance mechanism is typi-
cally saturated resulting in greater interaction between the drug entity and other 
P450 enzymes. Metabolite profiling analyses typically use blood samples collected 
at tox level doses greater than 100 mg/kg; ideally samples at or near the Cmax. The 
metabolites are typically identified early during the lead optimization stage in the 
soft spot/metabolite identification studies. The parent and metabolites are typically 
quantitated via LC–MS/MS methods. The end goal is to obtain the percent abun-
dance of each metabolite relative to the parent.

5. Metabolite safety testing

Following Phase 1 FIH studies, the blood samples at or near the Cmax from the 
high dose cohort of the multiple ascending dose study undergo metabolite profiling. 
The resulting metabolite abundancies are then compared to the preclinical metabo-
lite profiling studies in order to identify human only metabolites or metabolites that 
are present at higher plasma concentrations in humans than in the animals used in 
the preclinical studies. These metabolites are referred to as disproportionate drug 
metabolites. Per the FDA’s March 2020 guidance, “In general, these metabolites are 
of interest if they account for plasma levels greater than 10 percent of total drug-
related exposure, measured as area under the curve at steady state.” In the instance 
that a disproportionate meets these criteria, futher in vitro (genotoxicity) and in vivo 
(general toxicity and embryo-fetal development toxicity) studies are required 
to assess the safety of the metabolite. Typically, these studies can be conducted 
concurrently with Phase 2 studies prior to the large-scale Phase 3 trials.
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6. Summary

Drug metabolism is a drug-clearing event from systemic circulation influencing 
efficacy and toxicity in humans and preclinical species. The primary endpoints of 
enzymatic metabolism studies in both the drug discovery and preclinical stages are 
to resolve metabolic stability, identify and quantify primary metabolites, identify 
metabolic routes, and measure the potential for DDIs and are used to predict human 
PK. The intrinsic kinetic properties of the chemical entity with consideration of the 
physiological processes can be used to assess the disposition of single and multiple 
dose escalation studies, identify potentially saturable hepatic and transporter 
pathways, and assess the formation of metabolites. From this information, potential 
DDIs are predicted and subsequently investigated.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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From Pharmacogenetics to Gene
Expression: Implications for
Precision Medicine in Diabetes
Katy Sánchez-Pozos, María de los Ángeles Granados-Silvestre
and María Guadalupe Ortíz-López

Abstract

Approximately 25–60% of patients show specific pharmacological responses to a
particular drug. We call this interindividual variability (IV) response to drugs
affecting their efficacy and the appearance of side effects in individuals. This IV
may be due to multifactorial components such as genetic factors (single nucleotide
polymorphisms, SNPs; and copy number variations, CNV), environmental stimuli,
epigenetic modulation, disease/health conditions, or drug interactions, among
others. Therefore, these factors can influence the response to the drug by modifying
absorption, metabolism, pharmacokinetics (PK), and pharmacodynamics (PD),
causing the loss of treatment efficacy or leading to adverse drug reactions with
negative consequences for patients. The knowledge in pharmacogenetics (study of
pharmacological consequences of single gene mutations) and pharmacogenomics
(study of the influence of many gene or gene patterns in the reponse to drugs),
disciplines that seek to predict how a specific individual responds to the adminis-
tration of a particular drug, has advanced by leaps and bounds thanks to “omics”
technologies. Nonetheless, despite, the development of next-generation sequencing
platforms and the mapping of the human genome have transformed the field of
pharmacogenetics, the translational into clinical practice has been slow. Therefore,
identification of SNPs that could affect the expression of pharmacogenes in order to
make associations with PK and PD will improve our understanding of genetic
effects on drug efficacy and transfer it to the clinic. Type 2 diabetes (T2D) repre-
sents a national public health problem, not only because of the high frequency of
the disease reported worldwide, but also because of the poor adherence to thera-
peutic management, whose causes have not yet been clarified. One of the challenges
in the management of diseases to reach optimal treatment is the complex genetic
background. Hence, the integration of multiple levels of pharmacological informa-
tion, including variation in gene sequence, impact in drug response, and function of
drug targets, could help us to predict sources of interpatient variability in drug
effects, laying the basis for precision therapy. Thus, the present chapter aims to
collect all the available data about genetic variations in pharmacogenes affecting
drug response in T2D and integrate it with their effect on gene expression to
elucidate their impact in pharmacological efficacy.

Keywords: diabetes, pharmacogenetics, pharmacogenes, expression
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1. Introduction

Although there is no consensus in the contribution of genetic component to
drug response, many studies from the 1970s have estimated that could be between
20 and 95% of the variability in drug disposition and effects [1]. The difficulty in
reaching a consensus is because the contribution of environmental and genetic
components to pharmacogenetics cannot be evaluated, through only one
approach, that is, analyzing only one drug or group of drugs, or only a SNP or a
group of SNPs; we have to talk about PK, PD and related outcomes. In this
context, there are a variety of studies focused on PK, or PD, but the convergence
of all these concepts has been difficult, so the translation to the clinical practice
has been challenging. Along with these barriers are additional factors, such as
gene–environment interactions and gene–gene interactions [2]. Moreover, the
different responses among ethnicities are another factor to add to this complex
phenomenon.

The knowledge on which the participation of genetics in response to the action
of drugs in an individual or group of individuals has been generated through
various studies, applying different strategies such as those described below. In this
regard, in past decades, different laboratories in four countries carried out twin
studies with different drugs to determine the contribution of genetic and envi-
ronmental factors to interindividual variations. The results from all studies con-
verged in that PK variation were similar between monozygotic twins and was
preserved within dizygotic twins, and even as similar as the monozygotic twins
[3]. Researchers from these laboratories conclude that genetic factors primarily
controlled interindividual variations in the metabolism of a wide range of drugs
[3–8]. In the field of heritability of antidiabetics drug response, the studies are
scarce, but one classic example is tolbutamide. In this context, an intravenous
administration to 42 nondiabetic subjects, eight of their relatives, and to five sets
of twins, the authors observed a monogenic control of tolbutamide revealed by a
heritability value of 0.995 (this value means that considering a trait with 1.0
heritability, such as a Mendelian trait, the genetic factors have a great or complete
influence in phenotype; in contrast, a trait with 0.0 heritability will not be
influenced by genetic factors) [9]. In a more recent study by Gjesing et al., they
found high heritabilities estimations for acute insulin secretion subsequent to
glucose stimulation (0.88 � 0.14), for insulin sensitivity (0.26 � 0.12), disposition
index (0.56 � 0.14) and disposition index after tolbutamide administration
(0.49 � 0.14) in 284 non diabetic family members of patients with T2D after an
intravenous injection of tolbutamide [10]. In another study of genome-wide
complex trait analysis in patients in the Genetics of Diabetes Audit and Research
in Tayside Scotland (GoDARTS) study, the heritability of glycaemic response to
metformin varied by response phenotype, with a heritability of 34% (p = 0�022)
for the absolute reduction in HbA1c in 2085 individuals in treatment with metfor-
min [11]. Hence, these studies clearly show that the response to different types or
classes of drugs is modulated by the individual’s genetics and can be passed on to
their descendants showing a clearly genetic component.

2. Variability in drug response in T2D

Diabetes has become a health problem (by 2030, the number of individuals with
diabetes is estimated to rise to 578 million and 700 million by 2045) [12]. Approx-
imately, 90–95% of cases of diabetes correspond to T2D. T2D is a chronic metabolic
disease characterized by hyperglycemia, resulting from insulin resistance and

36

Drug Metabolism



reduced insulin secretion, which leads to impaired glucose utilization, dyslipidemia
and hyperinsulinemia [13].

The great prevalence of T2D impacts both direct and indirect costs. In 2019, the
International Diabetes Federation estimated that total diabetes-related health
spending reached $ 760 billion. By the years 2030 and 2045, spending is forecast to
reach $ 825 billion and $ 845 billion, respectively [12]. Moreover, approximately the
32% of annual costs per diabetic patient is destined to treatment [14]. Furthermore,
approximately 50% of T2D patients have good glycemic control considering HbA1c
< 7%, which means that �50% have poor glycemic control [15]. Besides, as conse-
quence of adverse drug reactions (approximately 20–30%) there is a high preva-
lence of treatment abandonment [16–18] All these facts denote the need for new
drugs or strategies to improve glycemic control. Current treatment to control dia-
betes is aimed at specific key targets in glucose metabolism such as: adipose and
muscle tissue to reduce insulin resistance, or act on the liver to inhibit glucose
production, as well as stimulate the pancreas to release insulin. However, it is
necessary to go beyond lowering glucose levels. In clinical practice it is often
observed that T2D patients who receive identical antidiabetic regimens have signif-
icant variability in drug response, hence interindividual variation may be caused by
numerous factors, such as genetic factors, physical inactivity, hypertension, age,
gender and others [19]. Particularly, the genetic variability of therapy response was
recently shown in several independent studies for the common drugs used for T2D
treatment. Therefore, identification of genetic variants and their impact in drug
response may improve our knowledge in the field, in order to be able of translate it
into clinical practice. This could help in decision making on the therapeutic
approach, reducing the rates of side effects and improving the adherence to treat-
ment. Thus, the present chapter aims to collect all the available data about genetic
variations in pharmacogenes affecting drug response in T2D and integrate them
with their effect on gene expression, and to elucidate their impact on pharmacolog-
ical efficacy.

In order to cover the objective, we compile all the available information about
pharmacogenetics and epigenetics in T2D. We carried out a literature search using
PubMed and Google Scholar. For this purpose, search words used were the follow-
ing: diabetes + pharmacogenetics (826 studies); type 2 diabetes + pharmacogenetics
(421 studies), diabetes + pharmacogenomics (1,184 studies); type 2 diabetes +
pharmacogenomics (456 studies). When we added the words “drug response” the
result was 338 and 267 papers, for pharmacogenomics and pharmacogenetics,
respectively; or when we added the words “personalized medicine” in the search,
we retrieved 152 and 114 papers, for pharmacogenomics and pharmacogenetics,
respectively. Table 1 shows all the studies considered significantly associated with
antidiabetics drug response. Regarding the Epigenetics section, this was covered
with a literature search using the words diabetes + drug response + epigenetics.
Table 2 shows the reports of epigenetics variations that influence drug response in
T2D treatment. All the studies were chosen taking into account glycemic control
and significance.

2.1 Single nucleotide polymorphisms

SNPs, are modifications in the DNA sequence, that implies changes in single
nucleotides, which are the most common variations and the main source of
interindividual diversity [99]. Interindividual variability could be explained in part
by SNPs in genes encoding drug-metabolizing enzymes, transporters, receptors and
molecules involved in drug metabolism. In this context, many SNPs related with the
metabolism of antidiabetic drugs have been described. In the following section we
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described the most significant SNPs associated with drug response, specifically
glycemic control, with antidiabetics treatment.

2.1.1 Biguanides (Metformin)

First-line drugs in T2D therapy are biguanides, however, when the patient is not
obese, the sulfonylureas group is usually prescribed and the response to treatment
will be evaluated after 3 months [100]. Guidelines from the American Diabetes
Association/European Association for the Study of Diabetes (ADA/EASD) and the
American Association of Clinical Endocrinologists/American College of Endocri-
nology (AACE/ACE) recommend early initiation of metformin as a first-line drug
for monotherapy and combination therapy for patients with T2D [101]. Approxi-
mately 30% of patients with T2D do not respond to metformin and about 20 to 30%
experience intolerable side effects [102]. There is considerable variability in the
glycemic response and PK characteristics of metformin. In terms of PK, metformin

Drug group Gene /miRNA
(Encoded protein)

CpG site Effect References

Biguanides
(Metformin)

CFAP58 (CFA58) cg03529510 Association with glycemic
metformin response

[93]

OR4S1 cg05402062

GPHA2 cg16704073

SAP130 (SP130) cg16240962

SEPT11 (SEP11) cg01070242

LRRN2 cg05151280

CSTT cg07511259

SCYL1 cg27553780 Association with metformin
intolerance

FOXA2 (HNF-3B) cg12356107

PGM1 cg02994863

FAM107A (F107A) cg08148545

SLC22A1 (OCT1) cg24864413 Lower DNA methylation and
lower glucose levels

[94]

SLC22A3 (S22A3) cg06295784

cg07883823

SLC47A1 (MATE1) cg01530032

cg07829432

cg12550399

miR-192 N. A. Decreased fasting glucose and
HbA1c

[95, 96]

miR-140-5p

miR-222

Sulfonyulureas KCNJ11 (KCJ11) N.R.. 26.2% vs. 27.2% [97]

ABCC8 0% vs. 7.2%

SGLT2
inhibitors

miR30e-5p N. A. Upregulated [98]

miR199a3p Downregulated

N.R. Not reported.

Table 2.
Epigenetics variations that influence T2D treatment.
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is not metabolized, and is excreted unchanged in the urine, with a half-life of
roughly 5 h. In particular, mean plasma concentrations of metformin fluctuate
between 0.4 and 1.3 mg/L at a dose of 1,000 mg twice daily [103].

The disposition of metformin includes elimination and tissue distribution, which
in turn involves organic transporters (OCTs) and multidrug and toxin extrusion pro-
teins (MATEs); both may contribute to the wide variation in metformin PK. Metfor-
min response variability is important, in fact >30% of patients receiving metformin
are classified as poor responders [102]. This drug is a polar molecule largely elimi-
nated by the kidney without undergoing hepatic metabolization. The processes of
uptake and secretion of metformin are highly dependent on membrane transporters,
among which are solute carrier family 22A members 1 and 2 (SLC22A1/OCT1 and
SLC22A2/OCT2, respectively), multidrug and toxin extrusion proteins MATE1
(SLC47A1) and MATE2 (SLC47A2) and the plasma membrane monoamine trans-
porter PMAT (SLC29A4/hENT4). Therefore, impacting variants in any of these
transporters may have an influence in metformin efficacy and adverse effects
(Table 1). In this context, the most studied genes are SLC22A1/OCT1, SLC22A2/
OCT2, SLC47A1/MATE1 and SLC47A2/MATE2. Genetic variants in SLC22A1/OCT1
are responsible for the adverse gastrointestinal effects experienced by many patients
with T2D diabetes who use metformin. Dujic et al. found that 47% of participants
with T2D, incident users of metformin, experienced gastrointestinal adverse effects.
In the study the number of SLC22A1/OCT1 reduced-function alleles was highly
correlated with over two-fold risk of gastrointestinal side effect development [20].
Consequently, the gastrointestinal adverse effects and in some cases intolerance to
metformin could lead to treatment abandonment. In this same gene other variants
associated to metformin response have been reported. As it can be seen in Table 1,
most of the reported variants are related to a decrease in the effect of metformin,
reflected in the less reduction in HbA1c levels (high concentration of HbA1c). In
contrast variant rs316019 in SLC22A2/OCT2 is associated with lactic acidosis and
better response to metformin, due to the evidence that this variant is related to a
reduced level of metformin clearance [30, 104]. Therefore, patients with these vari-
ants may benefit receiving alternative therapy instead metformin.

The studies that evaluated the role of SLC47A1/MATE1 and SLC47A2/MATE2
SNPs in PK and PD in patients receiving metformin revealed that promoter variants
in MATE1 (g.-66 T ! C, rs2252281; g.-130G! A, rs2289669) are associated with a
greater response to the drug in T2D patients [34, 35]. Interestingly, it is also reported
that the MATE1 variant affects the PD but not the PK of metformin, a very important
finding that reveals that the distribution of drugs occurs in response to the organ-
specific location of the various transporters [34]. Most studies have associated vari-
ants in SLC47A2/MATE2 with contradictory effects. Concerning rs12943590, it was
related to a reduced response in European populations and a better metformin
response in South Indian populations; whilst rs34399035 was associated with a
reduced response to metformin in European populations [31, 34]. It is important to
mention that the studies were carried out in different populations, and that investi-
gations in other ethnicities had not found associations between these variants and
metformin response [105, 106]. In a recent meta-analysis by Dujic et al. there was no
association between rs12943590 and glycemic response [107]. Nonetheless, it is
important to note that SNP-drug interactions and SNP-SNP interactions cannot be
ruled out, since the presence of other SNPs also modulate the response to drugs and
are different in each individual, thus, genotyping of these SNPs should be considered
if it is desired apply personalized medicine in diseases such as T2D [34].

Other SNPs in candidate genes such as SLC2A2/GLUT2 (solute carrier family
2/Glucose transporter 2) have been associated with reduction in HbA1c or treat-
ment success, together with rs11212617 in C11orf65 (MFI, inhibitor of mitochondrial
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fission), in rs2162145 CPA6 (encoded protein CBPA6, this peptidase may convert
inactive angiotensin I into the biologically active angiotensin II) and rs2162145 in
STK11 (serine/threonine-protein kinase involved in cell metabolism) [36–39]. In
contrast, variants in genes PRPF31 (PRP31), CAPN10 (CAN10), SP1, FMO5 and
SLC22A3 (OCT3) are related to reduced response to metformin. Nonetheless, these
associations have not been replicated in other studies or populations.

2.1.2 Sulfonylureas

Sulfonylureas are a class of oral antidiabetic agents widely used for the manage-
ment of T2D [108]. They are chosen in the first line of treatment if the patient does
not present with obesity or with insulin resistance or if there is intolerance or
contraindication to metformin. Also, they are used in the second line in combina-
tion with other oral hypoglycemic agents, such as metformin [109]. According to
the 2003–2016 National Health and Nutrition Examination Survey (NHANES),
sulfonylurea monotherapy decreased from 33–8%, nonetheless, the combination
with insulin or metformin was used in 50% of patients in the mentioned period
[110]. Patients with a short duration of diabetes with residual beta cell function
(high C-peptide levels) are likely to be most responsive to sulfonylurea therapy
[111]. The mechanism of action of sulfonylureas consists of promoting insulin
secretion via binding to sulfonylurea receptor 1 (SUR1), an element of the ATP-
sensitive K+ (KATP) channel. The link between sulfonylurea and SUR1 inhibits the
K-ATP channel, depolarizing the β cells, increasing intracellular Ca2+, and conse-
quently insulin granule exocytosis [112]. The rise of insulin levels regulates post-
prandial glycemia, stimulating peripheral glucose utilization [113]. Despite,
sulfonylureas have a relatively short half-lifes (3 to 5 hours); they can cause hypo-
glycemia, which affects the quality of life and adherence to therapy in patients with
T2D [114]. Two studies have reported hypoglycemia had occurred in 16–39% of
patients treated with sulfonylureas [115, 116]. As a consequence, it has been esti-
mated that 10–20% of individuals treated with sulfonylureas do not attain adequate
glycemic control and 5–10% initially responding to sulfonylurea subsequently lose
the ability to maintain normal glycemic level [117].

The most commonly used sulfonylureas, including the second-generation:
glyburide, glipizide, and glimepiride are mainly metabolized through the cyto-
chrome P450 (CYP) 2C9 enzyme. CYP2C9 belongs to the cytochrome P450 gene
family and is the enzyme most abundantly expressed in liver. Indeed, CYP2C9
accounts for approximately 20% of total hepatic P450 protein, based on mass
spectrometry quantitation [118]. It contributes to the metabolism of approximately
15% of all drugs that are subject to P450-catalyzed biotransformation, and it is
responsible for >25% of metabolic clearance of oral hypoglycemic agents, such as
chlorpropamide, glibenclamide, gliclazide, glimepiride, nateglinide and tolbuta-
mide [119, 120]. Although CYP2C9 is highly polymorphic, however, only two poly-
morphisms have shown impact in enzyme expression and function, both allelic
variants CYP2C9*2 (Arg144Cys, rs1799853) and CYP2C9*3 (Ile359Leu, rs1057910),
encode proteins with less enzymatic activity for the metabolism of several sub-
strates compared with the wild-type allele CYP2C9*1 (Arg144/Ile359). CYP2C9*2
and CYP2C9*3 are generally associated with more than 80% reduction in CYP2C9-
mediated intrinsic clearance, while the effect of CYP2C9*2 is generally slightly
smaller and varies considerably, depending on the substrate [120]. In both cases
patients present more drug event reactions. Some studies have shown that CYP2C9
loss-of function alleles CYP2C9*2/*3 are associated with higher sulfonylurea levels
and greater response to sulfonylureas. In the Go-DARTS study, patients with two
copies of a loss-of-function allele were 3.4 times more probable to reach good
glycemic control compared with patients with two wild-type CYP2C9 alleles,
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corresponding with a 0.5% greater reduction in HbA1c [44, 45]. In several phar-
macokinetic studies the two variants rs1799853 and rs1057910 in CYP2C9 have been
associated with hypoglycemic events, suggesting identification of these variants as a
tool to predict adverse effects of these drugs in the patients with T2D [121].

Polymorphisms in KCNJ11, ABCC8, NOS1AP, TCF7L2, CYP2C8, KCNQ1, and
IRS1 genes have been associated with altered therapeutic response to sulfonylureas,
which will be described below [122]. ABCC8 and KCNJ11 encode K-ATP channel
proteins SUR1 and Kir6.2, respectively, both form the K-ATP channel, which con-
trols glucose-dependent insulin secretion in pancreatic β-cells [123, 124]. It has been
reported that 50% of cases of neonatal diabetes are caused by mutations in KNJ11 or
ABCC8 (SUR1) [125]. Therefore, genetic variants in ABCC8 and KCNJ11 genes
could influence K-ATP channel function of beta cells, leading to changes in depo-
larization of the cell membrane and impact insulin secretion. Most studied SNPs in
the ABCC8 gene include rs757110 (Ser1369Ala), rs1799854 (intronic variant) and
rs1799859 (Arg1273Arg). Feng et al. demonstrated the association of the Ser1369Ala
variant in the ABCC8 gene with fasting plasma glucose test (FPG) and two-hour
plasma glucose after oral glucose tolerance test decreases after 8 weeks of gliclazide
therapy. Additionally, the authors found a nominal association of the variant with
levels of HbA1c, suggesting a role of this SNP on antidiabetic efficacy of gliclazides
[46]. Several authors have attempted to associate this variant with insulin secretion;
however, the findings have been contradictory. A study in the Diabetes Prevention
Program population that includes Caucasian, African Americans, Hispanic Ameri-
cans, American Indians and Asian Americans, found an association with a signifi-
cantly lower insulin index, nevertheless, other studies failed to replicate this
association [126–128]. Despite these data, it is interesting to mention that variant
Ser1369Ala has been related with progression to diabetes [126]. Nikolac et al., found
that rs1799854 and rs1799859 in the ABCC8 gene were associated with sulfonylurea
efficacy in Caucasians, evidenced by significantly lower HbA1c concentrations in
carriers compared with noncarriers [48].

As mentioned above, the KCNJ11 gene encodes the Kir6.2 subunit; four pore
forming subunits assemble with four regulatory subunits of SUR1 to form the K-
ATP channel of the β-cell [129]. Two SNPs have been associated with sulfonylureas
response, rs5219 and rs5210. The rs5219 (Lys23Glu, p.E23K) A allele plays an
important role in insulin secretion through reduction of ATP sensitivity of the K-
ATP channel and suppression of insulin secretion. Previous studies, have demon-
strated that carriers of a common variant, E23K, with normal glucose tolerance
showed up to 40% reduction in glucose-stimulated insulin secretion [130, 131].
However, the mechanism of action of this locus in the insulin secretion pathway is
still not completely understood. Although early observations have reported that
E23K carriers exhibit higher predisposition to secondary failure when treated with
sulfonylureas, other investigations have associated this variant with a better
response to sulfonylureas [50, 51, 132, 133]. Additionally, some studies have
suggested that the presence of the E23K variant is related to the severity of hypo-
glycemia in patients with sulfonylureas therapy or with lower response [52, 133].
Regarding rs5210, it has been reported that the G allele acts as a potential target for
miR-1910, which is implicated in T2D; however, the mechanism of action of this
miRNA in the development of T2D is unknown [134]. Moreover, variant rs5210,
has been associated with gliclazide response, revealed by decreased levels of FPG
test in carriers of this SNP [46].

The KCNQ1 gene belongs to a large family of voltage-gated K+ channels [135].
Although KCNQ1 is mainly expressed in the tissues or cells in the heart, it is also
expressed in other tissues or organs such as pancreas islets [136]. Blockading the
channels with KCNQ1 inhibitors, might stimulate secretion of insulin in pancreas,
suggesting the association of KCNQ1 with the regulation of insulin secretion,
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specifically with reduced insulin secretion [137]. The intronic SNPs rs2237892 and
rs2237895 were shown to increase gliclazide efficacy, whereas the intronic variant
rs163184, was reported to lower-sulfonylureas effects on FPG levels [53, 54].

The transcription-factor-7-like-2 (TCF7L2) gene encodes the transcription fac-
tor 7 like-2 [138]. TCF7L2 can act through GLP-1 protein (Glucagon Like Peptide 1),
which plays a central role in glucose homeostasis and is involved in the regulation of
insulin secretion [139]. Several studies have suggested that TCF7L2 stimulates the
proliferation of β-cells in the pancreas and facilitate the production of GLP-1 in
intestinal cells. In this context, it is postulated that the SNP rs7903146 could
decrease the expression levels of TCF7L2 in the pancreas and lead to lower secretion
of insulin due to the decreased levels of GLP1. However, the association between
TCF7L2 and T2D is more complex and is not limited to the decrease in GLP1, but
also to alterations in other processes regulated by TCF7L2 such as the differentiation
of pancreatic beta cells, in the normal metabolism of cholesterol and in the produc-
tion of other incretins [140]. Pearson et al. determined the association of two
genetic variants rs1225372 and rs7903146 in TCF7L2 with the treatment success of
sulfonylurea therapy in T2D patients. It was shown that 12% of the diabetic popu-
lation are homozygous carriers of SNP rs1225372 and were twice as unlikely to
achieve good glycemic control within 1 year of treatment initiation compared to
42% of the population with wild type [56]. These findings were replicated in Indian
and European populations among others [57, 141]. Therefore, carriers of these
variants are at high risk of therapy failure with sulfonylureas.

The rest of SNPs that were associated with decreased response to sulfonylurea
treatment and are found in the following genes: nitric oxide synthase 1 adaptor
protein (NOS1AP), insulin receptor substrate 1 (IRS-1) and ATP binding cassette
subfamily A member 1 (ABCA1). NOS1AP binds to neuronal nitric oxide synthase
(nNOS). This enzyme plays a role in the electrical current of the heart and in insulin
release from pancreatic β cells [142, 143]. Some polymorphisms in the NOS1AP
gene have been described as predictive markers of cardiovascular mortality in
diabetics treated with sulfonylureas. In patients with the rs10494366 TG/GG geno-
types, glibenclamide is less effective in reducing glucose levels and mortality rates
compared with the wild type TT genotype. By contrast, mortality risk was lower in
tolbutamide and glimepiride users who carried a G allele compared with the T/T
genotype [58]. Of note, no genotype differences in mortality were observed in
metformin or insulin users. The mechanisms through which this polymorphism
influenced mortality risk and the reason why this association differed based on the
type of sulfonylurea used are unclear. Moreover, it was shown that in users of
glibenclamide the TG and GG genotypes were associated with an increased risk of
mortality; in tolbutamide and glimepiride users, the TG or GG genotypes were
associated with a reduced risk of mortality [144]. Conversely, in a Korean study no
significance was found between rs10494366 in the NOS1AP gene and response on
glimepiride treatment [145].

Regarding rs1801278 in the ISR-1 gene, this variant has been associated with
increased risk for secondary failure in African an European populations [59, 60].
In case of rs9282541, T2D patients carriers of variant needed a higher dose of
glyburide in order to achieve the same glucose lowering effect that persons with the
wild type variant [61].

2.1.3 Thiazolidinediones

Thiazolidinediones (TZDs) are pharmacologic agents that specifically treat
insulin resistance. TZDs are effective at lowering HbA1c by �1–1.25% on average
[146]. Despite durability in action, TZDs show weight gain which has limited their
clinical utility [147, 148]. For every 1% reduction in HbA1c, an estimated 2–3%
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weight gain is reported [149]. TZDs are transported into the liver by OATP1B1
(encoded by SLCO1B1 gene) and metabolized by CYP450 2C8 enzyme (encoded by
CYP2C8 gene) [150, 151]. The most studied variant allele in the CYP2C8 gene is
CYP2C8*3, which comprises two linked polymorphisms at codon 139 and codon 399
(Arg139Lys; Lys399Arg) [152].

TZDs decrease insulin resistance directly through activation of peroxisome
proliferator-activated receptors-γ (PPARγ) receptors, which facilitate differentia-
tion of mesenchymal stem cells into adipocytes, promote lipogenesis in peripheral
adipocytes, decrease hepatic and peripheral triglycerides, decrease activity of vis-
ceral adipocytes, and increase adiponectin. These primary effects of TZDs markedly
ameliorate insulin resistance and decrease insulin requirements [153, 154]. Individ-
uals differ in drug response, and � 20–30% of diabetic patients fail to respond to
thiazolidinediones [155]. To date, numerous case–control studies have been
conducted to identify the possible relationship between PPARG gene polymor-
phisms with the risk of T2D in various ethnic populations [156]. The most common
variant is located at exon-2 of PPARG, rs1801282, and consists of a non-synonym
change Pro12Ala. This substitution leads to a change in the structure of PPARγ
protein, which in turn decreases the binding effect of target genes, and reducing
transcriptional activity [157]. PPARγ is also the target of antidiabetic TZD drugs,
which have a unique and powerful insulin-sensitizing effect [158].

2.1.4 DPP-4 inhibitors/GLP-1 receptor agonists

Dipeptidyl peptidase-4 inhibitors (DPP-4 inhibitors) are enzyme inhibitors that
inhibit the enzyme dipeptidyl peptidase-4 (DPP-4). Inhibition of the DPP-4
enzyme prolongs and enhances the activity of incretins which play an important
role in insulin secretion and blood glucose regulation [159]. DPP-4 is a 766 amino
acid transmembrane glycoprotein, which is also known as adenosine deaminase or
CD26, is a ubiquitously expressed glycoprotein of 110 kDa, which was first charac-
terized by Hopsu-Havu and Glenner [160].

The DPP4 gene encodes a serine aminopeptidase enzyme, which inactivates
GLP-1, GIP and other proteins via dipeptide cleavage of the N-terminal amino acid.
Other DPP-4 substrates include peptides containing proline or alanine, such as
growth factors, chemokines, neuropeptides, and vasoactive peptides [161].

Inhibitors of DPP-4 reversibly inhibit the hydrolysis of endogenous incretins,
which increases plasma levels of GIP and GLP- 1, producing an increase in insulin
response and a decrease in glucagon secretion. Therefore, the increase in the con-
centration of GLP-1 in plasma is the pharmacological effect of DPP-4 inhibitors,
which increases insulin synthesis in β cells of the pancreas, stimulates the growth of
these cells and prevents apoptosis [162]. Hence, DPP4 inhibition leads to greater
exposure to incretins and therefore prolongs the half-life of insulin action. Because
of this, DPP4 became a major target for the treatment of T2D [163].

However, it has recently been reported that some patients taking DPP-4 inhibi-
tors are at increased risk of heart failure. It has been suggested that DPP-4 poly-
morphisms could potentially lead to a change in gene expression in renal cells in
patients with T2D; these changes would be related to the renin-angiotensin-aldo-
sterone system causing cardio-renal damage or myocardial hypertrophy, however
further studies are needed to clarified the impact of these polymorphisms in DPP-4
inhibitors response [164].

2.1.5 SGLT-2 inhibitors

Sodium-glucose cotransporter inhibitors are adjunctive medications in the
treatment of T2D. These drugs decrease HbA1c concentrations in diabetic patients,
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with few adverse effects seen to date. In a healthy adult, the kidneys filter approx-
imately 180 g of glucose per day, this is almost entirely reabsorbed into the circula-
tion and less than 1% of glucose is excreted in the urine filtered. This reabsorption is
possible thanks to the action of a family of transmembrane proteins called sodium-
glucose cotransporters (SGLT, sodium glucose co-transporter) [165]. So far, seven
types of sodium-glucose transporters have been identified. Particularly, type 2
(SGLT2) is responsible for glucose renal reabsorption; and is mainly found in the
epithelial cells of the proximal convoluted tubule.

Glycosuria, which was initially observed as an etiopathogenic component of
some renal and urinary complications in patients with T2D, has been proposed as a
means to lower glucose concentrations through the pharmacological use of SGLT2
inhibitors [166]. Some SGLT-2 inhibitors can be glucuronidated by UGT enzymes
(UDP-glucuronosyltransferase), thereby polymorphisms like UGT1A9*3 allele
(rs72551330), in the genes encoding these drug-metabolizing enzymes could poten-
tially influence its response. Despite, higher values of area under the curve (AUC)
of canaglifozina in carriers if UGT1A9*3, the studies have not found clinical impli-
cations [90, 91]. Recently Zimdahl et al. found that common genetic variants in the
SLC5A2 gene do not affect diabetes-related metabolic traits and they do not have a
clinically relevant impact on response to treatment with the SGLT2 inhibitor
empagliflozin [167]. Nonetheless, a study in a Caucasian population showed that
rs9934336 carriers presented increased 30-min glucose concentrations after oral
glucose tolerance test [92]. Studies on these drugs are few, because SGLT2 inhibi-
tors are relatively recent. Thus, the efficacy and safety evaluation of these drugs in
various clinical settings has not yet been fully established.

2.2 Epigenetics

Despite, the major contribution in drug response can be attributed to genetic
components, common genetic polymorphisms explain only less than half of this
genetically encoded variability, thus it is important to address other factors of drug
response, such as pharmacoepigenomics [168].

Pharmacoepigenomics combines the analysis of genetic variations and epige-
netic modifications in an effort to advance personalized medicine [169]. Epigenetic
modification refers to processes that modify DNA or chromatin structure in a
manner that alters the level of expression of genes but not the DNA sequence itself.
Chemical processes that fall into the realm of epigenetics include DNA methylation
and post-translational modifications of histones such as the addition of methyl,
phosphate, and acetyl groups. These modifications influence the overall
chromatin structure and the availability of gene regulatory regions to transcription
machinery [170].

On the other hand, regulatory processes involve molecules such as miRNas.
Although miRNAs do not directly interact with DNA, they inhibit mRNA transla-
tion, therefore it is considered as having epigenetic effects [158].

Specific genes can be expressed or silenced depending on specific stimulators,
such as hormone levels, dietary components or drug exposure, and can also accom-
modate gene-expression changes in response to gene–environment interactions
[171]. Although, the cellular machinery responsible for the secretion of miRNA is
not fully understood yet, it is recognized that miRNAs are packaged into
microvesicles, exosomes, lipid drops and apoptotic bodies by a broad range of cell
types and can be found in various types of body fluids, such as serum, plasma, and
urine [172]. The miRNAs participate as negative regulators in post-transcriptional
processes inhibiting mRNA translation or degrading the mRNA via the seed
sequence region at the 50 end of the miRNA, which allows the binding to its
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3-´untranslated region (3 -UTR) of mRNA. miRNAs are estimated to affect
approximately 30% of the process of protein coding genes [173]. A single miRNA is
responsible for the expression of hundreds of proteins, and a protein-coding gene
can be modulated by more than one miRNA, this is therefore a highly complex
mechanism, but its results largely contribute to inter-individual variability in
response to drugs. Although the study of miRNAs has focused on their involvement
in the genesis of some complex diseases [174, 175] there is some evidence about
their participation in the response to treatment in T2D. Interestingly the treatment
with dapagliflozin (an inhibitor of sodium-glucose co-transporter 2, SGLT2), but
not with hydrochlorothiazide (useful in treating high blood pressure), significantly
up-regulated miR30e-5p and downregulated miR199a-3p (P < 0.05). These
miRNAs are involved in the pathophysiology of heart failure and suggest a
cardioprotective effect of SGLT2 inhibitor response [165].

Metformin can also interfere with the levels of miRNAs in the blood, which
results in a change in the expression of the genes that are controlled by these. Ortega
et al. have shown that increasing the dose of metformin modifies the levels of
circulating miRNAs (started at a 425 mg/day and increased progressively during the
first week to reach 1,700 mg/day), increased miR-192 (49.5%; P = 0.022) and
decreased miR-140-5p (�15.8%; P = 0.004), and miR-222 (�47.2%; P = 0.03), in
parallel to decreased fasting glucose and HbA1c. Revealing the response of circulat-
ing miRNAs to metformin therapy [95].

The information generated on miRNAs and their molecular actions place these
molecules as innovative applications in the industry. Among the most promising
prospects is the use of miRNA in medical therapy. Future studies of miRNAs that
allow the generation of knowledge about their probable role in the modulation of
pharmacogene expression will undoubtedly contribute to personalizing the treat-
ment of T2D. miRNA-based therapies offer advantages over other nucleic acid
therapies, because miRNAs are efficient silencers and, in contrast to plasmid DNA
or synthetic oligonucleotides, miRNAs are naturally found in the bloodstream. As
they target multiple mRNAs, the resulting synergistic effects could be positive for
therapy, however, there are still multiple aspects that must be addressed before
application to clinical trials in various human pathologies, among them, to identify
the best miRNA candidates of miRNA targets for each disease type, the design of
more efficient vehicles for the targeted delivery of oligonucleotides to specific
organs, as well as avoiding potential toxicities and off-target effects. Low toxicity
and good tolerance in patients treated with antagomiR a 15-nucleotide locked
nucleic acid–modified antisense oligonucleotide whose action is sequestering
mature miR-122 in a highly stable heteroduplex, thereby inhibiting its function
avoiding the stability and propagation of hepatitis C virus (HCV), supporting the
beneficial role of miRNAs in therapy [176]. miRNAs are naturally endogenous
regulators of cell processes that are often dysregulated in diabetes restoration of
any given miRNA function to normal levels will be the ultimate therapeutic goal.
Several miRNAs appear to affect the function of the differentiated state of the
pancreatic β-cell, while miRNAs in skeletal muscle, the liver, and adipose tissue
constitute sets of different miRNAs, which is why the choice of the best
molecules to treat this disease becomes very complex. Several challenges will need
to be overcome in the field of pharmacotherapy with miRNA in the control of
diabetes, but they will undoubtedly contribute to personalizing the treatment of
this disease.

It has been suggested that epigenomics may act synergistically with pharmaco-
genomics towards optimization of drug therapy [177]. In addition, epigenomic
somatic alterations represent an emerging class of biomarkers that hold promise for
personalized therapy particularly to overcome drug resistance [178].
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Regarding methylation, García-Calzón et al. evaluated the potential blood epi-
genetic markers associated with metformin glycemic and intolerance response.
They analyzed DNA methylation in blood from newly diagnosed patients with T2D
after 1.5 years of metformin treatment. According to the authors, the methylation
risk scores explain 68–73% of the variation in glycemic response to metformin. In
addition, the methylation risk scores explain 50–51% of the variation in metformin
tolerance. In the same study, the researchers also assessed whether any of 26 SNPs
previously associated with metformin response were associated with DNA methyl-
ation of any of the identified epigenetic markers. They identified one significant
association between a SNP in SCL22A1 (rs628031) and DNA methylation of
cg05151280 (P = 0.001, q = 0.028). The A/A genotype carriers had lower methyla-
tion (83.6 � 2.3%) compared to carriers of the G/G (85.3 � 1.9%, P = 0.002) and
G/A (85 � 1.8%, P = 0.006) genotypes in 132 participants from the discovery and
replication cohorts. Lower methylation of this CpG site was associated with a better
glycemic response to metformin (Table 2) [93]. In previous work from the same
group, they assessed the DNA methylation in OCT1 encoded by SLC22A1, OCT3
encoded by SLC22A3, and MATE1 encoded by SLC47A1 liver biopsies from gastric
bypass surgery. Lower promoter DNA methylation of SLC22A1, SLC22A3, and
SLC47A1 were found in diabetic subjects receiving metformin. These findings sug-
gest that metformin decreases DNA methylation of metformin transporter genes in
the human liver, in contrast with the higher methylation levels in these genes
associated with hyperglycemia and obesity. These findings show how a drug is
capable of modulating gene expression however, the presence of genetic variants in
these genes would be interfering with the methylation process with unexpected
results [94].

Methylation in KCNJ11 and ABCC8 gene promoters in T2D patients receiving
sulfonylurea therapy have been assessed by Karaglani et al., their results show
that epigenetic changes such as methylation influence interindividual variability
in treatment with sulfonylureas. They considered hypoglycemia as an outcome
of the treatment. KCNJ11 methylation was detected in 21.6% of hypoglycemic
individuals and in 27.7% of non-hypoglycemic patients (P = 0.353) in this
study, while ABCC8 methylation in 7.2% of non-hypoglycemic and none of
the hypoglycemic patients (P = 0.012). These findings suggest that ABCC8
methylation is associated with hypoglycemic events in sulfonylurea-treated T2D
patients [97].

3. Conclusions

The interindividual variability in the response to a drug is the consequence of
various factors, including pharmacokinetic causes: absorption, distribution,
metabolization and excretion of the drug that affects the intensity and duration of
the response, or to pharmacodynamic causes in drug-receptor interaction. Each of
these PK and PD factors is different in each individual due to genetic, environmen-
tal or pathological determinants, and also depends on the severity or intensity of the
disease to be treated.

One of the main obstacles to transferring findings from pharmacogenetics to the
clinic is the impact of ethnicity on genetic variation. The highly significant associa-
tions between SNPs and the response modulated by pharmacogenetics can differ
considerably between populations, which has a direct impact on drug use and
dosage decisions. It is necessary then that the studies to evaluate pharmacological
efficacy and pharmacogenetics, have uniformity in research designs, dosage
regimens, study populations, and analytical methods.
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The epidemic of T2D has forced the use of drugs that aim at glycemic control
and avoid secondary complications that cause very high medical costs and decrease
the quality of life of patients. However, it has been observed that even though many
patients carefully follow medical guidelines, the glycemic control so desired is not
achieved. Thus, with the advent of pharmacogenomics, various studies are carried
out to achieve personalized medicine in this field having an impact on a better
quality of life and also reducing the costs of treatment of this disease by the Health
services.

In this review, the main drugs used for the treatment of T2D were analyzed and
the implications that the various SNPs have on their target genes, which will affect
their pharmacological response. All this opens the way for us to apply these genomic
findings in daily clinical practice, in search of personalized medicine that impacts
adequate glycemic control in patients with T2D in search of a better quality of life.
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Metabolism of Phytochemicals
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Abstract

Several phytochemicals have been developed as medicinal compounds. 
Extensive research has recently been conducted on phytochemicals such as cur-
cumin, resveratrol, catechin, gallic acid, humulone, quercetin, rutin, diosgenin, 
allicin, gingerenone-A, caffeic acid, ellagic acid, kaempferol, isorhamnetin, chloro-
genic acid, and others. All of these phytochemicals are metabolized in the biological 
system. To study the metabolic pathways of phytochemicals, studies are done using 
both in vitro and in vivo techniques. Metabolism is critical in determining phyto-
chemical bioavailability, pharmacokinetics, and effectiveness. Metabolism can 
occur in organs such as the intestine, liver, gut, and spleen. The metabolic process 
is aided by a variety of enzymes, including cytochrome P450 enzymes found in the 
organs. This study outlines a few phytochemicals metabolic pathways. Tannic acid, 
ellagic acid, curcumin, quercetin, and resveratrol are selected and explained as 
examples.

Keywords: metabolism, phytochemicals, biotransformation, natural products, 
metabolic pathways, medicinal compounds

1. Introduction

More phytochemicals are extensively researched in the past several years. Still, 
curiosity among researchers for medicinally important phytochemicals is increas-
ing. Recently, during the outbreak of the coronavirus, several scientists around the 
world are in search of various modalities of treatment and one among them was 
through phytochemicals or naturally available compounds.

Formononetin, scutellarin, emodin, withanone, escin, quabin, tannic acid, 
genistein, and other naturally derived phytochemicals are being researched for 
their capacity to cure Middle East Respiratory Syndrome - Coronavirus (MERS-
CoV), which causes Middle East respiratory syndrome. Pharmaceutical drugs 
developed based on the phytochemicals have been authorized by the Food and Drug 
Administration (FDA) for use in the treatment of different illnesses [1].

Phytochemicals derived from plants, marine-derived, and fungus are the source 
to discover drugs and prevent disease [2].

Several natural products exhibit antiviral effects against human CoVs, which 
will help to develop antiviral prophylactics. Phytochemicals such as dihydrotanshi-
none, quabin, and griffthsin suppress MERS-CoV by targeting the virus’s S protein 
and preventing viral entrance [3–6]. Therefore, this chapter highlights few exam-
ples from the literature and the importance of metabolism study in drug discovery 
and development.
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Before a pharmaceutical drug is approved by the FDA, its metabolites are 
thoroughly researched and described, as well as related in vitro and in vivo investi-
gations [7–11].

Similar rigorous studies are essential for phytochemicals, nanomedicine [12–15], 
monoclonal antibodies [16], formulation materials, and other new forms of 
therapeutics.

Upon successful completion of pharmacological and toxicological studies, the 
desired phytochemicals can be scaled up using bioreactors with the aid of microor-
ganisms [17] or a methodology can be developed to synthesize the compounds by 
biological methods [18].

2. Metabolism of tannic acid

Tannic acid metabolism in male wistar rats was investigated in vivo. Tannic acid 
solutions containing 1 gram of tannic acid in 10 mL of water were administered 
at a rate of 10 mL per kilogram of body weight. Tannic acid was also given orally 
at a dosage of 1 g per kilogram, and serum was collected at various time intervals. 
Similarly, urine and fecal samples were collected at different times.

The most abundant metabolites in blood samples were 4-O-methyl gallic acid 
(4-OMGA), pyrogallol, and resorcinol. The highest concentration of 4-O-methyl 
gallic acid (4-OMGA) was found 1.5 hours after injection. Similarly, the highest 
levels of pyrogallol and resorcinol were found at 4 and 17 hours, respectively.

Urine contains four distinct metabolites: 4-O-methyl gallic acid, gallic acid, 
resorcinol, and pyrogallol. The metabolite 4-O-methyl pyrogallol was not found in 
the feces. The presence of gallic acid in the liver, which is eliminated through urine, 
was confirmed by analysis of metabolites present in serum, urine, and fecal samples 
(Figure 1) [19].

Tannic acid and theaflavin-3-gallate, two natural polyphenols present in black 
tea, have been shown to inhibit SARS-CoV, with IC50 values of 3 and 7 micromo-
lars, respectively. As a result, investigations on the metabolism of tannic acid and 
theoflavin-3-gallate are becoming increasingly essential [20].

Recent research suggests that theaflavin metabolites of microbial origin derived 
from black tea intake are the primary cause of its positive benefits. Microbial 

Figure 1. 
Metabolic pathway of tannic acid in the rat [7].
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biotransformation products 3.4-dihydroxybenzoic acid and phloroglucinol, as 
well as their corresponding sulfate and glucuronide conjugates, have been shown 
to lower pro-inflammatory chemokine levels, as well as molecules such as TNF-
alpha, IL-6 in CD4L, oxidized LDL-challenged vascular endothelial cells, and 
sVCAM-1 [21].

In a reported study, healthy humans were ingested with 1 g of theoflavin extract 
and their urine and fecal samples were analyzed by high-resolution chromatogra-
phy and mass spectrometry [22].

Theaflavins from black tea have low bioavailability, according to research. A suf-
ficient amount of theaflavin enters the colon while traveling through the GI tract, 
where bacteria attack it, resulting in low-molecular-weight metabolites [23].

Additional metabolites for theoflavin have been found as 3-(4′-hydroxyphenyl) 
propionic acid and gallic acid. According to research, these intestinal metabolites 
act as agents against the progression of neurodegenerative disorders and have the 
ability to shield brain cells from oxidative stress. In human colon cancer cells, gallic 
acid inhibits cell proliferation and causes apoptosis.

3. Metabolism of polyphenols in tea

Many scientists are curious about the metabolism of green tea after it has been taken 
by humans. Human participants were given 500-mL bottles of green tea, and over 
24 hours, urine and plasma samples were collected for the study. Green tea includes 
flavan-3-ols, (−)-epigallocatechin, (−)-epicatechin, (+)-gallocatechin, (−)-epigallo-
catechin-3-O-gallate (EGCG), and (−)-epicatechin-3-O-gallate (EgCG) [24].

The major epicatechin conjugates identified in the blood sample were 
(−)-epicatechin-3′-O-glucuronide, (−)-epicatechin-3′-O-sulfate, and 
3′-O-methyl-(−)-epicatechin-O-sulfate.

4. Influence of chirality on metabolism

Another significant element of drug metabolism is chirality. Flavan-3-ols are chi-
ral, and their potency and effect vary between enantiomers. According to research, 
(+)-catechin is more easily absorbed than (−)-catechin [25]. Similarly, comparative 
human studies about the bioavailability of (+)-catechin, (−)-catechin, (+)-epicat-
echin, and (−)-epicatechin reveals that (−) catechin is least bioavailable, followed 
by (+)-catechin, (+)-epicatechin, and (−)-epicatechin. These results were based on 
the analysis of urine and plasma samples from humans who consumed (−)-catechin, 
(+)-catechin, (+)-epicatechin, and (−)-epicatechin in equal quantity in a cocoa 
drink instead of green tea to avoid cross-contamination from flavan-3-ols present in 
green tea, which can alter the outcome of results [25, 26].

5. Metabolism of ellagic acid

Ellagitannins produce ellagic acid when exposed to basic or acidic environ-
ments. Ellagic acid was discovered to have antifungal, antiviral, anti-inflammatory, 
hepatoprotective, and cardioprotective effects [27].

Ellagic acid and ellagitannins are polyphenols found in berries, nuts, pomegran-
ates, wines, and a range of medicinal herbs. Gut flora is necessary for the conversion 
of ellagitannins and ellagic acid to anticarcinogenic and anti-inflammatory metabo-
lite urolithins (Figure 2).
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Ellagic acid and ellagitannins are classified under polyphenols and can be 
obtained from various natural sources such as pomegranates, nuts, wines, berries, 
and several medicinal plants. Gut bacteria are crucial in the conversion of both 
ellagitannins and ellagic acid to urolithin A and its glucuronide conjugate, urolithin 
B and its glucuronide conjugate, isourolithin A, and its glucuronide conjugate, 
which are anticarcinogenic and anti-inflammatory metabolites. These metabolites 
are highly bioavailable [27–29].

Recently, the metabolic conversion of ellagitannin/ellagic acid to urolithins 
was investigated in three distinct phenotypic populations. The criteria used to 
distinguish the population were age, body mass index, gender, and quantity of 
consumed ellagitannin. Subjects were given walnut and pomegranate extracts, and 
their urine profiles were analyzed carefully [30]. According to the study, popula-
tion group A only displayed conjugates of urolithin A. Isourolithin A, urolithin A, 
and/or urolithin B were among the metabolites discovered in population group B. 
Metabolites were not identified in population group C. This study demonstrates that 
differences in human microbiota have a major influence in metabolite synthesis. The 
outcomes of the study were based on the excretion patterns of three different patient 
morphologies.

Ellagitannin is a phytochemical found in pomegranate juice, peel, and extracts. 
Microbial and human enzymes aid in the biotransformation of these phytochemi-
cals. Pomegranate juice contains phytochemicals that have anti-inflammatory, 
anticancer, and anti-aging effects [31].

After injecting pomegranate juice into healthy volunteers, researchers discov-
ered a maximum concentration of ellagic acid of about 0.06 micromolar in their 
blood circulation [32].

The gut microbiota of humans transforms ellagic acid into urolithins before its 
absorption by the intestinal cells. Ellagitannin metabolites were detected in human 
plasma, and some can be seen in urine for up to 48 hours [33]. One of the studies 
had confirmed that the plasma concentration of urolithin peaked at 18.6 micromo-
lar in healthy volunteers after consumption of pomegranate juice on consecutive 
5 days [34].

Similar studies were also performed using raspberry juice and blackberry juice. 
Urolithin metabolites were discovered and the urolithin excretion pattern was 
examined between patients with gut dysbiosis and healthy subjects [34, 35]. The 

Figure 2. 
Metabolism of ellagitannin/ellagic acid by human gut microbiota. Population genotypes have a significant 
influence on the metabolic pathway [28–30].
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primary metabolites observed throughout the metabolic process are isourolithin A, 
urolithin B, urolithin A glucuronide, isourolithin A glucuronide, and urolithin B 
glucuronide [31, 36].

6. Metabolism of curcumin

Curcumin is a major component of turmeric and is used as a remedy for many 
ailments. Curcumin is predominantly metabolized in the liver, along with gut and 
intestine. Reductase is responsible for the transformation of curcumin to its reduced 
form in enterocytes and hepatocytes. Curcumin’s reductive phase-I metabolites are 
dihydrocurcumin, tetrahydrocurcumin, hexahydrocurcumin, and octahydrocur-
cumin which upon biotransformation produces glucuronide conjugates and sulfate 
conjugates as phase-II metabolites (Figure 3) [13].

7. Metabolism of quercetin and rutin

Quercetin is poorly absorbed in the stomach, but its primary site for absorption 
is the small intestine. Naturally, quercetin inbound to sugars and the sugar moiety is 
removed during absorption into the enterocytes by the lactase phloridzin hydrolase 
enzyme. After absorption quercetin is biotransformed to glucuronide conjugate 
through UDP-glucuronosyl transferases (UGTs), sulfate conjugates by sulfotrans-
ferases, and methylation through catechol-O-methyl transferase [37]. Hepatic and 
intestinal cells play a key role in metabolism (Figure 4).

A similar mechanism occurs in the gut where quercetin glucosides are absorbed 
and deglycosylated to quercetin aglycone with the assistance of enzymes present in 
the gut microbiota.

Rutin, consisting of quercetin moiety, is unabsorbed in the intestine but under-
goes deglycosylation by β-glucosidases and α-rhamnosidases by the gut microbiota 
[38] followed by catabolic reactions to results in low-molecular-weight phenolic 
species (Figure 5).

Figure 3. 
Phase-I and phase-II metabolic pathway for curcumin.
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Figure 5. 
Metabolic pathway of rutin by gut microbiota.

Figure 4. 
Metabolic pathway for quercetin in gut.



73

Metabolism of Phytochemicals
DOI: http://dx.doi.org/10.5772/intechopen.100569

Author details

Tanu Dixit, Akash Tiwari, Sneha Bose, Himani Kulkarni, Jitendra Suthar  
and Selvan Ravindran*
Symbiosis School of Biological Sciences, Faculty of Health Sciences, Symbiosis 
International (Deemed) University, Pune, India

*Address all correspondence to: selvan_ravindran@yahoo.com;  
selvan.ravindran@ssbs.edu.in

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 



74

Drug Metabolism

[1] Patridge E, Gareiss P, Kinch MS, 
Hoyer D. An analysis of FDA approved 
drugs: Natural products and their 
derivatives. Drug Discovery Today. 
2016;21:204-207. DOI: 10.1016/j.
drudis.2015.01.009

[2] Wang D, Huang J, Yeung AWK, 
Tzvetkov NT, Horbańczuk JO, 
Willschke H, et al. The significance of 
natural product derivatives and 
traditional medicine for COVID-19. 
Processes. 2020;8:937. DOI: 10.3390/
pr8080937

[3] Kim JY, Kim Y, Park SJ, Kim IK, 
Choi YK, Kim SH. Safe, high-
throughput screening of natural 
compounds of MERS-CoV entry 
inhibitors using a pseudovirus 
expressing MERS-CoV spike protein. 
International Journal of Antimicrobial 
Agents. 2018;52:730-732. DOI: 10.1016/j.
ijantimicag.2018.05.003

[4] Ko M, Chang SY, Byun SY, Choi I, 
d’Alexandry d’Orengiani ALPH, 
Shum D, et al. Screening of FDA-
approved drugs using a MERS-CoV 
clinical isolate from South Korea 
identifies potential therapeutic options 
for COVID-19. bioRxiv. 2020:2020. 
02.25.965582. DOI: 10.1101/2020. 
02.25.965582

[5] Millet JK, Séron K, Labitt RN, 
Danneels A, Palmer KE, Whittaker GR, 
et al. Middle East respiratory syndrome 
coronavirus infection is inhibited by 
griffithsin. Antiviral Research. 
2016;133:1-8. DOI: 10.1016/j.antiviral. 
2016.07.011

[6] Chen CN, Lin CPC, Huang KK, 
Chen WC, Hsieh HP, Liang PH, et al. 
Tannic acid and theaflavin-3-gallate are 
found to inhibit SARS-CoV by targeting 
3CLPro and block the function of 
3CLPro. Inhibition of SARS-CoV 
3C-like protease activity by 
theaflavin–3,3′–digallate (TF3). 

Evidence-based Complementary and 
Alternative Medicine. 2005;2(2):209-
215. DOI: 10.1093/ecam/neh081

[7] Ravindran S, Gorti SK, Basu S, 
Surve P, Honrao P. Differences and 
similarities in the metabolism of 
glyburide for various species: An 
analysis by LC-DAD-Q-TRAP-MS/MS. 
Journal of Analytical & Bioanalytical 
Techniques. 2013;4:164

[8] Ravindran S, HonRao C, Sahu R, 
Basu S, Basit A, Bharathi R, et al. 
Determining quantity of metabolites 
without synthetic standards: An 
approach using LC-PDA-MS. 
International Journal of Chemical and 
Analytical Science. 2011;2(10): 
1219-1221

[9] Khambadkar R, Ravindran S, 
Chahar DS, Utekar S, Tambe A. 
Qualitative and quantitative analysis of 
resveratrol and oxyresveratrol by liquid 
chromatography. Current Metabolomics 
and Systems Biology. Formerly Current 
Metabolomics. 2020;7(1):24-31

[10] Ravindran S, Zharikova OL, 
Hill RA, Nanovskaya TN, Hankins GD, 
Ahmed MS. Identification of glyburide 
metabolites formed by hepatic and 
placental microsomes of humans and 
baboons. Biochemical Pharmacology. 
2006;72(12):1730-1737

[11] Ravindran S, Rokade R, Suthar J, 
Singh P, Deshpande P, Khambadkar R, 
et al. In vitro biotransformation in drug 
discovery. Concepts to Market. 
2018;1:1-3

[12] Ravindran S, Suthar JK, Rokade R, 
Deshpande P, Singh P, Pratinidhi A, 
et al. Pharmacokinetics, metabolism, 
distribution and permeability of 
nanomedicine. Current Drug 
Metabolism. 2018;19(4):327-334

[13] Ravindran S, Tambe AJ, Suthar JK, 
Chahar DS, Fernandes JM, Desai V. 

References



75

Metabolism of Phytochemicals
DOI: http://dx.doi.org/10.5772/intechopen.100569

Nanomedicine: Bioavailability, 
biotransformation and biokinetics. 
Current Drug Metabolism. 2019;20(7): 
542-555

[14] Suthar JK, Rokade R, Pratinidi A, 
Kambadkar R, Ravindran S. Purification 
of nanoparticles by liquid 
chromatography for biomedical and 
engineering applications. American 
Journal of Analytical Chemistry. 
2017;8(10):617-624

[15] Shirolkar MM, Athavale R, 
Ravindran S, Rale V, Kulkarni A, 
Deokar R. Antibiotics functionalization 
intervened morphological, chemical and 
electronic modifications in chitosan 
nanoparticles. Nano-Structures & 
Nano-Objects. 2021;25:100657

[16] Chahar DS, Ravindran S, Pisal SS. 
Monoclonal antibody purification and 
its progression to commercial scale. 
Biologicals. 2020;63:1-3

[17] Ravindran S, Singh P, Nene S, 
Rale V, Mhetras N, Vaidya A. 
Microbioreactors and perfusion 
bioreactors for microbial and 
mammalian cell culture. Biotechnology 
and Bioengineering. 2019:1-13. DOI: 
http://dx.doi.org/10.5772/
intechopen.83825

[18] Rokade R, Ravindran S, Singh P, 
Suthar JK. Microbial biotransformation 
for the production of steroid 
medicament. Secondary Metabolites -  
Sources and Applications. 2018:115-124

[19] Nakamura Y, Tsuji S, Tonogai Y. 
Method for Analysis of tannic acid and 
its metabolites in biological samples: 
Application to tannic acid metabolism in 
the rat. Journal of Agricultural and Food 
Chemistry. 2003;51:331-339

[20] Chen CN, Lin CPC, Huang KK, 
Chen WC, Hsieh HP, Liang PH, et al. 
Inhibition of SARS-CoV 3C-like 
protease activity by theaflavin–3,3′–
digallate (TF3). Evidence-based 
Complementary and Alternative 

Medicine. 2005;2(2):209-215. DOI: 
10.1093/ecam/neh081

[21] Amin HP, Czank C, Raheem S, 
Zhang Q , Botting NP, Cassidy A, et al. 
Anthocyanins and their physiologically 
relevant metabolites alter the expression 
of IL-6 and VCAM-1 in CD40L and 
oxidised LDL. Molecular Nutrition & 
Food Research. 2015;50(6):1095-1106

[22] Pereira-Caro G, Moreno-Rojas JM, 
Brindani N, Del-Rio D, Lean MEJ, 
Hata Y, et al. Bioavailability of black tea 
theaflavins: Absorption, metabolism 
and colonic catabolism. Journal of 
Agricultural and Food Chemistry. 
2017;65(26):5365-5374

[23] Amin HP, Czank C, Raheem S, 
Zhang Q , Botting NP, Cassidy A, et al. 
Anthocyanins and their physiologically 
relevant metabolites alter the expression 
of IL-6 and VCAM-1 in CD40L and 
oxidized LDL challenged vascular 
endothelial cells. Molecular Nutrition & 
Food Research. 2015;59:1096-1106

[24] Stalmach A, Troufflard S, 
Serafini M, Crozier A. Absorption, 
metabolism and excretion of Choladi 
green tea flavan-3-ols by humans. 
Molecular Nutrition & Food Research. 
2009;53:S44-S53

[25] Donovan JL, Crespy V, Oliveira M, 
Cooper KA, Gibson BB, Williamson G. 
(+)-Catechin is more bioavailable than 
(−)-catechin: Relevance to the 
bioavailability of catechin from cocoa. 
Free Radical Research. 
2006;40:1029-1034

[26] Ottaviani JI, Momma TY, Heiss C, 
Kwik-Uribe C, Schroeter H, Keen CL. 
The stereochemical configuration of 
flavanols influences the level and 
metabolism of flavanols in humans and 
their biological activity in vivo. Free 
Radical Biology & Medicine. 
2011;50:237-244

[27] Evtyugin DE, Magina S. Recent 
advances in the production and 



Drug Metabolism

76

applications of ellagic acid and its 
derivatives. A review. Molecules. 
2020;25(12):2745

[28] Larrosa M, García-Conesa MT, 
Espín JC, Tomas-Barberan FA. 
Ellagitannins, ellagic acid and vascular 
health. Molecular Aspects of Medicine. 
2010;31:513-539

[29] Espín JC, Larrosa M, García- 
Conesa MT, Tomas-Barberan FA. 
Biological significance of urolithins, the 
gut microbial ellagic acid derived 
metabolites: The evidence so far. 
Evidence-based Complementary and 
Alternative Medicine. 2013:1-15. DOI: 
10.1155/2013/270418

[30] Seeram NP, Henning SM, Zhang Y, 
Suchard M, Li Z, Heber D. Pomegranate 
juice ellagitannin metabolites are 
present in human plasma and some 
persist in urine for up to 48 h. The 
Journal of Nutrition. 2006;136: 
2481-2485

[31] Tomás-Barberán FA, García- 
Villalba R, González-Sarrías A, 
Selma MV, Espín JC. Ellagic acid 
metabolism by human gut microbiota: 
Consistent observation of three 
urolithin phenotypes in intervention 
trials, independent of food source, age, 
and health status. Journal of 
Agricultural and Food Chemistry. 
2014;62(28):6535-6538. DOI: 10.1021/
jf5024615

[32] Wu S, Tian L. Diverse 
phytochemicals and bioactivities in the 
ancient fruit and modern functional 
food pomegranate (Punica granatum). 
Molecules. 2017;22:1606. DOI: 10.3390/
molecules22101606

[33] Seeram NP, Henning SM, Zhang Y, 
Suchard M, Li Z, Heber D. Pomegranate 
juice ellagitannin metabolites are 
present in human plasma and some 
persist in urine for up to 48 hours. The 
Journal of Nutrition. 2006;136: 
2481-2485

[34] Cerdá B, Espín JC, Parra S, 
Martínez P, Tomás-Barberán FA. The 
potent in vitro antioxidant ellagitannins 
from pomegranate juice are metabolised 
into bioavailable but poor antioxidant 
hydroxy-6H-dibenzopyran-6-one 
derivatives by the colonic microflora of 
healthy humans. European Journal of 
Nutrition. 2004;43:205-220

[35] González-Barrio R, Borges G, 
Mullen W, Crozier A. Bioavailability of 
anthocyanins and ellagitannins 
following consumption of raspberries 
by healthy humans and subjects with an 
ileostomy. Journal of Agricultural and 
Food Chemistry. 2010;58:3933-3939

[36] García-Muñoz C, Hernández L, 
Pérez A, Vaillant F. Diversity of urinary 
excretion patterns of the main 
ellagitannins’ colonic metabolites after 
ingestion of tropical highland 
blackberry (Rubus adenotrichus) juice. 
Food Research International. 2014;55: 
161-169

[37] Almeida AF, Borge GIA, Piskula M, 
Tudose A, Tudoreanu L, Valentova K,  
et al. Bioavailability of quercetin in 
humans with a focus on interindividual 
variation. Comprehensive Reviews in 
Food Science and Food Safety. 2018;17: 
714-731

[38] Riva A, Kolimar D, Splitter A, 
Wisgrill L, Herbold CW, Abranko L,  
et al. Conversion of Rutin, a prevalent 
dietary flavanol, by the human gut 
microbiota. Frontiers in Microbiology. 
2020;11:1-11



77

Chapter 5

In vitro Metabolic Stability of 
Drugs and Applications of LC-MS 
in Metabolite Profiling
Marothu Vamsi Krishna, Kantamaneni Padmalatha  
and Gorrepati Madhavi

Abstract

Metabolic stability of a compound is an important factor to be considered 
during the early stages of drug discovery. If the compound has poor metabolic 
stability, it never becomes a drug even though it has promising pharmacological 
characteristics. For example, a drug is quickly metabolized in the body; it does 
not have sufficient in vivo exposure levels and leads to the production of toxic, 
non-active or active metabolites. A drug is slowly metabolized in the body it 
could remain longer periods in the body and lead to unwanted adverse reactions, 
toxicity or may cause drug interactions. Metabolic stability assay is performed to 
understand the susceptibility of the compound to undergo biotransformation in 
the body. Intrinsic clearance of the compound is measured by metabolic stability 
assays. Different in vitro test systems including liver microsomes, hepatocytes, 
S9 fractions, cytosol, recombinant expressed enzymes, and cell lines are used to 
investigate the metabolic stability of drugs. Metabolite profiling is a vital part of 
the drug discovery process and LC–MS plays a vital role. The development of high-
resolution (HR) MS technologies with improved mass accuracy, in conjunction 
with novel data processing techniques, has significantly improved the metabolite 
detection and identification process. HR-MS based data acquisition (ion intensity-
dependent acquisition, accurate-mass inclusion list-dependent acquisition, isotope 
pattern-dependent acquisition, pseudo neutral loss-dependent acquisition, and 
mass defect-dependent acquisition) and data mining techniques (extracted ion 
chromatogram, product ion filter, mass defect filter, isotope pattern filter, neutral 
loss filter, background subtraction, and control sample comparison) facilitate the 
drug metabolite identification process.

Keywords: metabolic stability, in vitro test systems, LC–MS, data acquisition and 
data mining techniques

1. Introduction

Drug metabolism is a process by which xenobiotics such as drugs are easily 
removed from the body by converting them into more polar derivatives and phar-
macologically inactive. Nevertheless, sometimes metabolism makes the compound 
less soluble, toxic or pharmacologically active. Therefore, information on the 
metabolism of new drug candidate is important to know the possible toxicity and 
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to circumvent failures in drug development. Bioavailability, half-life and clearance 
of a drug molecule are dependent on the rate of drug metabolism; these parameters 
define the dose and dosing frequency. A drug is difficult to develop, or market if the 
dose or dosing frequency is too high.

Drug metabolic reactions are two types, phase I and phase II biotransformation 
reactions. Hydrolysis, reduction, and oxidation are the phase I reactions catalyzed 
by cytochrome P450 (CYP) and flavin-containing monooxygenases (FMO). Phase 
II reactions are also called conjugation reactions in which metabolites produced in 
the phase I reactions may undergo glucuronide conjugation, glutathione conjuga-
tion, sulfoconjugation, amino acid conjugation, acetylation, and methylation. 
These reactions are catalyzed by enzymes like Uridine 5′-diphospho (UDP)-
glucuronyl transferases (UGTs) or sulfotransferases (SULTs), glutathione S– trans-
ferases (GSTs), N–acetyltransferases (NATs), and methyltransferases [1–5]. In vivo 
pharmacokinetics are predicted by using in vitro metabolic stability studies in the 
early stages of drug discovery and development. Metabolic profile evaluation is also 
an important issue in this field [6–8].

Susceptibility of a chemical compound to biotransformation is known as meta-
bolic stability and is articulated as intrinsic clearance (CLint) and in vitro half-life 
(t1/2). Intrinsic clearance (CLint) is the ability of the liver to remove or metabolize 
the drug in the absence of flow restrictions and drug binding to cells, or proteins 
in the blood. t1/2 is defined as the time required for 50% elimination of the parent 
compound. Different models are used to predict additional indices like hepatic 
clearance (CLH), in vivo t1/2, and bioavailability. Hepatic clearance (CLH) is the most 
important parameter during drug development because most drugs are metabolized 
in the liver tissue [2, 9–13].

Metabolic stability of new drug molecule is assessed by in vitro techniques and 
then scaled to in vivo using scaling factors. When metabolic stability is performed 
with liver microsomes, in vitro half-life (t1/2) can be determined from the slope of 
the linear regression of the percentage of drug remaining against time. Microsomal 
intrinsic clearance (CLint, micr) can be determined using the equation ln2/t1/2 × [vol-
ume of incubation medium (μL)/microsomal protein in incubation (mg)] and the 
expressed units are μL min−1 mg−1. In vivo intrinsic(hepatic)clearance is estimated 
from liver microsomal data using the equation CLint = CLint,micr× (mg microsome 
g−1 liver) × [liver mass (g)/body mass (kg)] and is expressed in the units of mL 
min−1 kg−1. Scaling factors: 45 mg of microsomal protein per gram of liver tissue 
(humans, mice, rats, dogs, monkeys/value is applied to all species) and 26 g, 32 g, 
30 g, 40 g and 87 g of liver tissue per kilogram of body weight is used for humans, 
monkeys, dogs, rats, and mice, respectively [2, 14–21].

McNaney et al. classified compounds based on their CLint values, compounds with 
CLint value above 15 mL min−1 kg−1 are called low clearance compounds, compounds 
with CLint value between 15 and 45 mL min−1 kg−1 are called intermediate clearance 
compounds and compounds with CLint values above 45 mL min−1 kg−1 are called as 
high clearance compounds [12]. High CLint and low in vitro t1/2 values indicate that 
the compound is rapidly metabolized and in vivo bioavailability of compound will 
be low. Hence, in vitro t1/2 values can be used for the classification of compounds; for 
example in the case of human CYP3A4 supersomes, compounds with in vitro t1/2value 
less than 10 min are classified as short in vitro t1/2 compounds, compounds with in 
vitro t1/2 value between 10 to 30 min are classified as moderate t1/2 agents and long t1/2 
compounds are the compounds with in vitro t1/2 value greater than 30 min [22].

A new chemical entity, which is suitable as a drug candidate must maintain 
adequate concentration at the site of action and could be slowly removed from the 
body to make sure of its action. High metabolic stability, high clearance values, 
and active or toxic metabolites formation are the biggest challenges during the 
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drug discovery and development stages [23]. Compounds which have high clear-
ance values are quickly removed from the body and show short duration of action. 
Conversely, compounds with low clearance values will show prolonged half-life 
and long duration of action, and so dosing will be reduced [24–28]. An important 
step in the drug discovery process is the identification of compounds with suitable 
metabolic profiles [29–31]; hence, the study of the chemical structure of molecule 
and identification of “soft spots” liable for biotransformation is required. Metabolic 
properties of the compound are improved by modification, or removal of the soft 
spots in the molecule [32, 33].

It is very important to carry out the metabolic stability of new molecules dur-
ing the early stages of drug discovery to learn the metabolic characteristics. Even 
though some molecules pass in the in vitro level tests by showing promising results, 
they fail in the pharmacological and toxicological results at the in vivo level [24].

In vivo animal studies give important information regarding the metabolism 
of new chemical compounds, but these are costly, require more time, and are 
not suitable to test a large number of compounds. Hence, in vitro tests are used 
initially for the selection of compounds, and then a suitable animal model will be 
used in the drug development stages to determine the metabolic characteristics of 
selected compounds [23, 34–36]. During the drug discovery process, performance 
of metabolic stability by in vitro models is preferable compared with the animal 
models because the number of compounds to be tested is large and the amount of 
compound available for testing is small. Data from the in vitro metabolic studies will 
be useful for the targeted synthesis of compounds with required metabolic profiles 
and hence reduces the cost and time [2, 7, 37, 38].

2. In vitro test systems to conduct metabolic stability

Metabolic stability study can be conducted by incubating the test compound 
with the appropriate metabolic model (e.g., liver microsomes, hepatocytes, S9 
fractions) and analysis of incubation mixture by suitable analytical techniques like 
LC–MS/MS [39–41].

Microsomes and hepatocytes are the commonly used in vitro systems to conduct 
metabolic stability. Other systems used are S9 fractions, cytosol, recombinant 
expressed enzymes, and cell lines.

2.1 Liver microsomes

Microsomes obtained from different species (e.g., human liver microsomes, 
HLM; rat liver microsomes, RLM; mouse liver microsomes, MLM; dog liver 
microsomes, DLM, or monkey liver microsomes, MnLM) are used in the metabolic 
stability studies [42]. The most popular in vitro model is human liver microsomes. 
Alternatively, MLM is a good preliminary tool that the results obtained correlate 
well with the results obtained with HLM [43, 44]. Liver microsomes are sub-
cellular fractions derived from the smooth endoplasmic reticulum of liver cells. 
Homogenization of the liver and then differential centrifugation is performed to 
prepare the liver microsomes [9, 45]. Phase I oxidation is evaluated by the addi-
tion of a cofactor like nicotinamide adenine dinucleotide phosphate (NADP). 
Glucuronidation is also studied by liver microsomes with the addition of uridine 
diphosphate glucuronic acid (UDPGA). Various metabolizing enzymes like 
cytochrome P450s (CYP), flavin monooxygenases (FMO), epoxide hydrolase and 
carboxyl esterases, and UDP glucuronyl transferases are present in the HLM prepa-
ration. Hence, they are commonly used to study the metabolic fate of drugs [46].
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Metabolic stability assays are generally performed by incubating the compound 
with liver microsomes and depletion of a drug during incubation is measured by 
HPLC or LC–MS. In the metabolic stability assay, the incubation mixture consists of 
a test compound (which is dissolved in potassium phosphate buffer, if not soluble 
in phosphate buffer dissolved in acetonitrile, methanol, or DMSO and the final 
organic solvent concentration in the assay should always be ≤1% for acetonitrile and 
methanol or ≤ 0.2% for DMSO), NADPH (reduced form of nicotinamide adenine 
dinucleotide phosphate) or NADPH regenerating system, potassium phosphate 
buffer and liver microsomes. Protein concentration usually does not exceed 2 mg/ 
mL to prevent too much nonspecific binding. In the first step, the mixture contain-
ing the test compound, buffer, and microsomes is pre-incubated at 37°C for 15 min-
utes before the addition of NADPH. The obtained mixture is incubated at 37°C for 
several time intervals (e.g., 15, 30, and 60 min). Incubation time is generally not 
more than 60 min for optimal conditions for enzymatic activity. At the predeter-
mined time points, the reaction is quenched by the addition of ice-cold acetonitrile 
or methanol. The samples are vortexed and centrifuged; the supernatant is collected 
and analyzed by HPLC or LC–MS/MS. In the case of control samples, NADPH is 
replaced by potassium phosphate buffer [2, 24, 47–52].

The extent of metabolism (as substrate depletion) is calculated by using the 
following Equation [53].

 ( ) ( )
( )
C x 1000

rate of depletion pmol / min/ mg
B x T

∆
=  (1)

where ΔC = [concentration (or peak area) at 0 min] – [concentration (or peak 
area) at time T (nmol/mL or μM],

B is the microsome protein concentration (mg/mL),
T is the incubation time (min).
and 1000 is the conversion factor from nmol to pmol.

2.2 Hepatocytes

Phase I and Phase II drug metabolism is studied by using hepatocytes [9], which 
shows the heterogeneity of CYP expression in the human liver [54]. The metabolic 
profile of the number of drugs analyzed by cultured hepatocytes [55, 56] and 
suspensions of primary hepatocytes, and shown good in vitro– in vivo correlation 
[57–59]. A decrease in CYP expression is observed with cultured hepatocytes and 
thereby loss of liver specific functions. Phase I and Phase II enzyme activity is 
retained with cryopreserved hepatocytes. The disadvantage of hepatocytes may be 
an inter-individual variation that can be overcome by using mixtures of hepatocytes 
from different donors. HepatoPac is the new strategy used to create stable in vitro 
liver models that enable long-term hepatic metabolism and toxicity studies. It is 
a micropatterned hepatocyte-fibroblast co-culture system that can be used for 
continuous incubation of up to 7 days [2, 24, 28, 38, 60, 61].

The general procedure for a metabolic stability study is to prepare a hepatocyte 
suspension containing 106cells/mL and incubate for 10 min (37°C, 5% CO2). Test 
compound solution is added to the cells and again incubated. At the predetermined 
time points (e.g., 15, 30, 60, and 90 min) reactions are stopped by the addition 
of ice-cold methanol or acetonitrile. Control samples are also prepared without 
hepatocytes. Supernatants are collected and analyzed for parent molecule and its 
metabolites by HPLC or LC–MS [43, 44, 60, 62–65].
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2.3 Recombinant expressed enzymes

Recombinant expressed enzymes are the sources of specific P450 isoenzymes. 
The advantages are simplicity of the method and a single enzyme can be used for 
the study. In cases of low metabolism, recombinant enzymes can be used at high 
concentrations to increase metabolic activity for use in metabolic stability screening 
and in inhibitory potential evaluation. Recombinant enzymes can also be used in 
the confirmation of reaction phenotyping studies. Conversely, the absence of the 
remaining phase I and phase II enzymes can be considered as a disadvantage of this 
type of system [2, 66].

The assay procedure consists of a test compound solution, recombinant P450 
isoenzyme, potassium phosphate buffer, and magnesium chloride. The mixture 
is pre-incubated for 15 min at 37°C and then the metabolic reaction is started by 
the addition of NADPH. The incubation is continued for different time points. 
The reaction is ended at each timepoint by the addition of ice cold acetonitrile or 
methanol and centrifuge the samples. Supernatants are collected and analyzed by 
HPLC or LC–MS [67, 68].

2.4 Cytosol

Cytosolic fraction is an in vitro model that has not been used commonly for bio-
transformation studies. The cytosol is produced by differential centrifugation of whole 
liver homogenate. Soluble enzymes of phase II, such as N-acetyltransferases (NAT), 
sulfotransferases (SULT), glutathione S-transferase (GST), carboxylesterase, diamine 
oxidase, soluble epoxide hydrolase, alcohol dehydrogenase, and xanthine oxidase are 
expressed in the cytosolic fraction, but the aforementioned initial three enzymes are 
expressed at higher concentration. This in vitro model requires cofactors like acetyl 
CoA (acetyl coenzyme A), acetyl CoA-regenerating system and dithiothreitol for NAT, 
3′-phosphoadenosyl-5′-phosphosulfate (PAPS) for SULT, and glutathione for GST 
activity. The biotransformation by NAT, GST, or SULT can be studied separately or in 
combination depending on the cofactors added. The main disadvantage of this model 
is the lack of UGT and hence glucuronidation cannot be studied [69].

2.5 S9 fractions

S9 fraction preparations contain both cytosolic and microsomal fractions and 
as a result express a wide variety of metabolic enzymes-CYP, FMO, carboxyles-
terases, epoxide hydrolases, UGT, SULT, methyl transferases, acetyltransferases, 
GST, and others. This in vitro model can be used for metabolic, mutagenicity, and 
toxicity studies. The addition of co-factor is required for enzyme activity. The main 
advantage of S9 fraction over microsomes and cytosolic fraction is a more complete 
depiction of the metabolic profile due to the existence of phase I and phase II 
enzymes. In some cases, S9 fractions produce metabolites that are not formed by 
either microsomes or cytosol alone. However, the disadvantage of S9 fraction is 
overall lower enzyme activity compared with the microsomes and cytosol, thus it 
may leave some metabolites unnoticed [69, 70].

2.6 Cell lines

Cell lines are less popular than other described models due to de-differentiated 
cellular characteristics and absence of complete expression of all families of meta-
bolic enzymes. The sources of cell lines are primary tumors of liver parenchyma. 
Currently, available cell lines include Hep G2, Hep3B, BC2, C3A, etc. Among them, 
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the Hep G2 cell line is commonly used for biotransformation studies. Compared 
with the freshly isolated human hepatocytes, the metabolic activity of liver cell lines 
is generally low. Pretreatment of cell lines with various metabolic enzyme inducers 
partly reduces the problem of low activity. Even though, the induced activity is still 
below the enzymatic activity of freshly isolated human hepatocytes. An appropriate 
culture medium is required for the liver cell lines and the composition of the culture 
medium notably influences the metabolic activity. The described in vitro model is 
easy to culture and has steady enzyme concentration. Conversely, the lack or low 
expression of most important phase I and phase II drug metabolizing enzymes 
limits the application of this in vitro model. In addition, it is difficult to investigate 
individual enzymes due to their low expression level [70].

3. Metabolite profiling by LC-MS

Mass spectrometry plays an important role in the metabolite profiling of drugs 
during drug discovery and development. Quality and productivity of the metabolite 
identification process is improved by the availability of high-resolution (HR) MS 
instrumentation with superior accuracy and new data acquisition methods and 
data mining techniques. Hence, HPLC coupled with the high-resolution MS is the 
analytical tool of choice for metabolite profiling studies [71].

Drug metabolites can be categorized into expected metabolites and unexpected 
metabolites. Expected metabolites are those produced by common biotransforma-
tion reactions and are predictable, unexpected metabolites are those produced by 
uncommon reactions and are not easily predictable. Mass shift values from the 
parent drug can be used to calculate the molecular masses (m/z values) of expected 
metabolites. Acquisition of full-scan MS data using MS instrument, followed by 
extracted ion chromatography (EIC) of the ions can be used to accomplish the 
detection of expected metabolites by LC/MS [72, 73]. The most difficult task in 
drug metabolism studies is the detection and structural elucidation of very low 
levels of unexpected metabolites in the presence of endogenous interfering  
components [74–76].

Time-of-flight (TOF) and Fourier transform Orbitrap (Thermo Fisher 
Scientific) are the most commonly used high-resolution mass spectrometers in 
metabolite profiling of drugs. The principle involved in the TOF mass analyzers 
is ions of different m/z values having different velocities when accelerated by the 
same kinetic energy in the field-free flight tube. The time required for the ions to 
travel through the flight tube is proportional to the square root of their m/z val-
ues. The m/z value of each ion is determined by measuring the time taken for the 
ion to arrive at the detector. The resolution of the instrument is dependent on the 
capacity of the instrument to generate and maintain a focused ion beam through 
the ionization and acceleration region. The resolving power of the instrument is 
improved by utilizing reflectrons (reflecting ion mirrors), which decreases the 
spreading of kinetic energy among ions accelerated from the accelerator [77]. The 
ion saturation problem in the TOF instruments is effectively resolved by improve-
ments in the ion detection technologies, for example, the use of segmented 
multichannel plates or analog-to-digital converters in place of time-to-digital 
converters. Modern TOF instruments offer good accuracy (~2–5 ppm), required 
resolution (~30,000) at full-width half maximum [FWHM]), and fast scan speed 
(20–50 spectra/second) [78, 79].

The Orbitrap mass analyzer consists of two electrodes, one is an outer barrel-
like electrode and other is a coaxial inner spindle-like electrode. A static electric 
field is applied between the outer and inner electrodes. Around the central spindle 
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electrode, ions are radially trapped, rotate about the inner electrode, and harmoni-
cally oscillated along the central electrode with a frequency characteristic to its mass 
to charge ratio (m/z value). An image current is produced on split outer electrodes 
due to the axial motion of the ions around the inner electrode. The mass spectrum 
is generated by fast Fourier transformation of the image current to convert the 
time-domain signal into a frequency, and then into an m/z spectrum [80, 81]. The 
Orbitrap MS offers good resolving power (~30,000–240,000) and mass accuracy 
(<3 ppm). The resolution of the Orbitrap instrument depends upon the scan speed; 
to achieve higher resolution, longer total cycle times are required. This is a limiting 
factor for the Orbitrap device to couple with the UPLC instruments in which peak 
width is only a few seconds. The most popular HRMS instrument configurations 
used for metabolite profiling are Q-TOF (quadrupole – time of flight) and LTQ 
(linear trap quadrupole) -Orbitrap, because of their high resolution and mass 
accuracy characteristics. A Q-TOF instrument consists of quadrupole, collision cell, 
and TOF mass analyzer. Q-TOF is obtained by switching the last quadrupole in the 
TQMS (triple quadrupole mass spectrometer) with TOF mass analyzer. It provides 
fast data acquisition, high sensitivity and resolution, and accurate mass on both MS 
and MS/MS modes, thus proven to be a powerful tool in metabolite profiling studies. 
LTQ (linear trap quadrupole) -Orbitrap is a hybrid mass spectrometer that combines 
a linear ion trap with Orbitrap MS. Accurate mass measurements are possible on 
multiple stages of fragmentation for structural elucidation of metabolites and MSn 
(multi stage mass spectrometry) experiments can be performed simultaneously with 
ion trap detection while continuing mass measurements with Orbitrap. QExactive™ 
hybrid quadrupole - Orbitrap mass spectrometer combines quadrupole precursor 
ion selection with high resolution, accurate mass Orbitrap detection. It is compatible 
with fast chromatography techniques because of its high scan speed (~12 Hz) and 
spectral multiplexing capabilities; hence fit for high-throughput metabolite profil-
ing. Current progress in HRMS leads to the development of various new data acquisi-
tion and data mining techniques for the rapid identification of drug metabolites.

3.1 Data acquisition methods for HRMS drug metabolite identification

Data acquisition methods used for metabolite identification include: ion inten-
sity-dependent acquisition, accurate-mass inclusion list-dependent acquisition, 
isotope pattern-dependent acquisition, pseudo neutral loss-dependent acquisition, 
and mass defect-dependent acquisition [77].

3.1.1 Ion intensity-dependent acquisition

In this method, an ion intensity threshold is used to trigger the MS/MS acquisi-
tion of ions. Prior knowledge of the m/z values of the precursor ions is not required 
for this generic method. This method is very effective for in vitro metabolite profil-
ing. Fifteen metabolites of nefazodone were identified from human liver micro-
somal incubations by applying intensity-dependent MS/MS acquisition of the three 
most intense ions from a single LC–MS/MS run [82]. This method is not suitable for 
complex biological samples because of matrix interferences. It is very difficult to 
acquire MS/MS spectra of trace level metabolites using this method because high-
intensity endogenous ions are mainly selected for MS/MS or MSn acquisition.

3.1.2 Accurate-mass inclusion list-dependent acquisition

This method uses a list of accurate masses of predicted or expected metabolites 
to trigger MS/MS acquisition of preset metabolite ions. Data analysis is performed 
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by the software in real time to determine any mass in the list is detected in the full 
scan. If any ion is detected within a certain mass tolerance window and above a par-
ticular intensity threshold, the software will switch to MS/MS mode automatically 
and obtain the product ion (MS/MS) spectrum. This method increases the chance 
of getting MS/MS spectra for low level metabolites present in the complex biologi-
cal samples. Moreover, in a single LC–MS/MS run both full-scan MS and MS/MS 
spectra of predicted metabolites will be obtained [83]. By using this approach and 
different post-acquisition data mining techniques, a total of 58in vitro metabolites 
of carvedilol were detected from human liver microsomal incubations [84].

On the other hand, preparation of an accurate mass inclusion list for every 
compound is time intensive and not suitable for high-throughput metabolite profil-
ing during drug discovery. Besides, many of the major metabolites are generated by 
rearrangement, ring scission, or ring contraction and are hence difficult to predict.

3.1.3 Isotope pattern-dependent acquisition

Molecules containing elements like Cl and Br can be easily identified by their 
unique isotopic patterns in the mass spectra. Assume that during biotransformation 
these halogens remain intact and their unique isotopic pattern is used as a selective 
trigger for MS/MS acquisition of metabolite ions. It assists in the easy identification 
of metabolites and provides MS/MS spectra for structural analysis. The software 
is programmed such that any ion detected with a unique isotopic pattern (e.g., 
Cl-containing compounds: ion pairs with m/z difference of 1.99705 Da and an 
intensity ratio of 3:1; Br-containing compounds: ion pairs with m/z difference of 
1.99795 Da and intensity ratio of 1:1) in the full scan MS would be automatically 
followed by an MS/MS experiment for rapid identification of metabolites. This 
approach has demonstrated to be very effective in metabolite profiling of a rat 
bile sample collected following a single oral dose (30 mg/kg) of a 14C-bromine 
containing compound on a quadrupole time-of-flight mass spectrometer. Over 30 
metabolites were detected with their MS/MS spectra automatically obtained in the 
same LC–MS/MS run [41]. Isotope pattern-dependent acquisition is also applicable 
to compounds containing synthetically incorporated isotopes (e.g.,2H-, 13C-,15N-, 
18O-, etc.) or radiolabeled compound (14C-) with a distinct 12C/14C isotopic pattern. 
Glutathione (GSH) trapped reactive metabolites from microsomal incubations are 
detected by this approach with a linear ion trap mass spectrometer [85]. Lim et al. 
also applied this approach for simultaneous detection and structural elucidation 
of GSH conjugates generated from human liver microsomal incubations by using 
LTQ/Orbitrap in a single run [86]. This approach is compound dependent and not 
suitable for various metabolites.

3.1.4 Pseudo neutral loss-dependent acquisition

This approach is based on neutral loss, which is a trigger for MS/MS acquisi-
tion. It is useful for the detection of metabolites, which shows neutral losses due to 
collision-induced dissociation. This approach consists of two full scans, one scan is 
at low collision energy (i.e., 5 eV) followed by a second scan with higher collision 
energy ramping (i.e., 20–40 eV), and spectra will be monitored for characteristic 
m/z differences of ion-pairs (neutral loss) between successive low and high collision 
energy full-scan MS. When such neutral losses are detected within a certain mass 
tolerance window, precursor ions will be identified from the low collision energy 
data and the instrument switches to MS/MS mode automatically to get the product 
ion spectra of those specific ions [87]. This approach is mainly useful for the phase 
II metabolites detection and characterization (e.g., neutral losses of 79.9568 for 
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sulfate conjugates, 129.0426 for glutathione conjugates, and 176.0321 for glucuro-
nide conjugates, etc.). The limitation of this approach is that it is unable to record 
MS/MS spectrum of metabolites with unpredictable fragmentation.

3.1.5 Mass defect-dependent acquisition

This approach is useful for the detection of both common and uncommon drug 
metabolites by using a mass defect filter (MDF). Interference ions from matrices are 
easily filtered out by MDF, because their mass defects are outside the mass defect 
range of common drug metabolites [88]. MDF is commonly used as a post-acqui-
sition data processing technique and major instrument vendors are incorporating 
this in the metabolite identification software packages. In the TripleTOF® (Sciex) 
instrument, MDF is used as a selection factor to trigger MS/MS acquisition. Full-
scan HRMS data are analyzed by applying real time MDF and identifies precursor 
ions whose mass defects fall within a specific window of a MDF. These ions are 
automatically followed by MS/MS acquisition. A different class of metabolites 
is detected by using multiple MDFs. Multiple mass defects are calculated by the 
software based on the elemental compositions of the parent, phase II conjugates, 
dealkylation, and hydrolysis metabolites and simultaneously perform the multiple 
mass filtering. This approach is useful for the rapid identification of drug metabo-
lites in complex biological samples [89].

3.2 Data mining techniques for drug metabolite identification

Data interpretation is also an important step in drug metabolite identification 
and is a time-consuming process. Data mining techniques have been used to reduce 
the time required for data interpretation and to simplify the process of metabolite 
identification. Data mining involves software assisted post-acquisition data pro-
cessing of the acquired data to obtain more accurate and rapid results. Different 
data mining techniques used for metabolite identification are extracted ion chro-
matogram, mass defect filter, product ion filter, neutral loss filter, isotope pattern 
filter, background subtraction, and control sample comparison [90].

3.2.1 Extracted ion chromatogram

In the extracted ion chromatogram (EIC) technique, expected metabolites 
are determined based on the predicted molecular masses of the metabolites. This 
technique first involves the acquisition of full scan in LC–MS/MS instrument and 
then application of ion extraction window to the acquired full-scan MS data-sets 
for identification of desired metabolite ion chromatogram [71]. Application of the 
narrow ion extraction window to the acquired MS datasets improves the sensitivity 
and selectivity. A narrow ion extraction window also helps in reducing false posi-
tive signals by removing the interferences from the ions outside of ion extraction 
window [91]. The limitation of this technique is unsuitability for the detection of 
metabolites with an unpredictable molecular mass.

3.2.2 Mass defect filter

Mass defect filter (MDF) is a software-based data filter technique developed 
for the detection of metabolites using full-scan HR-MS data. In this approach, 
metabolite ions will be differentiated from matrix ions based on the mass defect 
value of metabolites from their parent drug. Mass defect is defined as the difference 
between the exact mass and nominal mass of an element (e.g., 1H and 14N have an 
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exact mass of 1.0078 and 14.00307 Da and nominal mass of 1 and 14 Da, therefore 
the calculated mass defect of 1H and 14N is +7.8 and + 3.07 mDa, respectively). It 
is based on the understanding that mass defect values of metabolites fall within a 
defined narrow window related to that of the parent drug. A narrow mass defect 
window (40–50 mDa) of MDF removes unwanted signals and causes enrichment of 
metabolites [91].

Phase I and Phase II metabolites are generally having mass defect values of less 
than 50 mDa relative to that of the structure of the parent drug. MDF has been 
applied for the identification of drug metabolites in plasma, urine, feces, bile, and 
in incubates of liver microsomes and hepatocytes [62, 92, 93]. All the metabolites 
generated are not structurally similar to the parent drug, some varies slightly (e.g., 
oxidation), and some show a significant variation (e.g., GSH adduct 68 mDa). If the 
MDF window is set at ±50 mDa, it excludes all the metabolites which have a mass 
defect value of more than 50 mDa and if the MDF window is broader, interference 
ions from the endogenous matrix will be included. So as to avoid it, multiple narrow 
MDF windows are developed and applied over a certain mass range. Drug filter, 
substructure filter, and conjugate filter are the commonly used MDF templates. 
Structures of metabolites that are generated by oxidation or reduction are slightly 
different from their parent drug structure for such type of metabolites, drug filter 
template is used. Metabolites that are generated by cleavage of the drug molecule 
are substructure metabolites of the parent drug compound, for such types of 
metabolites substructure filters are used. Metabolites that are generated due to 
conjugation reactions (phase II biotransformation reactions) are called conjugation 
metabolites, for this type of metabolites conjugate filter templates are used.

3.2.3 Product ion filter (PIF) and NL filter (NLF)

The mechanism for the identification of metabolites by PIF and NLF is based on 
the predicted product ion and predicted neutral loss fragmentation, respectively. 
Both known and unknown metabolites are determined by using these techniques. 
High-resolution product ion filter (PIF) and high-resolution neutral loss filter 
(NLF) are highly selective and sensitive techniques, and sometimes these are help-
ful to determine the trace amounts of unexpected metabolites that are not detected 
by MDF [94].

PIF is like a precursor ion filter scanning, a data acquisition technique, but 
PIF is a post-acquisition data mining technique, and metabolites are identified by 
applying multiple filters. On the other hand, multiple injections are required for 
the detection of multiple metabolites by precursor ion filter scanning. Likewise, 
NLF is like a neutral loss scanning; but the difference is avoiding the use of 
multiple injections because multiple filters are used to identify multiple desired 
metabolites [94, 95]. PIF and NLF are commonly used for the identification of 
Phase II metabolites (conjugated metabolites) [85, 96, 97].

3.2.4 Isotope pattern filtering (IPF)

This technique is useful for the identification of unexpected metabolites which 
have a distinct isotopic pattern. Metabolite ions that have a distinct isotopic pat-
tern are extracted by applying the filters to full MS scan data. Most of the back-
ground peaks are eliminated by isotope pattern filtering (IPF) because many of 
the endogenous components do not show isotopic patterns [71]. IPF is applicable 
to the compounds containing distinct natural isotopes (Cl or Br) or synthetically 
incorporated isotopes (2H,13C and 15N), or radiolabeled compound (14C) with a 
distinct isotopic pattern. IPF is a valuable data mining tool for the identification and 
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characterization of conjugated metabolites and reactive metabolites with improved 
selectivity and sensitivity [98–100].

3.2.5 Background subtraction

Background subtraction is an untargeted data mining technique in which 
the control and sample datasets are compared, and meticulously subtracted the 
background noise signals and matrix-related ion signals from the sample datasets. 
This technique finds the ions that are present in the test sample but not in a control 
sample. Control sample background subtraction algorithm is developed by Zhang et 
al. for complete removal of the matrix-related signals from the LC–MS/MS analyte 
dataset and isolation of the metabolite ions of interest. This algorithm is success-
fully applied for the identification of glutathione (GSH)-reactive metabolites [101].

Background signals from biological matrices and electrical noises were not 
efficiently removed by the background subtraction alone. To improve the efficiency, 
Zhu et al. developed a retention-time-shift-tolerant background subtraction and 
noise reduction algorithm (BgS-NoRA) for biological matrices [102]. The addition 
of noise reduction algorithm to background subtraction algorithm helps in the 
reduction of unwanted background signals (matrix-related ions) as well as electri-
cal noises in biological matrices.

The limitation of this technique is a requirement of a good control sample 
containing all the possible matrix signals, and the consistency of run to run chro-
matographic retention time [101, 103, 104].

3.2.6 Control sample comparison

Control sample comparison is also an untargeted data mining technique in 
which control is compared with the sample. Metabolite ion chromatographic 
peaks are checked for their absence in the control sample. This process is tedious 
and challenging as the drug related metabolites are identified by comparing each 
metabolite ion in the spectrum of the analyte sample to that of the control sample. 
This technique is suitable for the identification of all types of metabolites but 
compared with the background subtraction, this is a less sensitive and selective 
technique [71, 91, 105].

4. Conclusions

In vitro metabolic stability studies are very important during drug discovery 
and development to predict the in vivo clearance of compounds and to know the 
number and types of metabolites formed. These studies are also helpful to find out 
the pharmacological and toxicological profiles of new chemical entities. In vitro 
metabolic stability studies are commonly performed by using liver microsomes 
and hepatocytes. LC-HRMS has turn into an important tool for the detection and 
characterization of drug metabolites in vitro and in complex biological samples. 
LC-HRMS, along with data acquisition and post-acquisition data mining techniques 
facilitated the drug metabolite identification.
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