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Preface

Thermal energy is present in all aspects of our lives. We experience heat transfer 
daily when, for example, cooking or taking food out of the fridge, using a vehicle, 
or turning on the heating or air-conditioning system in our office. Sometimes this 
thermal management is not evident, but it is essential for our comfort and lifestyle. 
In addition, heat transfer is of vital importance in all electric power plants. Whether 
some fuel is burned to obtain steam or whether we want to maintain a solar panel 
temperature to a certain level, proper management of thermal energy is crucial to 
the operation of the system.

Nowadays it is even more important to control thermal transfer perfectly  
when designing renewable energy systems where every unit of energy requires 
use or when installing an efficiency measure in a process to prevent thermal 
losses.

Thermal energy analysis is a complex task that usually requires the use of large 
theoretical equations and mathematical models that can predict the behaviour of 
a certain system. Many approaches can be followed to study all these phenomena. 
Some of them involve experimental developments that include the building of test 
benches, rigs, and real systems to replicate the process to be studied. Others are 
computational models that predict the performance of the system and can be used 
as optimization tools when designing devices.

This book includes a large compilation of those different approaches and serves as 
an example of how heat transfer problems can be analysed. It is divided into the 
following five sections:

• “Introduction”

• “Simulations”

• “Nanofluids”

• “Design”

• “Thermal Management”

I hope this book will help engineers, researchers, and scientists to  
understand thermal processes better and teach them how to address heat 
transfer problems. I also hope it serves as an inspiration for the development 
of  further work.

I would like to express my gratitude to all the authors who have contributed to 
this book. I am sure their knowledge and expertise have improved the quality of 
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Chapter 1

Introductory Chapter: Heat 
Transfer
Miguel Araiz

1. Introduction

Heat transfer is the field in Thermodynamics in charge of the study of the  
generation, conversion, exchange and use of energy in form of heat (thermal 
energy) between different systems. Heat can be transferred using several mecha-
nisms such as conduction, convection, and radiation. The proper understanding 
of these modes of heat transfer leads to a successful design of any device in which 
thermal energy is involved. That is why it is so important to study and to analyze 
heat transfer in any application.

Thermal energy is present in any aspect of our lives. We can daily experiment 
heat transfer phenomena at home, when cooking or taking food out of the fridge 
[1], when using a vehicle to go to work [2] or turning the heating or air-conditioning 
system on in our office [3]. Sometimes this thermal management is not evident but it 
is essential for our comfort and lifestyle [4]. Besides, heat transfer is of vital impor-
tance in all the electric power plants. Whether some fuel is being burnt to get steam 
or if we want to maintain a PV panel temperature to a certain level, again a proper 
management of thermal energy is crucial to the operation of the system [5, 6].

And nowadays it is even more important to perfectly control thermal transfer 
when designing renewable energy systems where every unit of energy requires to 
be used; or when installing an efficiency measure in a process to prevent thermal 
losses [7, 8].

2. Heat transfer analysis

Thermal energy analysis is a complex task that usually requires the use of large 
theoretical equations and mathematical models that can predict the behavior of a 
certain system. It is not easy to simplify natural or forced convection, phase change 
phenomena, or radiation heat transfer, considering their interactions with other 
parts of the system under study. Therefore, most of the engineers and researchers 
in the thermal field turn to computational models and test benches that help them 
understand all these processes [9].

2.1 Computational simulations

A very common approach to heat transfer study is to develop a computational 
model making several assumptions prior to the simulations. These models use 
thermodynamic equations and energy balances to represent what we can expect to 
happen in real conditions. These computational tools are really useful since they 
allow us to perform tons of simulations and analyze many cases in a cost-effective 
manner. You can use them to optimize a certain design and be sure that it will work 
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properly once it has been built. Besides, by using these models a sensitive analysis 
can be performed to check which parameter is affecting more to the results of the 
system. There are many ways to develop these models, using different solving 
techniques. It is essential to understand the heat transfer phenomena you want to 
study and then check for the best method to model it.

2.2 Experimental analysis

Another approach to study heat transfer problems is to design and build an 
experimental test bench. Sometimes it is so difficult to theoretically model a 
thermal energy system that it is more convenient to analyze the problem experi-
mentally. Therefore, an experimental rig is employed to obtain useful results of the 
cases under study. Often, all these rigs allow the researcher to modify the boundary 
conditions affecting the system, so the problem can be tested under different cir-
cumstances. These test benches are also useful to validate the computational models 
and check if they can properly predict the behavior of the system.

3. Applications

As it has been mentioned in the introduction of this chapter heat transfer 
appears in many daily activities. Therefore, there is a wide range of fields in which 
thermal energy is studied.

It is mandatory to perform a thermal analysis when developing heat exchangers 
designed to transport heat from one point to another. For that, it is vital to identify 
which kind of heat sink best fits the application (can natural convection be used, or 
it should include some forced convection? For example). This analysis is also useful 
because the conditions under which heat is being transferred will determine the 
material of the systems that is being used, requirements about auxiliary consumption, 
limit of maximum temperatures of operation, and so on.

Heat transfer analysis is also crucial in electronic applications that are con-
tinuously growing with higher consumptions, and therefore, higher thermal 
management requirements. As Murshed explains, power electronics are facing a 
huge challenge in removing high heat fluxes maintaining a low temperature in the 
device [10].

Conventional heat transfer approaches are still being used, but there are some 
other new technologies that are being included in these applications such as: nano-
fluids, phase change devices, and so on.

4. Conclusions

The chapters included in this book are a good example of how scientists, 
researchers and engineers from the industry are solving heat transfer issues that 
appear in many fields. You will find computational models, the use of nanofluids in 
heat transfer devices, an optimization of a bunch of heat exchangers, and several 
samples of thermal management in different applications.
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Chapter 2

Numerical Analysis of a
Water-Cooled Condenser at
Startup Conditions for
Refrigeration Applications
Supported with Experiments
Carlos Acosta

Abstract

Refrigeration for commercial purposes is one of the industrial sectors with the
largest energy consumption in the global market. Therefore, research and develop-
ment of more efficient components such as compressors, condensers, and refriger-
ants continue to render promising results in terms of GWP and operational costs.
However, Due to the urgency typically found in industry to develop prototypes,
finding scalable solutions can be challenging. Arguably, this is the case for con-
denser and evaporators that are designed and assembled under the assumption that
refrigeration systems operate at steady condition, where in real circumstances such
systems operate under transients based on ambient temperatures or unfavorable
startup conditions. The aim of this study is to characterize the thermal and fluid
dynamics behavior of refrigerant R404a in a water-cooled condenser at startup
conditions. The boundary conditions to solve the CFD simulations are taken from
experimental values and set as user defined functions in a commercial software. The
results displayed the time dependent oscillatory phase-transition details of the
refrigerant throughout the domain.

Keywords: Heat transfer, fluid mechanics, multi-phase flow, turbulence,
phase-transition

1. Introduction

Water-cooled condensers are commonly used in vapor compression refrigera-
tion for industrial applications due to their high rate of heat transfer [1], simple
configuration and the relatively low cost of manufacturability compared to other
types of condensers [2]. On the other hand, population growth, and the exponential
increase in energy consumption throughout the world keep stressing freshwater
resources [3]. Typical components used in refrigeration systems such as compres-
sors, evaporators, condensers, and refrigerants are constantly iterating to provide
more energy efficient solutions [4] in order to minimize the environmental impact
due to toxic molecules in refrigerants and reduce the production of residual heat [5].
Unfortunately, the steps imposed by regulatory agencies in United States and
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Europe sometimes lead to production ready solutions that have not been
thoroughly tested for industrial applications. Perhaps, one common example is the
race in banning HFC refrigerants for compressed vapor refrigeration cycles [6].
Ideally, the components in the refrigeration system can remain intact by changing
refrigerants, but this fails to be the case for most systems since the oil in the
compressor and even the compressor specifications need to be tailored to the new
refrigerant [7].

Virtual experimentation using numerical simulations offer great insights at the
micro and macroscopic level to support design and research activities of heat
exchangers, condensers and evaporators [8] given that experimental studies can
reach elevated costs and access to sensorial points to capture significant physical
details are difficult to incorporate in pressurized systems [9, 10]. In fact, the analy-
sis of startup condition for physical components in thermodynamic cycles is partic-
ularly challenging given the small-time scales and the large variations detected in
the variables of interest [11]. This alone calls for special attention in the sampling
rate and physical location of feedback sensors given that dynamic and unstable
conditions can be reached in a thermodynamic cycle by unpredicted changes in
loads or variations in energetic states, and false positive readings can be measured
depending on the flow characteristics through the system.

Concomitantly, the design and fabrication of condensers and heat exchangers
require the knowledge and understanding of the physical and chemical phenome-
non and other factors such as the properties of the working fluids or multi-phase
flows [12], their regimes and states, and the geometrical characteristics of the
system [13]. But rigorous experimentation in thermodynamic systems can be par-
ticularly costly because environmental chambers are often needed to obtain repro-
ducible results [14]. Evidently, the lack of accessibility to an environmental
chamber means that the ambient temperature is a random variable and the uncer-
tainty of the experimental results can increase significantly [15] since the thermo-
dynamic states of the thermodynamic cycle tend to fluctuate as a function of the
heat rejected and the heat absorbed to and from the environment [16].

A less rigorous alternative to this approach is to perform a design of experiments
at ambient conditions and execute the test multiple times to assess the error and
response variations [17]. Unfortunately, this route can also lead to an expensive and
time-consuming solution on top of developing variable startup conditions that can
affect the performance of the system. Consequently, Numerical simulations and
theoretical analysis of thermodynamic cycles should help alleviate the cost of mate-
rials, manufacturing, and redundant testing.

Heat and time-dependent multi-phase computational solutions targeting prob-
lems with complicated geometries that cannot be simplified by axisymmetric con-
ditions or reduction of dimensions tend to be challenging to develop, and the results
are always suspicious if no experimental validation is provided. Therefore, a balance
between experiments and simulations seems to be the ideal recipe to obtain cost-
effective solutions with solid scientific ground.

In the last few decades, significant efforts have been focused on developing
more rigorous models that account for turbulent fluctuations on mufti-phase flows
[18–20] evidencing the complicated nature of such problems even for simple
geometries [21] such as tubes and channels [22]. However, no three-dimensional
studies have been reported on the CFD multi-phase modeling of R404a condensa-
tion in a medium temperature water-cooled condenser at startup conditions. This
research aims to provide a study of the unsteady condensing and evaporating
characteristics of R404a in a water-cooled condenser by modeling the raising tem-
perature and pressure in the system induced by the compressed vapor entering the
condenser based on experimental data.
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1.1 Numerical analysis of turbulent phase-transition in the condensation
process of refrigerant flow

Multi-phase flow refers to the flow of a mixture of phases or species such as
gases in liquids or liquids in gases of different densities [23] where the liquids, and
gases are considered distinct phases. There are different mathematical character-
izations targeted to study multi-phase flows. For instance, for dispersed flows, one
phase consists of discrete, noncontinuous elements (such as bubbles) and the sec-
ond phase is considered as a continuum. This approach is widely accepted for the
analysis and characterization of oil and refrigerant relationships in vapor com-
pressed cycles, given that at certain conditions, oil can scape the compressor and
affect the system performance due to the variations in the thermal properties of the
mixture induced by the oil [24].

In bubbly flows or other types of applications where dispersed multiphase flows
are applicable, the properties of the inhomogeneous mixture are defined relative to
the continuous phase [25]. The mathematical manipulation for such flows can
happen under a Lagrangian representation for the dispersed phase [26], and an
Eulerian reference for the continuous phase. For the continuous phase, the material
properties are defined at every point within a control volume [27], whereas in a
separated flow under the Euler–Euler approach the phases are continuous but
divided by a single contact surface [28].

This research focuses on the incompressible volume of fluid model where the
mass transfer between phases is given by:

_mv ¼ � _ml ¼ ςαlρl
T � Tsat

Tsat

� �
,T >Tsat (1)

for evaporation and

_ml ¼ � _mv ¼ ςαvρv
Tsat � T
Tsat

� �
,T <Tsat (2)

for a condensation process. In the study of phase-transition of refrigerants, the
saturation temperature is found based on the operating conditions of the system
[29]. In this study, the inlet and outlet temperatures and pressures were measured
experimentally to compute Tsat:

From a modeling perspective, the saturating temperature is a dominant factor in
the prediction of the evaporating and condensing process. Therefore, the measured
temperatures, pressures and the saturation temperature were loaded in the simula-
tion as dynamics boundary conditions to drive the phase-transition process given
the dynamic value of Tsat.

In order to find the quality of the mixture the volume fraction is defined as:

αl ~X
� �þ αv ~X

� � ¼ 1 (3)

where the sum of volume occupied by the phases is 100%. Furthermore, the
microscopic dynamics of the phase-transition process of refrigerants in heat
exchangers and condensers can be studied by considering both the vapor and liquid
as continuous and interpenetrating fluids under the Eulerian frame of reference
[30]. Even though this approach is computationally expensive given that the
governing equations for each phase are solved together with the momentum equa-
tion, the mass diffusion can be monitored by a straightforward calculation. For this
case, the microscopic behavior of the phases can be monitored by:
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∂αl
∂t

þ ∇ � u!αl
� �

¼ _ml

ρl
¼ Smass (4)

and

∂αv
∂t

þ ∇ � u!αv
� �

¼ � _mv

ρv
¼ �Smass (5)

for which ρl and ρv are the densities of the liquid and vapor phases. Then. the
mixture density and mixture viscosity are:

ρm ¼ ρl þ ρv (6)

and

μm ¼ μl þ μv: (7)

For each phase, the momentum conservation is given by:

∂

∂t
αvρvu

*
v

� �
þ ∇ ∙ αvρv u

*
v ∙ u

*
v

� �
¼ �αv∇pþ ∇ ∙ τ¼v þ ψv (8)

and

∂

∂t
αlρl u

*
l

� �
þ ∇ ∙ αlρl u

*
l ∙ u

*
l

� �
¼ �αl∇pþ ∇ ∙ τ¼l þ ψ l (9)

where ψv and ψ l are the momentum sources and the stress tensor is given by:

τ
¼
i ¼ αiμi ∇u

*
i þ ∇u

*
i
T� �

þ αi λi � 3
2
μi

� �
∇ ∙ u

*
i I
¼

(10)

given that λi and μi are the shear and bulk viscosities of the phase i: Then, the
two equation κ � ε turbulent model for multi-phase flow is:

∂

∂t
αvρvκð Þ þ ∇ ∙ αvρvκu

*
v

� �
¼ ∂

∂x j
αv μþ μt

σε

� �
∂κ

∂x j

� �
� αvρvεþ αvGk þ Sk (11)

for the turbulent kinetic energy κ and

∂

∂t
αvρvεð Þ þ ∇ ∙ αvρvεu

*
v

� �
¼ ∂

∂x j
αv μþ μt

σk

� �
∂ε

∂x j

� �
� αvC1ε

ε

κ
Gk � αvC2ερv

ε2

κ
Gk þ Sε

(12)

for turbulent dissipation ε where μt ¼ Cμρv
κ2

ε and Cμ ¼ 0:99:
The thermal energy in the process is conserved and computed for each phase by:

∂

∂t

X
i

αi u
*
i ρiEi þ Pð Þ

� �
¼ ∇ ∙ K f∇T

� �
(13)

Where the energy is E ¼ hi � P
ρi
þ u

*
i
2

2 and the enthalpy and effective thermal
conductivity are:
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h ¼ αlρlhl þ αvρvhv
αlρl þ αvρv

(14)

hl ¼ Cp,l T � Toð Þ, hl ¼ Cp,v T � Toð Þ, (15)

Keff ¼ αlKl þ αvKv: (16)

2. Experimental procedure

Since the energetic state of a refrigerant far from its critical point can only exist
for stable conditions at a single pressure and temperature pair [31], it is crucial to
properly identify the coupled operating pressures and temperatures to obtain the
saturated temperature of the refrigerant. For this reason, an experimental setup was
designed and constructed so that the inlet and outlet conditions of the water and the
refrigerant under transient conditions can be detected and used as dynamic bound-
ary conditions for the numerical simulation.

The water-cooled condenser was fabricated using copper tubing. The dimen-
sions for the line of water, refrigerant line and copper wall separation are shown in
Table 1. To enhance the heat transfer, thermal insulation (Polyethylene foam) was
placed around the water copper jacket and the rest of the tubbing connecting the
components in the refrigeration system.

Figure 1 shows the configuration adopted to characterize the condensing details
of R404a. The figure shows the standard cycle corresponding to a vapor compression
cycle including the compressor (Copeland ZB15-KCE), the water-cooled condenser,
the evaporator, and the thermostatic expansion valve (Danfoss T2). The temperature
and pressure of the vapor and liquid refrigerant were measured at points (1) and (2)
by attaching thermocouples to the refrigeration line and connecting pressure trans-
ducers to measure the pressure drop of the refrigerant across the helix. The water
inlet and outlet temperatures are monitored (3) and (4) in a non-invasive fashion.

The test methodology consisted of 6 consecutive runs for 4.75 minutes each in
order to stabilize the system and reach thermal equilibrium given that an environ-
mental chamber was not used for this study. A flow meter (5) and pressure regulator
are located at the water inlet to measure the flow rate and sustain the water pressure.

Table 2 shows the magnitude of the variables monitored to control the steady
performance of the system.

Parameter Dimension

DΩ1 0:0254 m½ �
DΩ2�in 0:0127 m½ �
DΩ2�out 0:0147 m½ �
DΩ3 0:0127 m½ �
Pitch 0:031 m½ �
DHLX 0:213 m½ �
Larc 3:05 m½ �
As�Ω1 0:3847 m2½ �
As�Ω2�out 0:2127 m2½ �
As�Ω3 0:1834 m2½ �

Table 1.
Parameters and dimension of the water-cooled condenser.
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components in the refrigeration system.
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of R404a. The figure shows the standard cycle corresponding to a vapor compression
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and pressure of the vapor and liquid refrigerant were measured at points (1) and (2)
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Parameter Dimension

DΩ1 0:0254 m½ �
DΩ2�in 0:0127 m½ �
DΩ2�out 0:0147 m½ �
DΩ3 0:0127 m½ �
Pitch 0:031 m½ �
DHLX 0:213 m½ �
Larc 3:05 m½ �
As�Ω1 0:3847 m2½ �
As�Ω2�out 0:2127 m2½ �
As�Ω3 0:1834 m2½ �

Table 1.
Parameters and dimension of the water-cooled condenser.
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Table 3 shows the sensors and instruments used for the experimental study as
well as the accuracy reported by the manufacturers. The sampling rate was fixed to
100 ms using LabView 18 software and the corresponding hardware with the data
acquisition system to gather the temperatures and pressures values of both water
and refrigerant.

The water and refrigerant temperature at the inlet and outlet of the condenser
are reported in Figure 2 with the corresponding variation to document the test
repeatability. The figure also shows the measured refrigerant pressure and the
computed liquid saturation temperature using Coolproops 6.4.1 [32].

The experimental data demonstrated that the system reached maximum operating
pressure close to 300 ms after starting the compressor, and a steady-state condition

Figure 1.
Schematic representation of the refrigeration system depicting the testing points measuring the inlet and outlet
temperature and pressure of the refrigerant at (1) and (2), as well as the water temperature at the inlet and
outlet at (3) and (4).

Variable Magnitude

Super-heat 25� 2:5 °C½ �
Sub-cool 18� 2:5 °C½ �
T∞ 22� 0:9 °C½ �
_mR404a 0:398 kg

s

h i

Table 2.
Operational parameters of the refrigeration system.
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for the vapor refrigerant pressure was reached around 1200 ms after initialization. In
order to characterize the startup conditions, the first 2000 ms of the average between
the different experiments corresponding to each variable displayed in the Figure 2
were programed in ANSYS Fluent as dynamic boundary conditions.

3. Computational domain and boundary conditions

A time-dependent numerical model in three-dimension was developed to simu-
late the phase-transition and heat transfer of R404a in a water-cooled condenser.
The geometry accounts for two fluid regions as well as one solid domain (copper)
that separates both flows and provides the thermal mechanism for heat transfer.
The computational domain (Ω1 ∪Ω2 ∪Ω3Þ contains three distant regions belonging
to the space ~X ! R3 assigned as follows:

a. Fluid region for water Ω1ð Þ.

b. Solid copper region for physical division of water and refrigerant Ω2ð Þ.

c. Fluid region for refrigerant R404a Ω3ð Þ.

The properties of the materials and working fluids are show in Table 4. The
temperature dependent material properties were programmed in Fluent using

Variable Instrument Accuracy

P Transducer (PX-309) 0:25%Full Scale

T J-Type Thermocouple �2:2°C

_mH2O 2321FG 2:0%Full Scale

Table 3.
Instrumentation.

Figure 2.
Experimental data obtained experimentally and computed saturation temperature of R404a.
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transient data tables and user defined routines. A schematic representation of the
domains describing the computational domain is shown in Figure 3. The figure
shows the inlet and outlet faces assigned for the water and refrigerant flows. The 3D
geometry was modeled in SpaceClaim from the real dimensions and the numerical
solution was obtained using Ansys Fluent 19.2. The contacting surfaces were
discretized with conformal elements and the computational grid was created using
tetrahedral objects with a maximum Skewness of 0.74. The mesh contains
36040897 nodes and 119573669 elements with a mean size of 3.12e-2[m].

The residual target (RMS) for the momentum and energy equations were set to
1e� 3 and 1e� 5 respectively. The time step was fixed to 1e� 6 for a total simula-
tion time of 2 seconds.

Property unit Substance/Material

Water R404a vapor R404a liquid Copper

K W
mK

� �
0:6 [33] 0.015 [34] 0.063 [34] 387:6 [35]

ρ kg
m3

h i
799:71þ 1:6040T� 3:161x10�3T2

[33]
65.24 [34] ρl�R404a Tð Þ [34] 8978 [35]

cp J
kg K

h i
4182 [36] 1221.4 [37] 1542.3 [34] 381

[35]

μ kg
m s

h i
997:2

2:4432x10�2T�6:1536[38] μv�R404a Tð Þ [36] μl�R404a Tð Þ [36]

ξl mN
m

� �
7.52 [37]

M g
mol

� �
18:6 [33] 97.6 [37]

Tcr�R404a K½ � 345:25 [39]

To�R404a K½ � 227:15 [39]

Table 4.
Physical properties of the water, copper, and refrigerant regions.

Figure 3.
Three-dimensional computational domain specifying the fluid and solid regions considered for the numerical
simulation.
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Model validation and verification against experimental data is an important aspect
of any numerical solution. For turbulent multi-phase flows, the model validation for
the phase-transition process is particularly important because the solution of the
volume fraction equation depends on the saturation temperature [40]. However, the
model validation and identification of the saturation temperature can be challenging
if the geometry is complex enough to obstruct the path of light for particle image
velocimetry and particle image thermometry or block the access of probes for electric
tomography techniques [41]. Unfortunately, the phase-transition process in the
water-cooled condenser complies with the restrictions mentioned above because the
refrigerant phase-transition takes place in a region where standard field experimental
techniques offer limited information due to the water and copper jacket around the
refrigerant line. Therefore, in order to develop a model that resembles reality, the
saturation temperature has been programmed as a boundary condition based on the
inlet and outlet temperatures and pressures measured experimentally.

3.1 Boundary conditions

The inlet boundary conditions for water and refrigerant are set to the mean mass
flows. The flow rate of water measured experimentally going into the system ranges
from 0:21 to 0:3 kg

s and the inlet refrigerant mass flow corresponds to the compressor
mass flow provided by the manufacturer at the operating conditions.

The inlet and outlet time dependent temperature, pressures, and saturation
temperature are loaded as user functions in Fluent from the experimental values
shown in Figure 2. A no slip velocity condition was assigned to the boundary walls

u
*
∂Ωi ¼ 0

� �
and a thermal insulation condition was assigned on the wall between the

water and the environment. The outlet quality was set to 100% liquid given that the
actual system was designed and fabricated with the charge and specifications to
hold a constant sub-cool temperature after the condenser.

_min�R404a 0:398 kg
s

h i

PG�in�R404a From experiments (see Figure 2)

PG�out�R404a From experiments (see Figure 2)

Tin�R404a From experiments (see Figure 2)

Tout�R404a From experiments (see Figure 2)

xin�R404a 0

xout�R404a 1

_min�H2O 0:26 kg
s

h i

Pout�H2O 0 Pa½ �
Tin�H2O From experiments (see Figure 2)

Tout�H2O From experiments (see Figure 2)

u
*
∂Ω1 ¼ u

*
∂Ω2�in ¼ u

*
∂Ω2�out ¼ u

*
∂Ω3

0

∂T∂Ω3�∞
∂n

0

�Q∂Ω2�in
¼ Q∂Ω3

12:7 kW½ �
Q∂Ω2�in

¼ �Q∂Ω1
12:7 kW½ �

TSat From experiments (see Figure 2)

17

Numerical Analysis of a Water-Cooled Condenser at Startup Conditions for Refrigeration…
DOI: http://dx.doi.org/10.5772/intechopen.97203



transient data tables and user defined routines. A schematic representation of the
domains describing the computational domain is shown in Figure 3. The figure
shows the inlet and outlet faces assigned for the water and refrigerant flows. The 3D
geometry was modeled in SpaceClaim from the real dimensions and the numerical
solution was obtained using Ansys Fluent 19.2. The contacting surfaces were
discretized with conformal elements and the computational grid was created using
tetrahedral objects with a maximum Skewness of 0.74. The mesh contains
36040897 nodes and 119573669 elements with a mean size of 3.12e-2[m].

The residual target (RMS) for the momentum and energy equations were set to
1e� 3 and 1e� 5 respectively. The time step was fixed to 1e� 6 for a total simula-
tion time of 2 seconds.

Property unit Substance/Material

Water R404a vapor R404a liquid Copper

K W
mK

� �
0:6 [33] 0.015 [34] 0.063 [34] 387:6 [35]

ρ kg
m3

h i
799:71þ 1:6040T� 3:161x10�3T2

[33]
65.24 [34] ρl�R404a Tð Þ [34] 8978 [35]

cp J
kg K

h i
4182 [36] 1221.4 [37] 1542.3 [34] 381

[35]

μ kg
m s

h i
997:2

2:4432x10�2T�6:1536[38] μv�R404a Tð Þ [36] μl�R404a Tð Þ [36]

ξl mN
m

� �
7.52 [37]

M g
mol

� �
18:6 [33] 97.6 [37]

Tcr�R404a K½ � 345:25 [39]

To�R404a K½ � 227:15 [39]

Table 4.
Physical properties of the water, copper, and refrigerant regions.

Figure 3.
Three-dimensional computational domain specifying the fluid and solid regions considered for the numerical
simulation.

16

Heat Transfer - Design, Experimentation and Applications

Model validation and verification against experimental data is an important aspect
of any numerical solution. For turbulent multi-phase flows, the model validation for
the phase-transition process is particularly important because the solution of the
volume fraction equation depends on the saturation temperature [40]. However, the
model validation and identification of the saturation temperature can be challenging
if the geometry is complex enough to obstruct the path of light for particle image
velocimetry and particle image thermometry or block the access of probes for electric
tomography techniques [41]. Unfortunately, the phase-transition process in the
water-cooled condenser complies with the restrictions mentioned above because the
refrigerant phase-transition takes place in a region where standard field experimental
techniques offer limited information due to the water and copper jacket around the
refrigerant line. Therefore, in order to develop a model that resembles reality, the
saturation temperature has been programmed as a boundary condition based on the
inlet and outlet temperatures and pressures measured experimentally.

3.1 Boundary conditions

The inlet boundary conditions for water and refrigerant are set to the mean mass
flows. The flow rate of water measured experimentally going into the system ranges
from 0:21 to 0:3 kg

s and the inlet refrigerant mass flow corresponds to the compressor
mass flow provided by the manufacturer at the operating conditions.

The inlet and outlet time dependent temperature, pressures, and saturation
temperature are loaded as user functions in Fluent from the experimental values
shown in Figure 2. A no slip velocity condition was assigned to the boundary walls

u
*
∂Ωi ¼ 0

� �
and a thermal insulation condition was assigned on the wall between the

water and the environment. The outlet quality was set to 100% liquid given that the
actual system was designed and fabricated with the charge and specifications to
hold a constant sub-cool temperature after the condenser.

_min�R404a 0:398 kg
s

h i

PG�in�R404a From experiments (see Figure 2)

PG�out�R404a From experiments (see Figure 2)

Tin�R404a From experiments (see Figure 2)

Tout�R404a From experiments (see Figure 2)

xin�R404a 0

xout�R404a 1

_min�H2O 0:26 kg
s

h i

Pout�H2O 0 Pa½ �
Tin�H2O From experiments (see Figure 2)

Tout�H2O From experiments (see Figure 2)

u
*
∂Ω1 ¼ u

*
∂Ω2�in ¼ u

*
∂Ω2�out ¼ u

*
∂Ω3

0

∂T∂Ω3�∞
∂n

0

�Q∂Ω2�in
¼ Q∂Ω3

12:7 kW½ �
Q∂Ω2�in

¼ �Q∂Ω1
12:7 kW½ �

TSat From experiments (see Figure 2)

17

Numerical Analysis of a Water-Cooled Condenser at Startup Conditions for Refrigeration…
DOI: http://dx.doi.org/10.5772/intechopen.97203



4. Results and discussion

The condensing behavior and evaporating dynamics of refrigerant R404a have
been simulated using the VOF approach. Due to the temperature difference, and
heat flux, the refrigerant condenses throughout the spiral tubing array, whereas
sporadic evaporation occurs given the inertial and body forces present in the flow.
The simulation was initialized by filling the total volume of the condenser section
with both, the primary fluid (liquid water) and the secondary fluid domain (refrig-
erant) in a vapor state.

Figure 4 shows the domain initialization at t = 0.0 s. After this instant, the water
starts to flow while the refrigerant is still in a full vapor state. The magnitude and
direction of the water velocity is presented by the streak line in the internal flow
section, and the quality of the secondary flow is indicated by the contour interface.

At t = 0.15 s, the refrigerant leaving the condenser has fully condensed near the
outlet section based on the sub-cooled temperature boundary condition. Upstream
the copper tube, the refrigerant begins a phase-transitioning throughout the lower
section of the spiral geometry (shown in Figure 5) induced by the fluid temperature
distribution.

The two-phase flow in the copper tube shows complicated details, with various
phase-transition patterns and irregular oscillation manifesting at the periphery of
the geometry due to the centrifugal [42] and inertial forces. The mean vapor quality
found in the refrigerant region is 60%.

The water around the copper elbow carrying vapor refrigerant near the inlet
develops a high velocity zone due to the reduction of area enhancing the heat flux in

Figure 4.
Numerical solution of the phase transition of R404a in the water-condenser at t = 0.0 s.
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the system [43]. On the other hand, the vapor refrigerant develops a vortex pair at
the beginning of the first spiral. This is probably induced by the tube curvature
close to the inlet elbow. Interestingly, no other vortices develop in subsequent
curved regions which suggests that the vortex develops due to the thermal and
inertial characteristics of the vapor refrigerant entering the tubular array and the
proximity to the 90° elbow located at the inlet.

Figure 6 shows the refrigerant phase transition details at 0.5 s. At this instant, the
refrigerant has completely transitioned to liquid at the last quarter of the spiral
leading to the outlet of the condenser. In the middle section of the condenser, the
saturated vapor condenses and evaporates along the outer wall in repeated patters of
saturated vapor and multi-phase flow swirling due to gravity and rotational speed.

Since the wall temperature across the copper wall was assumed constant, the
phase-transition region extends across a large region of the tubular array. This
boundary condition prevented a flash point transition between phases [44].
Furthermore, the outlet temperature was specified to remain in a sub-cool state
allowing the saturated liquid to develop further into the inner regions of the
condenser.

Figure 5.
Phase-transition and velocity field development at the outlet of the condenser at t = 0.15 s.
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Figure 7 shows the condensing and evaporating characteristics of R404a at
t = 1.25 s. At the tube periphery and after the first revolution, the saturated vapor
begins to condense, transitioning into a two-phase flow with a 90% quality and
further decreasing into a quality of 82% while displaying a parabolic profile along
the outer surface wall. Then, the mixture evaporates back to a saturated vapor state
before it reaches its full condensation state after the third revolution.

Since the heat transfer can be enhanced or penalized by geometrical factors [45],
the widely used Dittus-Boelter (Eq. (17)) was employed to find the Nusselt number
in the internal tubing section for the vapor refrigerant flow. Based on the funda-
mental restrictions of the geometry, parametric modifications to the equation
determining the Nusselt number (Eq. (18)) need to be considered based on constant
wall temperature assumptions [46], curvature ration [47], and fluid regime [48]
such that:

Nuv ¼
f
8

� �
Re vPrv

1:07 þ 12:7 f
8

� �0:5
Prv0:66 � 1
� � 4e3< Re < 5e6, 0:5<Pr< 2e3 (17)

and

Nuv�HLX ¼ Nuv 1þ 0:35
DΩ3�∞

DHLx

� �� �
: (18)

Figure 6.
Numerical solution of the phase transition of R404a in the water-condenser at t = 0.5 s.
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where the friction factor is given by:

f ¼ 1:82 ln Re � 1:62ð Þ�2 (19)

given that the Prandtl and Reynolds numbers are:

Prv ¼
μvcp�v

Kv
(20)

and

Re ¼ ρvu
*
vDΩ3

μv
: (21)

Figure 8 shows the Nusselt number with respect to vapor refrigerant mass flow
as a function different tube diameter. For DΩ3 ¼ 0:0063m, the Nusselt number
calculated ranges between 900 and 1500 at different vapor mass flows. On the other
hand, the Nusselt number at DΩ3 ¼ 0:0191m, ranges between 2250 and 4200,
suggesting that the heat transfer enhancement occurs by increasing the diameter of
the refrigerant line and reducing the number of spirals.

Figure 7.
Numerical solution of the phase transition of R404a in the water-condenser at t = 1.25 s.
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5. Conclusions

A time and temperature dependent three-dimensional multi-phase simulation
with dynamics boundary conditions determined experimentally has been
developed to characterize the thermal, inertial, and phase-transition details of
refrigerant R404a in a water-cooled condenser at startup conditions. Given the
complicated geometrical configuration of the system, where the secondary fluid
(refrigerant) is concentric and flows inside the copper jacket in contact with the
primary fluid (water), it becomes a challenging task to capture experimental infor-
mation about the phase-transition details of the refrigerant using common optical or
fluid field experimental methods such as optical tagging, particle image
velocimetry, or tomography techniques. Therefore, indirect methods have been
applied to obtain temperature and pressure values at the inlet and outlet sections of
the condenser.

The numerical solution showed the condensing and evaporating oscillatory
nature of the phase-transition throughout the spiral tubbing as well as the
progression of saturated liquid at the outlet of the refrigerant line.
Condensation occurs due to the temperature differences between the water and
the refrigerant. Evaporation takes place given the body and inertial forces present
in the system that prevent further bubble nucleation to sustain the condensation
process.

The velocity profiles for both water and refrigerant show vortices developing at
the inlet and outlet zones due to the curvatures and elbows present in the geometry.
Nusselt numbers show that heat transfer can be optimized by slightly increasing the
diameter of the refrigeration line without inducing a disruption in the flow regime
or affecting the manufacturability of the part.

Figure 8.
Predicted Nusselt number as a function vapor refrigerant mass flow as a function of inlet diameter.
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Nomenclature

As Surface area m2½ �
D Diameter m½ �
h Enthalpy kJ

kg

h i

S Source
T temperature K½ �
t Time s½ �
V Volume

u
* Velocity m

s

� �
x Quality

Subscripts

cr Critical
cu Copper
eff Effective
l Liquid
o Reference
Ref Refrigerant
sat Saturation
v Vapor

Greek letters

α Vapor volume fraction
ρ Density
ξ Surface tension N

m

� �
ς Mass transfer intensity 1

s

� �
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5. Conclusions

A time and temperature dependent three-dimensional multi-phase simulation
with dynamics boundary conditions determined experimentally has been
developed to characterize the thermal, inertial, and phase-transition details of
refrigerant R404a in a water-cooled condenser at startup conditions. Given the
complicated geometrical configuration of the system, where the secondary fluid
(refrigerant) is concentric and flows inside the copper jacket in contact with the
primary fluid (water), it becomes a challenging task to capture experimental infor-
mation about the phase-transition details of the refrigerant using common optical or
fluid field experimental methods such as optical tagging, particle image
velocimetry, or tomography techniques. Therefore, indirect methods have been
applied to obtain temperature and pressure values at the inlet and outlet sections of
the condenser.

The numerical solution showed the condensing and evaporating oscillatory
nature of the phase-transition throughout the spiral tubbing as well as the
progression of saturated liquid at the outlet of the refrigerant line.
Condensation occurs due to the temperature differences between the water and
the refrigerant. Evaporation takes place given the body and inertial forces present
in the system that prevent further bubble nucleation to sustain the condensation
process.

The velocity profiles for both water and refrigerant show vortices developing at
the inlet and outlet zones due to the curvatures and elbows present in the geometry.
Nusselt numbers show that heat transfer can be optimized by slightly increasing the
diameter of the refrigeration line without inducing a disruption in the flow regime
or affecting the manufacturability of the part.

Figure 8.
Predicted Nusselt number as a function vapor refrigerant mass flow as a function of inlet diameter.

22

Heat Transfer - Design, Experimentation and Applications

Acknowledgements

The author is grateful to FBD L.P. for the financial support to perform the
experimental analysis.

Conflict of interest

The author declares no conflict of interest.

Nomenclature

As Surface area m2½ �
D Diameter m½ �
h Enthalpy kJ

kg

h i

S Source
T temperature K½ �
t Time s½ �
V Volume

u
* Velocity m

s

� �
x Quality

Subscripts

cr Critical
cu Copper
eff Effective
l Liquid
o Reference
Ref Refrigerant
sat Saturation
v Vapor

Greek letters

α Vapor volume fraction
ρ Density
ξ Surface tension N

m

� �
ς Mass transfer intensity 1

s

� �

τ
¼ Stress tensor Pa½ �
μ Viscosity
Ω 3D domain

23

Numerical Analysis of a Water-Cooled Condenser at Startup Conditions for Refrigeration…
DOI: http://dx.doi.org/10.5772/intechopen.97203



Author details

Carlos Acosta
The University of Texas at San Antonio, San Antonio, Texas

*Address all correspondence to: carlos.acosta2@utsa.edu

©2021 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

24

Heat Transfer - Design, Experimentation and Applications

References

[1] J. Bustamante, A. Rattner and S.
Garimella, “Achieving near-water-cooled
power plant performance with air-cooled
condensers,” Applied Thermal Energy,
vol. 105, pp. 362–371, 2016.

[2] G. Heidinger, S. Nascimento, P.
Gaspar and P. Silva, “Experimental
evaluation of the thermal performance at
different environmental conditions of a
low temperature display case with built-
in compressor and water-cooled
condenser,” Applied Thermal
Engineering, vol. 144, pp. 825–835, 2018.

[3] T. Veldkamp, Y. Wada, J. Aerts, P.
Doll, S. Gosling, L. Ja, Y. Masaki, T. Oki,
S. Ostberg, Y. Pokhrel, Y. Satoh, H. Kim
and P. Ward, “Water scarcity hotspots
travel downstream due to human
interventions in the 20th and 21st
century,” Nat Commun, vol. 8, pp. 1–12,
2017.

[4] C. Aprea, R. Mastrullo and C. Renno,
“Experimental analysis of the scroll
compressor performances varying its
speed,” Applied Thermal Engineering,
vol. 26, no. 10, pp. 983–992, 2006.

[5] P. Donnellan, K. Cronin and E. Byrne,
“Recycling waste heat energy using
vapour absorption heat transformers: A
review,” Renew. Sustain. Energy Rev,
vol. 42, pp. 1290–1304, 2015.

[6] A. Babiloni, J. Esbrí, C. Cervera, F.
Molés and B. Peris, “Analysis based on
EU Regulation No 517/2014 of new HFC/
HFO mixtures as alternatives of high
GWP refrigerants in refrigeration and
HVAC systems,” International Journal of
Refrigeration, vol. 52, pp. 21–31, 2015.

[7] "System Drop-in Testing of R-410A
Replacements in Split System Heat
Pump,” Air-Conditioning, Heating, and
Refrigeration Institute (AHRI) Low-GWP
Alternative Refrigerants Evaluation
Program (Low-GWP AREP), vol. Test
report #22., 2013.

[8] C. Acosta, D. Yanes, A. Bhalla, R. Guo,
E. Finol and J. Frank, “Numerical and
experimental study of the glass-transition
temperature of a non-Newtonian fluid in a
dynamic scraped surface heat exchanger,”
International Journal of Heat andMass
Transfer, vol. 152, pp. 1–8, 2020.

[9] C. Acosta, A. Bhalla and R. Guo,
“Empirical and numerical determination
of the freezing point depression of an
unsteady flow in a scraped surface
crystallizer,” Applied Thermal
Engineering, vol. 179, pp. 1–8, 2020.

[10] Y. Shang, . Y. Zhang, . Y. Hou, B. Bai
and X. Zhong, “Effects of surface
subcooling on the spreading dynamics
of an impact water droplet,” Physics of
Fluids, vol. 32, pp. 1–10, 2020.

[11] S. Richter, S. Fleischer, M. Aritomi
and R. Hamp, “Transient two-phase
flow in arbitrary inclined tubes caused
by depressurization of liquid with
dissolved gasses,” International Journal
of Heat and Mass Transfer, vol. 44, no.
1, pp. 1–15, 2001.

[12] R. Akasaka, “Thermodynamic
propertymodels for the difluoromethane
(R-32) + trans-1,3,3,3-tetrafluoropropene
(R-1234ze(E)) and difluoromethane +
2,3,3,3-tetrafluoropropene (R-1234yf)
mixtures,” Fluid Phase Equilibria, vol.
358, pp. 98–104, 2013.

[13] D. Frenkel and B. Smit,
Understanding molecular simulation:
from algorithms to applications, San
Diego: Academic Press, 2001.

[14] T. He, C. Mei and J. Longtin,
“Thermosyphon-assisted cooling system
for refrigeration applications,”
International Journal of Refrigeration,
vol. 74, pp. 165–176, 2017.

[15] J. Kim, C. Han and S. Jeong,
“Disturbance observer-based robust
control against model uncertainty and

25

Numerical Analysis of a Water-Cooled Condenser at Startup Conditions for Refrigeration…
DOI: http://dx.doi.org/10.5772/intechopen.97203



Author details

Carlos Acosta
The University of Texas at San Antonio, San Antonio, Texas

*Address all correspondence to: carlos.acosta2@utsa.edu

©2021 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

24

Heat Transfer - Design, Experimentation and Applications

References

[1] J. Bustamante, A. Rattner and S.
Garimella, “Achieving near-water-cooled
power plant performance with air-cooled
condensers,” Applied Thermal Energy,
vol. 105, pp. 362–371, 2016.

[2] G. Heidinger, S. Nascimento, P.
Gaspar and P. Silva, “Experimental
evaluation of the thermal performance at
different environmental conditions of a
low temperature display case with built-
in compressor and water-cooled
condenser,” Applied Thermal
Engineering, vol. 144, pp. 825–835, 2018.

[3] T. Veldkamp, Y. Wada, J. Aerts, P.
Doll, S. Gosling, L. Ja, Y. Masaki, T. Oki,
S. Ostberg, Y. Pokhrel, Y. Satoh, H. Kim
and P. Ward, “Water scarcity hotspots
travel downstream due to human
interventions in the 20th and 21st
century,” Nat Commun, vol. 8, pp. 1–12,
2017.

[4] C. Aprea, R. Mastrullo and C. Renno,
“Experimental analysis of the scroll
compressor performances varying its
speed,” Applied Thermal Engineering,
vol. 26, no. 10, pp. 983–992, 2006.

[5] P. Donnellan, K. Cronin and E. Byrne,
“Recycling waste heat energy using
vapour absorption heat transformers: A
review,” Renew. Sustain. Energy Rev,
vol. 42, pp. 1290–1304, 2015.

[6] A. Babiloni, J. Esbrí, C. Cervera, F.
Molés and B. Peris, “Analysis based on
EU Regulation No 517/2014 of new HFC/
HFO mixtures as alternatives of high
GWP refrigerants in refrigeration and
HVAC systems,” International Journal of
Refrigeration, vol. 52, pp. 21–31, 2015.

[7] "System Drop-in Testing of R-410A
Replacements in Split System Heat
Pump,” Air-Conditioning, Heating, and
Refrigeration Institute (AHRI) Low-GWP
Alternative Refrigerants Evaluation
Program (Low-GWP AREP), vol. Test
report #22., 2013.

[8] C. Acosta, D. Yanes, A. Bhalla, R. Guo,
E. Finol and J. Frank, “Numerical and
experimental study of the glass-transition
temperature of a non-Newtonian fluid in a
dynamic scraped surface heat exchanger,”
International Journal of Heat andMass
Transfer, vol. 152, pp. 1–8, 2020.

[9] C. Acosta, A. Bhalla and R. Guo,
“Empirical and numerical determination
of the freezing point depression of an
unsteady flow in a scraped surface
crystallizer,” Applied Thermal
Engineering, vol. 179, pp. 1–8, 2020.

[10] Y. Shang, . Y. Zhang, . Y. Hou, B. Bai
and X. Zhong, “Effects of surface
subcooling on the spreading dynamics
of an impact water droplet,” Physics of
Fluids, vol. 32, pp. 1–10, 2020.

[11] S. Richter, S. Fleischer, M. Aritomi
and R. Hamp, “Transient two-phase
flow in arbitrary inclined tubes caused
by depressurization of liquid with
dissolved gasses,” International Journal
of Heat and Mass Transfer, vol. 44, no.
1, pp. 1–15, 2001.

[12] R. Akasaka, “Thermodynamic
propertymodels for the difluoromethane
(R-32) + trans-1,3,3,3-tetrafluoropropene
(R-1234ze(E)) and difluoromethane +
2,3,3,3-tetrafluoropropene (R-1234yf)
mixtures,” Fluid Phase Equilibria, vol.
358, pp. 98–104, 2013.

[13] D. Frenkel and B. Smit,
Understanding molecular simulation:
from algorithms to applications, San
Diego: Academic Press, 2001.

[14] T. He, C. Mei and J. Longtin,
“Thermosyphon-assisted cooling system
for refrigeration applications,”
International Journal of Refrigeration,
vol. 74, pp. 165–176, 2017.

[15] J. Kim, C. Han and S. Jeong,
“Disturbance observer-based robust
control against model uncertainty and

25

Numerical Analysis of a Water-Cooled Condenser at Startup Conditions for Refrigeration…
DOI: http://dx.doi.org/10.5772/intechopen.97203



disturbance for a variable speed
refrigeration system,” International
Journal of Refrigeration, vol. 116,
pp. 49–58, 2020.

[16] C. Truesdell, The Tragicomedy of
Classical Thermodynamics, Vienna:
1971, Springer.

[17] Z. Wu and R. Du, “Design and
experimental study of a miniature vapor
compression refrigeration system for
electronics cooling,” Applied Thermal
Engineering, vol. 31, no. 2, pp. 385–390,
2011.

[18] S. Mimouni, A. Foissac and J.
Lavieville, “CFD modelling of wall
steam condensation by a two-phase flow
approach,” Nuclear Engineering and
Design, vol. 241, no. 11, pp. 4445–4455,
2011.

[19] D. Sun, J. Xu andQ. Chen,, “Modeling
of the evaporation and condensation
phasechange problemswith FLUENT,”
Heat Transf., Part B: Fundamentals, vol.
66, no. 4, pp. 326–342, 2014.

[20] S. Mimouni, “CFDmodeling of wall
steam condensation: two-phase flow
approach versus homogeneous flow
approach,” Sci. Technol. Nucl. Install, 2011.

[21] H.Mohammed, D. Giddings andG.
Walker, “CFDmultiphasemodelling of
the acetone condensation and evaporation
process in a horizontal circular tube,”
International Journal of Heat andMass
Transfer, vol. 134, pp. 1159–1170, 2019.

[22] N. Padoin and C. Soares,, “CFD
modeling of steam condensation in
industrial pipes,,” Blucher Chem. Eng.
Proc, vol. 1, no. 2, p. 12904–12911, 2015.

[23] M. Konopacki, M. Kordas, K.
Fijalkowski and R. Rakocz,
“Computational fluid dynamics and
experimental studies of a new mixing
element in a static mixer as a heat
exchanger,” Chem. Process Eng, vol. 36,
no. 1, pp. 59–72, 2015.

[24] G. Anjos, G. Oliveira and M.
Norberto, “Arbitrary Lagrangian–
Eulerian Method for Two-Phase Flows:
Applications,” in Encyclopedia of Two-
Phase Heat Transfer and Flow III, World
Scientific, 2018, pp. 141–183.

[25] J. Parekh and R. Rzehak, “Euler–
Euler multiphase CFD-simulation with
full Reynolds stress model and
anisotropic bubble-induced turbulence,”
International Journal of Multiphase
Flow, vol. 99, pp. 231–245, 2018.

[26] M. Göz, S. Lain and M. Sommerfeld,
“Study of the numerical instabilities in
Lagrangian tracking of bubbles and
particles in two-phase flow,” Comput.
Chem. Eng, vol. 28, p. 2727–2733, 2004.

[27] E. E.Michaelides, “Review—The
Transient Equation ofMotion for
Particles, Bubbles, andDroplets,” J. Fluids
Eng., vol. 119, no. 2, pp. 1–16, 1997.

[28] H. Hu, “Direct simulation of flows
of solid-liquid mixtures,” International
Journal of Multiphase Flow, vol. 22, no.
2, pp. 335–352, 1996.

[29] A. Arora and S. Kaushik,
“Theoretical analysis of a vapour
compression refrigeration system with
R502, R404A and R507A,” International
Journal of Refrigeration, vol. 31, no. 6,
pp. 998–1005, 2008.

[30] M. Zareh, H. Shokouhmand, M.
Salimpour and M. Taeibi, “Numerical
simulation and experimental analysis of
refrigerants flow through adiabatic
helical capillary tube,” International
Journal of Refrigeration, vol. 38,
pp. 299–309, 2014.

[31] S. Lee,M. Kim and S. Ro, “Thermal
Conductivity of 1,1,1-Trifluoroethane
(R143a) and R404A in the Liquid Phase,”
Journal ofChemical andEngineeringData,
vol. 46, no. 5, pp. 1013–1015, 2011.

[32] "Pure and Pseudo-pure Fluid
Thermophysical Property Evaluation

26

Heat Transfer - Design, Experimentation and Applications

and the Open-Source Thermophysical
Property Library CoolProp,” Industrial
and Engineering Chemistry Research, vol.
53, no. 6, pp. 2498–2508, 2014.

[33] D. Green and R. Perry, Perry’s
Chemical Engineers’ Handbook,
London: McGraw-Hill, 2007.

[34] B. Fadhl, L. Wrobel and H. Jouhara,
“CFD modelling of a two-phase closed
thermosyphon charged with R134a and
R404a,” Applied Thermal Engineering,
vol. 78, no. 5, pp. 482–490, 2015.

[35] W. Callister and D. Rethwisch,
Materials sicnce and engineering an
introduction, Wiley, 2010.

[36] V. Geller, D. Bivens and A.
Yokozeki, “Viscosity of Mixed
Refrigerants, R404A, R407C, R410A,
and R507C,” in Int. Ref. and Air cond.,
West lafayette, 2000.

[37] E. Lemmon, M. Huber and M.
McLinden, NIST standard reference
database 23: reference fluid
thermodynamic and transport
properties-REFPROP, version 8.0,
Gaithersburg: Standard Reference Data,
2007.

[38] A. Gadelha, S. Neto, R. Swarnakar
and A. Lima, “Thermo-Hydrodynamics
of Core-Annular Flow of Water, Heavy
Oil and Air Using CFX,” Advances in
Chemical Engineering and Science, vol.
3, no. 4A, pp. 37–45, 2013.

[39] R. Heide, “The surface tension of
HFC refrigerants and mixtures,” nt J.
Refrig, vol. 20, pp. 496–503, 1997.

[40]W. Lee, A pressure iteration scheme
for two-phase flow modeling.
Multiphase Transport Fundamentals,
Reactor Safety, Applications,
Washington, DC: Hemisphere
Publishing, 1980.

[41] C. Acosta, A. Bhalla and R. Guo,
“Phase-transition temperature

determination using optical
spectroscopy in a rotating flow inside a
scrape surface crystallizer,” in Photonic
Fiber and Crystal Devices: Advances in
Materials and Innovations in Device
Applications XIV, San Diego, 2020.

[42] H. Wu, X. Peng, P. Ye and Y. Gong,
“Simulation of refrigerant flow boiling
in serpentine tubes,” Transfer,
International Journal of Heat and Mass,
vol. 50, no. 5, pp. 1186–1195, 2007.

[43] H. Ito, “Flow in Curved Pipes,”
JSME international journal, vol. 30,
pp. 543–551, 1987.

[44] A. Seixlack and M. Barbazelli,
“Numerical analysis of refrigerant flow
along non-adiabatic capillary tubes
using a two-fluid model,” Applied
Thermal Engineering, vol. 29, no. 2,
pp. 523–531, 2009.

[45] J. Abraham, E. Sparrow and W.
Minkowycz, “Internal-flow Nusselt
numbers for the low-Reynolds-number
end of the laminar-to-turbulent
transition regime,” International Journal
of Heat and Mass Transfer, vol. 54, no.
1, pp. 584–588, 2011.

[46] R. Seban and E. McLaughlin, “Heat
transfer in tube coils with laminar and
turbulent flow,” International Journal of
Heat and Mass Transfer, vol. 6, no. 5,
pp. 387–395, 1963.

[47] H. Zhao, X. Li, Y. Wu and X. Wu,
“Friction factor and Nusselt number
correlations for forced convection in
helical tubes,” International Journal of
Heat and Mass Transfer, vol. 155,
p. 119759, 2020.

[48] L. Janssen and C. Hoogendoorn,
“Laminar convective heat transfer in
helical coiled tubes,” International
Journal of Heat and Mass Transfer, vol.
21, no. 9, pp. 1197–1206, 1978.

27

Numerical Analysis of a Water-Cooled Condenser at Startup Conditions for Refrigeration…
DOI: http://dx.doi.org/10.5772/intechopen.97203



disturbance for a variable speed
refrigeration system,” International
Journal of Refrigeration, vol. 116,
pp. 49–58, 2020.

[16] C. Truesdell, The Tragicomedy of
Classical Thermodynamics, Vienna:
1971, Springer.

[17] Z. Wu and R. Du, “Design and
experimental study of a miniature vapor
compression refrigeration system for
electronics cooling,” Applied Thermal
Engineering, vol. 31, no. 2, pp. 385–390,
2011.

[18] S. Mimouni, A. Foissac and J.
Lavieville, “CFD modelling of wall
steam condensation by a two-phase flow
approach,” Nuclear Engineering and
Design, vol. 241, no. 11, pp. 4445–4455,
2011.

[19] D. Sun, J. Xu andQ. Chen,, “Modeling
of the evaporation and condensation
phasechange problemswith FLUENT,”
Heat Transf., Part B: Fundamentals, vol.
66, no. 4, pp. 326–342, 2014.

[20] S. Mimouni, “CFDmodeling of wall
steam condensation: two-phase flow
approach versus homogeneous flow
approach,” Sci. Technol. Nucl. Install, 2011.

[21] H.Mohammed, D. Giddings andG.
Walker, “CFDmultiphasemodelling of
the acetone condensation and evaporation
process in a horizontal circular tube,”
International Journal of Heat andMass
Transfer, vol. 134, pp. 1159–1170, 2019.

[22] N. Padoin and C. Soares,, “CFD
modeling of steam condensation in
industrial pipes,,” Blucher Chem. Eng.
Proc, vol. 1, no. 2, p. 12904–12911, 2015.

[23] M. Konopacki, M. Kordas, K.
Fijalkowski and R. Rakocz,
“Computational fluid dynamics and
experimental studies of a new mixing
element in a static mixer as a heat
exchanger,” Chem. Process Eng, vol. 36,
no. 1, pp. 59–72, 2015.

[24] G. Anjos, G. Oliveira and M.
Norberto, “Arbitrary Lagrangian–
Eulerian Method for Two-Phase Flows:
Applications,” in Encyclopedia of Two-
Phase Heat Transfer and Flow III, World
Scientific, 2018, pp. 141–183.

[25] J. Parekh and R. Rzehak, “Euler–
Euler multiphase CFD-simulation with
full Reynolds stress model and
anisotropic bubble-induced turbulence,”
International Journal of Multiphase
Flow, vol. 99, pp. 231–245, 2018.

[26] M. Göz, S. Lain and M. Sommerfeld,
“Study of the numerical instabilities in
Lagrangian tracking of bubbles and
particles in two-phase flow,” Comput.
Chem. Eng, vol. 28, p. 2727–2733, 2004.

[27] E. E.Michaelides, “Review—The
Transient Equation ofMotion for
Particles, Bubbles, andDroplets,” J. Fluids
Eng., vol. 119, no. 2, pp. 1–16, 1997.

[28] H. Hu, “Direct simulation of flows
of solid-liquid mixtures,” International
Journal of Multiphase Flow, vol. 22, no.
2, pp. 335–352, 1996.

[29] A. Arora and S. Kaushik,
“Theoretical analysis of a vapour
compression refrigeration system with
R502, R404A and R507A,” International
Journal of Refrigeration, vol. 31, no. 6,
pp. 998–1005, 2008.

[30] M. Zareh, H. Shokouhmand, M.
Salimpour and M. Taeibi, “Numerical
simulation and experimental analysis of
refrigerants flow through adiabatic
helical capillary tube,” International
Journal of Refrigeration, vol. 38,
pp. 299–309, 2014.

[31] S. Lee,M. Kim and S. Ro, “Thermal
Conductivity of 1,1,1-Trifluoroethane
(R143a) and R404A in the Liquid Phase,”
Journal ofChemical andEngineeringData,
vol. 46, no. 5, pp. 1013–1015, 2011.

[32] "Pure and Pseudo-pure Fluid
Thermophysical Property Evaluation

26

Heat Transfer - Design, Experimentation and Applications

and the Open-Source Thermophysical
Property Library CoolProp,” Industrial
and Engineering Chemistry Research, vol.
53, no. 6, pp. 2498–2508, 2014.

[33] D. Green and R. Perry, Perry’s
Chemical Engineers’ Handbook,
London: McGraw-Hill, 2007.

[34] B. Fadhl, L. Wrobel and H. Jouhara,
“CFD modelling of a two-phase closed
thermosyphon charged with R134a and
R404a,” Applied Thermal Engineering,
vol. 78, no. 5, pp. 482–490, 2015.

[35] W. Callister and D. Rethwisch,
Materials sicnce and engineering an
introduction, Wiley, 2010.

[36] V. Geller, D. Bivens and A.
Yokozeki, “Viscosity of Mixed
Refrigerants, R404A, R407C, R410A,
and R507C,” in Int. Ref. and Air cond.,
West lafayette, 2000.

[37] E. Lemmon, M. Huber and M.
McLinden, NIST standard reference
database 23: reference fluid
thermodynamic and transport
properties-REFPROP, version 8.0,
Gaithersburg: Standard Reference Data,
2007.

[38] A. Gadelha, S. Neto, R. Swarnakar
and A. Lima, “Thermo-Hydrodynamics
of Core-Annular Flow of Water, Heavy
Oil and Air Using CFX,” Advances in
Chemical Engineering and Science, vol.
3, no. 4A, pp. 37–45, 2013.

[39] R. Heide, “The surface tension of
HFC refrigerants and mixtures,” nt J.
Refrig, vol. 20, pp. 496–503, 1997.

[40]W. Lee, A pressure iteration scheme
for two-phase flow modeling.
Multiphase Transport Fundamentals,
Reactor Safety, Applications,
Washington, DC: Hemisphere
Publishing, 1980.

[41] C. Acosta, A. Bhalla and R. Guo,
“Phase-transition temperature

determination using optical
spectroscopy in a rotating flow inside a
scrape surface crystallizer,” in Photonic
Fiber and Crystal Devices: Advances in
Materials and Innovations in Device
Applications XIV, San Diego, 2020.

[42] H. Wu, X. Peng, P. Ye and Y. Gong,
“Simulation of refrigerant flow boiling
in serpentine tubes,” Transfer,
International Journal of Heat and Mass,
vol. 50, no. 5, pp. 1186–1195, 2007.

[43] H. Ito, “Flow in Curved Pipes,”
JSME international journal, vol. 30,
pp. 543–551, 1987.

[44] A. Seixlack and M. Barbazelli,
“Numerical analysis of refrigerant flow
along non-adiabatic capillary tubes
using a two-fluid model,” Applied
Thermal Engineering, vol. 29, no. 2,
pp. 523–531, 2009.

[45] J. Abraham, E. Sparrow and W.
Minkowycz, “Internal-flow Nusselt
numbers for the low-Reynolds-number
end of the laminar-to-turbulent
transition regime,” International Journal
of Heat and Mass Transfer, vol. 54, no.
1, pp. 584–588, 2011.

[46] R. Seban and E. McLaughlin, “Heat
transfer in tube coils with laminar and
turbulent flow,” International Journal of
Heat and Mass Transfer, vol. 6, no. 5,
pp. 387–395, 1963.

[47] H. Zhao, X. Li, Y. Wu and X. Wu,
“Friction factor and Nusselt number
correlations for forced convection in
helical tubes,” International Journal of
Heat and Mass Transfer, vol. 155,
p. 119759, 2020.

[48] L. Janssen and C. Hoogendoorn,
“Laminar convective heat transfer in
helical coiled tubes,” International
Journal of Heat and Mass Transfer, vol.
21, no. 9, pp. 1197–1206, 1978.

27

Numerical Analysis of a Water-Cooled Condenser at Startup Conditions for Refrigeration…
DOI: http://dx.doi.org/10.5772/intechopen.97203



Chapter 3

The CFD Based Method for
Determining Heat Transfer
Correlations on Individual Rows
of Plate-Fin and Tube Heat
Exchangers
Dawid Taler, Jan Taler and Marcin Trojan

Abstract

The chapter provides an analytical mathematical model of a car radiator, which
includes different heat transfer coefficients (HTCs) on the first and second row of
pipes. The air-side HTCs in the first and second row of pipes in the first and second
pass were calculated using the correlations for the Nusselt number, which were
determined by CFD simulation using the ANSYS software. Mathematical models of
two radiators were built, one of which was manufactured of round tubes and the
other of oval tubes. The model permits the determination of thermal output of the
first and second row of tubes in the first and second pass. The small relative
differences between the thermal capacities of the heat exchanger occur for different
and uniform HTCs. However, the heat flow rate in the first row is much greater
than the heat flow in the second row if the air-side HTCs are different on the first
and second tube row compared to a case where the HTC is uniform in the whole
heat exchanger. The heat transfer rates in both radiators calculated using the devel-
oped mathematical model were compared with those determined experimentally.
The method for modeling of plate-fin and tube heat exchanger (PFTHE) proposed
in the paper does not require empirical correlations to calculate HTCs both on the
air side and on the inner surfaces of pipes. The presented method of calculating
PFTHEs, considering different air-side HTCs evaluated using CFD modeling, may
considerably reduce the cost of experimental research concerning new design heat
exchangers implemented in manufacturing.

Keywords: Air-cooled heat exchangers, Air-side Nusselt number, Different heat
transfer correlation on individual pipe row, CFD modeling, Empirical heat transfer
correlation

1. Introduction

Cross-flow finned heat exchangers are used in many industrial fields. In the case
of heat exchangers operating at high parameters, individual round fins are welded
to the outer surfaces of the tubes. On the other hand, heat exchangers in which the
temperature of the working medium is just above the ambient temperature consist

29



Chapter 3

The CFD Based Method for
Determining Heat Transfer
Correlations on Individual Rows
of Plate-Fin and Tube Heat
Exchangers
Dawid Taler, Jan Taler and Marcin Trojan

Abstract

The chapter provides an analytical mathematical model of a car radiator, which
includes different heat transfer coefficients (HTCs) on the first and second row of
pipes. The air-side HTCs in the first and second row of pipes in the first and second
pass were calculated using the correlations for the Nusselt number, which were
determined by CFD simulation using the ANSYS software. Mathematical models of
two radiators were built, one of which was manufactured of round tubes and the
other of oval tubes. The model permits the determination of thermal output of the
first and second row of tubes in the first and second pass. The small relative
differences between the thermal capacities of the heat exchanger occur for different
and uniform HTCs. However, the heat flow rate in the first row is much greater
than the heat flow in the second row if the air-side HTCs are different on the first
and second tube row compared to a case where the HTC is uniform in the whole
heat exchanger. The heat transfer rates in both radiators calculated using the devel-
oped mathematical model were compared with those determined experimentally.
The method for modeling of plate-fin and tube heat exchanger (PFTHE) proposed
in the paper does not require empirical correlations to calculate HTCs both on the
air side and on the inner surfaces of pipes. The presented method of calculating
PFTHEs, considering different air-side HTCs evaluated using CFD modeling, may
considerably reduce the cost of experimental research concerning new design heat
exchangers implemented in manufacturing.

Keywords: Air-cooled heat exchangers, Air-side Nusselt number, Different heat
transfer correlation on individual pipe row, CFD modeling, Empirical heat transfer
correlation

1. Introduction

Cross-flow finned heat exchangers are used in many industrial fields. In the case
of heat exchangers operating at high parameters, individual round fins are welded
to the outer surfaces of the tubes. On the other hand, heat exchangers in which the
temperature of the working medium is just above the ambient temperature consist

29



of aluminum tubes fitted with aluminum fins. These are compact heat exchangers
known as plate-fin and tube heat exchangers (PFTHEs).

In finned heat exchangers with both inline and staggered tube arrangements
with continuous fins, the heat transfer coefficient reaches its highest values on the
first tube row (laminar flow). In subsequent rows, the HTC decreases. This is due to
the large HTC values in the inlet part of channels between the fins compared to the
mean coefficient on the entire fin surface.

Different methods are used to calculate heat exchangers. In the ε-NTU (Effec-
tiveness - Number of Transfer Units) method, one effectiveness value is determined
for the entire heat exchanger [1]. In the P-NTU (Effectiveness - Number of Trans-
fer Units) method, P efficiency is determined for each medium [2]. Both the above
methods and the LMTD (Log Mean Temperature Difference) method assume a
constant HTC value on the gas side.

Kuppan collected in his book [3] relations and diagrams to determine the effi-
ciencies of typical heat exchangers. The temperature of the working media in large
heat exchangers built from several rows of tubes can be determined by numerical
models [4] based on the finite difference method or the finite volume method.

The determination of the average air-side HTC of PFTHEs built with one, two,
three, and four rows of tubes have received much attention in the literature. For
finned tube heat exchangers with more than four tube rows, the air-side average
HTC for the entire heat exchanger is determined as for a heat exchanger built with
four tube rows. Kim et al. in [5] proposed formulas to calculate wavy PFTHEs. The
formulas are valid for both in-line and staggered tube arrangements and allow the
determination of the air-side Nusselt number and the friction coefficient. On the
other hand, the paper [6] describes correlations based on experimental measure-
ments and applicable only to PFTHEs with a linear tube system. The paper [7]
describes a study showing that increasing the number of tube rows in a continuous
plain fin and tube heat exchanger under dehumidifying leads to a decrease in heat
transfer. Similar studies were presented by Halici et al. in the paper [8].

The authors studied PFTHEs with a staggered tube arrangement, made of cop-
per tubes and aluminum fins. The results of the study allowed the determination of
friction and Colburn coefficients and HTC for air. The determined friction factor
and heat transfer coefficient for wet surfaces were greater than for dry surfaces and
decreased with the increasing number of pipe rows. Correlations for the Colburn
factor presented in [5–8] were determined for whole finned heat exchangers. No
correlations for Colburn factor were determined for individual tube rows in
PFTHEs. Also in the works [9–10], the correlations determined were for the entire
car radiator and not for individual rows.

Rich [11] performed a study of PFTHEs with a staggered tube arrangement with
a higher number of tube rows (5 and 6 tube rows). The results also showed that the
HTC on the air side decreases with the increasing number of rows. The tests were
conducted for air velocity of less than 3.5 m/s and Reynolds number of 12000.

Marković et al. [12] based on experimental data proposed a formula to deter-
mine the air pressure drop in a finned heat exchanger with a staggered tube
arrangement. In the paper [12], the Darcy-Weisbach friction factor on the air-side
depends on the Reynolds number and the ratio of the total external surface area of
the finned tube to the surface area of the unfinned tube.

The works [1, 3, 13, 14] contain information describing the effect of pipe
dimensions, shape and wall thickness, fin size, the longitudinal and transverse pitch
of tube spacing on heat transfer in PFTHE.

In addition, in [14], it is discussed how the heat output of the heat exchanger
changes depending on different methods of heat transfer intensification on the
inner surfaces of the tubes.
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CFD simulations were used in [15–17] to determine the uniform heat transfer
coefficient for the entire PFTHE.

Sun et al. presented the results of CFD simulations and experimental studies of the
optimized PFTHE in their paper [15]. The optimization of the finned heat exchanger
consisted of directing the airflow to the back of the tubes using appropriately pre-
pared channels. This procedure was intended to stop the formation of dead zones,
thus improving heat transfer and reducing the pressure drop on the air-side.

Numerical and experimental studies of different types of fins are presented in
the paper [16]. Wavy and plain fins with radially spaced winglets around the tubes
in the plate fin tube heat exchanger were discussed. Numerical calculations were
carried out in the form of CFD simulations in which laminar flow was assumed for
air velocities ranging from 1.5 m/s to 3.5 m/s. For air velocities above 3.5 m/s, the
turbulent flow was assumed. On the other hand, experimental studies allowed the
determination of correlations for the air-side Nusselt number.

Nagaosa in paper [17] used direct numerical simulation (DNS) to determine the
air-side heat transfer correlation, which was then verified experimentally. Good
agreement of the obtained results was achieved. Unfortunately, computer-based
DNS calculations require a long time to perform.

When turbulent flow occurs on the air-side (high Reynolds numbers), the
Nusselt number in the first pipe row of the PFTHE takes on lower values than the
Nusselt numbers in the subsequent pipe rows. This phenomenon occurs both in
heat exchangers made of smooth tubes [1–3] or single finned tubes [18] and in heat
exchangers with continuous fins [11]. Kearney and Jacobi [18] determined by
experimental study the Nusselt number for each row of tubes in cross-flow finned
tube heat exchangers with two-rows of tubes. The results showed that for a heat
exchanger with an in-line arrangement of tubes, the Nusselt number in the first row
was 34% lower than the Nusselt number in the second row for a Reynolds number
of about 5000 and 45% lower for a Reynolds number of about 28000. In a heat
exchanger with a staggered arrangement of tubes, a 45% lower Nusselt number over
the entire range of Reynolds numbers was obtained for the first row of tubes
compared to the second row.

In the available literature, few works are describing mathematical models of heat
exchangers considering different heat transfer coefficients on different rows of heat
exchanger tubes. The works [19–20] used mathematical models of PFTHEs with
different heat transfer coefficients on the first and second row of tubes to simulate
steady-state operation. In work [21], calculations of PFTHEs operating under
transient conditions were performed.

The paper [22] describes an analytical method for determining the required air
mass flow rate of a heat exchanger used in the propane pre-cooling cycle of an LNG
plant. The method can be used to control the air mass flow rate through the fin
tubes of an air-cooled heat exchanger to control the outlet temperature of the
working media.

The paper [23] deals with the numerical modeling of a heat exchanger with
finned tubes with large fin pitch. Computer simulations were carried out to propose
the optimal perforation size and design for maximum heat transfer coefficient. Fin-
and-tube compact heat exchangers (FTCHEs) were investigated in [24]. The results
of a three-dimensional CFD simulation for an FTCHE heat exchanger constructed
from oval tubes with smooth and corrugated fins are shown. Thermal–hydraulic
studies were carried out for Reynolds number in the range of 200–900. The com-
putational results show that the average Nusselt number for FTCHE with corru-
gated fins can be increased up to 20% compared to the case with plain fins. The
average performance value for the single- and three-wave finned oval tube compact
heat exchangers increased by 5% and 15%, respectively, relative to the plain tube
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case. CFDmodeling has also been used by the authors of a paper [25] to evaluate the
thermo-hydraulic conditions of heat exchangers with finned tubes of circular, oval
and flat cross-sections, with in-line or staggered tube arrangements. The study was
carried out for small Reynolds numbers (400–900). For the selected performance
criteria, it has been shown that the oval tube with the highest axial ratio is the
optimum configuration that provides a heat transfer coefficient increase of 14% at
Reynolds number Re = 400 and 5% at Reynolds number Re = 900. In turn, the effect
of different combinations of circular and elliptical tubes on the air-side flow and
heat transfer characteristics of the heat exchanger was investigated in [26]. Inlet air
velocities were in the range of 0.5–2.5 m/s. The CFD modeling results obtained
show that at low inlet velocities, the system with the elliptical tube in front of the
circular tube is better than the system with the circular tube alone. At higher air
inlet velocities, the system composed of elliptical and circular tubes performs better
than the heat exchanger with elliptical tubes alone. Also, the heat exchanger per-
formance was found to be better when elliptical tubes were grouped in the upper
region and round tubes in the lower region compared to the alternative arrange-
ment of elliptical and round tubes.

An analytical mathematical model of a two-pass car radiator taking into account
the different air-side HTCs on the first and second row of pipes was presented in
this chapter. The results of modeling car radiators made of round and oval pipes
were compared with the results of experimental research.

2. Mathematical model of the two-pass PFTHE with different heat
transfer coefficients on each tube row

An analytical mathematical model of a two-pass radiator with two rows of pipes
was developed. The first and second-row HTCs were calculated using heat transfer
correlations, which were determined based on CFD (Computational Fluid
Dynamics) simulations. The radiator flow diagram is shown in Figure 1.

The mass flow rate _mw to the car radiator is divided into two equal parts _mw=2
flowing through the first and second row of pipes in the first pass. The starting point
for building a mathematical model of a car radiator is a single-pass double-row heat
exchanger (first pass of two-pass heat exchanger with two rows of tubes) (Figure 2).

Figure 1.
Flow arrangement of the analyzed two-pass car radiator with two rows of tubes; 1 – First tube row in the first
pass, 2 - second tube row in the first pass, 3 - first tube row in the second pass, 4 - second tube row in the second
pass.
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2.1 Analytical model for the first row of pipes

The governing energy conservation equation equations for the water and air in
the first tube row are

dTw,1 xþð Þ
dxþ

¼ �NI
w Tw,1 xþð Þ � TI

ma xþð Þ� �
0≤ xþ ≤ 1 (1)

∂TI
a xþ, yþ1
� �
∂yþ1

¼ NI
a Tw,1 xþð Þ � TI

a xþ, yþ1
� �� �

0≤ xþ ≤ 1 0≤ yþ1 ≤ 1 (2)

where: xþ ¼ x=Lc, yþ1 ¼ y1=p2 dimensionless coordinates; x, y1 Cartesian coordi-
nates (Figure 2) Tw,1 the temperature of the water in the first row of pipes, TI

a the
temperature of the air in the first row of pipes.

Two local dimensionless coordinate systems were introduced xþ, yþ1
� �

and
xþ, yþ2
� �

(Figure 2). The average air temperature TI
ma xþð Þ over the first-row width

p2 is determined by the expression

TI
ma xþð Þ ¼

ð1

yþ1 ¼0

TI
a xþ, yþ1
� �

dyþ1 (3)

The number of heat transfer units on the water-side NI
w and air-side NI

a are
defined as follows

NI
w ¼ 2UIAI

bout= _mw cpw
� �

NI
a ¼ UI AI

bout= _ma cpa
� �

(4)

where:AI
bout ¼ nIuPoutLc, nIu total number of pipes in the first row of the first pass,

AI
bout outer surface area of the bare pipes in the first row of the first pass, Pout outer

circumference of the plain tube, Lc length of a tube in the PFTHE, The symbol cpw
means the average specific heat of water in the temperature range fromT00

w toT0
w, and

the average specific heat of air cpa in the temperature range fromT0
am toT00

am (Figure 2).
The overall HTC UI is calculated using the expression

1
UI ¼

AI
bout

AI
bin

1

hIin
þ AI

bout

AI
wm

δw
kw

þ 1

hIoe
(5)

where: AI
bin ¼ nIuPinLc inner surface area of the pipes in the first row of the first

pass, Pin inner circumference of the tube, hIin HTC on the tube inner surface in the

Figure 2.
Diagram of a single-pass two-row heat exchanger.
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first row of the first pass, Awm ¼ AI
bout þ AI

bin

� �
=2 mean heat transfer area of the

plain tubes in the first row of the first pass, δw tube wall thickness, kw thermal
conductivity of the tube material. The equivalent HTC hIoe, taking into account the
heat transfer through the fins fixed to the outer surface of a plain pipe for the first
row of pipes, is given by

hIoe ¼ hIa
AI

bf

AI
bout

þ AI
f

AI
bout

η f hIa
� �" #

(6)

where: hIa air-side HTC in the first row of tubes in the first pass, AI
bf tube surface

area between fins, η f fin efficiency.
The boundary conditions for Eqs. (1) and (2) are as follows

Tw,1 xþ¼0j ¼ T0
w,1 (7)

TI
a yþ1 ¼0

��� ¼ T0
am (8)

The solution to Eqs. (1) and (2) with boundary conditions (7) and (8) is

Tw,1 xþð Þ ¼ T0
am þ T0

w,1 � T0
am

� �
exp �NI

w

NI
a

1� exp �NI
a

� �� �
xþ

( )
0≤ xþ ≤ 1

(9)

TI
a xþ, yþ1
� � ¼ Tw,1 xþð Þ � Tw,1 xþð Þ � T0

am

� �
exp �NI

a y
þ
1

� �
0≤ xþ ≤ 1 0≤ yþ1 ≤ 1

(10)

By substituting yþ1 ¼ 1 into Eq. (10) and performing appropriate transforma-
tions the air temperature T00

a xþð Þ behind the first row of pipes can be obtained

T00
a xþð Þ ¼ TI

a xþ, yþ1 ¼ 1
� � ¼ Tw,1 xþð Þ � Tw,1 xþð Þ � T0

am

� �
exp �NI

a

� �
(11)

Expression (9) describes the temperature Tw,1 xþð Þ. The temperature T00
am

denotes the average air temperature after the first row of tubes. The temperature
T00
am can be calculated as follows

T00
am ¼

ð1

0

T00
a xþð Þdx ¼ T0

am þ NI
a

NI
w

T0
w,1 � T0

am

� �
1� exp �Bð Þ½ � (12)

where B stands for

B ¼ NI
w

NI
a

1� exp �NI
a

� �� �
(13)

The temperature distribution of water and air in the first row of pipes of the first
pass can be determined using Eqs. (9)–(13).

2.2 Analytical model for the second row of pipes

The relevant differential equations for the second row of pipes are
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dTw,2 xþð Þ
dxþ

¼ �NII
w Tw,2 xþð Þ � TII

ma xþð Þ� �
0≤ xþ ≤ 1 (14)

∂TII
a xþ, yþ2
� �
∂yþ2

¼ NII
a Tw,2 xþð Þ � TII

a xþ, yþ2
� �� �

0≤ xþ ≤ 1 0≤ yþ2 ≤ 1 (15)

where

NII
w ¼ 2UII AII

bout= _mw cpw
� �

NII
a ¼ UII AII

bout= _ma cpa
� �

(16)

Eq. (5) allows to determine the total HTC UII. Heat transfer coefficient hIoe
should then be replaced by hIIoe. The effective air-side HTC hIIoe can be calculated
using Eq. (6). HTC hIa should then be substituted by HTC hIIa for the second row of
tubes. The average air temperature over the width of the second row of pipes
TII
ma xþð Þ is determined as follows

TII
ma xþð Þ ¼

ð1

yþ2 ¼0

TII
a xþ, yþ2
� �

dyþ2 (17)

After taking into account that the water temperature at the inlet to the second
row of pipes is T0

w,2, and the temperature of the air at the inlet to the second row of
pipes is equal to the outlet temperature of the air from the first row of pipes the
appropriate boundary conditions are

Tw,2 xþ¼0j ¼ T0
w,2 (18)

TII
a yþ2 ¼0

��� ¼ T00
a xþð Þ (19)

The solution to Eqs. (14) and (15) under boundary conditions (18) and (19) is

Tw,2 xþð Þ ¼

T0
am þ E

D� B
exp �Bxþð Þ � exp �Dxþð Þ½ � þ T0

w,2 � T0
am

� �
exp �Dxþð Þ

0≤ xþ ≤ 1

(20)

TII
a xþ, yþ2
� � ¼ Tw,2 xþð Þ � Tw,2 xþð Þ � T00

a xþð Þ� �
exp �NII

a y
þ
2

� �

0≤ xþ ≤ 1 0≤ yþ2 ≤ 1
(21)

where

D ¼ NII
w

NII
a

1� exp �NII
a

� �� �
E ¼ D T0

w,1 � T0
am

� �
1� exp �NI

a

� �� �
(22)

Eq. (13) allows to calculate the coefficient B. To determine the air temperature
behind the second row of pipes T‴

a xþð Þ (Figure 2), it is necessary to take into
account in Eq. (21) that yþ2 ¼ 1. Then Eq. (20) should be substituted into Eq. (21).
The resulting equation allows, after simple transformations, to write an expression
for the air temperature T‴

a xþð Þ behind the second row of pipes
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appropriate boundary conditions are

Tw,2 xþ¼0j ¼ T0
w,2 (18)

TII
a yþ2 ¼0

��� ¼ T00
a xþð Þ (19)

The solution to Eqs. (14) and (15) under boundary conditions (18) and (19) is

Tw,2 xþð Þ ¼

T0
am þ E

D� B
exp �Bxþð Þ � exp �Dxþð Þ½ � þ T0

w,2 � T0
am

� �
exp �Dxþð Þ

0≤ xþ ≤ 1

(20)

TII
a xþ, yþ2
� � ¼ Tw,2 xþð Þ � Tw,2 xþð Þ � T00

a xþð Þ� �
exp �NII

a y
þ
2

� �

0≤ xþ ≤ 1 0≤ yþ2 ≤ 1
(21)

where

D ¼ NII
w

NII
a

1� exp �NII
a

� �� �
E ¼ D T0

w,1 � T0
am

� �
1� exp �NI

a

� �� �
(22)

Eq. (13) allows to calculate the coefficient B. To determine the air temperature
behind the second row of pipes T‴

a xþð Þ (Figure 2), it is necessary to take into
account in Eq. (21) that yþ2 ¼ 1. Then Eq. (20) should be substituted into Eq. (21).
The resulting equation allows, after simple transformations, to write an expression
for the air temperature T‴

a xþð Þ behind the second row of pipes
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a xþ, yþ2 ¼ 1
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T0
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a

� �� � E
D� B

exp �Bxþð Þ � exp �Dxþð Þ½ �þ
�

þ T0
w,2 � T0

am

� �
exp �Dxþð Þ�þ T0

w,1 � T0
am

� �
1� exp �NI

a

� �� �
exp �Bxþ �NII

a

� �

0≤ xþ ≤ 1 (23)

The average air temperature after the second row of pipes T‴
am is determined by

the formula

T‴
am ¼

ð1

0

T‴
a xþð Þdxþ ¼ T0

am þ 1� exp �NII
a

� �� � E
D� Bð ÞB 1� exp �Bð Þ½ �

�
�

� E
D� Bð ÞD 1� exp �Dð Þ½ � þ T0

w,2 � T0
am

� �

D
1� exp �Dð Þ½ �

)
�

� T0
w,1 � T0

am

� �

B
1� exp �NI

a

� �� �
exp �B�NII

a

� �� exp �NII
a

� �� �

(24)

When the air-side HTC hIa on the first pipe row is equal to the HTC hIIa on the
second pipe row, then D = B and the denominator (D - B) is going to be zero. When
D = B the formula (20) requires transformation. Writing Eq. (20) as

Tw,2 xþð Þ ¼ T0
am þ E exp �Dxþð Þ

D� B
exp D� Bð Þxþ½ � � 1f g

þ T0
w,2 � T0

am

� �
exp �Dxþð Þ (25)

and applying the L’Hôpital rule to an expression where, at D = B, the numerator
and the denominator are equal to zero, one obtains

lim
D!B

exp D� Bð Þxþ½ � � 1
D� B

¼ lim
z!0

exp zxþð Þ � 1
z

¼ lim
z!0

d
dz

exp zxþð Þ � 1½ �
dz
dz

¼

lim
z!0

xþ exp zxþð Þ
1

¼ xþ

(26)

where z = D – B.
Taking into account the relation (26) for D = B in the formula (25), i.e. for hIa ¼

hIIa ¼ ha, it takes the following form

Tw,2 xþð Þ ¼ T0
am þ B T0

w,1 � T0
am

� �
1� exp �NI

a

� �� �
xþ þ T0

w,2 � T0
am

� �� �
exp �Bxþð Þ

0≤ xþ ≤ 1

(27)

where NI
a ¼ NII

a ¼ Na.
If hIa ¼ hIIa ¼ ha, then the air temperature T‴

a xþð Þ after the second row of pipes is
obtained with Eq. (23) after taking into account the relation (26)
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T‴
a xþð Þ ¼ TII

a xþ, yþ2 ¼ 1
� � ¼ T0

am þ 1� exp �NI
a

� �� ��
� Cxþ þ T0

w,1 � T0
am

� �� ��
exp �Bxþð Þ þ T0

w,1 � T0
am

� �
exp � Bxþ þNI

a

� �� ��

0≤ xþ ≤ 1
(28)

where the symbol C means

C ¼ B T0
w,1 � T0

am

� �
1� exp �NI

a

� �� �
(29)

3. An analytical model of a car engine radiator

The relationships derived for the single-pass double-row PFTHE, taking into
account the different HTCs on the first and second row of pipes, were used to
develop an analytical mathematical model of the entire radiator, the flow diagram
of which is shown in Figure 1. This is an engine radiator with a displacement
capacity of 1600 cubic centimeters.

The constructions of coolers made of round and oval tubes are described in
detail in articles [9, 10], respectively. First, the temperatures T00

w,1 and T00
w,2 of the

liquid at the outlet from the first pass of the cooler are calculated. Then the tem-
perature Twm of the liquid is calculated after mixing the liquid streams from the first
and second pipe row (Figure 1). Water at the Twm temperature feeds the second
pass of the automobile radiator with the water mass flow rate _mw divided into two
equal parts _mw=2 flowing through the first and second row of pipes. The air stream
flows through the entire cross-section of the radiator. The mass flow rate through
the first (upper) pass is _manu= nu þ nlð Þ, and the second (lower) pass is
_manl= nu þ nlð Þ, respectively. The symbol _ma denotes the mass flow rate of air
flowing through the radiator. The symbols nu and nl stand respectively for the
number of pipes in the first and second pass in the first row of tubes. The numbers
nu and nl are equal ten and nine, respectively. Thermal calculations of the first and
second row of pipes in the second (lower) pass have been carried out analogously to
those of the first and second row in the first (upper) pass.

The thermal conductivity of aluminum tubes and fins was assumed to be
kw = kf = 207 W/(m�K).

4. Heat transfer correlations on the air-side

Based on CFD modeling performed in ANSY-CFX, the air-side heat transfer
coefficient values were determined. The paper [19] provides a description of the
method for determining the correlations for the average Nusselt number in the first
and second row of pipes and for the entire cooler.

Nusselt number correlations for PFTHE from oval and round pipes are given
below:

• oval pipe radiator

NuIa ¼ 30:7105Re ‐0:24
a Pr1=3a 150≤ Re a ≤ 330 (30)

NuIIa ¼ 0:0744Re 0:7069
a Pr1=3a 150≤ Re a ≤ 330 (31)

Nua ¼ 1:0605Re 0:2974
a Pr1=3a 150≤ Re a ≤ 330 (32)
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_manl= nu þ nlð Þ, respectively. The symbol _ma denotes the mass flow rate of air
flowing through the radiator. The symbols nu and nl stand respectively for the
number of pipes in the first and second pass in the first row of tubes. The numbers
nu and nl are equal ten and nine, respectively. Thermal calculations of the first and
second row of pipes in the second (lower) pass have been carried out analogously to
those of the first and second row in the first (upper) pass.

The thermal conductivity of aluminum tubes and fins was assumed to be
kw = kf = 207 W/(m�K).

4. Heat transfer correlations on the air-side

Based on CFD modeling performed in ANSY-CFX, the air-side heat transfer
coefficient values were determined. The paper [19] provides a description of the
method for determining the correlations for the average Nusselt number in the first
and second row of pipes and for the entire cooler.

Nusselt number correlations for PFTHE from oval and round pipes are given
below:

• oval pipe radiator
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The Reynolds number on the air-side can be determined by knowing the
hydraulic diameter and the air velocity in the smallest flow area. The hydraulic
diameter for the oval tube cooler analyzed was dha ¼ 1:42 mm. The average Nusselt
number on the first row of tubes varies very little (the exponent at the Reynolds
number takes small values). Hydraulically and thermally developed laminar flow is
characterized by a constant Nusselt number. Because the exponent at the Reynolds
number for the second row of pipes takes larger values, the phenomenon of vortices
forming near the front and rear stagnation points is more visible there. The heat
transfer relation (32) for the average Nusselt number in a two-row bundle is similar
to the expression for the average Nusselt number on a plane surface for thermally
and hydraulically developing laminar flow, for which the exponent at the Reynolds
number is 1/3. Formulas for determining the air-side Nusselt number for an engine
radiator made of circular tubes are presented below.

• round pipe radiator

NuI
a ¼ 1:6502Re 0:2414

a Pr1=3a 100≤ Re a ≤ 525 (33)

NuII
a ¼ 0:1569Re 0:5499

a Pr1=3a 100≤ Re a ≤ 525 (34)

Nua ¼ 0:6070Re 0:3678
a Pr1=3a 100≤ Re a ≤ 525 (35)

Analyzing formulas (33) and (34), it can be observed that the exponent at
Reynolds number for the first row of circular pipes is low and equals 0.2414. This
indicates the dominance of laminar flow in the first row of pipes on the air-side. In
the second row of tubes, the exponent at Reynolds number is higher and equals
0.5499. There are vortexes at the front and rear of the tube.

However, the average Nusselt number in the first row is higher than in the
second row. This is because the inlet section is located in the gap formed by two
adjacent fins, which have very high values of heat transfer coefficients at the fin
surfaces. This results in a greater heat flow rate absorbed by the air in the first row
than in the second row. The vortexes formed near the front and rear stagnation
points on the surface of the second-row tube reduce the heat transfer to a large
extent. The rotating air has a temperature close to that of the fin and pipe surfaces.
From the heat transfer point of view, these are dead zones.

The comparison of the heat correlations determined by CFD modeling with the
correlations determined based on experimental tests was carried out for two differ-
ent car radiators. The flow arrangement of both radiators is the same (Figure 1).
The first radiator is made of round pipes and the second one of the oval pipes.

5. Heat transfer correlations on the liquid-side

The present chapter demonstrates that by using theoretical relationships to
calculate the heat transfer coefficient on the inner surfaces of the heat exchanger
tubes and the use of the air-side correlations determined by CFD modeling, very
similar results to experimental HTCs can be obtained.

The proposed methodology for determining the heat-transfer coefficient will
reduce the cost of experimental tests for designed heat exchangers or even eliminate
them. In determining the HTC for laminar flow, Gnielinski’s formulas were used [27].
For the transition and turbulent flow, the formulas proposed in [28] were used.

In the range of laminar flow regime, the averageHTC along the entire length of pipe
Lt, assuming that the velocity profile at the pipe inlet is flat and the liquid flow is
hydraulically and thermally developing, is determinedby the following relationship [27].
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Num,q ¼ Nu3m,q,1 þ 0:63 þ Num,q,2 � 0:6
� �3 þNu3m,q,3

h i1=3
Re w ≤ 2300

(36)

The symbol Num,q,1 designates the average Nusselt number for the developed
laminar flow

Num,q,1 ¼ 48
11

¼ 4:364 Re w ≤ 2300 (37)

The second Nusselt number Num,q,2 represents the Lévêque solution [4] for
developing flow over planar surface and Num,q,3 was derived numerically for con-
stant liquid velocity at the tube inlet

Num,q,2 ¼ 31=3Γ 2=3ð Þ Re wPrw
dhw
Lt

� �1=3

¼ 1:9530 Re wPrw
dhw
Lt

� �1=3

Re w ≤ 2300
(38)

Num,q,3 ¼ 0:924 Re w
dhw
Lt

� �1=2

Pr1=3w Re w ≤ 2300 (39)

The Nusselt number in the transition and turbulent flow range was evaluated by
Taler’s relatonship [28].

Nuw ¼ Num,q Re w¼2300j þ
ξw
8

Re w � 2300ð ÞPr1:008w

1:084þ 12:4

ffiffiffiffiffi
ξw
8

r
Pr2=3w � 1
� � 1þ dhw

Lt

� �2=3
" #

2300≤ Re w ≤ 106 0:1≤Prw ≤ 1000,
dhw
Lt

≤ 1

(40)

The Darcy-Weisbach friction factor for turbulent flow, was calculated by the
Taler formula [29]

ξw ¼ 1:2776 log Re w � 0:406ð Þ�2:246 3000≤ Re w (41)

The relationship for the friction factor in the transition region was obtained
using the linear interpolation [29] between the value ξw ¼ 64=2300 ¼ 0:02783 for
Re w ¼ 2300 and ξw Re w ¼ 3000ð Þ ¼ 0:04355

ξw ¼ 0:02783þ 2:2457 � 10�5 Re w � 2 300ð Þ 2300≤ Re w ≤ 3000 (42)

The Reynolds number on the water side Re w ¼ wwdhw=νw is based on the
hydraulic diameter dhw. The hydraulic diameter was dhw ¼ 7:06 mm for oval tubes
and dhw ¼ din ¼ 6:2 mm for circular tubes. The physical properties of the water
were evaluated at the mean temperature Tw ¼ T0

w þ T00
w

� �
=2.

6. Experimental results

Based on the experimental testing of a car radiator made of oval and round tubes
(Table 1), heat transfer correlations on the air side were determined.
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6.1 Engine cooler made of oval tubes

A detailed description of the test stand for experimental research of the engine
radiator constructed from oval tubes can be found in [10]. The necessary parame-
ters, including the exponent at Reynolds number, were determined from measured
data. The air parameters during the radiator studies were as follows:

• Velocity: 0.98 m/s - 2.01 m/s

• Temperature: 11°C - 15°C

The water parameters at the cooler inlet were as follows:

• Volume flow rate: 627 l/h - 2421 l/h

• Temperature: 59.6°C - 72.2°C.

The Reynolds number on the air side ranged from 150 to 330, and the water-side
Reynolds number in the first (upper) pass ranged from 2500 to 11,850. When
determining the air-side heat transfer correlations, the water-side HTC was calcu-
lated using (36)–(42). The following Equation for the air-side Nusselt number Nua
was found using the experimental data

Nua ¼ x1 Re x2
a Pr

1=3
a 150≤ Re a ≤ 330 (43)

where the parameters x1 and x2 are

x1 ¼ 0:5162� 0:0116 x2 ¼ 0:4100� 0:0041 (44)

Numbers with a sign � in Eq. (44) represent half of the 95% confidence interval.

6.2 Engine cooler made of round tubes

A test stand description of a car radiator made of round tubes can be found in
[10]. Flow and heat measurements allowed to determine the air-side heat transfer
correlations. The air parameters during the radiator tests were as follows:

Geometric data Heat exchanger of oval
pipes

Heat exchanger of
round pipes

Outer tube diameter do, mm Maximum tube diameter
do, max ¼ 11:82 mm
Minimum tube diameter
do, min ¼ 6:35 mm

do = 7.2 mm

Thickness of tube wall δw, mm δw= 0.4 mm δw= 0.5 mm

Height p1 and width p2 of the apparent fin
associated with one tube, mm

p1 ¼ 18:5 mm, p2 ¼ 17 mm p1 ¼ 18:5 mm,
p2 ¼ 12 mm

Fin thickness δ f , mm δ f= 0.08 mm δ f= 0.08 mm

Air-side hydraulic diameter dha, mm dha= 1.41 mm dha= 1.95 mm

Water-side hydraulic diameter dhw, mm dhw= 7.06 mm dhw ¼ do � 2δw
dhw= 6.2 mm

Table 1.
Geometrical data of finned tubes in the heat exchanger made of oval and round tubes.
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• Velocity: 0.74 m/s - 2.27 m/s

• Temperature: 3.6°C - 15.5°C

The water parameters at the cooler inlet were as follows:

• Volume flow rate: 300 l/h - 2410 l/h

• Temperature: 50.0°C - 72.0 °C.

The water flow regime changed from laminar to transitional and then to turbu-
lent during testing. The air-side Reynolds Re a number ranged from 150 to 560. The
Reynolds number Re w,u on the water side in the first pass of the heat exchanger
varied from 1450 to 16,100 during the test. The water-side HTC in round tubes was
evaluated using the relationships (36)–(42). The following Equation for the air-side
Nusselt number Nua was obtained using the least-squares method

Nua ¼ x1 Re x2
a Pr1=3a 225≤ Re a ≤ 560 (45)

Based on the 70 data series, the following values of parameters x1 and x2 were
found

x1 ¼ 0:5248� 0:1572 x2 ¼ 0:4189� 0:0501 (46)

Numbers with a sign � in Eq. (46) represent half of the 95% confidence interval.

7. Analysis and discussion of heat flow rates from water to air
transferred in the entire heat exchanger and individual rows of pipes

In the case of a radiator made of oval pipes, the results of mathematical model-
ing and measurements are presented as a function of the Reynolds Re a number on

the air side for two selected volume flows of water _Vw ¼ 326:1 liters/h and _Vw ¼
1273:4 liters/h. For a car radiator built of round tubes, the results of tests and
calculations are presented as a function of the Reynolds number Re w,u on the water
side for the first pass of the heat exchanger for the preset air velocity w0 in front of
the radiator equal to 2.27 m/s.

7.1 Engine cooler made of oval tubes

The thermal capacity of the radiator was calculated by using an analytical math-
ematical model of the radiator proposed in this paper, assuming the uniform air-
side HTC on both rows of pipes. Figure 3a shows heat flow rates calculated using

the mathematical model of the PFTHE for average volumetric flow rate _Vw ¼
326:06 liters/h, average air inlet temperature T0

am ¼ 13:62oC, and average water

inlet temperature T0
w ¼ 59:61oC. The average values of _Vw, T0

am, and T0
w were

calculated based on seven measured data sets. Figure 3b presents heat flow rates

obtained for the following data: _Vw ¼ 1273:37 liters/h, T
0
am ¼ 14:28oC and T0

w ¼
60:51oC.

The water flow in the pipes was laminar. The Reynolds number on the water-
side in the first pass was between 1222 and 1287, and in the second pass between
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1358 and 1430. The velocity of the flowing air was w0, and its values varied from
0.71 m/s to 2.2 m/s. The heat flow rates shown in Figure 3bwere determined for the

following data: _Vw ¼ 1273:37 liters/h, T
0
am ¼ 14:28oC and T0

w ¼ 60:51oC. The water
flow in the pipes was turbulent. The Reynolds number in the first pass of the heat
exchanger on the water-side ranged from 5238 to 5440 and in the second pass from
5820 to 5883. The air velocity before the cooler varied from 0.71 m/s to 2.2 m/s. The
heat transfer coefficient on the water-side was calculated using the radiator mathe-
matical model based on Eqs. (36)–(42). The air-side HTC was calculated using
Eq. (32) based on CFD simulation (Eq. 1 in Figure 3) or empirical Eq. (43) (Eq. 2 in
Figure 3).

The relative difference was calculated using the expression e ¼
100 Q2 � Q1ð Þ=Q2, where Q1 is the radiator thermal output calculated using the
CFD based air-side Eq. (1) and Q2 is the radiator thermal output calculated
using the empirical Eq. (2) (Figure 3). The analysis of the results presented in
Figure 3a and b shows that the absolute value of the difference e does not exceed
2.75%. The heat flow rates based on the measurement data Qw, exp and CFD
simulations Qw,calc were calculated as follows

Qw, exp ¼ _Vw ρw T0
w, exp

� �
cw T0

w, exp � T00
w, exp

� �
(47)

Qw,calc ¼ _Vw ρw T0
w, exp

� �
cw T0

w, exp � T00
w,calc

� �
(48)

where: cw - the mean specific heat of the water in the range between the outlet
T00
w, exp (Eq. (47)) or T00

w,calc (Eq. (48)) and inlet water temperature T0
w, exp , _Vw -

water volume flow rate measured at the car radiator inlet.
The relative difference e was calculated from the following expression

e ¼ Qw, exp � Qw,calc

Qw, exp
100,% (49)

The results of measurements and calculations of the heat transfer rate Q are
shown in Figure 4. The results are presented for seven measurement series.

Figure 3.
The heat flow rate Qt,1HTC from water to air in an engine cooler built with oval pipes with uniform heat

transfer coefficient ha on the air side of the whole cooler; a) _Vw ¼ 326:06 liters/h, T
0
am ¼ 13:62oC and T0

w ¼
59:61oC; b) _Vw ¼ 1273:37 liters/h, T

0
am ¼ 14:28oC and T0

w ¼ 60:51oC; 1 - air-side equation for Nua based
on the CFD modeling, 2 - air-side equation for Nua based on the experimental data, 3 - relative difference.
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Calculations were performed for averaged measurement data: _Vw ¼ 326:06 liters/h,
T
0
am ¼ 13:62oC and T0

w ¼ 59:61oC. The mathematical model of the car radiator was
used to determine the heat flow rate Q (Entries 1 and 2). The water-side heat
transfer coefficient in the radiator mathematical model used was determined with
Eqs. (36–42). The water flow in the cooler tubes was laminar because the water flow
rate was low. The air-side HTC was determined by Eq. (32) based on CFD modeling
(Figure 4a) or by empirical correlation (43) (Figure 4b). Figure 4 also shows the
relative difference values e calculated using Eq. (49). The results presented in
Figure 4a and b show an excellent agreement between the calculated and measured
heat flow rates when the air-side HTC is determined using Eq. (32) based on CFD
modeling.

Figure 4.
Heat transfer rate Q from hot water to air in a car radiator; 1 - Qw, exp values determined using the
measurement results, 2 - heat flow rate Qw,calc calculated with the air-side Nusselt number Nua based on CFD
modeling (a) or empirical correlation (b), 3 –Heat flow rate Qw,calc calculated with the CFD based correlation

(a) or empirical correlation (b) and the average input data from 7 measurement series: _Vw ¼ 326:06 liters/h,
T
0
am ¼ 13:62oC and T0

w ¼ 59:61oC, 4 - the relative difference between Qw, exp and Qw,calc (between 1 and 2).

Figure 5.
The heat transfer rate Q from hot water to air in a car radiator; 1 - Qw, exp values determined using the
measurement results, 2 - heat flow rate Qw,calc calculated with the air-side Nusselt number Nua based on CFD
modeling (a) or empirical correlation (b), 3 –Heat flow rate Qw,calc calculated with the CFD based correlation

(a) or empirical correlation (b) and the average input data from 7 measurement series: _Vw ¼ 1273:37 liters/h,
T
0
am ¼ 14:28oC and T0

w ¼ 60:51oC, 4 - the relative difference between Qw, exp and Qw,calc (between 1 and 2).
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Both when using heat transfer correlation (32) based on CFD modeling and
empirical correlation (43), the relative differences e range from about (�1.5%) to
about 5.2%.

Figure 5 shows a similar comparison as in Figure 4, but for other averaged

measurement data: _Vw ¼ 1273:37 liters/h, T
0
am ¼ 14:28oC and T0

w ¼ 60:51oC. Due to

the higher flow rate of water flow through a car radiator equal to _Vw ¼ 1273:37
liters/h, the flow regime of water in pipes was turbulent. The Reynolds number
Re w,u on the water side of the first pass pipes was between 5238 and 5440. In the
lower pass, the Reynolds number Re w,l was higher due to the smaller number of
pipes and varied between 5820 and 5883.

It was found that the correlation for the air-side Nusselt number Nua deter-
mined for the entire double-row radiator based on CFD modeling provides a very
good match between the calculated and measured heat flow rates transferred from
hot water to air (Figures 4 and 5). Then, the heat flow rates transferred in the first
and second row of pipes in both radiator passes were calculated taking into account
different first and second row HTCs. The following relationships were applied to
calculate heat flow rates in each row of pipes in the first and second pass

Q1,jHTC ¼ _mw

2
cw T0

w � T00
w,1

� �
j ¼ 1, 2 (50)

Q2,jHTC ¼ _mw

2
cw T0

w � T00
w,2

� �
j ¼ 1, 2 (51)

Q3,jHTC ¼ _mw

2
cw Twm � T00

w,3

� �
j ¼ 1, 2 (52)

Q4,jHTC ¼ _mw

2
cw Twm � T00

w,4

� �
j ¼ 1, 2 (53)

The total heat transfer rate from the air to the water was calculated using the
following Equation

Qt,jHTC ¼ _mw cw T0
w � T00

w

� �
j ¼ 1, 2 (54)

The symbols Qi,1HTC i ¼ 1, … , 4 designate the heat flow rate transferred in the
specific pipe row (Figure 1) with the uniform HTC throughout the heat exchanger
given by Eq. (32). The symbol Qi,2HTC i ¼ 1, … , 4 stands for the heat flow rate
transferred in the particular row, with the different HTCs in the first and second pipe
rows. The HTC in the first rowwas evaluated using Eq. (30) and in the second row by
applying Eq. (31). If the air-side HTC is uniform in the whole heat exchanger, then in
Eqs. (50)–(54) j ¼ 1 is assumed, and if the HTCs in the first and second tube row are
not identical, then j ¼ 2 should be taken. The relative differences ei between the heat
flow rate with different HTCs in the first and second row of tubes and the heat flow
rate with uniform HTC in the entire car radiator were also calculated

ei ¼
Qi,2HTC �Qi,1HTC

Qi,2HTC
� 100 i ¼ 1, … , 4 (55)

The relative et difference for the whole heat exchanger was calculated with a
similar formula

et ¼
Qt,2HTC � Qt,1HTC

Qt,2HTC
� 100 (56)
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A comparison of the first and second pipe row heat flow rates in the first and
second pass of the radiator and the radiator heat output for the uniform HTC
throughout the radiator and different HTCs in the first and second pipe row are

shown in Figure 6a for _Vw ¼ 326:06 liters/h and in Figure 6b for _Vw ¼ 1273:37
liters/h.

The results presented in Figure 6a and b show that the radiator thermal output
is almost identical for the uniform HTC throughout the radiator and for different
HTCs in the first and second row of tubes. As shown in Figures 5 and 6, the radiator
capacity determined by applying a mathematical model of the car cooler using the
CFD based air-side correlation for the Nusselt number is very well in line with the
measurements. It can also be seen that the heat flow rates exchanged in the first row
of the heat exchanger, both in first and second pass, are significantly higher for
different correlations for the air-side Nusselt compared to the heat flow rates
obtained assuming the same HTC in both pipe rows.

The heat capacity of the heat exchanger is almost identical with the same and
different HTCs on the first and second pipe row (Figures 5 and 6). CFD modeling
and analytical formula [19] were used to determine the air temperature increase in
the entire heat exchanger. A uniform HTC for the two pipe rows was then deter-
mined from the equality condition of the calculated air temperature increases. The
thermal output of the entire heat exchanger will be nearly identical with uniform
and different HTCs on the first and second rows of tubes. This is because the air
temperature increase on both tube rows is equal to the sum of temperature increases
on the first and second tube rows.

Figure 6.
Comparison of heat flow rates transferred from hot water to air in specific pipe row and entire PFTHE
assuming that the air-side HTC is the same in both pipe rows with the corresponding heat transfer rates
calculated using different HTCs in the first and second pipe rows; a) _Vw ¼ 326:06 liters/h, T

0
am ¼ 13:62oC

and T0
w ¼ 59:61oC, b) _Vw ¼ 1273:37 liters/h, T

0
am ¼ 14:28oC and T0

w ¼ 60:51oC; Qi,1HTC, i ¼ 1, … , 4 -
heat flow rates transferred in specific pipe rows (Figure 1) assuming the same correlation (32) for the air-side
Nusselt number, Qi,2HTC, i ¼ 1, … , 4 - heat flow rate transferred in individual pipe rows (Figure 1)
considering different correlations for the air-side Nusselt number, Eq. (30) for the first tube row and Eq. (31)
for the second tube row, Qt,1HTC - car radiator output for the same heat transfer correlation (32) for all rows of
pipes, Qt,2HTC - car radiator output for different heat transfer correlations for the first and second tube rows,
Eq. (30) for the first row and Eq. (31) for the second tube row.
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Figure 7a and b illustrate the higher heat absorption by the air in the first pipe row
and the significant reduction of heat transfer in the second pipe row if different corre-
lations for the Nusselt numbers in the first and second pipe row are taken into account
compared to the respective outputs of the individual rows with a uniformHTC.

Figure 7a and b show that the more considerable differences in the exchanged heat
flow through the first and second row of pipes for uniform and different HTCs are
higher for the larger volume flow rate passing the cooler. The differences in the heat
flow rates exchanged by the individual pipe rows with equal and different HTCs on the
first and second pipe row become smaller as the air-side Reynolds number increases.

7.2 Engine cooler made of circular tubes

Figure 8 depicts a comparison of the heat flow rates for the CFD based
air-side correlation (35) and empirical correlation (45) for averaged measurement

Figure 7.
The relative differences between heat flow rates for different and uniform HTCs; a) _Vw ¼ 326:06 liters/h,
T
0
am ¼ 13:62oC and T0

w ¼ 59:61oC, b) _Vw ¼ 1273:37 liters/h, T
0
am ¼ 14:28oC and T0

w ¼ 60:51oC.

Figure 8.
The heat transfer rate Qt,1HTC from water to air in a car radiator made of round tubes with an equal HTC on
the air side of the entire radiator as a function of the water-side Reynolds number Re w,u; 1 - air-side correlation
for Nua based on the CFD modeling, 2 - air-side relationship for Nua based on the experimental data,
3 - relative difference e.
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data: w0 ¼ 2:27 m/s, T0
am ¼ 8:24oC and T0

w ¼ 70:56oC. The volume flow
rate of water _Vw at the radiator inlet varied from 309 to 2406 liters/h. The
air-side Reynolds number Re a changed from 482.5 to 489.5 and the
water-side Reynolds number Re w,u in the first pass of the cooler varied from 1834
to 16084.

The results presented in Figure 8 show that the capacity of the cooler
constructed with round tubes calculated for the empirical correlation to the
air-side Nusselt number exceeds the capacity of the cooler calculated using the
correlation to the air-side Nusselt number determined by CFD modeling. The
relative difference e calculated from Eq. (49) is about 5% for a water-side
Reynolds number Re w,u of 1800 and about 10% for a Reynolds number of 16,000
(Figure 8).

The relative difference e between the cooler output determined
experimentally and that calculated using the mathematical model of the cooler
with the air-side Nusselt number correlation obtained from CFD modeling ranges
from 3% to about 8.3% (Figure 9). When the air-side correlation is determined
experimentally, the relative difference e is smaller and ranges from �4–0%
(Figure 9b).

Figure 10 shows a comparison of the heat flow rates transferred in each pipe
rows assuming the same air-side heat transfer coefficient in the mathematical model
of the radiator and different HTCs in the first and second tube rows.

The air in the first pipe row takes up a significantly higher heat flow rate
assuming different HTCs in the first and second pipe row compared to the heat
flow rate determined assuming an even HTC throughout the heat exchanger
(Figures 10 and 11).

The relative differences e1 and e3 are approximately 7.5% for Re w,u equal to
1000 and increase with Re w,u to about 15% for the Reynolds number Re w,u equal to
18,000. The relative differences of e2 and e4 are approximately �8% for Re w,u equal
to 1000 and decrease with Re w,u to approximately �18% for the Reynolds number
Re w,u equal to 18,000. The results depicted in Figures 10 and 11 show that the
radiator thermal output is almost identical with an even HTC and different HTCs on
both rows of pipes, despite the various capacities of the first and second rows of
tubes.

Figure 9.
The comparison of heat transfer rate Q from hot water to air in a car radiator as a function of the water-side
Reynols number Re w,u determined experimentally and using the mathematical model of the car radiator with
the uniform air-side Nusselt number Nua based on CFD modeling (a) and empirical correlation (b); e- relative
difference.
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8. Conclusions

An analytical model of a two-pass car radiator with two rows of pipes was built.
The use of the correlations determined by CFD modeling to calculate the air-side

Figure 10.
Heat flow rates transferred from hot water to air in specific pipe row and entire car radiator assuming that the
air-side HTC is the same in both pipe rows with the corresponding heat transfer rates calculated using different
HTCs in the first and second pipe rows; w0 ¼ 2:27 m/s, T

0
am ¼ 8:24oC and T0

w ¼ 70:56oC; Qi,1HTC, i ¼
1, … , 4 - heat flow rates transferred in specific pipe rows (Figure 1) assuming the same Eq. (32) for the air-
side Nusselt number throughout the radiator, Qi,2HTC, i ¼ 1, … , 4 - heat flow rate transferred in individual
pipe rows (Figure 1) assuming different equations for the air-side Nusselt number in the first and second tube
row, Eq. (30) was used for the first tube row and Eq. (31) for the second tube row, Qt,1HTC - car radiator
output for the same heat transfer Eq. (32) for all rows of pipes, Qt,2HTC - car radiator output for different heat
transfer equations for the first and second tube rows.

Figure 11.
The relative differences ei and et between heat flow rates for different and uniform HTCs calculated using
Eq. (55) and (56); w0 ¼ 2:27 m/s, T

0
am ¼ 8:24oC and T0

w ¼ 70:56oC.
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heat transfer coefficient was proposed. Radiators constructed from round and oval
pipes were investigated. Mathematical models of car radiators were developed, in
which only one average heat transfer coefficient for the entire exchanger was used,
as well as different heat transfer correlations for evaluating the air-side heat transfer
coefficient on the first and second row of pipes. The use of the proposed heat
exchanger calculation method will allow designing a heat exchanger with the opti-
mum number of tube rows. Taking into account different heat transfer coefficients
on each row of tubes in the calculations also allows for a more accurate calculation
of the thermal output of individual rows of tubes.

The water flow regime in the tubes may be laminar, transitional, or turbulent.
The results of the calculations of both tested car radiators were compared with
experimental data. The compatibility of calculation and measurement results is very
good. The presented method of calculating plate-fin-and-tube-heat exchangers is
attractive because of eliminating costly experimental research necessary for the
experimental determination of the heat transfer correlations on the air and
water side.
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Chapter 4

Numerical Investigation of Heat
Transfer and Fluid Flow
Characteristics in a Rectangular
Channel with Presence of
Perforated Concave Rectangular
Winglet Vortex Generators
Syaiful and M. Kurnia Lutfi

Abstract

The high thermal resistance of the airside of the compact heat exchanger results
in a low heat transfer rate. Vortex generator (VG) is one of the effective passive
methods to increase convection heat transfer by generating longitudinal vortex
(LV), which results in an increase in fluid mixing. Therefore, this study aims to
analyze the convection heat transfer characteristics and the pressure drop of airflow
in a rectangular channel in the presence of a concave rectangular winglet VG on a
heated plate. Numerical calculations were performed on rectangular winglet pairs
vortex generators (RWP VGs) and concave rectangular winglet pairs vortex gener-
ators (CRWP VGs) with a 45° angle of attack and one, two, and three pairs of VGs
with and without holes. The simulation results show that the decrease in the value
of convection heat transfer coefficient and pressure drop on CRWP with three
perforated VG configuration is 4.63% and 3.28%, respectively, of the three pairs of
CRWP VG without holes at an airflow velocity of 2 m/s.

Keywords: heat transfer, pressure drop, vortex generators, vortex intensity,
synergy angle

1. Introduction

A compact heat exchanger is a heat exchanger with a large area to volume ratio
so that it has a high surface area of heat transfer to volume [1]. Compact heat
exchangers are widely used in the air conditioning, refrigeration, chemical, petro-
leum, and automotive industries. Fin and tube heat exchanger is one type of com-
pact heat exchanger that is often encountered. One example is the condenser in air
conditioning, where air is used as a refrigerant cooling medium. However, the high
thermal resistance on the airside results in a low heat transfer rate [2]. Therefore, to
increase the heat transfer rate, the thermal resistance needs to be lowered by
increasing the convection heat transfer coefficient [3].
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The method of increasing the convection heat transfer coefficient has become an
interesting thing to investigate [1]. In general, the method of increasing the con-
vection heat transfer coefficient is divided into two, namely the active method and
the passive method [4]. The active method is a method that uses external energy to
increase the rate of convection heat transfer, for example, by electrostatic fields,
fluid vibration, and flow pulsation [1, 5]. In contrast, the passive method is a
method that does not use external energy to increase the convection heat transfer
rate. Passive methods are more often used than active methods because they are
simpler and more effective [6]. The increase in the convection heat transfer rate in
the passive method is performed by adding an insert structure and surface modifi-
cation, which results in the formation of swirl flow [4, 6].

Vortex generator (VG) is an insert that produces vortices due to the formation
of swirl flow, which increases the heat transfer rate [7–9]. The vortex can be divided
into two, namely the transverse vortex and the longitudinal vortex [9]. The trans-
verse vortex has a vortex axis that is perpendicular to the main flow. Meanwhile,
the longitudinal vortex has a vortex axis parallel to the main flow. Longitudinal
vortices are more efficient in increasing convection heat transfer because they can
improve thermal performance better than transverse vortices with the same pres-
sure drop. Longitudinal vortex causes increased fluid mixing, boundary layer mod-
ification, and flow instability resulting in increased convection heat transfer
coefficient [10].

Various studies regarding the use of VGs to improve convection heat transfer
have been carried out. A. Datta et al. (2016) conducted a numerical investigation of
heat transfer on a rectangular microchannel installed with VGs with angle position
variations in two VGs with a Reynolds number range of 200–1100 [11]. The simu-
lation results proved that the increase in heat transfer is directly proportional to the
increase in the Reynolds number and the angle of attack of VG. Installation of angle
of attack of 30̊° with Reynolds number 600 is the best combination. In addition, H.
Y Li (2017) conducted an experimental and numerical study on the case of fluid
flow in a pin-fin heat sink mounted with a delta winglet vortex generator (DW
VGs) [12]. The study was conducted to determine the effect of Reynolds number,
angle of attack of VGs, and height of VGs on convection heat transfer. The results
show that the increase in the Reynolds number causes a decrease in thermal resis-
tance resulting in an increase in the convection heat transfer coefficient. The results
of these studies also indicate that the angle of attack of 30̊° is the best. Meanwhile,
the optimum VGs height is 3/2 H.

In 2017, H.E. Ahmed et al. conducted a heat transfer study on a triangular duct
with a DWP VGs in three-dimensional modeling with nanofluid flow [13]. The
simulation results showed an increase in heat transfer and pressure drop of 45.7%
and < 10% respectively due to the installation of VGs and 3% Al2O3 nanoparticles.
Overall, the use of VGs and nanofluids can improve heat transfer with lower
pressure drops. In addition, Syaiful et al. (2017) conducted a numerical study of the
installation of CDW VGs on rectangular channels [14]. The results showed that the
increase in the heat transfer coefficient due to the installation of CDWP VGs is
much better than DWP VGs. However, the use of CDWP VGs results in a higher
increase in pressure drop. In general, the results showed that the increase in con-
vection heat transfer coefficient and pressure drop due to the installation of three
rows of CDW VGs are 42.2–110.7% and 180–266.9%, respectively.

Then, M. Oneissi et al. (2018) conducted a numerical study on the increase in
heat transfer due to the installation of DWP VGs and inclined projected winglet pair
VGs with the k-ω turbulent model [15]. In this three-dimensional simulation, the
increase in heat transfer was viewed from the distribution of the Nusselt number,
the coefficient of friction, and the vortices. The simulation results showed that the
inclined projected winglet pair produces 7.1% better performance in increased heat
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transfer than that of the DWP VGs. Zhimin Han et al. (2018) conducted a three-
dimensional simulation study of the heat transfer characteristics through the perfo-
rated rectangular type of VGs [16]. In this study, the flow velocity was varied in the
Reynolds number range of 214–10,703. The simulation results showed that giving
holes to VGs can reduce pressure drop. The optimal thermo-hydraulic performance
was observed for VGs with a hole diameter of 5 mm.

In addition, M. Samadifar et al. (2018) studied the effect of a new type of VG
with variations in the angle of attack on the increase in heat transfer in the plate-fin
heat exchanger in the triangular channel [17]. Six types of VGs were used in this
numerical simulation, namely rectangular VG, rectangular trapezius VG, angular
rectangular VG, wishbone VG, intended VG, and wavy VGs. M. Samadifar et al.
performed a numerical simulation approach with turbulent k-ω SST modeling. The
simulation results showed that rectangular VGs provide a better heat transfer
increase than other VGs, with an increase of 7%. The simulation results also showed
that the best VGs installation is VGs with an angle of attack of 45°. Jiyang Li et al.
(2019) investigated the increase in heat transfer in finless flat-tube heat exchangers
due to the installation of double triangle, triangular, and rectangular VG [18]. In
modeling, VGs were installed in front of the finless heat exchanger with a distance
of 1 mm so that the condensation water does not hit VGs. The results showed that
VGs could disturb the thermal boundary layer so that the mixing of cold and hot air
increases, which results in an increase in heat transfer performance. In addition, the
results also showed that the double triangle VG increases the heat transfer coeffi-
cient by 92.3% at an air velocity of 2 m/s. The double triangle VGs increase the heat
transfer coefficient by 20% greater than that of the triangular and rectangular VGs
but also an increase in pressure drop.

G. Lu and X. Zhai (2019) conducted a numerical investigation of the flow charac-
teristics through the curved VG on the fin and tube heat exchanger [19]. G. Lu and X.
Zhai varied the curvature and angle of attack of VG in their research. Flow charac-
teristics were reviewed based on several non-dimensional parameters, namely Nu/
Nu0, f/f0 and R = (Nu/Nu0)/(f/f0)

1/3 with a Reynolds number range of 405–4050.
Their results showed that the best thermal–hydraulic performance was obtained for
VG at a curvature of 0.25 with a value of R = 1.06 at a 15 ̊ angle of attack. R.K.B.
Gallegos and R.N. Sharma (2019) also conducted heat transfer experiments due to the
installation of VG flapping flags on the rectangular channel [20]. Their experimental
results showed that VG increases the flow instability and the turbulence rate so that
the Nusselt number increases by 1.34 to 1.62 times. However, VG also causes an
increase in pressure drop because of the resistance to VG. This can be identified by an
increase in the friction factor, which increased by 1.39–3.56 times.

The use of VG causes an increase in thermal performance, but its use has an
impact on an increase in pressure drop, which results in low hydraulic flow perfor-
mance. This study discusses the effect of installing RWP VGs and CRWP VGs on
thermal and hydraulic performance. Thermal performance is investigated through
analysis of the field synergy angle, spanwise average Nusselt number, and convection
heat transfer coefficient values. Meanwhile, the hydraulic performance is analyzed
through an increased pressure drop. This study aims to determine the effect of the
type of VG and the effect of giving a hole on VG on thermal–hydraulic performance.

2. Physical model

2.1 Experimental set-up

Experiments on the effect of VG on heat transfer and pressure drop flow were
carried out in a rectangular channel made of glass with a thickness of 1 cm and a
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length of 370 cm, a width of 8 cm, and a height of 18 cm, as shown in Figure 1. The
blower sucks air into the channel from the inlet side through a straightener com-
posed of pipes with a diameter of 5 mm and wire mesh to equalize the flow velocity.
The flow velocity in the channel was varied in the range of 0.4 m/s to 2.0 m/s with
an interval of 0.2 m/s using a motor regulator controlled by an inverter (Mitsubishi
Electric-type FR-D700 with an accuracy of �0.01 Hz) and measured with a hotwire
anemometer (Lutron type AM-4204 with an accuracy of �0.05). In this study, the
airflow flowed through VGs with variations in the number of rows (one, two, and
three rows) as well as variations with/without holes to investigate the effect on heat
transfer rate and pressure drop. The VGs were mounted on a flat plate that was
heated at a constant rate of 35 W using a heater that was regulated by a heater
regulator and monitored by a wattmeter (Lutron DW-6060 with an accuracy of
�0.01). Thermocouples K type was used to measure surface temperature, inlet and
outlet temperatures, which were connected to data acquisition (Advantech type
USB-4718 with accuracy �0.01) and were monitored and stored in the CPU. In the
pressure drop test, two pitot tubes were installed at the inlet and outlet of the test
section and connected to a micro manometer (Fluke 922 with accuracy �0.01) to
monitor the pressure drop due to the installation of VGs. Flow visualization tests
were also carried out to observe the longitudinal vortex formed as a result of VGs
insertion. The longitudinal vortex was formed when the smoke resulting from the
evaporation of oil in the heater was flowed through VGs and captured by the
transverse plane formed by the luminescence of the laser beam. The camera was
used to record the longitudinal vortex structure that was formed.

2.2 Computational model

In this study, the effects of the installation of RWP and CRWP VGs in the
rectangular channel on thermal–hydraulic performance were compared. The geom-
etry of the VG used in this study can be seen in Figure 2. In this simulation, VGs
were made from an aluminum plate with a thickness of 1 mm with/without holes

Figure 1.
Schematic of experimental set-up.
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with a diameter of 5 mm. Table 1 shows the geometric parameters of the CRWP
and RWP VGs. Figure 3 is a top view of the RWP and CRWP VGs. VG with the
angle of attack (α) 45° arranged in-line in common flow-down orientation with a
longitudinal pitch of 125 mm. The distance between the first row and the inlet
channel is 125 mm. Meanwhile, the leading-edge transverse distance between
winglet pairs VG is 20 mm. The rectangular channel modeled in this simulation has
dimensions of length (P), width (L), height (H) of channels of 500 mm, 75.5 mm,
65 mm, respectively.

Figure 4 shows the computational domain used in this modeling. This domain
consists of an inlet extended region and an outlet extended region. An inlet
extended region was provided to ensure that the airflow entering the channel is a
fully developed flow. Meanwhile, an extended region outlet was added so that the
air does not experience reverse flow in the channel.

2.3 Governing equations

In this 3-D flow modeling, air was assumed to be steady state, incompressible
and has constant physical properties. Flow can be laminar or turbulent based on its

Figure 2.
Geometry of RWP and CRWP VG with and without holes.
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a
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cv
(mm)

dv
(mm)

ev
(mm)

ch
(mm)

dh
(mm)

eh
(mm)

t
(mm)

R
(mm)

CRWP without
holes

45 59 — — — — — — 40 58

CRWP with
holes

45 59 15 14.56 — — 20 9.85 40 58

RWP without
holes

45 60 — — — — — — 40 —

RWP with holes 45 60 15 — 15 20 — 10 40 —

Table 1.
Geometry parameters of vortex generator (VG).
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Reynolds number value. Flow velocities were set in the range of 0.4–2 m/s with
0.2 m/s intervals. The Reynolds number is determined from R ¼ ρumDh=μ in the
range of 1800 < Re <9100. Therefore, the flow was assumed to be laminar at a
velocity of 0.4 m/s with Re = 1800 and the others were turbulent. Based on these
assumptions, the governing equations used to solve this case are:

Continuity equation

∂u j

∂x j
¼ 0 (1)

Momentum equation

∂

∂x j
ρuiu j
� � ¼ �∂p

∂xi
þ ∂

∂x j
μ
∂uk
∂xi

� �
(2)

Figure 3.
Top view of (a) RWP VG, (b) CRWP VG.

Figure 4.
Computational domain.
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Energy equation

∂

∂xi
ρuiTð Þ ¼ ∂

∂xi
Γ
∂T
∂xi

� �
(3)

where ρ, p, ui, and μ are the density, pressure, mean velocity on the x-axis, and
dynamic viscosity, respectively. Meanwhile, Γ is the diffusion coefficient

Γ ¼ λ=cp

where λ is the thermal conductivity, and cp is the specific heat of air.
The turbulent flow modeling used in this simulation is the standard k-ω model.

The transport equation for the standard k-ω model consists of the turbulent kinetic
energy (k) and specific dissipation rate (ω) equations, respectively, which are
stated as follows:

∂

∂xi
ρkuið Þ ¼ ∂

∂x j
Γk

∂k
∂x j

� �
þ Gk � Yk þ Sk (4)

∂

∂xi
ρωuið Þ ¼ ∂

∂x j
Γω

∂ω

∂x j

� �
þ Gω � Yω þ Sω (5)

where Γω is the specific dissipation rate and Γk is the diffusion effectiveness of
turbulence kinetic energy. The Γω and Γk equations are stated as follows:

Γω ¼ μþ μt
σω

(6)

Γk ¼ μþ μt
σk

(7)

σ and μt are the turbulent Prandtl number and turbulent viscosity, respectively.
In this governing equation, the turbulent intensity can be formulated as follows:

I ¼ 0:16R�1=8
Dh

(8)

2.4 Boundary conditions

The boundary conditions used in this computational domain are described as
follows:

Inlet upstream extended region

u ¼ u, v ¼ w ¼ 0,T ¼ T ¼ Const: (9)

Outlet downstream extended region

∂u
∂x

¼ ∂v
∂x

¼ ∂w
∂x

¼ ∂T
∂x

¼ 0 (10)

Wall

u ¼ v ¼ w ¼ 0,T ¼ Tw (11)
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Symmetry

v ¼ 0,
∂u
∂y

¼ ∂w
∂y

¼ ∂T
∂y

¼ 0 (12)

2.5 Numerical method

The finite volume method (FVM) was used to analyze the thermo-hydraulic
characteristics of the rectangular channel installed with VGs. Laminar flow was
simulated using a laminar model, while the turbulent flow was simulated using the
k-ω model. The turbulent k-ω model was used in this simulation because this model
is suitable for modeling fluid flow in the viscous region [21]. The SIMPLE algorithm
was chosen to obtain a numerical solution of the continuity and momentum equa-
tions. The governing equations for momentum, turbulent kinetic energy, specific
dissipation rate and energy were discretized with a second-order upwind scheme.
The convergence criterion assigned to the continuity, momentum, and energy
equations was 10�5, 10�6, 10�8, respectively.

In this numerical simulation, the mesh type was differentiated between the
upstream extended and downstream extended regions with the computational
domain, as shown in Figure 5. The hexagonal mesh was used in both parts of the
extended region because it has a simple geometric shape. Meanwhile, the part of the
computational domain, namely the fluid and plate, uses a tetrahedral mesh because
it has a more complex geometry due to the presence of VGs. The tetrahedral mesh
was also used to obtain more accurate results in this area so that it can show flow
separation and secondary flow in the test section.

2.6 Parameter definitions

The parameters used in this study are as follows:
Reynolds number

R ¼ ρumDh

μ
(13)

Figure 5.
Mesh generated.
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Nusselt number

Nu ¼ hDh

λ
(14)

where ρ, um, μ, Dh, and λ are the density, average fluid velocity, dynamic
viscosity, hydraulic diameter, and thermal conductivity of the fluid, respectively.
h is the convection heat transfer coefficient obtained from the following equation:

h ¼ q
AT Tw � T f
� � (15)

q, AT, and Tw are the convection heat transfer rate, heat transfer surface area,
and hot wall temperature, respectively, while Tf is the bulk fluid temperature which
is defined as follows:

T f ¼ T þ Tout

2
(16)

Tin is the inlet temperature and Tout is the temperature at the outlet side which is
determined by the following equation:

T ¼
ÐÐ

Au x, y, zð ÞT x, y, zð ÞdAÐÐ
Au x, y, zð ÞdA (17)

Tout ¼
ÐÐ

Aout
u x, y, zð ÞT x, y, zð ÞdAÐÐ
Aout

u x, y, zð ÞdA (18)

ΔP is the pressure drop of fluid flow which can be formulated as ΔP = Pin-Pout in
which Pin and Pout can be described as follows:

P ¼
ÐÐ

ApdAÐÐ
AdA

(19)

Pout ¼
ÐÐ

Aout
pdAÐÐ

Aout
dA

(20)

2.7 Validation

An independent grid test was performed to ensure that the number of grids
does not affect the numerical simulation results. Four different grid numbers were
used for grid-independent testing. The test was carried out on the computational
domain with three CRWP pairs at a velocity of 0.4 m/s. Table 2 shows the
simulation results of the variation in the number of different grids on the convec-
tion heat transfer coefficient. Because the convection heat transfer coefficient of
the simulation results shows a slight difference, the optimum number of grids is
determined by comparing the heat transfer coefficient from the modeling results
and the results from the experiment. The smallest error from the simulation
results and experimental results is used as an independent grid. Based on the
comparison of the simulation results for the various numbers of grids with the
experimental results, it is found that the grid with the number of elements close to
1,600,000 was chosen for use in this numerical simulation because it has the
lowest error, namely 0.337%. Validation was also carried out by comparing the
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experimental results of Wu et al. (2008) and current experimental results with
slightly different conditions, see Ref. [22].

3. Results and discussion

This study aims to investigate the effect of holes on VGs and the number of pairs
of VGs on airflow and heat transfer characteristics. The installation of VG generates
vortices and forms swirl flow so that the convection heat transfer rate on the airside
increases [7–9].

3.1 Flow field

To determine the difference in flow structure in the test section, simulations
were carried out on a channel with VGs and without VGs (baseline). Figure 6(a) is
a flow in the baseline case where vortices and swirl flows are not observed. Whereas
in Figure 6(b), the simulation results show that the installation of VGs on the
channel results in the formation of swirl flow [7], which results in longitudinal
vortices due to flow separation along the VGs caused by pressure differences on the
upstream and downstream VGs [10]. Figure 7 illustrates the counter-rotating pairs
of longitudinal vortices due to the installation of RWPs and CRWPs VGs with a 45°
angle of attack. A strong counter-rotating longitudinal vortex forms behind the VG
with the left rotating clockwise and the right rotating counterclockwise [23]. These
two longitudinal vortices result in the formation of downwash flow in the center of
the channel towards the lower wall of the channel and upwash flow on both sides of
the channel to the upper wall of the channel. This longitudinal vortex configuration
is also called common-flow-down.

Number of element h(simulation) h(experiment) Error (%)

1,262,840 18.27726 18.18571 0.503

1,478,060 18.34781 18.18571 0.891

1,661,610 18.24699 18.18571 0.337

1,868,587 18.29429 18.18571 0.597

Table 2.
Grid independent test.

Figure 6.
Velocity streamline in a channel; (a) without VG (baseline), (b) with VG.
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Figure 8 is a comparison of tangential velocity vectors in the cross-plane X1 with
three pairs of RWP and CRWP VGs for with and without holes at 2.0 m/s. The
tangential velocity vector in the use of RWP and CRWP VGs is high in the down-
wash region, which results in improved heat transfer [7]. In the case of CRWP VGs,
the longitudinal vortex radius formed is larger than that of the RWP VGs. This is
because the frontal area of the CRWP is larger, which results in a better heat
transfer rate increase than that of the RWP VGs [24, 25]. The hole in VG causes a jet
flow, which removes stagnant fluid in the back region of VG and increases the
kinetic energy in this area so that the pressure difference before and after passing
VG can be reduced [26]. Because of this decrease in the pressure difference, the
longitudinal vortex strength decreases. The main vortex, induced vortex, and cor-
ner vortex are observed on CRWP VGs installation, as shown in Figure 9. The
structure of the longitudinal vortex is formed due to several factors. The main
vortex is formed due to flow separation when the flow passes through the VG wall
due to the pressure difference [27]. Induced vortex is formed due to the interaction
between the main vortex. Meanwhile, the corner vortex is formed as a result of the
interaction between the VG wall and the main vortex.

Figures 10 and 11 show the counter-rotating longitudinal vortex as the flow
passes through the VGs. Counter-rotating longitudinal vortices are observed in the

Figure 7.
Tangential velocity vector on a channel with three pairs of VG: (a) perforated CRWP and (b) perforated RWP.

Figure 8.
Tangential velocity vector in the cross-section X1.
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Figure 9.
Tangential velocity vector in the cross-section X1 in the channel installed VG: (a) perforated RWP, (b)
perforated CRWP.

Figure 10.
Comparison of the tangential velocity distribution in the channel installed RWP at several cross-section positions
at a velocity of 2.0 m/sec.
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cross-sectional plane at positions X1 to X6 and move spirally downstream to a
certain distance and sweep towards the lower wall of the channel [26]. The strength
of the longitudinal vortex is observed to be greater in CRWP than in RWP. CRWP
has greater longitudinal vortex strength because CRWP has a larger frontal area
than that of RWP, which results in a larger longitudinal vortex radius causing in
better heat transfer performance [19]. From Figures 10 and 11, it is observed that
the longitudinal vortex in the X1 plane is stronger than that in the X2 plane for all
types of VG with/without holes. This is due to viscous dissipation, which causes the
longitudinal vortex to gradually weaken as the flow away from VG [28]. In the X3
plane, the longitudinal vortex strength increases compared to the X2 plane due to
the addition of VGs, which results in an increase in fluid velocity in the downwash
region [29]. The hole in the VG results in the weakening of the longitudinal vortex
strength due to jet flow formation [26].

Figure 11.
Comparison of the tangential velocity distribution in the channel installed CRWP at several cross-section
positions at a velocity of 2.0 m/sec.
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Figure 11.
Comparison of the tangential velocity distribution in the channel installed CRWP at several cross-section
positions at a velocity of 2.0 m/sec.
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3.2 Longitudinal vortex intensity

The longitudinal vortex intensity is a dimensionless number studied by K Song
et al. [30] and represents the magnitude of the inertia force induced by secondary
flow to the viscous force. In this study, the longitudinal vortex intensity is defined
in Eq. (22)

Se ¼ ρDhU
μ

(21)

where Se is the longitudinal vortex intensity, and U is the secondary flow
velocity characteristic, which can be formulated in the following equation:

Figure 12.
The mean spanwise longitudinal vortex intensity at a velocity of 0.4 m/s for the case of (a) one-pair RWP; (b)
one-pair of CRWP; (c) two pairs RWP; (d) two-pairs CRWP; (e) three pairs RWP; (f) three-pairs CRWP.
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U ¼ Dh ω
nj j ¼ Dh

∂w
∂y

� ∂v
∂z

����
���� (22)

where ωn is the vortices about the normal axis of the spanwise plane. The mean
longitudinal vortex intensity in the spanwise plane at position x (Sex) is defined by
Eq. (24)

Sex ¼ ρD2
h

A xð Þμ
ðð

A xð Þ
ωnj jdA (23)

Figures 12 and 13 show the ratio of Sex in RWP and CRWP cases at a velocity of
0.4 m/s and 2.0 m/s. In general, CRWP insertion produces a greater longitudinal

Figure 13.
The mean spanwise longitudinal vortex intensity at a velocity of 2.0 m/s for the case of (a) one-pair RWP; (b)
one-pair of CRWP; (c) two pairs RWP; (d) two-pairs CRWP; (e) three pairs RWP; (f) three-pairs CRWP.
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vortex intensity than that of RWP because the frontal area of the CRWP is larger
than that of the RWP and due to the instability of centrifugal force when the flow
passes over the CRWP surface [19, 31]. The longitudinal distribution of the vortex
intensity is shown in Figure 14 for a velocity of 0.4 m/s and Figure 15 for a velocity
of 2.0 m/s. In the case of CRWP and RWP, the longitudinal vortex intensity tends to
dissipate after passing VGs due to viscous effects [2, 26, 28]. Therefore, the instal-
lation of the second and third rows of VG reinforces the intensity of the longitudinal
vortex as illustrated in Figures 12(c)–(f) and Figures 13(c)–(f) for velocities of
0.4 m/s and 2 m/s, respectively.

The hole in the VG results in a decrease in the intensity of the longitudinal
vortex, as shown in Figures 12–15. The hole in VG causes jet flow formation, which
can interfere with the generation of the longitudinal vortex [26]. For RWP VGs
with a velocity of 2.0 m/s, the intensity of the longitudinal vortex experiences the
highest decrease, namely 17% at x/L = 0.48 for the case of one pair with holes, 11%
at x/L = 0.4 for the case of two pairs with holes and 13% at x/L = 0.48 for the case of
three pairs with holes of ones without holes. Meanwhile, in the case of CRWP VGs
with a velocity of 2.0 m/s, the intensity of the longitudinal vortex experiences the
highest decrease, namely 35% at x/L = 0.48 for the case of one pair with holes, 14%
at x/L = 0.68 for the case of two pairs with holes and 22% at x/L = 0.68 for the case
of three pairs with holes compared to ones without holes.

Figure 14.
The longitudinal vortex intensity for the case of three pairs of RWP and CRWP at locations x / L = 0.34 and
x/L = 0.32 at a velocity of 0.4 m/s, respectively.

Figure 15.
The longitudinal vortex intensity for the case of three pairs of RWP and CRWP at locations x / L = 0.34 and
x/L = 0.32 at a velocity of 2.0 m/s, respectively.

68

Heat Transfer - Design, Experimentation and Applications

3.3 Temperature distribution

The temperature distribution for the RWP and CRWP cases with/without holes
and the baseline in the spanwise plane at a certain position with a velocity of 2.0 m/s
is shown in Figures 16 and 17. Visually, the temperature distribution in the channel
in the presence of VG is better than the baseline. The placement of VG in the
channel increases the temperature distribution due to the counter-rotating pairs of
longitudinal vortices, which result in increased fluid mixing [32]. Counter-rotating
pairs of longitudinal vortices produce a downwash that pushes the fluid towards the
surface of the heated plate resulting in increased local heat transfer coefficients and
thinning of the thickness of the thermal and dynamic boundary layers [32, 33].

Meanwhile, counter-rotating pairs of longitudinal vortices also generate upwash
on the outer side of the vortex and push the hot fluid on the plate wall towards the
flow-stream resulting in a decrease in the local heat transfer coefficient and a

Figure 16.
Temperature distribution in channel with: (a) RWP without holes; (b) RWP with holes.

Figure 17.
Temperature distribution in channel with: (a) CRWP without holes; (b) CRWP with holes.
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thickening of the boundary layer as observed in Figures 16 and 17 comparing to the
baseline case, as shown in Figure 18. Visually, the temperature distribution in the
CRWP case is more even than the temperature distribution in the RWP case. This is
because CRWP produces a higher longitudinal vortex intensity than that of RWP
[31]. In addition, the holes in each VG result in the formation of jet flow, which can
reduce the intensity of the longitudinal vortex resulting in an increase in tempera-
ture gradient [26], as shown in Figure 16(b) and 17(b).

3.4 Pressure distribution

Figure 19 shows the pressure distribution for the three-pairs RWP and CRWP
cases with/without holes at a Velocity of 2.0 m/s. Installation of VG in the channel
results in an increase in pressure drop due to drag generated on the flow [34, 35]. As
observed in Figure 3.14, the pressure drop generated by CRWP is higher than that
from RWP. This is because the frontal area of the CRWP is larger than that of the
RWP, which results in a higher longitudinal vortex intensity and results in increased
pressure drop [19]. A low-pressure zone is formed behind VG in the RWP and
CRWP cases [26]. The hole in VG causes in the formation of jet flow, which results
in a decrease in the low-pressure zone. This is because the jet flow reduces the
stagnant fluid in the area behind VG and increases the kinetic energy in this area,
causing the pressure difference before and after passing VG to decrease [26].

3.5 Mean spanwise Nusselt number

The local heat transfer improvement can be identified with the mean spanwise
Nusselt number, as informed by Hiravennavar [36]. The equation used by
Hiravennavar is as follows:

Ńus ¼ Bq H=kð ÞÐ B
0 Tw � Tbð Þdz

(24)

where B, q, H, and k are channel width, heat flux, channel height, and fluid
thermal conductivity, respectively. Meanwhile,Tw and Tb are the wall temperature
and bulk fluid temperature, respectively.

Figure 18.
Temperature distribution in the channel without VG (baseline).
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Figures 20 and 21 compare the mean spanwise Nusselt numbers in the RWP and
CRWP cases at velocities of 0.4 m/s and 2.0 m/s. The use of VG in the channel
increases the Nusselt number [30]. Figures 20 and 21 show that the mean spanwise
Nusselt number in the CRWP case is higher than that in the RWP case. This is

Figure 19.
Comparison of the pressure distribution at z = 0.41H.

Figure 20.
Average spanwise Nusselts numbers the RWP and CRWP at a velocity of 0.4 m/s.

Figure 21.
Average spanwise Nusselts numbers the RWP and CRWP at a velocity of 2.0 m/s.
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because the longitudinal vortex intensity generated by the CRWP is stronger than
that of the RWP. The holes in VG result in a decrease in the mean spanwise Nusselt
number because the holes in VG reduce the intensity of the longitudinal vortex [16].
The highest decrease of the average spanwise Nusselt number in perforated RWP
and CRWP at a velocity of 0.4 m/s was 24% at x/L = 0.32 and 11% at x/L = 0.56 of
VG without holes, respectively. Whereas for the same case at a velocity of 2.0 m/s,
the highest reduction is 2% at x/L = 0.8 and 7% at x/L = 0.32, respectively.

Figure 22.
Comparison of the convection heat transfer coefficient on RWP with and without holes for installation: (a) one;
(b) two, and (c) three pairs.
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3.6 Convection heat transfer coefficient

Figures 22 and 23 show the comparison of the heat transfer coefficient values
due to the installation of RWP and CRWP. In general, the convection heat transfer
coefficient increases with increasing Reynolds number. From Figures 22 and 23, it
is found that the convection heat transfer coefficient with the CRWP installation is
higher than that of the RWP. This is because CRWP produces a stronger

Figure 23.
Comparison of the convection heat transfer coefficient on CRWP with and without holes for installation:
(a) one; (b) two, and (c) three pairs.
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longitudinal vortex intensity than that of RWP due to the instability of the flow as it
crosses the CRWP surface [25]. The convection heat transfer coefficient in the RWP
and CRWP cases with a three-pair installation configuration with holes is increased
by 198% and 207%, respectively, from the baseline at the highest Reynolds number.

The addition of pairs of VG results in an increase in the convection heat transfer
coefficient because the addition of VG pairs strengthens the longitudinal vortex

Figure 24.
Comparison of pressure drop on RWP with and without holes for installation: (a) one; (b) two and (c) three
pairs.
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strength and interferes with the formation of boundary layers and increases fluid
mixing [29]. Meanwhile, the hole in VG results in a slight decrease in the value of
the convection heat transfer coefficient, as seen in Figures 22 and 23, because the
holes in VG generate jet flow, which can weaken the intensity of the longitudinal
vortex [26]. The decrease in the convection heat transfer coefficient at the highest

Figure 25.
Comparison of pressure drop on CRWP with and without holes for installation: (a) one; (b) two and (c) three
pairs.
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Reynolds number for the perforated RWP and CRWP cases of three pairs is 2% and
8% of the without holes, respectively.

3.7 Pressure drop

A comparison of pressure drop between experiment and simulation for the RWP
and CRWP cases is observed in Figures 24 and 25, respectively. From the two
figures, it is found that the pressure drop for all cases increases with increasing
Reynolds number. The main reason is the increase in the drag generated with
increasing flow velocity [14]. Installation of RWP and CRWP in the channel results
in an increase in pressure drop due to the drag formed on the flow. The pressure
drop due to CRWP insertion is higher than RWP because CRWP produces a stron-
ger longitudinal vortex than RWP [37]. For the perforated RWP case, the increase
in pressure drop with variations of one, two, and three pairs at the highest Reynolds
number is 4.26 times, 8.98 times, and 9.96 times, respectively, from the baseline.
Meanwhile, for the perforated CRWP case with the highest Reynolds number in the
same case, it is 12.52 times, 19.27 times, and 26.31 times from the baseline. The hole
in VG causes a decrease in the pressure drop value because the hole in VG reduces
fluid resistance due to the longitudinal vortex [31]. The highest reduction in pres-
sure drop due to the hole in the RWP with variations of one, two, and three pairs is
7%, 4%, and 13%, respectively. On the other hand, the decrease in pressure drop on
CRWP with the highest Reynolds number for the same case is 5%, 5%, and 11%,
respectively.

3.8 Field synergy principle (FSP)

FSP is a method for analyzing improvement in heat transfer rate, which was
informed by Guo et al. [38]. In their study, Guo et al. define the increase in the rate
of heat transfer by decreasing the angle of the intersection of the velocity vector and
the temperature gradient. The energy conservation equation used by Guo et al. in
their research are as follows:

ρCp

ðδt
0

U � ∇́T
� �

dy ¼ �λ
∂T
∂y

(25)

where ρ, Cp, and λ are assumed to be constant so that the dimensionless form of
Eq. (25) is

RxPr
ð1
0

Ú � ∇́T
� �

dy ¼ Nux (26)

where Ú ¼ U=U∞, ∇́T� ¼ ∇́T
T∞�Twð Þ=δt, y ¼ y=δt. U∞ and T∞ are the velocity and

temperature of the fluid in the free stream region, respectively. Meanwhile, δt is the
thickness of the thermal boundary layer. Vector dot product, Ú � ∇́T, in Eq. (26) can
be described as follows:

Ú � ∇́T ¼ Ú
���
��� ∇́T�� ��cosβ (27)

where β is the angle between the velocity vector and the temperature gradient.
Thus, Eq. (27) can be written as follows:
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β ¼ cos �1 Ú � ∇́T
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��� ∇́T�� ��
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B@

1
CA (28)

Figures 26 and 27 illustrate the local synergy angle in the RWP and CRWP
cases, respectively, with speeds of 0.4 m/s and 2.0 m/s. In general, inserting VG in
the channel reduces the synergy angle because VG generates a longitudinal vortex
[39]. The longitudinal vortex alters the flow and temperature fields resulting in
improved heat transfer. From Figures 26 and 27, it can be observed that the
decreased synergy angle is higher in the case of CRWP than that of RWP because
the strength of the longitudinal vortex produced by CRWP is stronger than that of

Figure 26.
Synergy angle at a speed of 0.4 m/s for the case of (a) one-pair of RWP; (b) one pair of CRWPs; (c) two pairs
of RWP; (d) two-pairs of CRWP; (e) three pairs of RWP; (f) three-pairs of CRWP.
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Reynolds number for the perforated RWP and CRWP cases of three pairs is 2% and
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Figure 26.
Synergy angle at a speed of 0.4 m/s for the case of (a) one-pair of RWP; (b) one pair of CRWPs; (c) two pairs
of RWP; (d) two-pairs of CRWP; (e) three pairs of RWP; (f) three-pairs of CRWP.
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RWP [25, 40]. The lowest synergy angle in the case of three pairs of perforated
RWP at a velocity of 0.4 m/s are 78.25°, 77.98°, and 79.33° at x/L = 0.28, 0.52, and
0.76, respectively. Meanwhile, at velocity of 2.0 m/s, they are 81.15°, 79.42°, and
81.19° at x/L = 0.28, 0.52, and 0.76, respectively.

In the case of CRWP with the same configuration, the largest synergy angles are
71.64°, 77.52°, and 79.04° at x/L = 0.24, 0.52, and 0.76 at 0.4 m/s, respectively.
Meanwhile, at velocity of 2.0 m/s, they were 72.68o, 78.81o, and 81.57o at
x/L = 0.28, 0.52, and 0.8, respectively. The hole in VG increases the synergy angle
due to a decrease in the heat transfer coefficient [41]. The increase in the mean
synergy angle due to the addition of holes in the RWP and CRWP three pairs is
0.25° and 0.29° at a velocity of 2.0 m/s, respectively.

Figure 27.
Synergy angle at a speed of 2.0 m/s for the case of (a) one-pair of RWP; (b) one pair of CRWPs; (c) two pairs
of RWP; (d) two-pairs of CRWP; (e) three pairs of RWP; (f) three-pairs of CRWP.

78

Heat Transfer - Design, Experimentation and Applications

4. Conclusion

In this study, a numerical fluid flow simulation was performed to determine the
effect of installing RWP and CRWP with/without holes at 45° angle of attack on
heat transfer and pressure drop in the rectangular channel. The hole in VG results in
a slight decrease in the convection heat transfer coefficient. The reduction of the
convection heat transfer coefficient in the channel with the installation of three
pairs of perforated RWP and CRWP for the highest Reynolds number was 2% and
8% of the without holes, respectively. The hole in the VG was able to reduce the
pressure drop in the channel. The highest reduction in pressure drop due to holes in
RWP with variations of one, two, and three pairs was 7%, 4%, and 13%, respec-
tively. On the other hand, the decrease in pressure drop on CRWP with the highest
Reynold number for the same case was 5%, 5%, and 11%, respectively. The hole in
VG caused a decrease in the mean spanwise Nusselt number in all cases. The
decrease in the average spanwise Nusselt number in the perforated RWP and
CRWP cases at a velocity of 0.4 m/s was the greatest of 24% at x/L = 0.32 and 11% at
x/L = 0.56, respectively, from those without holes. Whereas for the same case at a
velocity of 2.0 m/s, the largest decrease was 2% at x/L = 0.8 and 7% at x/L = 0.32,
respectively. The synergy angle increased due to the holes in the RWP and CRWP.
The average synergy angle increase in the use of RWP and CRWP three pairs was
0.25 and 0.29 at a velocity of 2.0 m/s, respectively.
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a slight decrease in the convection heat transfer coefficient. The reduction of the
convection heat transfer coefficient in the channel with the installation of three
pairs of perforated RWP and CRWP for the highest Reynolds number was 2% and
8% of the without holes, respectively. The hole in the VG was able to reduce the
pressure drop in the channel. The highest reduction in pressure drop due to holes in
RWP with variations of one, two, and three pairs was 7%, 4%, and 13%, respec-
tively. On the other hand, the decrease in pressure drop on CRWP with the highest
Reynold number for the same case was 5%, 5%, and 11%, respectively. The hole in
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Chapter 5

Survey of Some Exact and
Approximate Analytical Solutions
for Heat Transfer in Extended
Surfaces
Raseelo Joel Moitsheki, Partner Luyanda Ndlovu
and Basetsana Pauline Ntsime

Abstract

In this chapter we provide the review and a narrative of some obtained results
for steady and transient heat transfer though extended surfaces (fins). A particular
attention is given to exact and approximate analytical solutions of models describ-
ing heat transfer under various conditions, for example, when thermal conductivity
and heat transfer are temperature dependent. We also consider fins of different
profiles and shapes. The dependence of thermal properties render the considered
models nonlinear, and this adds a complication and difficulty to solve these model
exactly. However, the nonlinear problems are more realistic and physically sound.
The approximate analytical solutions give insight into heat transfer in fins and as
such assist in the designs for better efficiencies and effectiveness.

Keywords: exact solutions, approximate solutions, lie symmetry methods,
approximate methods, heat transfer, fins

1. Introduction

In the study of heat transfer, a fin may be a solid or porous and stationary or
moving that extends from an attached body to rapidly cool off heat of that surface.
Cooling fins find application in a large real world phenomena particularly in engi-
neering devices. Fins increase the surface area of heat transfer particularly for
cooling of hot bodies. These come in different shapes, geometries and profiles.
These differences provide variety of effectiveness and efficiencies. The literature
with regard to the study of heat transfer in fins is well documented (see e.g. [1]).
The solutions either exact, numerical or approximate analytical continue to be of
immerse interest and this is due to continued use of fins in engineering devices.

Much attention has been given to linear one dimensional models [2–4] whereby
Homotopy Analysis Method (HAM) was used to determine series solutions for heat
transfer in straight fins of trapezoidal and rectangular profiles given temperature
dependent thermal properties; nonlinear one dimensional models [5] wherein pre-
liminary group classification methods were utilised to contract invariant (symme-
try) solutions; heat transfer in linear two dimensional trapezoidal fins [6]; heat
transfer in two dimensional straight nonlinear fins were considered [7] wherein Lie
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point symmetries and other standard methods were invoked and recently nonlinear
three dimensional models [8] were considered wherein three dimensional Differ-
ential Transform Methods (DTM) were employed to construct approximate ana-
lytical solutions. The dependence of thermal properties on the temperature renders
the equations highly nonlinear. The non-linearity brings an added complication or
difficulty in the construction of solutions and particularly exact solutions.

Few exact solutions are recorded in the literature, for example for one dimen-
sional problems [2–5, 9–15], two dimensions [6, 7, 16, 17]. An attempt to construct
exact solutions for the three dimensional problems is found in [8], however these
were general solutions. For this reason, either approximate analytical or numerical
solutions are sought. However, the accuracy of numerical schemes is obtained by
comparison with he exact solutions.

This chapter summaries the work of Moitsheki and collaborators in the area of
heat transfer through fin. In their work, they employed Lie symmetry methods to
construct exact solutions. These methods include, the preliminary group classifica-
tion, the Lie point symmetries, conservation laws and associate Lie point symme-
tries, non-classical symmetry methods and recently non classical potential
symmetries. It appeared that most of the constructed exact solutions do not satisfy
the prescribed boundary conditions. The idea then becomes, start with the simple
model that satisfy the boundary conditions and compare it with the approximate
solutions to establish confidence in the approximate methods, then extend analysis
to problems that are difficult to solve exactly.

We acknowledge that some scholars employed many other approximate
methods to solve boundary value problems (BVPs); for example the Homotopy
Analysis Method [18], Collocation Methods (CM) [19], Homotopy Perturbation
Methods (HPM) [20], Haar Wavelet Collation Methods (HWCM) [21], Collocation
Spectral Methods (CSM) [22], modified Homotopy Analysis Method (mHAM) [23],
Spectral Homotopy Analysis Methods (SHAM) and the Optimal Homotopy Analy-
sis Methods [24]. In this chapter we restrict discussions to Lie symmetry methods
for exact solutions, and DTM and VIM for approximate analytical methods.

2. Mathematical descriptions

Mathematical descriptions represent some physical phenomena in terms of
deterministic models given in terms of partial differential equations (PDEs). These
differential equations become non-linear when heat transfer coefficient and ther-
mal conductivity depend on the temperature (see e.g. [5]). This non-linearity was
introduced as a significant modifications of the usually assumed models see e.g. [2].

In this chapter we present a few models for various heat transfer phenomena.

2.1 2 + 1 dimensional transient state models

Mathematical modelling for heat transfer in fins may be three dimensional
models.

2.1.1 Cylindrical pin fins

We consider a two-dimensional pin fin with length L and radius R. The fin is
attached to a base surface of temperature Tb and extended into the fluid of temper-
ature Ts. The tip of the fin is insulated (i.e., heat transfer at the tip is negligibly
small). The fin is measured from the tip to the base. A schematic representation of a
pin fin is given in Figure 1. We assume that the heat transfer coefficient along the
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fin is nonuniform and temperature dependent and that the internal heat source or
sink is neglected. Furthermore, the temperature-dependent thermal conductivity is
assumed to be the same in both radial and axial directions. The model describing the
heat transfer in pin fins is given by the BVP (see e.g. [17])

ρcp
∂T
∂t

¼ ∂

∂Z
K Tð Þ ∂T

∂Z

� �
þ 1
R

∂

∂R
K Tð ÞR ∂T

∂R

� �
: (1)

The initial condition is given by

T 0,R,Zð Þ ¼ Ts, 0≤R≤Ra, 0≤Z ≤L,

here, Ts is the temperature of the surrounding fluid.
Boundary conditions are given by

T t,R,Lð Þ ¼ Tb, 0≤R≤Ra, t>0,

∂T
∂Z

¼ 0, Z ¼ 0, 0≤R≤Ra, t>0:

K Tð Þ ∂T
∂R

¼ �H Tð Þ T � Ts½ �, R ¼ 0, 0≤Z ≤L, t>0,

∂T
∂R

¼ 0, R ¼ Ra, 0≤Z ≤L, t>0,

In non-dimensionalized variables and parameters we have,

∂θ

∂τ
¼ ∂

∂z
k θð Þ ∂θ

∂z

� �
þ E2 1

r
∂

∂r
k θð Þr ∂θ

∂r

� �
, (2)

subject to the initial condition

θ 0, r, zð Þ ¼ 0, 0≤ z≤ 1, 0≤ r≤ 1,

Figure 1.
Schematic representation of a pin fin.
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and boundary conditions

θ τ, 1, rð Þ ¼ 1, 0, ≤ r≤ 1, τ>0,

∂θ

∂z
¼ 0, z ¼ 0, 0≤ r≤ 1, τ>0,

k θð Þ ∂θ
∂z

¼ �Bih θð Þθ, z ¼ 0, 0≤ z≤ 1, τ>0,

∂θ

∂r
¼ 0, r ¼ 1, 0≤ z≤ 1, τ>0,

where the non-dimensional quantities E ¼ L
δ, and Bi ¼ Hbδ

Ka
, are the fin extension

factor and the Biot number respectively. Also,

t ¼ L2ρcp
Ka

τ, Z ¼ Lz, R ¼ Rar,

K ¼ Kak, H ¼ Hbh, T ¼ Tb � Tsð Þθ þ Ts:

where τ, z, r, k, h and θ are all dimensionless variables. Ka and Hb are the
ambient thermal conductivity and the fin base heat transfer coefficient respectively.

Notice that other terms may be added, for example internal heat generation
(source term) and fin profile.

2.1.2 Rectangular straight fins

Following the similar pattern, in dimensionless variables we have (see e.g. [8])

∂θ

∂τ
¼ ∂

∂x
k θð Þ ∂θ

∂x

� �
þ E2 ∂

∂y
k θð Þ ∂θ

∂y

� �
, (3)

subject to the initial condition

θ 0, x, yð Þ ¼ 0, 0≤ x≤ 1, 0≤ y≤ 1,

and boundary conditions

θ τ, 1, yð Þ ¼ 1, 0, ≤ y≤ 1, τ>0,

∂θ

∂x
¼ 0, x ¼ 0, 0≤ y≤ 1, τ>0,

k θð Þ ∂θ
∂y

¼ �Bih θð Þθ, y ¼ 0, 0≤ x≤ 1, τ>0,

∂θ

∂y
¼ 0, y ¼ 1, 0≤ x≤ 1, τ>0,

2.2 Two-dimensional steady state models

In this section we consider the two dimensional steady state models. The sym-
metry analysis of these models have proven to be challenging. In some cases stan-
dard method such as separations of variables have been employed to determine
exact solutions.
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2.2.1 Cylindrical pin fins

For steady state problem, the heat transfer is independent of the time variable.
For example, the time derivative in Eq. (2) vanish (see e.g. [16]).

2.2.2 Rectangular straight fins

For steady state problem, the heat transfer is independent of the time variable.
For example, the time derivative in Eq. (3) is zero (see e.g. [7]).

2.3 1 + 1 dimensional transient model for straight fins

2.3.1 Solid stationary fins

For solid stationary straight fins the model is given by (see e.g. [25, 26])

∂θ

∂τ
¼ ∂

∂x
f xð Þk θð Þ ∂θ

∂x

� �
�M2θh θð Þ, 0≤ x≤ 1: (4)

subject to initial and boundary conditions

θ 0, xð Þ ¼ 0, 0≤ x≤ 1, θ τ, 1ð Þ ¼ 1;
∂θ

∂x

����
x¼0

¼ 0, τ≥0:

2.3.2 Solid moving fins

It appear, as far as we know, this is still an open problem and in preparation.

∂θ

∂τ
¼ ∂

∂x
f xð Þk θð Þ ∂θ

∂x

� �
�M2θh θð Þ � Pef xð Þ ∂θ

∂x
, 0≤ x≤ 1: (5)

subject to initial and boundary conditions

θ 0, xð Þ ¼ 0, 0≤ x≤ 1, θ τ, 1ð Þ ¼ 1;
∂θ

∂x

����
x¼0

¼ 0, τ≥0:

2.3.3 Porous stationary fins

The model was considered in [27].

∂θ

∂τ
¼ ∂

∂x
f xð Þk θð Þ ∂θ

∂x

� �
�Nc θ � θað Þnþ1 �Nr θ4 � θ4a

� �
, 0≤ x≤ 1: (6)

subject to initial and boundary conditions

θ 0, xð Þ ¼ 0, 0≤ x≤ 1, θ τ, 1ð Þ ¼ 1;
∂θ

∂x

����
x¼0

¼ 0, τ≥0:

2.3.4 Porous moving fins

The model describing heat transfer in porous moving fin is considered in [28]
and is given by
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The model describing heat transfer in porous moving fin is considered in [28]
and is given by
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∂
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� �
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2.4.2 Solid moving fins
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r
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∂θ

∂τ
¼ 1

r
∂

∂r
rf rð Þk θð Þ ∂θ
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� �
�Np θ � θað Þ2 �Nr θ4 � θ4a

� �� f rð ÞPe ∂θ
∂r
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subject to initial and boundary conditions

θ 0, rð Þ ¼ 0, 0≤ r≤ 1, θ τ, 1ð Þ ¼ 1;
∂θ

∂r

����
r¼0

¼ 0, τ≥0:

2.5 One-dimensional steady state model for straight fins

Considering heat transfer in a one dimensional longitudinal fin of cross
area Ac with various profiles. The perimeter of the fin is denoted by P and
length by L: The fin is attached to a fixed prime surface of temperature Tb
and extends to the fluid of temperature T∞: in non-dimensional variables,
one obtains

d
dx

f xð Þk θð Þ dθ
dx

� �
�M2θh θð Þ ¼ 0, 0≤ x≤ 1: (12)

subject to

θ 1ð Þ ¼ 1,
dθ 0ð Þ
dx

¼ 0:

In case of a moving radial fin the term

f xð ÞPe dθ
dx

is added to Eq. (12).

2.6 One-dimensional steady state model for radial fins

Considering heat transfer in a one dimensional stationary radial fin of cross area
Ac with various profiles. The perimeter of the fin is denoted by P and length by
Lrb � rt The fin is attached to a fixed prime surface of temperature Tb and extends
to the fluid of temperature T∞: One may assume that at the tip of the fin rt ¼ 0: In
non-dimensional variables, one obtains

1
r
d
dr

rf rð Þk θð Þ dθ
dx

� �
�M2θh θð Þ ¼ 0, 0≤ x≤ 1: (13)

subject to

θ 1ð Þ ¼ 1,
dθ 0ð Þ
dr

¼ 0:

In case of a moving radial fin the term

f rð ÞPe dθ
dr

is added to Eq. (13) (see e.g. [30]).
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3. Methods of solutions

3.1 Brief account on lie symmetry methods

In this subsection we provide a brief theory of Lie point symmetries.
This discussion and further account can be found in the book of Bluman and
Anco [31].

3.1.1 m dependent and n independent variables

m dependent variables u ¼ u1, u2, … , umð Þ and n independent variables x ¼
x1, x2, … , xnð Þ, u ¼ u xð Þ with m≥ 2, arise in studying systems of differential
equations. We consider extended transformations from x, uð Þ�space to
x, u, u 1ð Þ, u 2ð Þ, … , u kð Þ
� �� space. Here u kð Þ denotes the components of all kth-order
partial derivatives of u wrt x:.

definition Total derivative. The total differentiation operator wrt xi is
defined by

Di ¼ ∂

∂xi
þ uαi

∂

∂uα
þ uαij

∂

∂uαi
þ … þ uαii1i2 … ik

∂

∂uαi1i2 … in

þ … , i ¼ 1, 2, … , n:

where

uαi ¼
∂uα

∂xi
, uαij ¼

∂
2uα

∂xi∂x j , etc:

We seek the one-parameter Lie group of transformations

xi ¼ xi þ εξi x, uð Þ þO ε2
� �

,

uα ¼ uα þ εηα x, uð Þ þO ε2
� �

,
(14)

which leave the system of equation in question invariant. These transformations
are generated by the base vector

X ¼ ξi x, uð Þ ∂

∂xi
þ ηα x, uð Þ ∂

∂uα
:

The kth-extended transformation of (14) are given by

uαi ¼ uαi þ εζαi x, u, u 1ð Þ
� �þ O ε2ð Þ,

uαij ¼ uαij þ εζαij x, u, u 1ð Þ, u 2ð Þ
� �þ O ε2ð Þ,

: :

: :

: :

uαi1,i2,… ,ik ¼ uαi1,i2,… ,ik þ εζαi1,i2,… ,ik x, u, u 1ð Þ, u 2ð Þ, … , u kð Þ
� �þ O ε2ð Þ,

9>>>>>>>>>>>>>=
>>>>>>>>>>>>>;

(15)

Theorem 1.1 The extended infinitesimals satisfy the recursion relations
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ζαi ¼ Di ηαð Þ � uαjDi ξ
j� �
,

ζαij ¼ D j ζ
α
i

� �� uαilD j ξ
l� �,

: :

: :

: :

ζαi1,i2,… ,ik ¼ Dik ζαi1 … ik�1

� �
� uαi1,i2 … ik�1l

Dik ξl
� �

,

9>>>>>>>>>>=
>>>>>>>>>>;

(16)

Introducing the Lie Characteristic function defined by

Wα ¼ ηα � ξ juαj ,

then

ζαi ¼ Di Wαð Þ þ ξ juαji,

ζαij ¼ DiD j Wαð Þ þ ξkukij,
: :

: :

: :

ζαi1,i2,… ,ik ¼ Di1 …Dik Wαð Þ þ ξ juji1,i2 … ik :

9>>>>>>>>>=
>>>>>>>>>;

(17)

The corresponding (kth extended) infinitesimal generator is given by

X k½ � ¼ ξi x, uð Þ ∂

∂xi
þ ηαi x, uð Þ ∂

∂uα
þ ζαi

∂

∂ui
þ … þ ζαi1,i2,… ,ik

∂

∂ui1,i2,… ,ik
, k≥ 1:

Theorem 1.2 A differential function F x, u, u1, … , u pð Þ
� �

p≥0, is a pth-order
differential invariant of a group G if

F x, u, u1, … , u pð Þ
� � ¼ F x, u, u1, … , u pð Þ

� �
:

Theorem 1.3 A differential function F x, u, u1, … , u pð Þ
� �

p≥0, is a pth-order
differential invariant of a group G if

X p½ �F ¼ 0,

where X p½ � is the pth prolongation of X:.

3.2 Approximate methods

3.2.1 p-dimensional differential transform methods

For an analytic multivariable function f x1, x2, … , xp
� �

, we have the p-dimen-
sional transform given by

F k1, k2, … , kp
� � ¼ 1

k1!k2!… kp!
∂
k1þk2þ…þkp f x1, x2, … , xp

� �

∂xk11 ∂x
k2
2 … ∂xkpp

" #�����
x1,x2,… ,xpð Þ¼ 0,0,… ,0ð Þ

:

(18)
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ζαi ¼ Di ηαð Þ � uαjDi ξ
j� �
,

ζαij ¼ D j ζ
α
i

� �� uαilD j ξ
l� �,

: :

: :

: :

ζαi1,i2,… ,ik ¼ Dik ζαi1 … ik�1
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� uαi1,i2 … ik�1l

Dik ξl
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,
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>>>>>>>>>>;

(16)
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then
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: :

ζαi1,i2,… ,ik ¼ Di1 …Dik Wαð Þ þ ξ juji1,i2 … ik :

9>>>>>>>>>=
>>>>>>>>>;

(17)

The corresponding (kth extended) infinitesimal generator is given by

X k½ � ¼ ξi x, uð Þ ∂

∂xi
þ ηαi x, uð Þ ∂

∂uα
þ ζαi

∂

∂ui
þ … þ ζαi1,i2,… ,ik

∂

∂ui1,i2,… ,ik
, k≥ 1:

Theorem 1.2 A differential function F x, u, u1, … , u pð Þ
� �

p≥0, is a pth-order
differential invariant of a group G if

F x, u, u1, … , u pð Þ
� � ¼ F x, u, u1, … , u pð Þ

� �
:

Theorem 1.3 A differential function F x, u, u1, … , u pð Þ
� �

p≥0, is a pth-order
differential invariant of a group G if

X p½ �F ¼ 0,

where X p½ � is the pth prolongation of X:.

3.2 Approximate methods

3.2.1 p-dimensional differential transform methods

For an analytic multivariable function f x1, x2, … , xp
� �

, we have the p-dimen-
sional transform given by

F k1, k2, … , kp
� � ¼ 1

k1!k2!… kp!
∂
k1þk2þ…þkp f x1, x2, … , xp

� �

∂xk11 ∂x
k2
2 … ∂xkpp

" #�����
x1,x2,… ,xpð Þ¼ 0,0,… ,0ð Þ

:

(18)
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The upper and lower case letters are for the transformed and the original func-
tions respectively. The transformed function is also referred to as the T-function,
the differential inverse transform is given by

f x1, x2, … , xp
� � ¼

X∞

k1¼0

X∞

k2¼0

…
X∞

kp¼0

F k1, k2, … , kp
� �Yp

l¼1

xkll : (19)

It can easily be deduced that the substitution of (18) into (19) gives the Taylor
series expansion of the function f x1, x2, … , xp

� �
about the point x1, x2, … , xp

� � ¼.
0, 0, … , 0ð Þ. This is given by

f x1, x2, … , xp
� � ¼

X∞

k1¼0

X∞

k2¼0

…
X∞

kp¼0

Qp
l¼1x

kl
l

k1!k2!… kp!
∂
k1þk2þ…þkp f x1, x2, … , xp

� �

∂xk11 ∂x
k2
2 … ∂xkpp

" #�����
x1¼0,… ,xp¼0

:

(20)

For real world applications the function f x1, x2, … , xp
� �

is given in terms of a
finite series for some q, r, s∈ℤ. Then (19)becomes

f x1, x2, … , xp
� � ¼

Xq

k1¼0

Xr

k2¼0

…
Xs

kp¼0

F k1, k2, … , kp
� �Yp

l¼1

xkll : (21)

We now give some important operations and theorems performed in the p-
dimensional DTM in Table 1. Those have been derived using the definition in (18)
together with previously obtained results [32].

In the table

δ k1 � e1, k2 � e2, … , kp � ep
� � ¼ 1 if ki ¼ ei for i ¼ 1, 2, ::, p:

0 otherwise:

�

We now provide one result of the p-dimensional DTM without proof.
Theorem. Proof in [32].
If

f x1, x2, … , xp
� � ¼ g x1, x2, … , xp

� �
h x1, x2, … , xp
� �

,

then

F k1, k2, … , kp
� � ¼

Xk1
i1¼0

Xk2
i2¼0

…
Xkp

ip¼0

G k1, k2, … , kp þ ip
� �

H k1 þ i1, … , kn�1 þ ip�1, kp
� �

:

Original function f x1, x2, … ,xp
� �

T-function F k1,k2, … , kp
� �

f x1, x2, … , xp
� � ¼ λg x1, x2, … , xp

� �
F k1, k2, … , kp
� � ¼ λG k1, k2, … , kp

� �

f x1, x2, … , xp
� � ¼ g x1, x2, … , xp

� �� p x1, x2, … , xp
� �

F k1, k2, … , kp
� � ¼ G k1, k2, … , kp

� �� P k1, k2, … , kp
� �

f x1, x2, … , xp
� � ¼ ∂

r1þr2þ…þrp g x1 , x2 , … , xpð Þ
∂xr11 ∂xr22 … ∂x

rp
p

F k1, k2, … , kp
� � ¼ k1þr1ð Þ!… kpþrpð Þ!

k1 !… kp !
k1 þ r1, … , kp þ rp
� �

f x1, x2, … , xp
� � ¼Qp

l¼1x
el
l F k1, k2, … , kp

� � ¼ δ k1 � e1, k2 � e2, … , kp � ep
� �

Table 1.
Theorems and operations performed in p-dimensional DTM.
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3.2.2 Variational iteration methods

Lθ þNθ ¼ g xð Þ, (22)

where L and N are linear and nonlinear operators, respectively, and g xð Þ is the
source inhomogeneous term. He [33], proposed the VIM where a correctional
functional for Eq. (22) can be written as

θ jþ1 xð Þ ¼ θ j xð Þ þ
ðx
0
λ tð Þ Lθ j tð Þ þN~θθ tð Þ � g tð Þ� �

dt, (23)

where λ is the general Lagrange multiplier, which can be be identified
optimally via the variation theory, and ~θn is a restricted variation, which
means δ~θn ¼ 0 [34]. The Lagrange multiplier can be a constant or a function
depending on the order of the deferential equation under consideration. The
VIM should be employed by following two essential steps. First we determine
the Lagrange multiplier by considering the following second order differential
equation,

θ00 xð Þ þ aθ0 xð Þ þ bθ xð Þ ¼ g xð Þ, θ 0ð Þ ¼ α, θ0 0ð Þ ¼ β, (24)

where a and b are constants. The VIM admits the use of a correctional function
for this equation as follows,

θ jþ1 xð Þ ¼ θ j xð Þ þ
ðx
0
λ tð Þ θ00j tð Þ þ a~θ

0
j tð Þ þ b~θ j tð Þ � g tð Þ

� �
dt: (25)

Taking the variation on both sides of Eq. (25) with respect to the independent
variable θ j gives,

δθ jþ1

δθ j
¼ 1þ δ

δθ j

ðx
0
λ tð Þ θ00j tð Þ þ a~θ

0
j tð Þ þ b~θ j tð Þ � g tð Þ

� �
dt

� �
, (26)

or equivalently

δθ jþ1 xð Þ ¼ δθ j xð Þ þ δ

ðx
0
λ tð Þ θ00j tð Þ þ a~θ

0
j tð Þ þ b~θ j tð Þ � g tð Þ

� �
dt

� �
, (27)

which gives

δθ jþ1 xð Þ ¼ δθ j xð Þ þ δ

ðx
0
λ tð Þ θ00j tð Þdt
� �

,
�

(28)

obtained upon using δ~θ j ¼ 0 and δ~θ
0
j ¼ 0. Evaluating the integral of Eq. (28) by

parts gives,

δθ jþ1 ¼ δθ j þ δλθ0j � δλ0θ j þ δ

ðx
0
λ00θ jdt, (29)

or equivalently

δθ jþ1 ¼ δ 1� λ0jt¼x

� �
θ j þ δλθ0j þ δ

ðx
0
λ00θ jdt: (30)
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The upper and lower case letters are for the transformed and the original func-
tions respectively. The transformed function is also referred to as the T-function,
the differential inverse transform is given by

f x1, x2, … , xp
� � ¼

X∞

k1¼0

X∞

k2¼0

…
X∞

kp¼0

F k1, k2, … , kp
� �Yp

l¼1

xkll : (19)

It can easily be deduced that the substitution of (18) into (19) gives the Taylor
series expansion of the function f x1, x2, … , xp

� �
about the point x1, x2, … , xp

� � ¼.
0, 0, … , 0ð Þ. This is given by

f x1, x2, … , xp
� � ¼

X∞

k1¼0

X∞

k2¼0

…
X∞

kp¼0

Qp
l¼1x

kl
l

k1!k2!… kp!
∂
k1þk2þ…þkp f x1, x2, … , xp

� �

∂xk11 ∂x
k2
2 … ∂xkpp

" #�����
x1¼0,… ,xp¼0

:

(20)

For real world applications the function f x1, x2, … , xp
� �

is given in terms of a
finite series for some q, r, s∈ℤ. Then (19)becomes

f x1, x2, … , xp
� � ¼

Xq

k1¼0

Xr

k2¼0

…
Xs

kp¼0

F k1, k2, … , kp
� �Yp

l¼1

xkll : (21)

We now give some important operations and theorems performed in the p-
dimensional DTM in Table 1. Those have been derived using the definition in (18)
together with previously obtained results [32].

In the table

δ k1 � e1, k2 � e2, … , kp � ep
� � ¼ 1 if ki ¼ ei for i ¼ 1, 2, ::, p:

0 otherwise:

�

We now provide one result of the p-dimensional DTM without proof.
Theorem. Proof in [32].
If

f x1, x2, … , xp
� � ¼ g x1, x2, … , xp

� �
h x1, x2, … , xp
� �

,

then

F k1, k2, … , kp
� � ¼

Xk1
i1¼0

Xk2
i2¼0

…
Xkp

ip¼0

G k1, k2, … , kp þ ip
� �

H k1 þ i1, … , kn�1 þ ip�1, kp
� �

:

Original function f x1, x2, … ,xp
� �

T-function F k1,k2, … , kp
� �

f x1, x2, … , xp
� � ¼ λg x1, x2, … , xp

� �
F k1, k2, … , kp
� � ¼ λG k1, k2, … , kp

� �

f x1, x2, … , xp
� � ¼ g x1, x2, … , xp

� �� p x1, x2, … , xp
� �

F k1, k2, … , kp
� � ¼ G k1, k2, … , kp

� �� P k1, k2, … , kp
� �

f x1, x2, … , xp
� � ¼ ∂

r1þr2þ…þrp g x1 , x2 , … , xpð Þ
∂xr11 ∂xr22 … ∂x

rp
p

F k1, k2, … , kp
� � ¼ k1þr1ð Þ!… kpþrpð Þ!

k1 !… kp !
k1 þ r1, … , kp þ rp
� �

f x1, x2, … , xp
� � ¼Qp

l¼1x
el
l F k1, k2, … , kp

� � ¼ δ k1 � e1, k2 � e2, … , kp � ep
� �

Table 1.
Theorems and operations performed in p-dimensional DTM.
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3.2.2 Variational iteration methods

Lθ þNθ ¼ g xð Þ, (22)

where L and N are linear and nonlinear operators, respectively, and g xð Þ is the
source inhomogeneous term. He [33], proposed the VIM where a correctional
functional for Eq. (22) can be written as

θ jþ1 xð Þ ¼ θ j xð Þ þ
ðx
0
λ tð Þ Lθ j tð Þ þN~θθ tð Þ � g tð Þ� �

dt, (23)

where λ is the general Lagrange multiplier, which can be be identified
optimally via the variation theory, and ~θn is a restricted variation, which
means δ~θn ¼ 0 [34]. The Lagrange multiplier can be a constant or a function
depending on the order of the deferential equation under consideration. The
VIM should be employed by following two essential steps. First we determine
the Lagrange multiplier by considering the following second order differential
equation,

θ00 xð Þ þ aθ0 xð Þ þ bθ xð Þ ¼ g xð Þ, θ 0ð Þ ¼ α, θ0 0ð Þ ¼ β, (24)

where a and b are constants. The VIM admits the use of a correctional function
for this equation as follows,

θ jþ1 xð Þ ¼ θ j xð Þ þ
ðx
0
λ tð Þ θ00j tð Þ þ a~θ

0
j tð Þ þ b~θ j tð Þ � g tð Þ

� �
dt: (25)

Taking the variation on both sides of Eq. (25) with respect to the independent
variable θ j gives,

δθ jþ1

δθ j
¼ 1þ δ

δθ j

ðx
0
λ tð Þ θ00j tð Þ þ a~θ

0
j tð Þ þ b~θ j tð Þ � g tð Þ

� �
dt

� �
, (26)

or equivalently

δθ jþ1 xð Þ ¼ δθ j xð Þ þ δ

ðx
0
λ tð Þ θ00j tð Þ þ a~θ

0
j tð Þ þ b~θ j tð Þ � g tð Þ

� �
dt

� �
, (27)

which gives

δθ jþ1 xð Þ ¼ δθ j xð Þ þ δ

ðx
0
λ tð Þ θ00j tð Þdt
� �

,
�

(28)

obtained upon using δ~θ j ¼ 0 and δ~θ
0
j ¼ 0. Evaluating the integral of Eq. (28) by

parts gives,

δθ jþ1 ¼ δθ j þ δλθ0j � δλ0θ j þ δ

ðx
0
λ00θ jdt, (29)

or equivalently

δθ jþ1 ¼ δ 1� λ0jt¼x

� �
θ j þ δλθ0j þ δ

ðx
0
λ00θ jdt: (30)
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The extreme condition of θ jþ1 requires that δθ jþ1 ¼ 0. Equating both sides of
Eq. (30) to 0, yields the following stationary conditions

1� λ0jt¼x ¼ 0, (31)

λjt¼x ¼ 0, (32)

λ00
��
t¼x ¼ 0: (33)

This in turn gives

λ ¼ t� x: (34)

In general, for the nth order ordinary differential equation, the Lagrange multi-
plier is given by,

λ ¼ �1ð Þ j
j� 1ð Þ! t� xð Þ j�1: (35)

Having determined λ and substituting its value into (23) gives the iteration
formula

θ jþ1 xð Þ ¼ θ j xð Þ þ
ðx
0
t� xð Þ θ00j tð Þ þ aθ0j tð Þ þ bθ j tð Þ � g tð Þ

� �
dt, (36)

The iteration formula Eq. (36), without restricted variation, should be used for
the determination of the successive approximations θ jþ1 xð Þ, j⩾0, of the solution
θ xð Þ. Consequently, the solution is given by

θ xð Þ ¼ lim
j!∞

θ j xð Þ: (37)

4. Survey of some solutions

In this section we demonstrate the challenge in the construction of exact solution
for heat transfer in pin fin. Also, we consider the work in [5].

4.1 Some exact solutions

4.1.1 Example 1

Given the power law thermal conductivity in heat transfer through pin fins, that
is in Eq. (3) k θð Þ ¼ θn. The model admits four finite symmetry generators. Amongst
the others, the two dimensional Lie subalgebra is given by

X1 ¼ ∂

∂z
, X2 ¼ z

∂

∂z
þ r

∂

∂r
þ 2θ

n
∂

∂θ

Notice that

X1,X2½ � ¼ X1,
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and hence we start the double reduction first with X1 which implies τ, r, θð Þ are
invariants and leads to a steady state problem. Hence writing θ ¼ F τ, rð Þ and
substitute in the original equation, one obtains

Fτ ¼ E2 1
r
∂

∂r
rFnFrð Þ:

X2 becomes

X ∗
2 ¼ r

∂

∂r
þ 2F

n
∂

∂F
:

This symmetry generator leads to the first order ODE

g0 γð Þ ¼ 4E2 nþ 1
n2

� �
g γð Þnþ1:

In terms of original variables one obtains the general exact solution

θ τ, rð Þ ¼ rn=2 �4E2 nþ 1
n2

� �
τ þ c1

� ��1=n

:

The difficulty for group-invariant solutions is the satisfaction of the imposed or
prescribed boundary conditions. This has been seen in two dimensional steady state
problems [7, 16], and 1 + 1 D transient problems [25]. Perhaps the most successful
attempt in in [26]. For nonlinear steady state problems, some transformation such
as Kirchoff [7, 16], may linearise the two dimensional problems which then
becomes easier to solve using standard methods. Linearisation of nonlinear steady
state one dimensional problems is possible when thermal conductivity is a differ-
ential consequence of heat transfer coefficient [5].

4.1.2 Example 2

In [5], preliminary group classification is invoked to determine the thermal
conductivity which lead to exact solutions. It turned out that given a power law heat
transfer coefficient, thermal conductivity also takes the power law form. Given
Eq. (12) with both k θð Þ and h θð Þ given by θn then one obtains the solution

θ xð Þ ¼ cosh
ffiffiffiffiffiffiffiffiffiffiffi
nþ 1

p
Mx

� �

cosh
ffiffiffiffiffiffiffiffiffiffiffi
nþ 1

p
M

� �
" #1= nþ1ð Þ

: (38)

The expressions for fin efficiency and effectiveness can be explicit in this case.
Furthermore, this solution led to the benchmarking of the approximate analytical
solutions [35]. With established confidence in approximate methods, then one may
solve other problems that are challenging to solve exactly.

4.2 Some approximate solutions

4.2.1 Three dimensional DTM

In this subsection we consider heat transfer in a cylindrical pin fin. We consider
thermal conductivity given as a linear function of temperature 1þ βθ and a power
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and hence we start the double reduction first with X1 which implies τ, r, θð Þ are
invariants and leads to a steady state problem. Hence writing θ ¼ F τ, rð Þ and
substitute in the original equation, one obtains

Fτ ¼ E2 1
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∂r
rFnFrð Þ:

X2 becomes

X ∗
2 ¼ r
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∂r
þ 2F

n
∂

∂F
:

This symmetry generator leads to the first order ODE

g0 γð Þ ¼ 4E2 nþ 1
n2

� �
g γð Þnþ1:

In terms of original variables one obtains the general exact solution

θ τ, rð Þ ¼ rn=2 �4E2 nþ 1
n2

� �
τ þ c1

� ��1=n

:

The difficulty for group-invariant solutions is the satisfaction of the imposed or
prescribed boundary conditions. This has been seen in two dimensional steady state
problems [7, 16], and 1 + 1 D transient problems [25]. Perhaps the most successful
attempt in in [26]. For nonlinear steady state problems, some transformation such
as Kirchoff [7, 16], may linearise the two dimensional problems which then
becomes easier to solve using standard methods. Linearisation of nonlinear steady
state one dimensional problems is possible when thermal conductivity is a differ-
ential consequence of heat transfer coefficient [5].

4.1.2 Example 2

In [5], preliminary group classification is invoked to determine the thermal
conductivity which lead to exact solutions. It turned out that given a power law heat
transfer coefficient, thermal conductivity also takes the power law form. Given
Eq. (12) with both k θð Þ and h θð Þ given by θn then one obtains the solution

θ xð Þ ¼ cosh
ffiffiffiffiffiffiffiffiffiffiffi
nþ 1

p
Mx

� �

cosh
ffiffiffiffiffiffiffiffiffiffiffi
nþ 1

p
M

� �
" #1= nþ1ð Þ

: (38)

The expressions for fin efficiency and effectiveness can be explicit in this case.
Furthermore, this solution led to the benchmarking of the approximate analytical
solutions [35]. With established confidence in approximate methods, then one may
solve other problems that are challenging to solve exactly.

4.2 Some approximate solutions

4.2.1 Three dimensional DTM

In this subsection we consider heat transfer in a cylindrical pin fin. We consider
thermal conductivity given as a linear function of temperature 1þ βθ and a power
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law heat transfer coefficient. The three dimensional DTM solution of Eq. (2) is
given by

θ τ, r, zð Þ ¼ cτ þ cτrþ cτr2 þ cτr3 þ cτr4 þ cτr5 þ cτr6 þ cτr7 þ :… …

þcτz2 � Bicmþ1

1þ βcð Þ τrz
2 � 5c

2E2 τr
2z2 þ 10Bicmþ1

9E2 1þ βcð Þ τr
3z2 þ … …

þcτz3 � Bicmþ1

1þ βcð Þ τrz
3 � 9c

2E2 τr
2z3 þ 2Bicmþ1

E2 1þ βcð Þ τr
3z3 þ … …

⋮

(39)

One may determine the value of c by invoking the boundary at the base of the
fin, as such

cτ þ cτrþ cτr2 þ … þ cτ � Bicmþ1

1þ βcð Þ τr�
5c
2E2 τr

2 … þ cτ � Bicmþ1

1þ βcð Þ τr�
9c
2E2 τr

2 þ …

¼ 1:

To plot a three dimensional figure for this solution one may fix temperature, say
at τ ¼ 0:4 The results are shown in Figure 2.

4.2.2 Two dimensional DTM

The two dimensional DTM solution for a steady heat transfer through the cylin-
drical fin is given by

θ r, zð Þ ¼ c� Bicmþ1

1þ βc
rþ … þ cz2 � Bicmþ1

1þ βc
z2rþ … þ cz3 � Bicmþ1

1þ βc
z3rþ …

(40)

Figure 2.
Approximate analytical solutions for a two-dimensional cylindrical spine fin with a constant thermal
conductivity (β ¼ 0) for τ ¼ 0:4. The parameters are set such that E ¼ 2, Bi ¼ 0:2, and m ¼ 3. (see also, [8]).
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and c is obtained from

c� Bicmþ1

1þ βc
rþ … þ c� Bicmþ1

1þ βc
r�

12cþ 18βc2 þ 4E2βc2 þ 4E2βBi2c2mþ2

1þβcð Þ2

4E2 1þ βcð Þ r2 þ … ¼ 1:

This solution is plotted in Figure 3

4.2.3 Comparison of one dimensional exact, DTM and VIM solutions

Here the solutions for the one dimensional heat transfer problems are compared,
namely the exact solution given in Eq. (38). The VIM solutions is given by

θ xð Þ ¼ cþ 3c2M2x2

2
� 3c5M2x2

2
þ c7M2x2

2
þ c5M4x4

8
� 3c7M4x4

2
þ 5c9M4x4

4
� c11M4x4

4
þ⋯

(41)

The constant c may be obtained using the boundary condition at the fin base.
The DTM solution is given by (see [35])

θ xð Þ ¼ cþ 3c2M2x2

2
� c2M2x2

6
þ c2M2 3� 4M2c

� �
x4

48
þ c2M2 1� 16M2c

� �
x5

240
�⋯

(42)

Likewise, the constant c is obtained using the boundary conditions.
These solutions are depicted in Figure 4.

Figure 3.
Approximate analytical solutions for a two-dimensional cylindrical spine fin with a constant thermal
conductivity (β ¼ 0) for τ ¼ 0:4. The parameters are set such that E ¼ 2, Bi ¼ 0:2, and m ¼ 3. (see also, [8]).
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5. Outlook and some concluding remarks

The interest in heat transfer through fins will continue unabated. This is brought
about by applications of fins in engineering appliances. The solutions to the prob-
lems give insight into effectiveness and efficiency of different fins. In this chapter
we provided a summary of some of the work in recent times. In particular, we
reviewed the exact and approximate analytical solutions. We demonstrated that
although the models describing hear transfer seem to be simple, they are in fact
challenging to solve exactly. When constructed, the exact solutions are used as
benchmarks for the approximate solutions. It appears that some models including
contracting or expanding have attracted some attention. The analysis of these
problems provide insight into heat transfer phenomena and assist in the design of
fins. The challenge is the construction of exact solutions, however one may con-
struct approximate analytical solutions. The problems discussed here are not
exhaustive.
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Figure 4.
A temperature distribution in a rectangular fin for varying values of n, M ¼ 1:7.(see also [36]).
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h dimensionless heat transfer coefficient
H Heat transfer coefficient
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h Dimensionless thermal conductivity
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R Radius
Ra Radius
t time
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x Dimensionless fin length
X Fin length
y Dimensionless fin length
Y Fin length
Z Length of a cylindrical pin fin. Greek letters
τ Dimentionless time
θ dimensionless temperature
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Chapter 6

Analysis of Liquid Cooling 
in Microchannels Using 
Computational Fluid Dynamics 
(CFD)
Chitra Boobalan, Sudha Ganesh and Parthiban Rangaswamy

Abstract

Liquid cooling is an extremely successful process to remove excess heat  
generated, with the usual procedure of heat transfer using coolant in desktop PCs. 
In this regard, heat transfer with minimal size equipment can be achieved by the 
addition of nanosized solid particles to the base fluid. The hybrid nanofluid is 
synthesized by dispersing the synthesized mono nanofluid in a volume fraction of 
0.2 iron oxide with 0.8 fractions of graphene nanofluid to form a graphene/iron 
oxide combination. These nanoparticles increase the heat transfer coefficient as 
they have high thermal conductivity when compared to conventional heat transfer 
fluids like water or ethylene glycol. Stability is increased and sedimentation is 
reduced because of the large surface area of a nanoparticle. FLUENT, the most 
widely used computational fluid dynamics (CFD) software package, based on the 
finite volume method, and is used to run the thermal simulations for estimating 
the base temperature of the heat sink. The scope of this chapter is to find the base 
temperature of the heat sink using simulations. The experimentally measured base 
temperature is 310.01 K and in the simulation, it is 310.81 K for the flow rate of 
0.75LPM. All the simulated surface temperatures are compared with experimen-
tally determined temperatures for simulation validation.

Keywords: microchannel, nanocoolant, base temperature, CFD

1. Introduction

Liquid cooling in microchannels is a highly successful method of removing 
excess heat from the circuits, with water being the most common heat transfer fluid 
on the desktop. The important advantage of using water cooling over air cooling is 
due to enhanced thermal properties of water (higher thermal conductivity and heat 
capacity property).

The noteworthy development of power densities in the Central Processing Unit 
(CPU) chips and also the reduction of their surface area contribute to the produc-
tion of high heat flux. Computers and the processor’s thermal management and its 
operation without overheating are a difficult task nowadays. The increase of tran-
sistors used in the circuit has reached up to 580 million. Microelectronics devices 
are safe on their operating temperature for the range of 70–80 °C and the reliability 
is decreased 5% for every degree rise in temperature. One sensible manner is to 
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they have high thermal conductivity when compared to conventional heat transfer 
fluids like water or ethylene glycol. Stability is increased and sedimentation is 
reduced because of the large surface area of a nanoparticle. FLUENT, the most 
widely used computational fluid dynamics (CFD) software package, based on the 
finite volume method, and is used to run the thermal simulations for estimating 
the base temperature of the heat sink. The scope of this chapter is to find the base 
temperature of the heat sink using simulations. The experimentally measured base 
temperature is 310.01 K and in the simulation, it is 310.81 K for the flow rate of 
0.75LPM. All the simulated surface temperatures are compared with experimen-
tally determined temperatures for simulation validation.
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1. Introduction

Liquid cooling in microchannels is a highly successful method of removing 
excess heat from the circuits, with water being the most common heat transfer fluid 
on the desktop. The important advantage of using water cooling over air cooling is 
due to enhanced thermal properties of water (higher thermal conductivity and heat 
capacity property).

The noteworthy development of power densities in the Central Processing Unit 
(CPU) chips and also the reduction of their surface area contribute to the produc-
tion of high heat flux. Computers and the processor’s thermal management and its 
operation without overheating are a difficult task nowadays. The increase of tran-
sistors used in the circuit has reached up to 580 million. Microelectronics devices 
are safe on their operating temperature for the range of 70–80 °C and the reliability 
is decreased 5% for every degree rise in temperature. One sensible manner is to 
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use liquid fluid to gain the generated heat by convective means and deliver it to the 
external surroundings. Also, convective systems have the potential to be designed 
for various configurations. As proved in [1], bulk heat transfer is more significant 
than the thermal properties for most applications because bulk transport is the 
main reason for heating or cooling. This micron-sized particle, when used in low 
volume fractions prevents particles clogging and also reduces the pressure drop.

PC coolers are helpful for this reason using appropriate working liquids cool-
ant. They will greatly enhance the system’s cooling performance. Heat sinks are 
equipped for simultaneous cooling of several chips and also processor supply 
circuits, graphic cards, and CPU. In employing a heat sink very low flow rates of 
coolants are required and thereby the noise generations are also minimal as  
mentioned in [2].

This liquid cooling is categorized into active and passive cooling. The principle 
of an active liquid cooling system for computers is the same as that used in combus-
tion engines, with the coolant being water which is circulated by a pump. This Heat 
sink made of microchannels is mounted on the CPU and sometimes on the compo-
nents like GPU and Northbridge and cooled typically a radiator. The radiator itself 
is cooled externally by employing a fan [3].

Both active liquid cooling systems and passive liquid cooling systems are used 
depending upon the requirements. The passive system often discards a fan or a 
water pump, hence the reliability of the system can be theoretically increased and 
or making it quieter than active systems. However, they are much less efficient in 
discarding the heat and thus also need to have much more coolant and thus a much 
bigger coolant reservoir (giving more time to the coolant to cool down).

Although liquid cooling under forced convection enables higher heat dissipa-
tion rates, air cooling is the most common technique for heat removal. The primary 
advantage of air cooling is its easy operability with less noise. Forced air-cooling 
processes may be further classified into serial and parallel flow systems. In a serial 
system, the air stream is passed over successive rows of modules or boards, so that 
each row is treated by the same air that has been preheated by the previous row. The 
power and airflow requirements are the key factors in serial airflow resulting in an 
extensive air temperature rise across the machine. Parallel airflow systems can be 
used to reduce the temperature rise in the cooling air. In this system, the printed 
circuits or modules are all equipped with a parallel air supply. In this method, each 
board or module is supplied with a fresh supply of cooling air [4].

2. Nano coolants in microchannels for CPU cooling

In this connection, heat transfer equipment with minimal size can be achieved 
by adding solid small-sized particles [5]. These particles have high thermal conduc-
tivity when compared to conventional coolants like water or ethylene glycol [6]. If 
the suspended particle size is in the order of microns and millimeter lot of problems 
like particle settlement, corrosion and more pressure drop needs to be overcome. 
Because of these drawbacks, milli-size or micron-size particles are not used widely. 
Choi and Eastman [7] tried suspending nanometer particles in a solution. The 
nano-sized particle and their low volume fractions prevent particles from clogging 
and also reduce the pressure drop. Stability is increased and sedimentation of the 
particle is decreased due to its increased surface area of particles [8]. The efficiency 
in heat removal is improved since heat transfer takes place at the particle surface. 
Nanosheets comprising MAXene obtained from Ti3SiC2 MAX phase ternary 
carbides can be a probable nanocoolant with very efficient thermal management. It 
is synthesized via shear-induced micromechanical delamination technique. It is also 
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known as ‘rheo–controlled’ nanofluid. The thermal conductivity increments are 
about 45% at 323 K [9]. The corrosion effect of nano coolant accompanying mate-
rial loss needs to be analyzed. Coolants such as graphene nanoparticles, corrosive 
water, and ethylene glycol were studied and their effects on parameters like the 
temperature of the coolant, inlet pressure, and rpm of the pump were recorded 
[10]. He also confirmed that the corrosion effect was the same for both the base 
coolant and nanocoolant [11]. The suspended graphene nanoparticles with water as 
a base solvent and for various volume fractions and measured its convection coeffi-
cients for the temperature range of 30 °C to 80 °C. The heat transfer characteristics 
of hybrid nanofluid (HyNF) flow through the tubular heat exchanger were also 
studied by [12]. They examined the various parameters like thermal conductivity 
and heat transfer coefficient under forced convection. The experiments were per-
formed for various nanoparticles ranging from 0.1% to 1.0%volume concentrations 
added in the base fluid. The results showed that the bulk heat transfer coefficient 
was maximum by 48.4% up to 0.7% volume concentration of HyNC.

2.1 CPU cooling with hybrid nanofluid

Labib et al. [13] employed two different base fluids of water and ethylene glycol 
and analyzed the effect of convective heat transfer mixing of Al2O3 nanoparticles. 
The CFD results are validated with the experimental data for Al2O3/water nano-
fluid. The results revealed that Ethylene Glycol base fluid gives better heat transfer 
enhancement than that of water. The mixture of Al2O3 nanoparticles into CNTs/
water nanofluid is a new concept of combined/hybrid nanofluid that can profitably 
increase convective heat transfer. Eshgarf and Afrand [14] studied the rheologi-
cal behavior of COOH functionalized MWCNTs–SiO2/EG–water hybrid nano-
coolant for application in cooling systems. They prepared the stable suspension 
of MWCNTs and SiO2 nanoparticles (50:50 volume%) in a specified amount of a 
binary mixture of EG–water (50:50 vol.%) for the temperature range of 27.5–50 °C. 
From the results, it is inferred that the apparent viscosity generally increases with 
an increase in the solid volume fraction and decreases with increasing temperature.

Naqiuddin et al. [15] showed geometrically graded microchannel heat sink for 
improvements in thermal performances. They showed for a heat load of 2000 W, 
the average temperature of the microchannel can be reduced to 69.6°Celsius with 
a temperature variation of 3° Celsius. Microchannel heat sink with micro-scale 
ribs and grooves for chip cooling is also investigated with CFD studies [16]. The 
performances of various heat sink parameters like trapezoidal, rectangular, and 
triangular-shaped microchannel with different channel width and aspect ratio 
was analyzed. The rectangular microchannel showed the best performance with 
the aspect ratio among 8.904–11.442. The rectangular microchannel has the lowest 
thermal resistance, followed by the trapezoid and triangle microchannel. Wang 
et al. [17] designed a heat sink with micro-scale ribs and grooves for chip cooling. 
The cooling efficiency is more for rib-grooved microchannel than the conventional 
smooth rectangular microchannel through experimental and numerical approaches. 
The Nusselt number of rib-grooved microchannel can be 1.11–1.55 times that of a 
smooth microchannel. He also studied the apparent friction factor for various rela-
tive rib heights of 0.6, 0.73, and 0.85 μm.

2.2 Synthesis of nanofluid

For nanofluid synthesis, there are many key factors to be considered [18]. Stable 
nanofluid [19] can be formed by one and two-step methods [20]. Both one-step and 
two-step methods can produce nanoparticles in suspension and also agglomeration 
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of particles. Thus, it is required to synthesis a suspension of non-agglomerated 
and also well-monodispersed nanoparticles in the liquid are the key steps for the 
enhancement of the thermal properties of nanofluid.

To withstand the operating temperature it should high thermal stability

i. For the homogeneity of the medium, its dispersion should be uniform

ii. Chemical compatibility and ease of chemical manipulation.

2.2.1 Synthesis of graphene nanoparticle

Graphene oxide nanopowders are used for graphene synthesis. Quartz crucible 
filled with GO is kept inside the muffle furnace at 500 °C followed by the process 
of thermal exfoliation–reduction under air atmosphere for 4 min. The prepared 
graphene powder temperature is reduced to the air ambient temperature.

2.2.2 Synthesis of iron oxide nanoparticle

In 5 mL of distilled water, Iron (II) chloride tetrahydrate powder and 50 mL 
of isobutanol were added after which Fe2+ions were formed. The aqueous organic 
mixture was heated to 75 °C, added dropwise for 2 hours with 0.8 M NaOH and 
stirred for 30 min at 500 rpm. The synthesized iron oxide nanoparticles were 
washed with distilled water at 75 °C and dried in an oven at 50 °C. The dried 
particles of iron oxide nanoparticles were calcined for 2 h at 300 °C, 100 minutes at 
400 and 600 °C. The hybrid nanofluid was prepared by dispersing the synthesized 
mono nanofluid in a volume fraction of 0.2 iron oxide with 0.8 fractions of gra-
phene nanofluid to form graphene/iron oxide combination. The prepared hybrid 
fluid thermal properties as given in Table 1 are used for further simulations.

2.2.3 Experimental set up

Figure 1 illustrates the heat sink used in the experimental setup [21]. Figure 2  
depicts the channel in the fabricated heat sink fitted with Four number of K-type 
thermocouples Thermocouples. The fabricated dimension of the heat sink com-
prising microchannels is tabulated in Table 2. Around 1 L of hybrid coolant is 
prepared and it is filled in the reservoir tank. It then flows to the test loop includes 
a needle valve in order to facilitate the different volumetric flow rates of synthe-
sized hybrid nanocoolant. Omega rotameter (+1% full-scale accuracy) was used 
to measure the flow rate ranging from 0.35 to 0.75 LPM. The coolant enters the 
inlet port of the fabricated sink and absorbs the heat generated at the bottom of 
the sink due to its enhanced thermal properties and exits through the outlet port. 
This coolant is further cooled to its inlet temperature in a radiator as depicted in 
the cycle. Figure 3 represents the fabricated heat sink made of copper with inlet 

Coolant - type Density  
(kg/m3)

Specific heat  
(J/kg/K)

Thermal conductivity 
(W/mK)

Viscosity 
(cp)

G-Feo 1049.13 3795 1.209 1.4

De-ionisedwater 995.6 4178 0.615 1.0

Table 1. 
Thermo-physical properties of nano coolants at 303 K for volume fraction 0.1%.
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Figure 1. 
Experimental flow diagram.

Figure 2. 
Microchannel side view with thermocouples.

Various Fin parts Dimensions (mm)

Width 55

Length 45

Height of fin 3

Width of microchannel 0.5

Heat sink base thickness 3

Table 2. 
Heat sink dimension mm.
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and outlet ports. The average temperature of the four thermocouples indicates the 
experimentally measured base temperature of the heat sink.

3. Computational fluid dynamics (CFD) in microchannels

FLUENT, the most widely used Computational Fluid Dynamics (CFD) software 
package, based on the finite volume method, and was used to run the thermal 
simulations. Meshes were created, with 117353 elements, together in the fluid and 
solid domain. In order to simulate a fully developed flow, tubes at the inlet and 
outlet are selected with a length equals to 10 tube diameters.

Properties of cell mesh

Total number of elements 117353

Elements in find domain 77408

Elements in the solid domain 39948

Orthogonal quality

Interior fluid 0.099

Interior solid 0.1176

Minimum fluid 0.207

Minimum solid 0.164

Maximum fluid 0.990

Maximum solid 0.989

Table 3. 
Generated grid values.

Figure 3. 
Microchannel with inlet and exit ports.
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The fluid flow BCs used in the CFD are as follows:

i. A constant inlet mass flow rate condition, ranging from 0.005 to 
0.013 kg/s.

ii. A constant heat flux 134.839 kW/m2 [22] as the reference is set at the base 
wall of the heat sink.

Figure 4. 
Heat sink with mesh.

Figure 5. 
Top view of heat sink geometry.
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Figure 6. 
Top view of microchannel showing velocity vector.

As a basic assumption, a fully developed flow (pressure outlet) is imposed. At 
all walls, a zero velocity (No-slip condition) boundary condition is applied and 
simulations are performed until the steady-state value of T base is attained. The 
generated grid values are tabulated in Table 3.

Mesh with three different sizes was generated for the grid independency test. 
With maximum mesh size of 2 mm (mesh-1), 1 mm (mesh-2) and 0.75 mm (mesh-3) 
respectively. The change in Average temperature values between (mesh-2) and  
(mesh-3) is only about 0.4%. So, mesh–2 with a size of 1 mm is used in further 
simulations. The typical microchannel with final meshing is shown in Figure 4. The 
top view of the heat sink without meshing is shown in Figure 5.

Simulations are performed for laminar flow in the channel path of the fabricated 
heat sink and examined for various conditions. Figure 6 indicates the top view of 
the microchannel with the velocity vector showing the fluid flow directions. The 
direction of the velocity vector indicates the flow of the hybrid coolant from the 
inlet to the outlet port through the microchannels.

4. Various contours of graphene - iron oxide

The temperature contours of graphene - iron oxide coolant are shown in 
Figures 7–9 for 0.05 volume %, 0.075 volume %, and 0.1 volume % respectively. 
These contours represent the temperature distribution all along the length of the 
channel from inlet to exit port in the X direction. From these contours, it is implicit 
that the coolant temperature increases as it flows along the length of the channel. 
From Figure 9, it is inferred that more heat is absorbed for 0.1 vol % graphene - 
iron oxide coolant and the base plate temperature of the heat sink was 310.81 K for 
0.1 volume fraction of coolant for the flow rate of 0.75 LPM.

4.1 Wall base temperature

The processor operating temperature (heat sink base temperature) under various 
flow rates for different coolant concentration is represented in Figure 10. It is inferred 
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Figure 7. 
Temperature contours for 0.05 volume % graphene-iron oxide.

Figure 8. 
Temperature contours for 0.075 volume % graphene-iron oxide.

Figure 9. 
Temperature contours for 0.1 volume % - graphene-iron oxide.
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Figure 7. 
Temperature contours for 0.05 volume % graphene-iron oxide.

Figure 8. 
Temperature contours for 0.075 volume % graphene-iron oxide.

Figure 9. 
Temperature contours for 0.1 volume % - graphene-iron oxide.
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from the graph representing the lowest temperature of 310.01 K for the concentra-
tion of 0.1 vol. % graphene-iron oxide system for 0.5 mm fin spacing while for water 
it is 317.05 K. These hybrid coolants because of their high thermal conductivity are 
capable of removing more heat when used in microchannels. The percentage reduc-
tion in base temperature when using graphene-iron oxide is 1.96%.

5. Comparison of simulated and experimental base temperatures

Figure 11 shows the comparison of simulated and experimental base tempera-
tures for 0.1 volume % graphene – iron oxide and the correlation coefficient was 
found to be 0.994 which validates the model.

6. Conclusion

The present work indicates the usage of graphene as one of the components 
in the synthesis of hybrid nanofluids for CPU cooling by microchannel cooling 

Figure 10. 
Simulated base temperature versus flow rate - graphene-iron oxide.

Figure 11. 
Validation of experimental and simulated values of T base – 0.1 volume % graphene-iron oxide.
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Chapter 7

Numerical Investigation of Rising
Vapour Bubble in Convective
Boiling Using an Advanced 3D
Hybrid Numerical Method
Syed Ahsan Sharif, Mark Kai Ming Ho,
Victoria Timchenko and Guan Heng Yeoh

Abstract

This chapter introduces an advanced and new type of Three-Dimensional (3D)
numerical method called the InterSection Marker (ISM) method. The ISM method -
a hybrid Lagrangian–Eulerian 3D front-tracking algorithm specifically crafted for
multi-phase flow simulation. The method was used to simulate rising vapour bubble
behaviour in Convective boiling conditions. Two applications: bubble growth and
bubble condensation due to the convective action, were investigated. Numerically
obtained bubble properties, such as size, shape and velocity, are compared well
against the past works, and the ISM method proved to be an efficient numerical tool
for the interface tracking of multi-phase flow CFD simulations involving heat and
mass transfer.

Keywords: InterSection Marker (ISM) method, interfacial heat and mass transfer,
convective boiling, vapour bubble, bubble condensation

1. Introduction

Multi-phase flow simulation, such as vapour bubbles is complicated. Various
numerical methods, such as Front-tracking, Marker and Cell, Volume of Fluid,
Level Set, Lattice-Boltzmann, were invented to mimic such phenomena – see
Figure 1. These methods, however, have their own characteristics strengths and
weaknesses (e.g. see summary in [1, 2]). Hybrid methods, as a result, have emerged
to harness the merits of their parent methods to improve accuracy and to tackle
complex multi-phase flow applications. Combining the strength of the VOF method
and the Front-Tracking method, Aulisa et al. [3] Three-Dimensional (3D) method
tracks the interface as a Lagrangian but finds the intersection of the surface mesh
with control volume faces and locally remeshes the surface contour while preserv-
ing the tracked volume. Aulisa’s method, however, requires permanent markers
which cannot be seeded or removed after the simulation is executed, and leads to
resolution issues for spherical bubble expansion problem. To improve the method
prescribed in Aulisa et al. [3], InterSection Marker (ISM) method [4] was devised.
The ISM method eliminated the need for permanent markers and addressed the
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local surface resolution issue in volume inflationary type problems. The ISM
method was previously successfully applied to air bubble rise simulations which
were adiabatic in nature [5]. However, ISM method’s ability to calculate interfacial
area more accurately (uncertainty in the order of 1–2%) than conventional VOF
methods proved it an ideal candidate for multi-phase simulations involving heat
and mass transfers across the interface, such as rising vapour bubbles in super-
heated or sub-cooled water. During the simulation, the predicted vapour bubble
properties such as size, shape and velocity were compared against the past works
and found to be in good agreement.

2. A brief introduction to the InterSection marker (ISM) method

In the search for higher surface tracking fidelity, the InterSection Marker (ISM)
method [4, 5] was developed where the proper determination of the interfacial area
is critical, such as for the heat and mass transfers process across the interface
separating two-phase fluids. An in-depth description of the ISM method is out of
the scope of this chapter, and the reader should consult [4, 5] for details. Below,
however, highlight the key features of the ISM method to provide the reader with a
basic understanding.

The ISM method uses a Lagrangian surface mesh co-located within a uniform
Eulerian mesh where upon flow-field qualities such as pressure, velocity and tem-
perature are calculated. The total surface is modelled as a connected series of
discrete interfaces (planar polygons), each located within their own cubic control
volume (CCV). Each planar polygon intersects the edges of the control volume, and
the combination of cell-edge intersections uniquely identifies the type of polygon a
control volume holds.

The ISM method identifies the type of interface residing in a cell by the combi-
nation of cell-edge intersections that interface makes. Total of 51 combinations of
basic set of planar-type interfaces had been identified: 8 intersection marker com-
binations for 3 sided interfaces, 15 for 4 sided, 24 for 5 sided, and 4 for 6 sided – see
Figure 2. Given the combination of cell edge intersections is unique, a look-up table
can be used to identify the type of interface located within each cell [4, 5] in a
manner similar to that used in the marching cube method [6]. Further subdivisions

Figure 1.
Taxonomy of selective numerical methods for multi-phase flows, and the introduction to the ISM method.
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of these polygons are carried out to maintain planar surface during translation/
deformation – see Figure 3. A triangular tessellation pattern is the preferred option
because three points randomly translated will always form a plane. Additional
intersection-marker combinations of non-planar-type interfaces were also identi-
fied (details in [4, 5]), which are necessary to prevent the modelled interface from
collapsing and folding onto itself.

After identification of the planar polygons and their sub-divisions, the next step
in the ISM method is to identify the component points of the interface – as shown in
Figure 4: (i) the intersection markers where the interface crosses the control vol-
ume cell edges, (ii) the cell face conservation points which allow composite curves
to be modelled, and (iii) the raised centroid whose position is calculated to satisfy
volumetric conservation. The Volume-of-fluid (VOF) is then calculated by

Figure 2.
Planar surfaces co-located within cubic cells can be of 3 to 6 sides.

Figure 3.
Subdivision of planar polygons.
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summing the volumes of individual triangular columns – refer to Figure 5. For the
surface translation and the remeshing process, see Ho et al. [4].

3. Simulation of rising vapour bubble in convective boiling conditions
using the ISM method

Here, two examples of rising vapour bubble simulations due to the convective
boiling conditions are illustrated. Firstly, vapour bubble growth in superheated
water; secondly, bubble condensation in sub-cooled boiling conditions.

3.1 Vapour bubble growth during rising due to the natural-convective action

In nucleate pool boiling, Vapour bubble typically attains its maximum size at the
moment of departure. After lift-off, vapour bubble, however, could continue to
grow during its ascent in the presence of favourable condition – a layer of

Figure 4.
ISM Interface points.

Figure 5.
VOF calculation.
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superheated liquid which exists close to the heated surface and is metastable in
nature [7]. Although the bubble growth rate in this region is not that significant
with compared to the initial pre-departure growth, the bubble will grow for the
convective action (convective boiling) with the presence of superheated liquid.
Vapour bubble size, shape, and rise velocity for this superheated liquid region can
significantly affect the heat and mass transfer mechanism involve. It is thus critical
to understand and predict the behaviour and properties of rising and simulta-
neously growing vapour bubbles. In this section, the growth of a rising vapour
bubble is numerically investigated in quiescent superheated water under the influ-
ence of buoyancy and surface tension forces with special emphasis given to heat and
mass transfers due to the convective action.

3.1.1 Numerical features

Both the water and the vapour phases can be assumed to experience the same
‘mixture velocity’ at any local point within the computational domain, and the two-
fluid system can be approximated as a one-fluid mixture. The mixture density and
viscosity of each control volume can be calculated based on the volume fraction (α),
which has the following values:

α ¼
1

0< α< 1

0

8><
>:

liquid phase

interface

gas phase
(1)

The variable density and viscosity are then estimated using the α value:

ρ ¼ 1� αð Þρg þ αρl (2)

μ ¼ 1� αð Þμg þ αμl (3)

Where: Subscripts l and g indicate liquid (water) and gas (vapour) phases.
When the mass transfer is considered, a source term needs to be added to the α-

transport equation:

∂α

∂t
þ ∇: αVð Þ ¼ 1

ρ

� �
Smass (4)

Where: Smass is the interfacial mass transfer source term.
Similarly, the continuity equation becomes:

∇:V ¼ 1
ρg

� 1
ρl

 !
Smass (5)

The Momentum equation is:

∂ρV
∂t

þ ∇ ρV:Vð Þ ¼ �∇pþ ρg þ ∇:μ ∇V þ ∇VT� �þ Fσ (6)

Where: p, g and Fσ are the pressure, gravity and surface tension force
respectively.

The Energy equation is:

∂

∂t
ρEð Þ þ ∇ V ρEþ pð Þð Þ ¼ ∇ k∇Tð Þ þ Sheat (7)
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summing the volumes of individual triangular columns – refer to Figure 5. For the
surface translation and the remeshing process, see Ho et al. [4].

3. Simulation of rising vapour bubble in convective boiling conditions
using the ISM method

Here, two examples of rising vapour bubble simulations due to the convective
boiling conditions are illustrated. Firstly, vapour bubble growth in superheated
water; secondly, bubble condensation in sub-cooled boiling conditions.

3.1 Vapour bubble growth during rising due to the natural-convective action

In nucleate pool boiling, Vapour bubble typically attains its maximum size at the
moment of departure. After lift-off, vapour bubble, however, could continue to
grow during its ascent in the presence of favourable condition – a layer of

Figure 4.
ISM Interface points.

Figure 5.
VOF calculation.
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superheated liquid which exists close to the heated surface and is metastable in
nature [7]. Although the bubble growth rate in this region is not that significant
with compared to the initial pre-departure growth, the bubble will grow for the
convective action (convective boiling) with the presence of superheated liquid.
Vapour bubble size, shape, and rise velocity for this superheated liquid region can
significantly affect the heat and mass transfer mechanism involve. It is thus critical
to understand and predict the behaviour and properties of rising and simulta-
neously growing vapour bubbles. In this section, the growth of a rising vapour
bubble is numerically investigated in quiescent superheated water under the influ-
ence of buoyancy and surface tension forces with special emphasis given to heat and
mass transfers due to the convective action.

3.1.1 Numerical features

Both the water and the vapour phases can be assumed to experience the same
‘mixture velocity’ at any local point within the computational domain, and the two-
fluid system can be approximated as a one-fluid mixture. The mixture density and
viscosity of each control volume can be calculated based on the volume fraction (α),
which has the following values:

α ¼
1

0< α< 1

0

8><
>:

liquid phase

interface

gas phase
(1)

The variable density and viscosity are then estimated using the α value:

ρ ¼ 1� αð Þρg þ αρl (2)

μ ¼ 1� αð Þμg þ αμl (3)

Where: Subscripts l and g indicate liquid (water) and gas (vapour) phases.
When the mass transfer is considered, a source term needs to be added to the α-

transport equation:

∂α

∂t
þ ∇: αVð Þ ¼ 1

ρ

� �
Smass (4)

Where: Smass is the interfacial mass transfer source term.
Similarly, the continuity equation becomes:
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� 1
ρl

 !
Smass (5)

The Momentum equation is:

∂ρV
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þ ∇ ρV:Vð Þ ¼ �∇pþ ρg þ ∇:μ ∇V þ ∇VT� �þ Fσ (6)

Where: p, g and Fσ are the pressure, gravity and surface tension force
respectively.

The Energy equation is:
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Where: Sheat, E,T and k are the interfacial heat transfer source term, energy,
temperature and thermal conductivity respectively.

Sheat can simply be obtained by multiplying Smass by the change of enthalpy (hfg)
for phase-change as [8]:

Sheat ¼ Smass � hfg (8)

Vapour bubble growth was simulated using the convective heat transfer
mechanism and change in enthalpy (phase-change), and the source term can be
presented as [9]:

Smass ¼ aif :
hifΔTsuper

hfg
(9)

Where: aif is the interfacial bubble surface area per unit volume; hif is the
convective heat transfer coefficient; ΔTsuper is the liquid superheat. Using the ISM
method’s capability of calculating interfacial surface area more precisely (than the
conventional VOF models), local bubble interfacial surface areas (cell-wise) were
used to evaluate the total mass transfer onto the growing bubble.

Thus, Eq. (9) can be written as:

Smass ¼
X
n
Smass_cell nð Þ ¼

X
n

hif � abcell nð Þ � ΔTsuper

hfg
(10)

Where: Smass_cell nð Þ is the 3D spatial interfacial cell-by-cell mass transfer rate onto
the growing bubble. abcell nð Þ is the local bubble surface (interfacial) area at the
interface cell and can be obtained from the ISM simulation (see Figures 4 and 5).
ΔTsuper is the liquid superheat. hif can be calculated by the following evaporation
correlation:

Nuevap ¼
hifDb

kl
! hif ¼ kl

Db
�Nuevap (11)

Evaporative Nusselt number (Nuevap) can be calculated from the correlations.
Nuevap depends on the mechanism of fluid flow, the properties of the fluid, and the
geometry. Numerous heat transfer correlations have been proposed for convective
heat and mass transfer from the sphere for specific applications and conditions. To
identify an appropriate Nuevap, selective and widely acceptable correlations were
considered (seeTable 1), and were plotted against the Bubble Reynolds number (Reb)
[10]. It was found, for small Reb, there is not much difference among the correlations.
However, for higher Reb, a significant discrepancy exists among the correlations.
Hughmark [13] is not only chosen for its broad-application and popularity, but also
for providing median range values (not too high or low) for higher Reynolds number.
Bubble Reynolds number (Reb) in the correlation can be expressed as:

Re b ¼ ρlUbDb

μl
(12)

Where Bubble rise velocity (Ub) can be calculated as:

Ub ¼ Cnþ1
z � Cn

z

Δt
(13)
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Where Cz is the location of bubble centre in upward, z-direction.
Sphere-equivalent Bubble Diameter (Db) is calculated as:

Db ¼
ffiffiffiffiffiffiffiffiffi
6Vb

π

3

r
(14)

In-a-nut-shell hif depends on the variables below:

hif ¼ f ρl, μl, kl,Pr,Ub,Dbð Þ (15)

First four variables are for water properties at saturation temperature and are
constant (for isothermal condition). However, the last two variables are for the
vapour bubble and will change continuously for added mass onto the bubble and
corresponding varying rise velocity. As such hif needs to be calculated at each time-
step for varying bubble diameter and velocity. As a result, values for the interfacial
mass transfer source term (Smass) will also change in each time step. This demon-
strates, even for the isothermal condition, the complex physics behind a growing
vapour bubble.

Coupled with an in-house variable-density and variable-viscosity single-fluid
flow solver, the ISM interface tracking method was employed to simulate single
vapour bubble growth (test sizes 2.5 mm, 3 mm, 4 mm) in quiescent water under
the influence of gravity and surface tension forces. Detail descriptions of all the
numerical features are not the scope of this chapter. Table 2, however, shows the
salient features used during the numerical simulation. Interested readers could get
further information from the relevant references.

Simulations were carried out in a computational domain of 31 � 51 � 31 Cubic
Control Volumes (CCV) with an initial spherical bubble of radius 5 h (where h is the
width of the non-dimensional cubic control volume) – see Figure 6. Other mesh
sizes, such as 21 x 31 x 21 and 41 x 61 x 41, were also investigated, but the mesh size of
31 x 51 x 31 is maintained the same as the previous successful ISM application of Ho
et al. [5] to minimise numerical error and optimise computational time. See Ho et al.
[4, 5] for ISM fidelity and sensitivity testing. The centre of the bubble was located in
line with the centre of the cavity, at a distance of 15.5 h from each side wall and at a
distance of 15.5 h from the bottom boundary. All thermos-physical properties were
taken at the saturation temperature of 100 °C. To check the effect of liquid superheat
on the bubble growth, a wide variety of liquid superheat temperatures, ΔTsuper (1 °C,
15 °C, and 35 °C) were considered during the testing. Variable time steps (in the range

Reference Correlation Proposed (Nuevap = Nu) Valid For

Ranz and Marshall [11] Nu ¼ 2þ 0:6Re1=2Pr1=3 0 ≤ Re < 200

Whitakar [12]
Nu ¼ 2þ 0:4Re1=2 þ 0:06Re2=3

� �
Pr0:4 μ

μs

� �1=4 3.5 ≤ Re ≤ 7.6 x 104

0.71 ≤ Pr ≤ 380
1.0 ≤ (μ/μs) ≤ 3.2

Hughmark [13] Nu ¼ 2þ 0:6Re0:5Pr0:33 0 ≤ Re < 776.06
0 ≤ Pr < 250

Nu ¼ 2þ 0:27Re0:62Pr0:33 776.06 ≤ Re
0 ≤ Pr < 200

Akiyama [14] Nu ¼ 0:37Re0:6Pr1=3 Laminar Flow

McAdams [15] Nu ¼ 0:37Re0:6 17 < Re < 70,000

Table 1.
Evaporative Nusselt number correlations [10].
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Where: Sheat, E,T and k are the interfacial heat transfer source term, energy,
temperature and thermal conductivity respectively.

Sheat can simply be obtained by multiplying Smass by the change of enthalpy (hfg)
for phase-change as [8]:

Sheat ¼ Smass � hfg (8)

Vapour bubble growth was simulated using the convective heat transfer
mechanism and change in enthalpy (phase-change), and the source term can be
presented as [9]:

Smass ¼ aif :
hifΔTsuper

hfg
(9)

Where: aif is the interfacial bubble surface area per unit volume; hif is the
convective heat transfer coefficient; ΔTsuper is the liquid superheat. Using the ISM
method’s capability of calculating interfacial surface area more precisely (than the
conventional VOF models), local bubble interfacial surface areas (cell-wise) were
used to evaluate the total mass transfer onto the growing bubble.

Thus, Eq. (9) can be written as:
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hfg
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Where: Smass_cell nð Þ is the 3D spatial interfacial cell-by-cell mass transfer rate onto
the growing bubble. abcell nð Þ is the local bubble surface (interfacial) area at the
interface cell and can be obtained from the ISM simulation (see Figures 4 and 5).
ΔTsuper is the liquid superheat. hif can be calculated by the following evaporation
correlation:

Nuevap ¼
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! hif ¼ kl

Db
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Evaporative Nusselt number (Nuevap) can be calculated from the correlations.
Nuevap depends on the mechanism of fluid flow, the properties of the fluid, and the
geometry. Numerous heat transfer correlations have been proposed for convective
heat and mass transfer from the sphere for specific applications and conditions. To
identify an appropriate Nuevap, selective and widely acceptable correlations were
considered (seeTable 1), and were plotted against the Bubble Reynolds number (Reb)
[10]. It was found, for small Reb, there is not much difference among the correlations.
However, for higher Reb, a significant discrepancy exists among the correlations.
Hughmark [13] is not only chosen for its broad-application and popularity, but also
for providing median range values (not too high or low) for higher Reynolds number.
Bubble Reynolds number (Reb) in the correlation can be expressed as:

Re b ¼ ρlUbDb

μl
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Where Bubble rise velocity (Ub) can be calculated as:
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Where Cz is the location of bubble centre in upward, z-direction.
Sphere-equivalent Bubble Diameter (Db) is calculated as:

Db ¼
ffiffiffiffiffiffiffiffiffi
6Vb

π

3

r
(14)

In-a-nut-shell hif depends on the variables below:

hif ¼ f ρl, μl, kl,Pr,Ub,Dbð Þ (15)

First four variables are for water properties at saturation temperature and are
constant (for isothermal condition). However, the last two variables are for the
vapour bubble and will change continuously for added mass onto the bubble and
corresponding varying rise velocity. As such hif needs to be calculated at each time-
step for varying bubble diameter and velocity. As a result, values for the interfacial
mass transfer source term (Smass) will also change in each time step. This demon-
strates, even for the isothermal condition, the complex physics behind a growing
vapour bubble.

Coupled with an in-house variable-density and variable-viscosity single-fluid
flow solver, the ISM interface tracking method was employed to simulate single
vapour bubble growth (test sizes 2.5 mm, 3 mm, 4 mm) in quiescent water under
the influence of gravity and surface tension forces. Detail descriptions of all the
numerical features are not the scope of this chapter. Table 2, however, shows the
salient features used during the numerical simulation. Interested readers could get
further information from the relevant references.

Simulations were carried out in a computational domain of 31 � 51 � 31 Cubic
Control Volumes (CCV) with an initial spherical bubble of radius 5 h (where h is the
width of the non-dimensional cubic control volume) – see Figure 6. Other mesh
sizes, such as 21 x 31 x 21 and 41 x 61 x 41, were also investigated, but the mesh size of
31 x 51 x 31 is maintained the same as the previous successful ISM application of Ho
et al. [5] to minimise numerical error and optimise computational time. See Ho et al.
[4, 5] for ISM fidelity and sensitivity testing. The centre of the bubble was located in
line with the centre of the cavity, at a distance of 15.5 h from each side wall and at a
distance of 15.5 h from the bottom boundary. All thermos-physical properties were
taken at the saturation temperature of 100 °C. To check the effect of liquid superheat
on the bubble growth, a wide variety of liquid superheat temperatures, ΔTsuper (1 °C,
15 °C, and 35 °C) were considered during the testing. Variable time steps (in the range

Reference Correlation Proposed (Nuevap = Nu) Valid For

Ranz and Marshall [11] Nu ¼ 2þ 0:6Re1=2Pr1=3 0 ≤ Re < 200

Whitakar [12]
Nu ¼ 2þ 0:4Re1=2 þ 0:06Re2=3

� �
Pr0:4 μ

μs

� �1=4 3.5 ≤ Re ≤ 7.6 x 104

0.71 ≤ Pr ≤ 380
1.0 ≤ (μ/μs) ≤ 3.2

Hughmark [13] Nu ¼ 2þ 0:6Re0:5Pr0:33 0 ≤ Re < 776.06
0 ≤ Pr < 250

Nu ¼ 2þ 0:27Re0:62Pr0:33 776.06 ≤ Re
0 ≤ Pr < 200

Akiyama [14] Nu ¼ 0:37Re0:6Pr1=3 Laminar Flow

McAdams [15] Nu ¼ 0:37Re0:6 17 < Re < 70,000

Table 1.
Evaporative Nusselt number correlations [10].
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of 1� 10�4 to 1� 10�5) were also used and found to have insignificant effects on the
numerical results. In terms of the computational efforts by using the ISM method, it
took 1–3 days to simulate the transient bubble growth process on a personal computer
with 2.2 GHz quad-core processor and 16 GB RAM.

3.1.2 Numerical results

3.1.2.1 Size

Normalised bubble volumes of growing bubble over time are plotted in Figure 7.
As the interfacial mass transfer source term (Smass) is directly proportional to the

Description Method/Mechanism/Platform Reference

Surface construction, Interface
advection and remeshing

ISM method (Hybrid Eulerian–Lagrangian) [4]

Coupling between ISM interface
tracking method and in-house variable-
density and variable-viscosity single-
fluid flow solver

Immersed Boundary Method (IBM) [16]

Surface (interfacial) tension Continuum Surface Force (CSF) [17]

3D surface curvature Paraboloid Least Square fitting method —

Pressure–velocity coupling Semi-Implicit Method for Pressure-Linked
Equations (SIMPLE) algorithm

[18]

Discretisation schemes Finite volume formulation - hybrid and central
schemes

—

Complier for ISM interface tracking
algorithm and the flow solver program

Intel Visual ForTran Composer XE 2011 —

CFD result Visualisation Techplot —

Table 2.
Numerical features.

Figure 6.
Schematic diagram of test setup (not-to-scale).
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liquid superheat (See Eq. (9)), the bubble was growing at higher rates for larger
liquid superheats. For all cases, bubble growth started to vary from 1–2 ms, as in
addition to liquid superheat bubble velocity also begun to play a critical role in the
bubble growth. Bubble volume growth ratios obtained during the numerical simu-
lation are compared with the theory in Figure 8 and found to be in good agreement.
The deviation is less than 1% and is obvious, as fixed hif values are used in the entire
theoretical calculations; on the other hand, hif values in the numerical simulations
are always changing for varying bubble velocities. It is to be noted, normalised
bubble volume of a growing bubble due to the convective action can be evaluated
analytically as [10]:

Vb

Vb0
¼ 1þ 2hifΔTsupert

ρlDb0hfg

 !3

(16)

3.1.2.2 Shape

Aspect Ratio (AR) is used to quantify the bubble shape, and is defined by the
bubble height by width. AR value of 1.0 indicates the bubble is in a perfect spherical
shape. Values less than 1.0 designate the bubble is an oblate spheroid. AR for

Figure 7.
Normalised bubble volume over time (Db0 = 3 mm) [10].

Figure 8.
Comparison with theory (Db0 = 3 mm, ΔTsuper = 35 °C) (adapted from [10]).
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liquid superheat (See Eq. (9)), the bubble was growing at higher rates for larger
liquid superheats. For all cases, bubble growth started to vary from 1–2 ms, as in
addition to liquid superheat bubble velocity also begun to play a critical role in the
bubble growth. Bubble volume growth ratios obtained during the numerical simu-
lation are compared with the theory in Figure 8 and found to be in good agreement.
The deviation is less than 1% and is obvious, as fixed hif values are used in the entire
theoretical calculations; on the other hand, hif values in the numerical simulations
are always changing for varying bubble velocities. It is to be noted, normalised
bubble volume of a growing bubble due to the convective action can be evaluated
analytically as [10]:

Vb

Vb0
¼ 1þ 2hifΔTsupert

ρlDb0hfg

 !3

(16)

3.1.2.2 Shape

Aspect Ratio (AR) is used to quantify the bubble shape, and is defined by the
bubble height by width. AR value of 1.0 indicates the bubble is in a perfect spherical
shape. Values less than 1.0 designate the bubble is an oblate spheroid. AR for

Figure 7.
Normalised bubble volume over time (Db0 = 3 mm) [10].

Figure 8.
Comparison with theory (Db0 = 3 mm, ΔTsuper = 35 °C) (adapted from [10]).
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various bubbles are plotted in Figure 9. With the increase of initial bubble size,
bubble deformed at a higher rate and became flattened/oblate spheroid. The liquid
superheat also has direct effects on the bubble shape. For the same size bubble, with
the increase of liquid superheat, the bubble deformed at a higher rate (i.e. became
oblate) due to the increased rate of mass transfer.

Numerically obtained bubble shapes are also compared with the shape regimes
of Clift et al. [19] and found to be in good agreement (see Table 3). Here, Eötvös
number (Eo) is defined as

Eo ¼
ρl � ρg

� �
gD2

b

σ
(17)

Figure 9.
Comparison of aspect ratio, AR (ΔTsuper = 1 °C).

Point Bubble Characteristics Shape obtained in
Numerical Simulation

Clift et al. [19]
Shape Regime

A 2.5 mm bubble, ΔTsuper = 1 °C, Simulation
time = 0.1 ms, Re = 10, Eo = 0.997

Spherical

B 2.5 mm bubble, ΔTsuper = 1 °C, Simulation
time = 31.1 ms, Re = 1700, Eo = 0.997

Ellipsoidal

C 3 mm bubble, ΔTsuper = 35 °C, Simulation
time = 10 ms, Re = 1800, Eo = 1.43

Ellipsoidal

D 3 mm bubble, ΔTsuper = 35 °C, Simulation
time = 20 ms, Re = 2300, Eo = 1.43

Ellipsoidal-
Wobbling

E 4 mm bubble, ΔTsuper = 35 °C, Simulation
time = 10 ms, Re = 4200, Eo = 2.55

Ellipsoidal-
Wobbling

Table 3.
Bubble shape validation (cases with selective simulation time are chosen for demonstration). All bubbles are on
the same scale for comparison.
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As Eo is fixed for the same-sized individual bubble, during its ascend the bubble
will go through different shape remiges based on its velocity or Re (see [19] for
details). For, 2.5 mm, 3 mm and 4 mm bubbles, this transformation is from
spherical-to-ellipsoidal-to-wobbling. It is to be noted that the boundary of these
shape regimes is not strictly defined, and for the small bubble, such as 2.5 mm
bubble could transform from spherical shape to the wobbling direct based on Re. At
the later stage, numerical bubble shapes also reveal unstable features and distur-
bance on the interface. Larger bubble, 4 mm, in this case, became reverse-heart like
shape with disturbance on the bottom.

3.1.2.3 Velocity

When an adiabatic bubble is released from a stationary position, its velocity
continues to rise until it reaches to its terminal velocity regime where the bubble
continues to rise at a constant velocity, i.e. no acceleration [19–21]. Growing vapour
bubble also showed similar velocity profile during its ascend during the numerical
simulation [10]. Initially, the velocity rose exponentially after the release of the
bubble from its stationary position. The bubble then entered into a relatively stable
velocity regime. Generally, with the increase of the bubble size, the bubble reaches
to its stable velocity regime more quickly for the larger buoyancy force resulted
from larger bubble volume.

The rise velocities (Ustb) of growing bubbles in the stable regime are
benchmarked against similar terminal velocity (Uter) regime of adiabatic bubbles in
Table 4. Overall, with the increase of the bubble size, Ustb decreases, and the
simulation results compared well with the high-low ranges reported by Clift et al.
[19]. ISM’s results follow the lower limit, as for the growing bubbles, Ustb is lower
than a comparable adiabatic bubble’s Uter. This is because the drag force increases at
a larger rate due to the deformed frontal area (i.e. bubble shape) of a growing
bubble for continually added mass which reduces the bubble rise velocity [22, 23].
Sideman and Taitel’s [24] experiments also exhibited similar trends for evaporated
growing bubbles.

Initial Bubble
Diameter, D0

[mm]

Liquid
Superheat,
ΔTSuper [°C]

Numerically obtained average rise
velocity of a growing bubble in stable

regime, UStb [cm/s]

Terminal Velocity,
Uter [cm/s] of

Adiabatic Bubble

Experimental (High -
Low) [10]

2.5 1 20.28 28–17

15 19.98

35 19.60

3 1 20.98 26–17.5

15 20.12

35 19.70

4 1 17.12 25–18

15 16.98

35 16.94

Table 4.
Bubble velocity comparison (adapted from [10]).
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As Eo is fixed for the same-sized individual bubble, during its ascend the bubble
will go through different shape remiges based on its velocity or Re (see [19] for
details). For, 2.5 mm, 3 mm and 4 mm bubbles, this transformation is from
spherical-to-ellipsoidal-to-wobbling. It is to be noted that the boundary of these
shape regimes is not strictly defined, and for the small bubble, such as 2.5 mm
bubble could transform from spherical shape to the wobbling direct based on Re. At
the later stage, numerical bubble shapes also reveal unstable features and distur-
bance on the interface. Larger bubble, 4 mm, in this case, became reverse-heart like
shape with disturbance on the bottom.

3.1.2.3 Velocity

When an adiabatic bubble is released from a stationary position, its velocity
continues to rise until it reaches to its terminal velocity regime where the bubble
continues to rise at a constant velocity, i.e. no acceleration [19–21]. Growing vapour
bubble also showed similar velocity profile during its ascend during the numerical
simulation [10]. Initially, the velocity rose exponentially after the release of the
bubble from its stationary position. The bubble then entered into a relatively stable
velocity regime. Generally, with the increase of the bubble size, the bubble reaches
to its stable velocity regime more quickly for the larger buoyancy force resulted
from larger bubble volume.

The rise velocities (Ustb) of growing bubbles in the stable regime are
benchmarked against similar terminal velocity (Uter) regime of adiabatic bubbles in
Table 4. Overall, with the increase of the bubble size, Ustb decreases, and the
simulation results compared well with the high-low ranges reported by Clift et al.
[19]. ISM’s results follow the lower limit, as for the growing bubbles, Ustb is lower
than a comparable adiabatic bubble’s Uter. This is because the drag force increases at
a larger rate due to the deformed frontal area (i.e. bubble shape) of a growing
bubble for continually added mass which reduces the bubble rise velocity [22, 23].
Sideman and Taitel’s [24] experiments also exhibited similar trends for evaporated
growing bubbles.

Initial Bubble
Diameter, D0

[mm]

Liquid
Superheat,
ΔTSuper [°C]

Numerically obtained average rise
velocity of a growing bubble in stable

regime, UStb [cm/s]

Terminal Velocity,
Uter [cm/s] of

Adiabatic Bubble

Experimental (High -
Low) [10]

2.5 1 20.28 28–17

15 19.98

35 19.60

3 1 20.98 26–17.5

15 20.12

35 19.70

4 1 17.12 25–18

15 16.98

35 16.94

Table 4.
Bubble velocity comparison (adapted from [10]).
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Although small in magnitude, it is observed, with the increase of the liquid
superheat, Ustb decreases for a same-sized bubble. This is due to the same reason:
with the increase of added mass at a higher rate for higher liquid superheat
(see Eq. (9)), the bubble deformed at a faster rate causing more drag force and
reduced velocity. Sideman and Taitel’s [24] also overserved similar phenomena of
reduced bubble velocity with the increase of temperature.

3.1.3 Conclusion

Below summarised the major findings based on the numerical results obtained
using the ISM method:

• As the interfacial mass transfer source term (Smass) is directly proportional to
the liquid superheat, the bubble was growing at higher rates for larger liquid
superheats.

• The bubble deforms more with the increase of the size. The liquid superheat
also has a direct effect on the bubble shape. For a same-sized bubble, with the
increase of liquid superheat, the bubble deforms at a higher rate due to the
increased rate of mass transfer.

• When an adiabatic bubble is released from a stationary position, its velocity
continues to rise until it reaches to its terminal velocity regime where the
bubble continues to rise at a constant velocity (i.e. no acceleration). A growing
bubble also shows similar trends. In the stable velocity regime, however, the
growing bubble velocity (Ustb) is generally lower than the terminal velocity
(Uter) of an adiabatic bubble. For the continuously added mass, the growing
bubble shape deforms more rapidly than an adiabatic bubble causing higher
drag force and reduced velocity.

• With the increase of the liquid superheat, Ustb decreases for a same-sized
bubble. This is due to the same reason: with the increase of added mass at a
higher rate for higher liquid superheat, the bubble deformed at a faster rate
causing more drag force and reduced velocity.

3.2 Vapour bubble condensation in sub-cooled boiling condition

Vapour bubble condensation in subcooled liquid where the water temperature is
below saturation is an important physical phenomenon [25]. Subcooled boiling flow
is one of such examples and can be found in boilers, steam generators, nuclear
reactors, and other engineering systems. To optimise the design and to make these
systems safe, it is critical to understand and predict the behaviour of bubbles
behaviour in subcooled boiling flows. As the presence of vapour bubbles has a
significant effect on the heat transfer characteristics of a system as well as pressure
drops and flow instability [8, 26]. Vapour bubble life and collapse during conden-
sation can be either inertia (for high liquid subcooling and high Jacob number) or
heat transfer controlled (for low liquid subcooling and low Jacob number). Using
the ISM method, this section discusses the heat transfer controlled vapour bubble
condensation in quiescent water where the bubble reduction rate is longer, and the
process is controlled by the heat transfer at the interface. In order to simulate the
condensing bubble, the source terms were modelled in the CFD governing equa-
tions to account for heat and mass transfers from the bubble. During the simulation,
the predicted condensing vapour bubble properties such as size reduction rate,
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shape and velocity were compared against the past works and found to be in good
agreement.

3.2.1 Numerical features

Likewise, bubble growth due to the convective action in the previous section,
vapour bubble size reduction (i.e. condensation) was simulated using the same
convective heat transfer mechanism due to the temperature gradient between
vapour and water phase. Eq. (1)–(8) are also applicable here. Smass, however, needs
to be treated in the opposite way for mass loss from the vapour bubble.

Thus,

Smass ¼
X
n
Smasscell nð Þ ¼

X
n

hif � abcell nð Þ � ΔTsub

hfg
(18)

Where: Smass_cell nð Þ is the 3D spatial interfacial cell-by-cell mass transfer rate from
the condensing bubble; abcell nð Þ is the local bubble surface area at the interface cell and
can be obtained from the ISM simulation (see Figure 4). ΔTsub is the liquid
subcooling. Interfacial (convective) heat transfer coefficient (hif) can be calculated
by the following condensation correlation:

Nucond ¼
hifDb

kl
! hif ¼ kl

Db
�Nucond (19)

Eq. (12)–(14) can also be used here to determine Reynolds number, Bubble
Velocity and Bubble Diameter. Next using this Reb, Condensate Nusselt number
(Nucond) can be calculated from the correlations. Table 5 shows some of the notable
relations found in the literature. A preference was given to the relations having
Jacob number (Ja) – a dimensionless number which is usually used for boiling,
evaporation and condensation applications. To check the model’s sensitiveness,
Condensing bubble volume reduction with time for various correlations was inves-
tigated [31]. The correlations exhibit a wide discrepancy in volume reduction rates,

Reference Correlation Proposed Valid For

Zeitoun et al. [25] Nucond ¼ 2:04Re 0:61b α0:328Ja�0:308
l

For Steam-Water flow at near
atmospheric pressure and for void

fraction up to 30 percent.

Kim & Park [27] Nucond ¼ 0:2575Re 0:7b Pr�0:4564
l Ja�0:2043

l
Reb = 1000–6000
18 < Ja < 36

1.87 < Pr < 2.03
0.8 mm < D < 6 mm

Lucic & Mayinger
[28]

Nucond ¼ 1:46Re 0:61b Pr0:33l Ja�0:31
l

Re b≈1000� 3400
Ja≈10� 30

Yuan et al. [29] Nucond ¼ 0:6Re 1=2b Pr1=3l 1� Ja0:1l Fob0
� � For Narrow channel

Reb = 335–1770
Pr ≈ 1.7

Ja = 20–60

Warrier et al. [30] Nucond ¼ 0:6Re 1=2b Pr1=3l 1� 1:2Ja9=10l Fo2=3b0

� �
20 < Reb < 700
1.8 < Pr < 2.9
12 < Ja < 100

Table 5.
Condensate Nusselt number correlations.
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Although small in magnitude, it is observed, with the increase of the liquid
superheat, Ustb decreases for a same-sized bubble. This is due to the same reason:
with the increase of added mass at a higher rate for higher liquid superheat
(see Eq. (9)), the bubble deformed at a faster rate causing more drag force and
reduced velocity. Sideman and Taitel’s [24] also overserved similar phenomena of
reduced bubble velocity with the increase of temperature.

3.1.3 Conclusion

Below summarised the major findings based on the numerical results obtained
using the ISM method:

• As the interfacial mass transfer source term (Smass) is directly proportional to
the liquid superheat, the bubble was growing at higher rates for larger liquid
superheats.

• The bubble deforms more with the increase of the size. The liquid superheat
also has a direct effect on the bubble shape. For a same-sized bubble, with the
increase of liquid superheat, the bubble deforms at a higher rate due to the
increased rate of mass transfer.

• When an adiabatic bubble is released from a stationary position, its velocity
continues to rise until it reaches to its terminal velocity regime where the
bubble continues to rise at a constant velocity (i.e. no acceleration). A growing
bubble also shows similar trends. In the stable velocity regime, however, the
growing bubble velocity (Ustb) is generally lower than the terminal velocity
(Uter) of an adiabatic bubble. For the continuously added mass, the growing
bubble shape deforms more rapidly than an adiabatic bubble causing higher
drag force and reduced velocity.

• With the increase of the liquid superheat, Ustb decreases for a same-sized
bubble. This is due to the same reason: with the increase of added mass at a
higher rate for higher liquid superheat, the bubble deformed at a faster rate
causing more drag force and reduced velocity.

3.2 Vapour bubble condensation in sub-cooled boiling condition

Vapour bubble condensation in subcooled liquid where the water temperature is
below saturation is an important physical phenomenon [25]. Subcooled boiling flow
is one of such examples and can be found in boilers, steam generators, nuclear
reactors, and other engineering systems. To optimise the design and to make these
systems safe, it is critical to understand and predict the behaviour of bubbles
behaviour in subcooled boiling flows. As the presence of vapour bubbles has a
significant effect on the heat transfer characteristics of a system as well as pressure
drops and flow instability [8, 26]. Vapour bubble life and collapse during conden-
sation can be either inertia (for high liquid subcooling and high Jacob number) or
heat transfer controlled (for low liquid subcooling and low Jacob number). Using
the ISM method, this section discusses the heat transfer controlled vapour bubble
condensation in quiescent water where the bubble reduction rate is longer, and the
process is controlled by the heat transfer at the interface. In order to simulate the
condensing bubble, the source terms were modelled in the CFD governing equa-
tions to account for heat and mass transfers from the bubble. During the simulation,
the predicted condensing vapour bubble properties such as size reduction rate,
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shape and velocity were compared against the past works and found to be in good
agreement.

3.2.1 Numerical features

Likewise, bubble growth due to the convective action in the previous section,
vapour bubble size reduction (i.e. condensation) was simulated using the same
convective heat transfer mechanism due to the temperature gradient between
vapour and water phase. Eq. (1)–(8) are also applicable here. Smass, however, needs
to be treated in the opposite way for mass loss from the vapour bubble.

Thus,

Smass ¼
X
n
Smasscell nð Þ ¼

X
n

hif � abcell nð Þ � ΔTsub

hfg
(18)

Where: Smass_cell nð Þ is the 3D spatial interfacial cell-by-cell mass transfer rate from
the condensing bubble; abcell nð Þ is the local bubble surface area at the interface cell and
can be obtained from the ISM simulation (see Figure 4). ΔTsub is the liquid
subcooling. Interfacial (convective) heat transfer coefficient (hif) can be calculated
by the following condensation correlation:

Nucond ¼
hifDb

kl
! hif ¼ kl

Db
�Nucond (19)

Eq. (12)–(14) can also be used here to determine Reynolds number, Bubble
Velocity and Bubble Diameter. Next using this Reb, Condensate Nusselt number
(Nucond) can be calculated from the correlations. Table 5 shows some of the notable
relations found in the literature. A preference was given to the relations having
Jacob number (Ja) – a dimensionless number which is usually used for boiling,
evaporation and condensation applications. To check the model’s sensitiveness,
Condensing bubble volume reduction with time for various correlations was inves-
tigated [31]. The correlations exhibit a wide discrepancy in volume reduction rates,

Reference Correlation Proposed Valid For

Zeitoun et al. [25] Nucond ¼ 2:04Re 0:61b α0:328Ja�0:308
l

For Steam-Water flow at near
atmospheric pressure and for void

fraction up to 30 percent.

Kim & Park [27] Nucond ¼ 0:2575Re 0:7b Pr�0:4564
l Ja�0:2043

l
Reb = 1000–6000
18 < Ja < 36

1.87 < Pr < 2.03
0.8 mm < D < 6 mm

Lucic & Mayinger
[28]

Nucond ¼ 1:46Re 0:61b Pr0:33l Ja�0:31
l

Re b≈1000� 3400
Ja≈10� 30

Yuan et al. [29] Nucond ¼ 0:6Re 1=2b Pr1=3l 1� Ja0:1l Fob0
� � For Narrow channel

Reb = 335–1770
Pr ≈ 1.7

Ja = 20–60

Warrier et al. [30] Nucond ¼ 0:6Re 1=2b Pr1=3l 1� 1:2Ja9=10l Fo2=3b0

� �
20 < Reb < 700
1.8 < Pr < 2.9
12 < Ja < 100

Table 5.
Condensate Nusselt number correlations.
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especially with the progress of simulation time. The reasons being these co-relations
were developed for specific media and test setups and are valid for a range of
parameters only. Warrier et al. [30], for instance, reported an uncertainty of �25%
when they benchmarked their correlation with others.

Considering the scope of current work and relevance, and for validation pur-
poses, Kim and Park [27] is applied during the numerical simulations. Jacob number
(Ja) is defined as:

Jal ¼
ρlCplΔTsub

ρghfg
(20)

Where: Cpl is the liquid (water) specific heat.
For condensation, vapour bubble size and corresponding bubble rise velocity

will change continuously. As such, hif needs to be calculated at each time-step for
varying bubble size and velocity. As a result, values for the interfacial mass transfer
source term (Smass) will also change in each time step.

Numerical test setups are the same as the previous application. For numerical
test cases, 2 mm, 3 mm and 4 mm initial sized bubbles with various liquid
subcooling were considered to check the effect of liquid subcooling on the bubble
condensation rates. To validate ISM simulation results further, other odd bubble
sizes (e.g. 1.008 mm and 4.9 mm) were also considered.

3.2.2 Numerical results

3.2.2.1 Size

The ISM simulation results were validated against past-correlations. In litera-
ture, Bubble history (β) has been expressed as the transient form consisting of the
Fourier number (Fo), and is formulated as, for instance [25, 27]:

β ¼ 1� 5:67 Re 0:61b α0:328Ja0:692l Fo0
� �0:72

(21)

β ¼ 1� 0:6695Re 0:7b Ja0:7957l Pr0:4564Fo0
� �0:7692

(22)

Where: Bubble history (β) which is defined as:

β ¼ Db

Db0
(23)

Where: the subscript 0 indicates the initial state. Therefore, Db0 is the initial
bubble diameter, and Db is the instantaneous bubble diameter.

The Fourier number (Fo0) is based on the initial bubble size and is written as:

Fo0 ¼ at
D2

0
(24)

Where: a is the thermal diffusivity.
Bubble history (β) obtained during the numerical simulation is plotted against

past correlations in Figure 10. Depending on the bubble size, liquid subcooling and
Reynolds number (Re), the bubble size reduced at varying rates. The bubble was
condensing at a higher rate for larger liquid subcooling and higher Reynolds num-
ber. The ISM simulation, however, shows discrepancy at the beginning of the
condensation stage. The reason being: fixed Reynolds numbers were used to
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calculate the correlated β values. The interfacial (convective) heat transfer coeffi-
cient (hif) is proportional to the bubble velocity, so higher the bubble velocity
higher the bubble condensation rate. As the bubble was released from a stationary
position (with zero velocity and Reynolds number), it took some time for the
bubble to reach a reasonable rise velocity (similar to the terminal velocity regime of
an adiabatic bubble) and corresponding Reynolds number. Numerical results show
close agreement with past correlations at the later stage of condensation after the
bubble achieved relatively higher velocity values.

The ISM simulation results were also compared against past experimental results –
see Figure 11. The ISM simulation results show good agreement, and the overall
bubble condensation trends closely follow other benchmarked case of Kim and Park
[27] (deviation in the range of 5–15%). The differences between the experimental and
ISM numerical simulation are noticeable for different initial test conditions, bubble
shapes, and so on.

3.2.2.2 Shape

Generally, small bubble keeps its spherical shape during its rise for high surface
tension forces. Bubble shape deformation accelerates with the increase of its size
and becomes ellipsoidal or spherical cap or wobbling. Since 2 mm and 3 mm con-
densing bubbles quickly loss their mass and become small, their shape is generally
limited to spherical or ellipsoidal. A larger bubble, e.g. 4 mm condensing bubble, on

Figure 10.
Bubble history comparison between correlations and ISM simulation [31]. [Db0 = 4 mm, ΔTsub = 10 °C,
Re = 500, Ja = 30].

Figure 11.
Comparison of normalised bubble volume [31]. [Db0 = 4.9 mm, ΔTsub = 12 °C].
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especially with the progress of simulation time. The reasons being these co-relations
were developed for specific media and test setups and are valid for a range of
parameters only. Warrier et al. [30], for instance, reported an uncertainty of �25%
when they benchmarked their correlation with others.

Considering the scope of current work and relevance, and for validation pur-
poses, Kim and Park [27] is applied during the numerical simulations. Jacob number
(Ja) is defined as:

Jal ¼
ρlCplΔTsub

ρghfg
(20)

Where: Cpl is the liquid (water) specific heat.
For condensation, vapour bubble size and corresponding bubble rise velocity

will change continuously. As such, hif needs to be calculated at each time-step for
varying bubble size and velocity. As a result, values for the interfacial mass transfer
source term (Smass) will also change in each time step.

Numerical test setups are the same as the previous application. For numerical
test cases, 2 mm, 3 mm and 4 mm initial sized bubbles with various liquid
subcooling were considered to check the effect of liquid subcooling on the bubble
condensation rates. To validate ISM simulation results further, other odd bubble
sizes (e.g. 1.008 mm and 4.9 mm) were also considered.

3.2.2 Numerical results

3.2.2.1 Size

The ISM simulation results were validated against past-correlations. In litera-
ture, Bubble history (β) has been expressed as the transient form consisting of the
Fourier number (Fo), and is formulated as, for instance [25, 27]:

β ¼ 1� 5:67 Re 0:61b α0:328Ja0:692l Fo0
� �0:72

(21)

β ¼ 1� 0:6695Re 0:7b Ja0:7957l Pr0:4564Fo0
� �0:7692

(22)

Where: Bubble history (β) which is defined as:

β ¼ Db

Db0
(23)

Where: the subscript 0 indicates the initial state. Therefore, Db0 is the initial
bubble diameter, and Db is the instantaneous bubble diameter.

The Fourier number (Fo0) is based on the initial bubble size and is written as:

Fo0 ¼ at
D2

0
(24)

Where: a is the thermal diffusivity.
Bubble history (β) obtained during the numerical simulation is plotted against

past correlations in Figure 10. Depending on the bubble size, liquid subcooling and
Reynolds number (Re), the bubble size reduced at varying rates. The bubble was
condensing at a higher rate for larger liquid subcooling and higher Reynolds num-
ber. The ISM simulation, however, shows discrepancy at the beginning of the
condensation stage. The reason being: fixed Reynolds numbers were used to
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calculate the correlated β values. The interfacial (convective) heat transfer coeffi-
cient (hif) is proportional to the bubble velocity, so higher the bubble velocity
higher the bubble condensation rate. As the bubble was released from a stationary
position (with zero velocity and Reynolds number), it took some time for the
bubble to reach a reasonable rise velocity (similar to the terminal velocity regime of
an adiabatic bubble) and corresponding Reynolds number. Numerical results show
close agreement with past correlations at the later stage of condensation after the
bubble achieved relatively higher velocity values.

The ISM simulation results were also compared against past experimental results –
see Figure 11. The ISM simulation results show good agreement, and the overall
bubble condensation trends closely follow other benchmarked case of Kim and Park
[27] (deviation in the range of 5–15%). The differences between the experimental and
ISM numerical simulation are noticeable for different initial test conditions, bubble
shapes, and so on.

3.2.2.2 Shape

Generally, small bubble keeps its spherical shape during its rise for high surface
tension forces. Bubble shape deformation accelerates with the increase of its size
and becomes ellipsoidal or spherical cap or wobbling. Since 2 mm and 3 mm con-
densing bubbles quickly loss their mass and become small, their shape is generally
limited to spherical or ellipsoidal. A larger bubble, e.g. 4 mm condensing bubble, on

Figure 10.
Bubble history comparison between correlations and ISM simulation [31]. [Db0 = 4 mm, ΔTsub = 10 °C,
Re = 500, Ja = 30].

Figure 11.
Comparison of normalised bubble volume [31]. [Db0 = 4.9 mm, ΔTsub = 12 °C].
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the other hand, is going through a series of interesting shape evolution, as such, it is
considered to compare against Clift et al. [19] shape regimes. A series of instanta-
neous bubble status points were considered, and their corresponding Re were cal-
culated using bubble velocity obtained from the ISM simulation for comparison.
With the increase of bubble velocity and it corresponding higher Re, the bubble was
deforming from spherical to ellipsoidal to wobbling shape regimes. Figure 12 dem-
onstrates the bubble shapes obtained from the ISM simulation have excellent
agreement with Clift et al. [19] shape regimes.

Bubble shapes obtained in the ISM simulation were also compared with
Kamei and Hirata’s [32] experimentation and found to be a good agreement – see
Table 6. The condensing bubble was keeping its spherical shape because of small
size and high surface tension forces during its rise. Table 6 also shows the
comparison of shapes with past numerical works (Zeng et al. [33] and
Samkhaniani and Ansari [34]).

3.2.2.3 Velocity

Likewise growing bubble, the rise velocity of condensing bubbles is different
from adiabatic bubbles [8]. For continuous reduction in bubble size (i.e. volume) in
subcooled boiling flow condition, bubble rise velocity and shape are also always
changing. From Figure 13, it is evident that with the increase of liquid Subcooling
bubble rise velocity continues to increase. The findings are consistent with [8]
numerical results. The deviation is the result of different test setups; however,
Figure 13 overall indicates the trends of higher the liquid Subcooling higher the
bubble rise velocity. Bubble buoyancy force decreases for continuous reduction of
bubble volume. The drag force is also reduced for smaller bubble frontal area;
however, the resulted net effect is positive buoyancy force acting upwards, and the
bubble rise velocity increases continuously.

Figure 12.
Bubble shape validation with Clift et al. [19]. Test case: Db0 = 4 mm, ΔTsub = 25 °C, Eötvös number,
Eo = 2.55 (adapted from [31]). All bubbles are on the same scale for comparison.
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the other hand, is going through a series of interesting shape evolution, as such, it is
considered to compare against Clift et al. [19] shape regimes. A series of instanta-
neous bubble status points were considered, and their corresponding Re were cal-
culated using bubble velocity obtained from the ISM simulation for comparison.
With the increase of bubble velocity and it corresponding higher Re, the bubble was
deforming from spherical to ellipsoidal to wobbling shape regimes. Figure 12 dem-
onstrates the bubble shapes obtained from the ISM simulation have excellent
agreement with Clift et al. [19] shape regimes.

Bubble shapes obtained in the ISM simulation were also compared with
Kamei and Hirata’s [32] experimentation and found to be a good agreement – see
Table 6. The condensing bubble was keeping its spherical shape because of small
size and high surface tension forces during its rise. Table 6 also shows the
comparison of shapes with past numerical works (Zeng et al. [33] and
Samkhaniani and Ansari [34]).

3.2.2.3 Velocity

Likewise growing bubble, the rise velocity of condensing bubbles is different
from adiabatic bubbles [8]. For continuous reduction in bubble size (i.e. volume) in
subcooled boiling flow condition, bubble rise velocity and shape are also always
changing. From Figure 13, it is evident that with the increase of liquid Subcooling
bubble rise velocity continues to increase. The findings are consistent with [8]
numerical results. The deviation is the result of different test setups; however,
Figure 13 overall indicates the trends of higher the liquid Subcooling higher the
bubble rise velocity. Bubble buoyancy force decreases for continuous reduction of
bubble volume. The drag force is also reduced for smaller bubble frontal area;
however, the resulted net effect is positive buoyancy force acting upwards, and the
bubble rise velocity increases continuously.

Figure 12.
Bubble shape validation with Clift et al. [19]. Test case: Db0 = 4 mm, ΔTsub = 25 °C, Eötvös number,
Eo = 2.55 (adapted from [31]). All bubbles are on the same scale for comparison.

136

Heat Transfer - Design, Experimentation and Applications

T
im

e
(m

il
li
se
co

nd
)

0.
0

0.
4

0.
8

1.
2

1.
6

2.
0

2.
4

2.
8

E
xp

er
im

en
t

(K
am

ei
an

d
H
ir
at
a
[3
2]
)

N
um

er
ic
al

(Z
en

g
et

al
.[
33
])

N
um

er
ic
al

(S
am

kh
an

ia
ni

an
d
A
ns

ar
i[
34

])

N
um

er
ic
al

(I
SM

Si
m
ul
at
io
n)

T
ab

le
6.

B
ub

bl
e
sh
ap

e
co
m
pa

ri
so
n
be
tw

ee
n
pa

st
ex
pe
ri
m
en
ta
l/
nu

m
er
ic
al

re
su
lts

an
d
IS
M

sim
ul
at
io
n
(D

b
0
=
1.
00

8
m
m
,
Δ
T
su
b
=
25

°C
)
(a
da

pt
ed

fr
om

[3
1]
).

137

Numerical Investigation of Rising Vapour Bubble in Convective Boiling Using an…
DOI: http://dx.doi.org/10.5772/intechopen.96303



3.2.2.4 Effects of fluid flow and varying temperature fluid field

Effects of fluid flow and varying temperature fluid field on bubble condensation
were also investigated. With the increase of fluid flow velocity, the bubble was
condensing at a higher rate (see Figure 14). This is because the relative bubble
velocity increases for same-directional (positive) fluid flow velocity resulting in the
higher mass transfer or mass loss from the bubble (see Eq. (18)–(19)). Table 7
depicts the effects of fluid flow velocity on the bubble shape. With a rapid mass loss
for a higher fluid flow field, the bubble was deforming at a higher rate and becom-
ing unstable with relatively shorter life span.

For varying temperature fluid field, two models were considered: (i) linear and
(ii) exponential – see Figure 15. The Linear model can be applied to thermal
stratification of hot water tanks and the natural systems, such as lakes and ponds.
The exponential model is more suitable for the convective boiling application and
hence was applied to current numerical study. Because of the computational
domain and the relative higher heat transfer coefficient (h) value for convective
boiling condition (h = 8,000 W/m2 °C was used in Figure 15), the temperature of
fluid field is rapidly achieving the liquid bulk-temperature. As a result, the effects of
varying temperature field, in this instance, were minimal on both condensing bub-
ble size and shape. See Figure 16 and Table 8.

Figure 13.
3 mm bubble rise velocity comparison with Jeon et al. [8]. (as demonstrated in [31]).

Figure 14.
Bubble condensation rates for various fluid flow velocity [Dbo = 2 mm, ΔTsub = 5 °C].
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Flow Velocity [m/s] Simulation Time, t [ms]

0 1.5 3 4.5 6

0

0.05 [N/A]

0.1 [N/A] [N/A]

0.3 [N/A] [N/A] [N/A)

Table 7.
Condensing bubble shape comparison for various fluid flow velocity [Dbo = 2 mm, ΔTsub = 5 °C]. All bubbles
are on the same scale for comparison.

Figure 15.
Temperature models.

Figure 16.
2 mm bubble condensation rates [Dbo = 2 mm, ΔTsub = 5 °C].

139

Numerical Investigation of Rising Vapour Bubble in Convective Boiling Using an…
DOI: http://dx.doi.org/10.5772/intechopen.96303



3.2.2.4 Effects of fluid flow and varying temperature fluid field
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were also investigated. With the increase of fluid flow velocity, the bubble was
condensing at a higher rate (see Figure 14). This is because the relative bubble
velocity increases for same-directional (positive) fluid flow velocity resulting in the
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3.2.3 Conclusion

Following critical observations were observed during Condensing bubble simu-
lation:

• Bubble reduction rate depends on the liquid subcooling and bubble velocity.
Higher the liquid subcooling higher the bubble reduction rate.

• Same is true for the bubble velocity. The interfacial (convective) heat transfer
coefficient (hif) is proportional to the bubble velocity. As such, higher the
bubble velocity higher the bubble condensation rate.

• Precaution should be taken during the selection of an appropriate Condensate
Nusselt number (Nucond) correlation. As the numerical results can vary
significantly and should be chosen based on the applications.

• Bubble deforms at a higher rate for larger bubble sizes during ascend. For higher
surface tension force, smaller bubbles tend to keep their original spherical shape.

• Liquid subcooling also contributes to the bubble shape determination as heat
and mass transfers across the interface cause distortion. With higher liquid
subcooling, bubbles get smaller quickly and maintain spherical shape.

• When an adiabatic bubble is released from a stationary position, the rise
velocity of the bubble continues to rise until it reaches a stable velocity regime.
Whereas for condensing bubble, the rise velocity is always changing for
continual heat and mass transfers.

• With the increase of liquid subcooling, rise velocity of the condensing bubble
increases.

• With the increase of fluid flow velocity, both bubble condensation rates and
shape deformation increase.

• Varying temperature field in this particular instance had minimal effects on
condensing bubble size and shape.

ΔTsub

[°C]
Simulation Time, t [ms] Maximum Rise Velocity

(cm/s)
0 5 8.75

5 6.9

T_VARY 6.5

Table 8.
Condensing bubble shape comparison for varying temperature field [Dbo = 2 mm, ΔTsub = 5 °C]. All bubbles
are on the same scale for comparison.
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4. Summary

The InterSection Marker (ISM) – a new type of 3D interface tracking method
was used to simulate the evaporative growth and condensation of a rising vapour
bubble due to convective boiling conditions. The ISM method’s ability to calculate
interfacial area more accurately than conventional VOF methods proved it an ideal
candidate for multi-phase flow simulations involving heat and mass transfers across
the interface. During the simulation, the predicted vapour bubble properties such as
size, shape and velocity were compared against the past works and found to be in
good agreement.
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Nomenclature

Roman
a Thermal diffusivity, m2/s
aif Interfacial area between phases per unit volume, m2/m3

cp Specific heat, kJ/kg°C
Cz Location of bubble centre in the z-direction
Db Sphere-equivalent Bubble Diameter, m
Eo Eötvös number, �
Fo Fourier number, �
g Gravity, m/s2

hif Interfacial (convective) heat transfer coefficient, W/m2°C
hfg Enthalpy for vaporisation, kJ/kg
Ja Jacob number, �
kl Thermal conductivity, W/m°C
Nu Nusselt number, �
p Pressure, Pa
Re Reynolds number, �
Sheat Interfacial heat transfer source term, W/m3

Smass Interfacial mass transfer source term, kg/m3s
t Time, s
ΔTsub Liquid subcooling, °C
ΔTsuper Liquid superheat, °C
Ub Bubble rise velocity, m/s
Uter Bubble terminal velocity, m/s
Ustb Evaporating bubble velocity in the stable regime, m/s
Vb Bubble volume, m3

Greek symbols

α Volume fraction
β Bubble History
μ Dynamic viscosity, kg/ms
ρ Density, kg/m3

σ Surface tension force, N/m
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b Bubble
cell Cell
cond Condensation
evap Evaporation
if Interfacial
g Gas (vapour) phase
heat Heat
l Liquid (water) phase
mass mass
stb Stable
ter Terminal

Acronym

3D Three-Dimensional
AR Aspect Ratio
CCV Cubic Control Volumes
CFD Computational Fluid Dynamics
IBM Immersed Boundary Method
ISM InterSection Marker
SIMPLE Semi-Implicit Method for Pressure-Linked Equations
VOF Volume-of-fluid
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Nanofluid as Advanced Cooling 
Technology. Success Stories
Jesús Esarte, Roger R. Riehl, Simone Mancin, Jesús Mª Blanco, 
Maite Aresti and Juncal Estella

Abstract

Nanofluids are defined as heat transfer fluids with enhanced heat transfer 
properties by the addition of nanoparticles. Nanofluid’s stability, nanoparticles’ 
type and their chemical compatibility with the base fluid are essential not only 
to increase the nanofluid’s thermophysical properties but also to ensure a long-
lasting and thermal efficient use of the equipment in which it is used. Some of 
these aspects are discussed in this chapter. Likewise, the improvement in terms 
of the heat transfer capacity (thermal resistance) that the use of nanofluids has 
on the heat pipes-thermosyphons is shown. On the other hand, the improvement 
in energy efficiency that nanofluid causes in a vapor compression system is also 
presented.

Keywords: nanofluid, heat pipe, vapor compression, battery refrigeration

1. Introduction

In an increasingly digitized society with a growing trend in the interconnection 
of things (IoT and AI), the volume of information circulating through the network 
and to be processed is constantly growing. This information must be processed in 
high-speed processing and storage servers, which means that the density of heat to 
be dissipated has increased considerably in recent decades. This heat flux increase, 
together with technological advances that allow the miniaturization of electronics, 
forces thermal engineers to seek advanced solutions in heat dissipation. Advances 
in the field of electronics, and in particular power electronics, have resulted in a 
significant increase in heat flux density at the component level. Meeting component 
temperature requirements and ensuring maximum system performance requires 
more efficient, lower-volume cooling technologies. As a result, thermal manage-
ment is becoming increasingly important and critical to the electronics industry. 
The need for thermal management has increased over the past decade and the 
prediction is that a steeper increase is yet to come in the coming years.

In parallel, other applications have demanded an increasing thermal manage-
ment capability that were not even considered less than a decade ago. The advent 
of electric vehicles with the use of Li-Ion batteries has become a new edge for the 
development of reliable and high-performance thermal management systems. Due 
to the fact that this type of battery can be charged within minutes and present a 
high density of energy that can be delivered to the vehicle’s systems, overheating 
became an issue that can potentially cause accidents, which unfortunately have 
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of the heat transfer capacity (thermal resistance) that the use of nanofluids has 
on the heat pipes-thermosyphons is shown. On the other hand, the improvement 
in energy efficiency that nanofluid causes in a vapor compression system is also 
presented.
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1. Introduction

In an increasingly digitized society with a growing trend in the interconnection 
of things (IoT and AI), the volume of information circulating through the network 
and to be processed is constantly growing. This information must be processed in 
high-speed processing and storage servers, which means that the density of heat to 
be dissipated has increased considerably in recent decades. This heat flux increase, 
together with technological advances that allow the miniaturization of electronics, 
forces thermal engineers to seek advanced solutions in heat dissipation. Advances 
in the field of electronics, and in particular power electronics, have resulted in a 
significant increase in heat flux density at the component level. Meeting component 
temperature requirements and ensuring maximum system performance requires 
more efficient, lower-volume cooling technologies. As a result, thermal manage-
ment is becoming increasingly important and critical to the electronics industry. 
The need for thermal management has increased over the past decade and the 
prediction is that a steeper increase is yet to come in the coming years.

In parallel, other applications have demanded an increasing thermal manage-
ment capability that were not even considered less than a decade ago. The advent 
of electric vehicles with the use of Li-Ion batteries has become a new edge for the 
development of reliable and high-performance thermal management systems. Due 
to the fact that this type of battery can be charged within minutes and present a 
high density of energy that can be delivered to the vehicle’s systems, overheating 
became an issue that can potentially cause accidents, which unfortunately have 
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already been reported in some applications. This type of issue is generally caused 
by heat concentration in specific areas of the battery resulting in temperature 
overshooting with consequent potential fire and loss of the device. Such an issue has 
been reported with more frequency as new vehicles that utilize electric propulsion 
are gaining interest from different markets, which require proper addressing using 
reliable thermal management systems. As a potential solution for this issue, tem-
perature homogenization can be applied in order to minimize heat concentration, 
which also contributes to increasing the battery’s lifetime.

On the other hand, conventional vapor compression refrigeration has, in recent 
years, suffered from the consequences of international environmental legislation 
relating to fluorinated refrigerants “HFCs”. In this regard, Europe has adopted the 
“F-GAS” regulation, which establishes deadlines for the use of these refrigerants 
due to their negative impact on the climate. The climate impact of a substance is 
commonly expressed as the global warming potential (GWP). The lower the GWP, 
the more climate-friendly the substance. Most of the HFCs have a very high GWP 
and are hence potent greenhouse gases. Most of the HFCs are used as refrigerants in 
refrigeration and air conditioning. To mitigate emissions of substances with a high 
GWP and comply with the F-Gas Regulation, each sector needs to find solutions 
to quickly switch to low GWP refrigerants. The F-gas regulation is committed to 
so-called clean refrigerants (hydrocarbons, CO2, HFOs) due to their zero or very 
low GWP. However, the use of these refrigerants often implies a reduction in the 
efficiency of the refrigerators as well as an extra effort to redesign them.

Under this scenario, thermal and refrigeration engineers are forced to find 
solutions, not only in terms of the type of refrigerant (more respectful with the 
environment) but also in terms of new refrigeration technologies (acoustic, 
thermocaloric, thermoelectric, nanofluids …) that meet new challenges in heat 
dissipation and cooling. Nanofluids are envisioned as one of these solutions. 
Although there is little bibliography at this regard, recent works show the interest of 
nanofluids as key enabling technology to meet the environmental challenges vapor 
compression systems must face. For example, Gokulnath G [1] presents an analysis 
of the effect of different nano-refrigerants on a domestic refrigerator performance. 
Haque [2] analyzes the behavior of a domestic refrigerator when using a polyol-
ester-based nano-lubricant.

Nanofluids are defined as heat transfer fluids with enhanced heat transfer prop-
erties by the addition of nanoparticles. When formulating a nanofluid, a fundamen-
tal aspect to consider is its stability, since its thermophysical properties pretty much 
depend on it. Adding dispersants in the two-phase systems is an easy and economic 
method to enhance the stability of nanofluids. Although surfactant addition is an 
effective way to enhance the dispersibility of nanoparticles, surfactants might cause 
several problems [3]. In this chapter an analysis of the effect of nanoparticles not 
only on the stability of the nanofluid but also on its thermal conductivity is car-
ried out.

The use of nanofluids is already being seen in different applications - technologies, 
in this chapter some application cases are shown.

2. Nanofluids

Nanofluids [4] are a type of fluid made up of a base fluid to which naopar-
ticles (<100 nm) are added in order to increase its thermophysical properties.. 
Nanoparticles manipulation and in turn nanofluid formulation requires high secu-
rity measures and therefore must be handled in controlled environments, Figure 1.
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Metallic nanoparticles are among the most interesting ones due to their high 
thermal conductivity. This nanoparticles addition makes the nanofluid thermal 
conductivity increase [5, 6] as well as its viscosity which is a negative effect as far as 
pressure drop is concerned.

Despite the amount of research carried out so far, which shows that the use of 
nanofluids increase the heat transfer coefficients, there is still much to understand 
in the area of nanofluids, for example, depending on which cooling technology 
(LHP, HP) the nanofluid is used in, other forces (capillarity) apart from the viscous 
and gravitational forces come into play requiring a better fluid–structure interac-
tion understanding [7]. This interaction is given, among others, by the surface 
tension and the contact angle between the fluid and the porous medium. Since the 
contact angle is affected by the addition of nanoparticles [8–10] the capillary forces 
are altered and with them the LHP capillary pumping. From a theoretical point of 
view, the phenomena that take place at the nanoparticle level (Brownian move-
ment, plasma, …) that make the heat transfer coefficients improve are not clear. In 
the bibliography there are several theoretical models [11–19] that try to shed light 
on the matter but their predictions differ from the experimental values [20–22]. 
This theoretical field requires a greater research effort to be able to give answers to 
the real behavior of nanofluids.

Nanoparticles not only increase the thermal conductivity of the base fluid but 
also act as sources of bubble generation in boiling processes, thus increasing the 
boiling coefficients, important in LHPs and HPs [23, 24].

Nanoparticles stability [25, 26] in the fluid is key to have a nanofluid that 
ensures an enhancement of the device thermal performance over time. Different 
techniques are used for such purpose: surfactant addition, sonication and surface 
charge change.

The addition of nanoparticles to a base fluid, as mentioned above in the section, 
basically alters its viscosity and its thermal conductivity. These alterations depend 
pretty much on the nanoparticle size and concentration as shown in the following 
sections. This influence is reflected in the following analysis carried out for the 
base fluid polyol-ester when it is doped with different types of nanoparticles (CuO, 
AL2O3 and TiO2).

Figure 1. 
Nanoparticles handling laboratory.
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2.1 Nanoparticles size - viscosity

As mentioned above, nanofluid viscosity [27] is an important property as far as 
thermal performance and fluid flow are concerned. As shown by the rheological 
analyzes carried out by different researchers [28, 29]. Among the several works 
regarding oil based nanofluids, Resiga et al. [30] investigated the rheological 
properties of highly concentrated transformer oil-based magnetic nanofluids; 
the results confirmed that the nanofluids were Newtonians in all concentrations 
except at the highest concentration of 20.8 vol%. Murshed et al. [31] experimentally 
studied the viscosity of silicone oil (SO) based TiO2 and SiO2 nanofluids confirming 
the nanofluids’ Newtonian nature. Chen and Xie. [32] reached the same conclusion 
for carbon nanotubes (TCNT)-nanofluids. At low shear rates, Newtonian behavior 
of silicone oil (Syltherm 800) based diamond-graphene nanofluid was observed 
by Yang et al. [33]. The same authors [34] investigated the effects of multi-walled 
carbon nanotubes (MWCNT) loading, surfactant concentration and dispersion 
energy (ultrasonication) on the thermal conductivity and steady shear viscosity 
of oil (PAO6)- based-nanofluids. Polyisobutene succinimide (PIBSI) was used as 
surfactant. The results showed that at low shear conditions the nanofluid viscosity 
was governed by the PIBSI, observing a 0.1 to 0.07 Pa shear stress decrease. They 
also analyzed the concentration of CNT versus viscosity, it was observed that the 
viscosity increased for any concentration other than 3% by weight.

Heris et al. [35] studied the rheological properties of ZnO nanoparticles dis-
persed in mineral oil (MO) based lubricant as a function of the volume fraction in 
the range 0.01–0.6% and temperature from 0 to 60 °C. The results showed that the 
investigated nanolubricants were found to behave as yield stress fluids as mineral oil 
and the viscosity ratio was increased by the nanoparticle loadings. The effects of the 
temperature were noticeable at high temperature and concentration.

Kole and Dey [36] dispersed 40 nm diameter CuO nanoparticles at a volume 
fraction higher than 0.005 in gear oil and concluded that for a 10–50 °C tempera-
ture range the nanofluid shear rate was below 30 s − 1. For ultra-low concentration, 
it was observed a viscosity increase with increasing volume fraction.

Moreover, Saeedinia et al. [37] investigated the viscosity of CuO/oil-based 
nanofluids with 50 nm nanoparticle for weight fraction ranging from 0.2% to 
2%. Newtonian nature was noticed in the shear rate range of 0–15 s − 1 for all the 
investigated temperatures and concentrations.

When analyzing the Ti2O3 nanoparticles size on the 1 wt%. polyol-ester nano-
fluid, Figure 2, it is observed that viscosity increases with the increase of NP size. 
This increase becomes steeper for a specific size (180 nm). This result agrees with 
other researchers’ work [38, 39]. Although, it could be expected that viscosity 
would decrease with increasing NP size [40], this performance depends to a great 
extent on the NP concentration, which can cause a decrease or an increase in viscos-
ity as the size of the NPs increases [41].

In any refrigeration application, the nanofluid must be pumped to flow through 
the pipe and this pumping work is greater the higher the viscosity. In terms of effi-
ciency, this work must be as low as possible and consequently the nanofluid viscosity.

2.2 Thermal conductivity

The enhancement of the thermal conductivity of the base fluid is the primarily 
objective of the addition of nanoparticles. The literature showed that the thermal 
conductivity of nanofluids is higher compared to the base fluids; this is confirmed 
also in the case of oil-based nanofluids. Nonetheless, just a few works were devoted 
to investigate the thermal conductivity of this kind of nanofluids.
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Saeedinia et al. [37] investigated the thermal conductivity of CuO/oil nanofluid. 
The authors, measured the thermal conductivity at different temperatures ranging 
between 24 and 70 °C and at two concentrations of 1 wt% and2 wt. %. The results 
showed a remarkable enhancement in the thermal conductivity of the studied 
nanofluid with temperature. With increasing the temperature, the agglomeration of 
nanoparticles is hindered, and thus the thermal conductivity is enhanced because 
of the more uniform of nanoparticles dispersion.

Wang et al. [42] studied the effects of temperature and solid concentration on 
the thermal conductivity of oil-based nanofluids containing graphite nanoparticles. 
The results highlighted that when adding 1.36%vol. of graphite a 36% enhancement 
in the thermal conductivity was achievable. The authors also found that the thermal 
conductivity enhancement was not linear with nanoparticle concentration. The 
temperature showed a weak effect on the thermal conductivity enhancement but 
when increasing temperature, the thermal conductivity also increased.

Aberoumand et al. [43] experimentally investigated the thermal conductiv-
ity of silver/heat transfer oil nanofluid at different values of concentration and 
temperatures. The authors found that while the thermal conductivity of the base 
fluid showed a decreasing trend as the temperature increased that of the nanofluid 
increased with the temperature. This trend has been found for all the investi-
gated concentrations. The authors stated that this phenomenon can be explained 
considering the Brownian motion which are enhanced when increasing tempera-
ture. Aberoumand et al. [44] experimentally demonstrated that for a nanofluid 
composed of 1% wt CuO nanoparticles on engine oil, the thermal conductivity 
increased by 49%.

Colangelo et al. [45] The effect of adding a different amount of Oleic Acid 
surfactant toAl2O3/diathermic oil NF on the thermal conductivity, in different 
temperatures (30 to 50 °C) and three concentrations of 0.3, 0.7, and 1 vol.%, has 
been investigated by. Their results showed that adding surfactant does not affect 
the thermal conductivity of the NF. Moreover, increasing the solid concentration 
of the surfactant has also no effect on the thermal conductivity enhancement. They 
reported the maximum enhancement of 4% at the solid concentration of 1 vol. %.

Figure 3 shows the thermal conductivity variation with variation in nanoparticle 
concentration from 0.1 wt% to 1.1 wt% at ambient temperature. It is apparent from 

Figure 2. 
Influence of NPs size on viscosity. 1 wt% nanofluid of Ti2O3 NPs in polyol-ester.
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Figure 3 that thermal conductivity increases with increasing the NPs concentration 
[46]. However, in the cases of Al2O3 and TiO2, the thermal conductivity increase is 
less the higher the concentration. The “CuO” nanofluid exhibits a linearly increas-
ing behavior with concentration.

The effect of the type of nanoparticle is clearly observed in Figure 3. Al2O3 
nanoparticles provide the largest thermal conductivity increase compared to the 
other two.

3. Application cases

3.1 Passive cooling devices

Nanofluids can be potentially applied as working fluids in active (mechani-
cally driven) and passive (capillary action, slug/plug dynamics) systems. Thermal 
management devices employing either concepts can benefit from the advantages of 
using nanofluids in order to enhance their heat transport capabilities.

Liquid cooling systems use a pump to drive the liquid to the heat source (or 
sources) in contact with a dedicated heat exchanger (or multiple heat exchang-
ers). Heat is then absorbed by the working fluid and transported by the lines to a 
condenser (one or multiple), where the heat is rejected to a medium (environmental 
air, liquid reservoir, etc) with low temperature. Since the liquid cooling system is 
a closed circuit, the working fluid operates in a cycle absorbing and rejecting heat. 
As a necessity from its design, liquid cooling systems require a reservoir used to 
self-control the working fluid being used by the system, which will be determined 
by the flow rate at which it is operating. Figure 4a presents an schematics of a liquid 
cooling system.

As a promising technology for complex thermal management systems, Pulsating 
Heat Pipe (PHPs), also known as Oscillating Heat Pipes (OHPs) can potentially use 
nanofluids as their working fluids, due to the fact that they do not present a wick 
structure that could compromise their overall thermal performance. Their simple 
construction based on a meandering tube bent in several parallel curves operate by 
means of liquid slugs and vapor plugs motion [46], transporting the heat absorbed 

Figure 3. 
Influence of NPs concentration on thermal conductivity for different NPs (CuO, Ti2O3 and Al2O3) and 
concentrations. Polyol-ester as base fluid.
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from a source and rejecting it in a sink. This kind of device can be considered a 
special type of heat pipe and was introduced by Akachi [47]. There are several 
applications in thermal control systems that PHPs can be utilized, from structures 
to electronics cooling, as well as thermal management of sensitive equipment such 
as those related to aerospace and surveillance. Given the potential use of PHPs as an 
effective thermal control device, investigations have been carried out towards the 
improvement of their overall efficiency, which leads to the search of alternative and 
more effective working fluids. In this case, the addition of solid nanoparticles in the 
working fluid has shown important improvements in its thermal conductivity that 
can potentially benefit PHPs [48].

Another thermal control device that can benefit from the improvements given 
by nanofluids is called Loop Heat Pipe (LHP). Given its architecture, LHPs are high 
efficient thermal control devices that can transport heat over long distances. It is 
built with a capillary evaporator responsible for generating capillary pressure that 
drives the working fluid throughout the loop. It is directly connected to a heat source 
where it absorbs the heat transferring it to the working fluid causing its evapora-
tion. Due to the presence of a fine pore structure (wick), it generated capillary 
pressure that pushed the vapor towards the condenser, where it condenses back to 
liquid phase. By the capillary pressure action, liquid is sent back to the evaporator 
to complete the cycle. A compensation chamber (or reservoir) present at the capil-
lary evaporator’s inlet, which is hydraulically connected to the evaporator’s core, 
will supply or drain the working fluid depending on the heat loads that are applied 
[49]. Depending of the level of accuracy needed to control the heat source, the LHP 
can present a pressure control regulator that sets the device’s operation temperature 
with great precision [50, 51]. The potential in applying nanofluids in LHPs has been 
presented, showing a considerable enhancement in their performance. However, 
since the pressure drop increases with the use of nanofluids, the overall performance 
can be compromised due to limitations in the capillary pressure generation by the 
evaporator [52, 53].

Due to the potential in using nanofluids in thermal control devices, PHPs have 
been designed and integrated in a hybrid thermal management system installed in 
a surveillance system. This hybrid thermal management system was composed of a 
liquid cooling loop that connected several heat sources by heat exchangers, where 
PCBs were directly attached, in order to keep their electronic components within 
the required levels of temperature. A magnetic pump with variable flow rate was 

Figure 4. 
(a) schematic, and (b) CAD representation of the thermal control system arrangement.
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Figure 3. 
Influence of NPs concentration on thermal conductivity for different NPs (CuO, Ti2O3 and Al2O3) and 
concentrations. Polyol-ester as base fluid.
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from a source and rejecting it in a sink. This kind of device can be considered a 
special type of heat pipe and was introduced by Akachi [47]. There are several 
applications in thermal control systems that PHPs can be utilized, from structures 
to electronics cooling, as well as thermal management of sensitive equipment such 
as those related to aerospace and surveillance. Given the potential use of PHPs as an 
effective thermal control device, investigations have been carried out towards the 
improvement of their overall efficiency, which leads to the search of alternative and 
more effective working fluids. In this case, the addition of solid nanoparticles in the 
working fluid has shown important improvements in its thermal conductivity that 
can potentially benefit PHPs [48].

Another thermal control device that can benefit from the improvements given 
by nanofluids is called Loop Heat Pipe (LHP). Given its architecture, LHPs are high 
efficient thermal control devices that can transport heat over long distances. It is 
built with a capillary evaporator responsible for generating capillary pressure that 
drives the working fluid throughout the loop. It is directly connected to a heat source 
where it absorbs the heat transferring it to the working fluid causing its evapora-
tion. Due to the presence of a fine pore structure (wick), it generated capillary 
pressure that pushed the vapor towards the condenser, where it condenses back to 
liquid phase. By the capillary pressure action, liquid is sent back to the evaporator 
to complete the cycle. A compensation chamber (or reservoir) present at the capil-
lary evaporator’s inlet, which is hydraulically connected to the evaporator’s core, 
will supply or drain the working fluid depending on the heat loads that are applied 
[49]. Depending of the level of accuracy needed to control the heat source, the LHP 
can present a pressure control regulator that sets the device’s operation temperature 
with great precision [50, 51]. The potential in applying nanofluids in LHPs has been 
presented, showing a considerable enhancement in their performance. However, 
since the pressure drop increases with the use of nanofluids, the overall performance 
can be compromised due to limitations in the capillary pressure generation by the 
evaporator [52, 53].

Due to the potential in using nanofluids in thermal control devices, PHPs have 
been designed and integrated in a hybrid thermal management system installed in 
a surveillance system. This hybrid thermal management system was composed of a 
liquid cooling loop that connected several heat sources by heat exchangers, where 
PCBs were directly attached, in order to keep their electronic components within 
the required levels of temperature. A magnetic pump with variable flow rate was 

Figure 4. 
(a) schematic, and (b) CAD representation of the thermal control system arrangement.
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responsible for driving the working fluid throughout the loop, in order to guarantee 
that the heat generated would be properly absorbed and rejected. However, some 
PCBs were located far from the heat exchangers, which required the use of PHPs to 
connect the PCBs to them in order to transport the heat generated by the electronics 
to be properly rejected in a heat sink, while keeping their temperature according 
to the project’s requirements. Due to the complexity of the system, along with the 
presence of hundreds of PCBs, several PHPs were designed, built and integrated 
to their dedicated heat sink, which were connected to the liquid cooling system. 
All the heat generated by the PCBs was transported to a condenser, responsible for 
dissipating it to the environmental air. According to the project’s requirements, the 
hybrid system had to operate between +5 and + 50 °C of ambient temperature for a 
maximum humidity level of 95%. The schematics of such arrangement is presented 
by Figure 4a and b presents the hybrid setup where the pulsating heat pipe and the 
heat sink are connected [54].

The nanofluid selected for this application was composed of de-ionized water 
as the base fluid and CuO nanoparticles, since this combination presents a stable 
chemical compatibility. The solid nanoparticles presented an average diameter of 
29 nm with 98% of purity. The nanoparticles concentration varied from 3.5 wt% to 
20 wt%, which were used to compare their effects on the system’s thermal perfor-
mance while operating in real conditions.

As mentioned before, several PHPs were designed, built and integrated in this 
surveillance system, which showed to be a very complex thermal management 
problem to be solved. The PHPs had different configurations regarding their total 
effective length, number of turns, etc. all due to the fact that they were operating 
under different heat loads. The different designs for the PHPs are shown in Figure 5 
with the representation of their integration with their respective PCB [54]. The 
PHPs were charged with a nanofluid formed with de-ionized water (base fluid) and 
CuO (nanoparticles), with the same characteristics as the ones applied to the liquid 
cooling system. The nanoparticles concentration ranged from 2.0 wt% to 3.5 wt%. 
Due to the PHPs requirements towards the temperature homogenization of all their 
related PCBs, the heat dissipation capabilities of the entire thermal management 
system could be optimized.

Due to the thermal management characteristics at which a given device must 
operate, such as those found in heavy duty processing demands of computer 
clusters, as well as some electronics found in avionics, etc., a specific design is 
required. For high heat densities, PHPs are not indicated as thermal control devices 
due to their limitation in transporting the heat, which can generate concentrated 
heat loads and an eventual device’s failure. In this case, LHPs are the most indicated 
to be applied as they can efficiently remove the heat from concentrated areas, being 
known to operate in applications where the heat flux in the heat source can be as 

Figure 5. 
PHPs with nanofluids applied to the thermal control of PCBs. (a) low, (b) medium, (c) high thermal load 
configuration.
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much as 100 W/cm2, or even above that. There are different architecture configura-
tions for LHPs destined to the thermal control of high heat density electronics, 
being able to operate with a regular working fluid or with a nanofluid, such as 
shown by Figure 6 [52–54].

Nanofluids have been reported to increase by up to 20% the heat transport capa-
bility in LHPs, even though they were facing higher pressure drops as nanofluids 
present a higher viscosity when compared to the base fluid’s only. In this case, a bet-
ter assessment regarding the LHP’s thermal characteristics must be well balanced in 
order to not compromise its performance and cause a system’s failure.

A subject that is commonly neglected by some researchers and manufacturers 
is related to the degree of chemical compatibility between the base fluid, the solid 
nanoparticles and the material used to build a PHP and a LHP, since they operate 
with their working fluid at saturation conditions. This is a key factor to ensure 
instant operation of those devices as soon as heat is administrated to their evapora-
tor, being promptly absorbed by latent heat. If chemical incompatibility is found 
between the working fluid, solid nanoparticles and other materials used to build 
the device, the working fluid will begin its degradation resulting in the genera-
tion of non-condensable gases (NCGs). The velocity at which the degradation will 
occur will depend on the materials and working fluid involved, as well as with the 
operational temperature. Incompatible materials and fluids, such as water and 
aluminum, ammonia and copper, etc., will present a degradation much faster than 
known compatible materials and fluids, such as water and copper, ammonia and 
aluminum.

The NCGs generated during the base fluid’s degradation will be accumulated 
at the coldest part of the PHP/LHP (condenser), being accumulated there  during 
the device’s operation. Since more NCG will be accumulated, the device will 
lose its condensation capability, compromising the heat rejection by the system 
that will end up causing an increase in the evaporator’s temperature and, finally, 
the device’s failure due to a dryout caused by the lack of liquid returning to the 
evaporator.

A process that has been often neglected by many professionals working with 
PHPs/LHPs and heat pipes, as well as with nanofluids, is called aging. This process 
forces the system to generate as much NCG as possible under controlled conditions 
that will eventually guarantee that the device will operate for a long time without 
the effect of NCGs [55].

As part of the manufacturing processes of any device like PHPs, LHPs and heat 
pipes, the aging process will be executed after the vacuum/charging procedure 
applied to those devices. The vacuum/charging procedure is of great importance 
and must be carefully controlled in order to ensure that the device will properly 
operate under the designed requirements. In this case, the device must reach a 
vacuum level that is adequate for its operation, which is also applied as a final 
cleaning process and moisture removal to any device. Prior to transferring the 
working fluid to the device, it needs to go through a process called outgassing that 

Figure 6. 
Loop heat pipes applied to computer clusters thermal control.
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responsible for driving the working fluid throughout the loop, in order to guarantee 
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All the heat generated by the PCBs was transported to a condenser, responsible for 
dissipating it to the environmental air. According to the project’s requirements, the 
hybrid system had to operate between +5 and + 50 °C of ambient temperature for a 
maximum humidity level of 95%. The schematics of such arrangement is presented 
by Figure 4a and b presents the hybrid setup where the pulsating heat pipe and the 
heat sink are connected [54].

The nanofluid selected for this application was composed of de-ionized water 
as the base fluid and CuO nanoparticles, since this combination presents a stable 
chemical compatibility. The solid nanoparticles presented an average diameter of 
29 nm with 98% of purity. The nanoparticles concentration varied from 3.5 wt% to 
20 wt%, which were used to compare their effects on the system’s thermal perfor-
mance while operating in real conditions.
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surveillance system, which showed to be a very complex thermal management 
problem to be solved. The PHPs had different configurations regarding their total 
effective length, number of turns, etc. all due to the fact that they were operating 
under different heat loads. The different designs for the PHPs are shown in Figure 5 
with the representation of their integration with their respective PCB [54]. The 
PHPs were charged with a nanofluid formed with de-ionized water (base fluid) and 
CuO (nanoparticles), with the same characteristics as the ones applied to the liquid 
cooling system. The nanoparticles concentration ranged from 2.0 wt% to 3.5 wt%. 
Due to the PHPs requirements towards the temperature homogenization of all their 
related PCBs, the heat dissipation capabilities of the entire thermal management 
system could be optimized.

Due to the thermal management characteristics at which a given device must 
operate, such as those found in heavy duty processing demands of computer 
clusters, as well as some electronics found in avionics, etc., a specific design is 
required. For high heat densities, PHPs are not indicated as thermal control devices 
due to their limitation in transporting the heat, which can generate concentrated 
heat loads and an eventual device’s failure. In this case, LHPs are the most indicated 
to be applied as they can efficiently remove the heat from concentrated areas, being 
known to operate in applications where the heat flux in the heat source can be as 
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much as 100 W/cm2, or even above that. There are different architecture configura-
tions for LHPs destined to the thermal control of high heat density electronics, 
being able to operate with a regular working fluid or with a nanofluid, such as 
shown by Figure 6 [52–54].

Nanofluids have been reported to increase by up to 20% the heat transport capa-
bility in LHPs, even though they were facing higher pressure drops as nanofluids 
present a higher viscosity when compared to the base fluid’s only. In this case, a bet-
ter assessment regarding the LHP’s thermal characteristics must be well balanced in 
order to not compromise its performance and cause a system’s failure.

A subject that is commonly neglected by some researchers and manufacturers 
is related to the degree of chemical compatibility between the base fluid, the solid 
nanoparticles and the material used to build a PHP and a LHP, since they operate 
with their working fluid at saturation conditions. This is a key factor to ensure 
instant operation of those devices as soon as heat is administrated to their evapora-
tor, being promptly absorbed by latent heat. If chemical incompatibility is found 
between the working fluid, solid nanoparticles and other materials used to build 
the device, the working fluid will begin its degradation resulting in the genera-
tion of non-condensable gases (NCGs). The velocity at which the degradation will 
occur will depend on the materials and working fluid involved, as well as with the 
operational temperature. Incompatible materials and fluids, such as water and 
aluminum, ammonia and copper, etc., will present a degradation much faster than 
known compatible materials and fluids, such as water and copper, ammonia and 
aluminum.

The NCGs generated during the base fluid’s degradation will be accumulated 
at the coldest part of the PHP/LHP (condenser), being accumulated there  during 
the device’s operation. Since more NCG will be accumulated, the device will 
lose its condensation capability, compromising the heat rejection by the system 
that will end up causing an increase in the evaporator’s temperature and, finally, 
the device’s failure due to a dryout caused by the lack of liquid returning to the 
evaporator.

A process that has been often neglected by many professionals working with 
PHPs/LHPs and heat pipes, as well as with nanofluids, is called aging. This process 
forces the system to generate as much NCG as possible under controlled conditions 
that will eventually guarantee that the device will operate for a long time without 
the effect of NCGs [55].

As part of the manufacturing processes of any device like PHPs, LHPs and heat 
pipes, the aging process will be executed after the vacuum/charging procedure 
applied to those devices. The vacuum/charging procedure is of great importance 
and must be carefully controlled in order to ensure that the device will properly 
operate under the designed requirements. In this case, the device must reach a 
vacuum level that is adequate for its operation, which is also applied as a final 
cleaning process and moisture removal to any device. Prior to transferring the 
working fluid to the device, it needs to go through a process called outgassing that 
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will bring the working fluid to its saturation condition at the local temperature. 
Along with this, the outgassing will eliminate any dissolved gases present in the 
working fluid that will certainly contribute to the NCG generation and compro-
mise the device’s performance. This is not a complex process to be executed and 
can be done as presented by Figure 7. The technician needs to pay attention to the 
valves sequence to ensure that the device will be properly evacuated at the required 
vacuum level, as well as the adequate outgassing of working fluid prior to transfer 
it to the device. In order to perform the vacuum in the device, valves V1 and V3 
must be open, keeping V2 closed. Upon reaching the required vacuum level and 
no leaks have been detected, the working fluid is outgassed by opening V1 and V2 
keeping V3 closed. Once the outgassing has been completed, the technician can 
transfer the working fluid to the device by closing V1 while opening V2 and V3, 
ensuring that the required inventory of working fluid is properly transferred to the 
device [55].

When using low pressure working fluids, such as water, methanol, and acetone, 
it is possible to watch the entire outgassing process when using a clear glass bottle. 
During this process, all dissolved gases that will be removed from the working fluid 
will present a “boiling” pattern, indicating that the vacuum pump is bringing the 
internal volume to the working fluid’s saturation condition. Figure 8 presents the 
outgassing process being executed for deionized water. In the case of a nanofluid, 
due to the addition of solid nanoparticles, the resulting working fluid can result in 
a dark substance that can present some difficulties to see the outgassing occurring. 
A trained technician can overcome this issue and perform the outgassing as needed, 
as shown by Figure 9 for the case of CuO-deionized water nanofluid (concentration 
of 2 wt%).

The outgassing process will be over once the bubbles stop appearing in the 
working fluid. This is the time when the working fluid can be transferred to the 
device. Nanofluids present a faster outgassing process due to the presence of solid 
nanoparticles. The working fluid volume that needs to be transferred to the device 
will determine the time required for the outgassing process, as well as the vacuum 
pump’s speed.

Figure 7. 
Charging process of a heat pipe operating at saturation conditions.
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3.2 Active cooling -vapor compression

Another potential application for nanofluids is vapor compression refrigeration 
“VCS”. In these systems, the working fluid is circulated actively through a compres-
sor. The compressor generates the pressure difference necessary for the refrigerant 
to circulate. During its journey, the refrigerant undergoes a cyclical phase change, 
condensation-evaporation, which gives it a greater heat transport capacity com-
pared to liquid cooling.

The coefficient of performance “COP” of the VCS systems can be improved in 
two ways: firstly, by increasing heat abstraction rate in evaporator, and secondly, 
by reducing the work done in a compressor The use of nanoparticles to increase the 
COP of vapor compression systems is something that has already been confirmed, 
as evidenced by the research works on the matter [54, 55]. Some works are more 
focused on the increase of heat transfer rates [56–58] while others are on the com-
pressor lubrication improvement [59, 60].

The present work aims to provide more scientific information about nano-lubri-
cants and how they influence the COP of a vapor compression system. The refrig-
eration system used for determining the COP values was built in-house, Figure 10 
and whose characteristics are listed in Table 1.

The Polyol ester lubricant is doped at 1.5% by weight with two types of nanopar-
ticles (Cu and CuO). Both the clean lubricant and the two formulated nano-lubri-
cants are tested on the bench in order to record the corresponding COP. The results 
are shown in Table 2.

The level of lubricant in the refrigerant circuit also has its effect on the COP of 
the refrigerator, as shown in Figure 11.

Figure 8. 
Outgassing process for the de-ionized water: (a) beginning of the process; (b) dissolved gases being released;  
(c) intense release of dissolved gases.

Figure 9. 
Outgassing process for the CuO- water nanofluid: (a) beginning of the process; (b) dissolved gases being 
released; (c) intense release of dissolved gases.
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Lubricant COP COP increase

Polyol ester 1.25 ---

Polyol ester +1.5% Cu 1.41 12%

Polyol ester+3%Cu 1.31 5%

Table 2. 
COP improvement.

Figure 10. 
VC system to test nano-lubricant effects on COP.

Cooling capacity 400W

Compressor Secop SC12MLX

Refrigerant R449A

Charges mass 400gr

Table 1. 
Components’ technical characteristics.

Figure 11. 
Effect of the 1.5%Cu nano-lubricant on the VCS’s COP.
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is a promising science to improve the heat transfer capacity of different 
technologies

• It is applicable to different sectors with minimal investment cost

• Nanofluid stability continues to be a challenge and therefore an open door to 
research

• A greater understanding of the causes that make the thermophysical properties 
of nanofluid improve is still necessary, more theoretical research is required

• The large amount of experimental research work carried out to date positions 
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Chapter 9

Convective Heat Transfer of
Ethanol/Polyalphaolefin
Nanoemulsion in Mini- and
Microchannel Heat Exchangers for
High Heat Flux Electronics
Cooling
Jaime Rios, Mehdi Kabirnajafi,Takele Gameda,
Raid Mohammed and Jiajun Xu

Abstract

The present study experimentally and numerically investigates the flow and heat
transfer characteristics of a novel nanostructured heat transfer fluid, namely, etha-
nol/polyalphaolefin nanoemulsion, inside a conventionally manufactured
minichannel of circular cross section and a microchannel heat exchanger of rectan-
gular cross section manufactured additively using the Direct Metal Laser Sintering
(DMLS) process. The experiments were conducted for single-phase flow of pure
polyalphaolefin (PAO) and ethanol/PAO nanoemulsion fluids with two ethanol
concentrations of 4 wt% and 8 wt% as well as for two-phase flow boiling of
nanoemulsion fluids to study the effect of ethanol nanodroplets on the convective
flow and heat transfer characteristics. Furthermore, the effects of flow regime of
the working fluids on the heat transfer performance for both the minichannel and
microchannel heat exchangers were examined within the laminar and transitional
flow regimes. It was found that the ethanol/PAO nanoemulsion fluids can improve
convective heat transfer compared to that of the pure PAO base fluid under both
single- and two-phase flow regimes. While the concentration of nanoemulsion
fluids did not reflect a remarkable distinction in single-phase heat transfer perfor-
mance within the laminar regime, a significant heat transfer enhancement was
observed using the nanoemulsion fluids upon entering the transitional flow regime.
The heat transfer enhancement at higher concentrations of nanoemulsion within
the transitional regime is mainly attributed to the enhanced interaction and inter-
facial thermal transport between ethanol nanodroplets and PAO base fluid. For two-
phase flow boiling, heat transfer coefficients of ethanol/PAO nanoemulsion fluids
were further enhanced when the ethanol nanodroplets underwent phase change. A
comparative study on the flow and heat transfer characteristics was also
implemented between the traditionally fabricated minichannel and additively
manufactured microchannel of similar dimensions using the same working fluid of
pure PAO and the same operating conditions. The results revealed that although the
DMLS fabricated microchannel posed a higher pressure loss, a substantial heat
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transfer enhancement was achieved as compared to the minichannel heat exchanger
tested under the same conditions. The non-post processed surface of the DMLS
manufactured microchannel is likely to be the main contributor to the augmented
heat transfer performance. Further studies are required to fully appreciate the
possible mechanisms behind this phenomenon as well as the convective heat
transfer properties of nanoemulsion fluids.

Keywords: ethanol/polyalphaolefin nanoemulsion, minichannel, additively
manufactured microchannel, single-phase flow, two-phase flow boiling, heat
transfer enhancement

1. Introduction

Fluid flow within the channels can be viewed as the heart for plenty of natural
and industrial systems. Heat and mass transfer are carried out along the walls of
channels existing in biological systems, for instance blood vessels, kidney, lungs,
and brain, as well as in many of industrial systems, for example heat exchangers, air
separation plants, water desalination systems, and nuclear power reactors [1].
Figure 1 illustrates a range of channel dimensions applied for different systems.
While the smallest channel dimensions are observed in the biological systems under-
going mass transport, the larger dimensions are employed for the transportation of
fluids. From a technological point of view, a steady transition from the larger channel
dimensions, order of magnitudes of 10 to 25 mm, to the smaller channel dimeters,
order of magnitudes of tens to hundreds of μm, can be seen in the recent years.

Generally, the energy transport process takes place along the channel wall, while
the bulk flow occurs through the channel’s cross-sectional area. The transport rate
varies with the surface area, being in a linear proportion to the channel diameter
(D), while the flow rate shows a direct proportion to the cross-sectional area (D2).
Hence, the ratio of channel surface area to the volume is proportional to 1/D.
Obviously, a reduction in the channel diameter leads to the increase in the ratio of
surface area to volume.

Figure 1.
Channel diameter ranges applied for different applications [2].
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By shifting to the smaller channel dimensions, some of the conventional princi-
ples of fluid flow, mass transport, and energy transport need to undergo
reevaluation for validation or possible revisions. The following three main reasons
can be mentioned to address the difference in the fluid flow modeling between
conventional and mini/microchannels [3]:

i. some changes realized in the fundamental principles; as an illustration, the
continuum hypothesis may not be valid for gas flows in mini/
microchannels, or a deviation arisen from an enhanced effect of some
forces (e.g., electrokinetic),

ii. uncertainties originating in those factors extracted empirically from
experiments on the large-size channels, for instance pressure loss
coefficients of fluid flow at the tube entrance and exit,

iii. uncertainties originating from microscale measurements, either in
geometry or operating conditions.

In the heat transfer applications, the reasons which drive such a shift towards
smaller flow passages are as follows [2]:

i. Substantial enhancement of heat transfer,

ii. Improved dissipation of heat flux in the microelectronic circuits and devices,

iii. Development of micro-scale devices which require the equally small
cooling systems.

The use of smaller channels provides a better performance in heat transfer,
albeit accompanied mostly with an increase in the pressure drop. An optimal bal-
ance between these parameters results in the various channel dimensions for dif-
ferent applications. Take as an illustration, in automobile industry, the dimensions
of flow passages in evaporators and radiators have reached to nearly 1 mm as a
result of the balance between the cleanliness standards, heat transfer, and pumping
power. Similarly, the high heat fluxes generated by microelectronic devices as well
as the geometric and dimensional constraints imposed by the micro-scale devices
and microelectromechanical systems (MEMS) require a drastic reduction in the
dimensions of flow channels designed for their cooling systems. Also, the mirrors
used for high-power laser devices employ the cooling systems having extremely
small footprint. The continuous advances in the fields of genetic and biomedical
engineering are contingent upon the precise transport control and thermal control
of fluid flow in the micro-scale passages. Hence, a solid understanding of heat
transfer process and fluid flow in such micro-scale systems is crucial to the design
and operation.

1.1 Classification of flow channels

The hydraulic diameter can serve as an indicator for taking into account a
channel’s dimensions and then classifying the flow channels. The reduction in
channel dimensions has different impacts on various processes. Although the deri-
vation of particular criteria based on different process parameters seems to be
fascinating, a simple dimensional-based classification is typically employed in the
literature due to the abundance of process parameters arising in the transition from
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conventional to micro dimensions. The channel classification suggested in [4] has
categorized the range of 1–100 μm as the microchannels, 100 μm to 1 mm as the
mesochannels, 1–6 mm as the compact passages, and the range above 6 mm as the
conventional channels.

Kandlikar et al. [3] improved their channel classification reported earlier in [5],
and then presented a more general classification according to the minimum channel
dimension, shown in Table 1. In this table, D indicates the channel diameter.
However, in case the channel is non-circular, the smallest channel dimension is
recommended to be taken for D; for instance, in a rectangular channel the smaller
side is considered for D. This channel classification may be used for either of single-
phase or two-phase flow applications.

For the case of phase-change heat transfer in particular, the channels with
various scales are classified according to the Bond number proposed by Cheng et al.
[6] for expressing the transition from macroscale heat transfer to microscale heat
transfer. Bond number takes into consideration the impacts of pressure, tempera-
ture, and some thermophysical properties of a fluid and is given as follows:

Bo ¼ Dh

lC

� �2

(1)

where Dh stands for hydraulic diameter, and lC accounts for capillary length
expressed as:

lC ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

σ

g ρ1 � ρVð Þ
r

(2)

For water at 373 K, the capillary length (lC) of water is practically 2.72 mm.
Based on Cheng’s et al. classification, the channels with the range of a hydraulic
diameter (Dh) between 600 μm and 4,720 μm can be considered as minichannels
for the applications using water as the base liquid. Table 2 shows the channel
classification based on Bond Number (Bo) for water at 373 K.

Channel Classification Smallest Channel Dimension (D)

Conventional Channels D ˃ 3 mm

Minichannels 3 mm ≥ D ˃ 200 μm

Microchannels 200 μm ≥ D ˃ 10 μm

Transitional Microchannels 10 μm ≥ D ˃ 1 μm

Transitional Nanochannels 1 μm ≥ D ˃ 0.1 μm

Nanochannels 0.1 μm ≥ D

Table 1.
Channel classification based on dimensions.

Channel Classification Bond Number (Bo) Hydraulic Diameter

Microchannels Bo <0.05 Dh < 600 μm

Minichannels 0.05 < Bo <3 600 μm < Dh < 4720 μm

Macrochannels Bo >3 Dh > 4720 μm

Table 2.
Channel classification based on bond number for water at 373 K.
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In the present study, we follow and meet both the selection criteria stated above
for channel classification (i.e., Tables 1 and 2) to ensure proper differentiation in
performance between minichannels and microchannels as well as proper collection
of the literature associated with heat transfer of mini and/or microchannels.

1.2 Ethanol/polyalphaolefin nanoemulsion: a novel heat transfer fluid

A variety of industries and military sectors have faced the challenge of finding
effective and efficient thermal management solutions as the electronic systems used
can output heat flux as high as 100 W/cm2 [7–11]. While many advanced works
have been performed to develop high performance heat exchangers with varieties
of shape, size and tube surface augmentation, the bottleneck of improvement has
fall into how to develop efficient heat transfer fluids with significantly improved
thermal properties over those currently available. To date, several heat transfer
fluid candidates have been reported, which include, but not limited to, nanofluids
[12–34], dilute emulsion [35, 36], and emulsion [37–41]: Nanofluid has been inten-
sively studied since it was proposed in 1995 by Choi [42]. It is consisted of a mixture
of solid nanoparticles and base fluid, and it has been reported to be potentially
useful in applications such as nuclear power system, solar collector, and compact
high power density electronics system. Emulsion and dilute emulsion fluid are
essentially similar systems made of a mixture of two immiscible liquids, while the
“dilute emulsion” has 5 vol% or less dispersed component. Using emulsion to
enhance heat transfer can be dated back to 1959 by Moore [43], and it has attracted
interests of researchers [35–45]. One of the most detailed descriptions of how
emulsions boil is the work of Bulanov and Gasanov [38–41, 44, 45], in which they
proposed chain-reaction boiling of the droplets as an explanation for the observed
superheated droplets and bubble dynamics on the heat surface. In addition, Rosele
[46] et al. carried out an experimental study of boiling heat transfer from a hori-
zontal heated wire, including visual observations in which the heat transfer could be
enhanced in dilute emulsions compared to that of water as a base fluid.

Recently, the authors have proposed a new type of heat transfer fluid called
“nanoemulsion” [47]. Nanoemulsion is a suspension of liquid nanodroplets formed
by self-assembly inside another immiscible fluid, as part of a broad class of
multiphase colloidal dispersions [48]. The nanoemulsion eliminates the presence of
solid particles, which usually cause abrasion and erosion issues even with extremely
fine particles such as nanoparticles [49–53], and instead, uses liquid nanostructures
[54–63]. The droplets typically have a length scale less or equal to 50 nm, which
makes the nanoemulsion fluid thermodynamically stable and transparent to natural
light. A comparison of nanoemulsion with emulsion (dilute emulsion) is
represented in Table 3 [47, 48].

Property Nanoemulsion Emulsion

Appearance Transparent Turbid

Interfacial tension Ultra-low (<<1 mN/m) Low

Droplet size <50 nm >500 nm

Phase stability Thermodynamically stable Thermodynamically unstable

Preparation Self-assembly Need of external shear

Viscosity Newtonian Non-Newtonian

Table 3.
Comparison of Nanoemulsion and emulsion (dilute emulsion).
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Pool boiling heat transfer studies of nanoemulsion fluids have shown that: (i) the
thermophysical properties of the nanoemulsion fluids are found to be better than that
of the base fluid [54, 55]; and (ii) an appreciable increase in heat transfer coefficient
(HTC) and critical heat flux (CHF) can be observed in nanoemulsion fluids when the
phase-changeable nanodroplets formed inside undergo nucleation [57, 61, 62].

Convective heat transfer of conventional heat transfer fluids inside mini/
microchannel heat exchangers has been extensively studied due to its capability to
remove high heat fluxes [33, 36, 64–66]. However, relatively few studies have been
carried out to investigate the application of novel heat transfer fluids inside mini/
microchannels. The recent development of nanotechnology has led to the improve-
ment of heat transfer coefficient using novel nanostructured working fluids. While
there are some recent experimental studies addressing the possibility of using
nanostructured heat transfer fluids inside micro/nanostructured surface to enhance
heat transfer [26, 31, 34], other recent studies showed that the use of nanofluids and
nanotube coating offers a lower heat transfer coefficient at the coated surface
compared to the bare surface [67–70].

Despite the significant enhancement observed in pool boiling heat transfer of
nanoemulsion fluids compared to the base fluids, it remains inconclusive whether
the same optimistic outlook can be expected in the convective heat transfer of
nanoemulsion fluids. The present study aims to numerically and experimentally
investigate the flow and heat transfer characteristics of ethanol/PAO nanoemulsion
inside a conventionally manufactured minichannel and compares them with those
of a microchannel heat exchanger manufactured additively.

2. Experimental approach

2.1 Preparation of nanoemulsion

To minimize the impact of the differences in thermophysical properties of the
two constitutive fluids on the convective heat transfer experiments, ethanol and
PAO fluids were used to prepare the nanoemulsion for this study since their thermal
conductivity values are very similar. Dioctyl sulfosuccinate sodium salt (Sigma
Aldrich) was used as a surfactant to form the nanoemulsion.

In the preparation process, the first step was to add the dioctyl sulfosuccinate
sodium salt (Sigma Aldrich) into PAO fluid. The mixture was stirred until the dioctyl
sulfosuccinate sodium salt was completely dissolved. The second step is to inject
ethanol into the base fluid and mix them well until the mixture became transparent.
In the present study, ethanol (4 or 8 percentage of ethanol by weight) is added into
PAO to form 4 wt % or 8 wt % Ethanol/PAO nanoemulsion fluids respectively.

2.1.1 Structural properties

Figure 2 shows the small angle neutron scattering (SANS) experimental results
of ethanol nanodroplets measured by NG7 SANS beamline at NIST Center for
Neutron Research (NCNR), and the data was reduced to extract the structural
information following the protocol provided by NCNR [71, 72]. It was found that
the ethanol nanodroplets formed inside the nanoemulsion fluids have a radius of
less than 1 nm on average.

2.1.2 Thermophysical properties

Thermal conductivity and viscosity are macroscopically observable parameters
that affect the thermal performance of the fluids. Figure 3 shows the thermal
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conductivities of the base PAO fluid and 8 wt % Ethanol/PAO nanoemulsion fluid
and their dependence upon temperature. Thermal conductivity of the pure PAO
and Ethanol/PAO nanoemulsion fluids was measured in the temperature range
from 25–75°C using the 3ω-wire method [56]. As represented in Figure 3, the
Ethanol/PAO nanoemulsion fluid experimented here exhibits a higher thermal con-
ductivity compared to pure PAO: a 3.9% increase which agrees well with the earlier
study [57]. In addition, the thermal conductivity decreases with higher temperature
but at a substantially lower rate compared to pure PAO.

Similarly, the viscosity of the Ethanol/PAO nanoemulsions was measured using
a commercial viscometer (Brookfield DV-I Prime) from 25–75°C. In general, the
viscosity is found to decrease with increasing temperature in most heat transfer
fluids, which is also observed in the proposed Ethanol/PAO nanoemulsion, that is, a
decrease from 14.3 cP to 3.05 cP as illustrated in Figure 4, which agrees well with
the authors’ previous study [57].

The thermophysical properties considered in the present study for ethanol/PAO
nanoemulsion and pure PAO fluids to conduct experimental heat transfer tests are
summarized in Table 4.

Figure 2.
Small angle neutron scattering curves for 4 wt % and 8 wt % ethanol/PAO nanoemulsion heat transfer fluids.

Figure 3.
Thermal conductivity of the pure PAO and 8 wt % ethanol/PAO nanoemulsion at temperature range of
25 � 75°C.
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In the present study, ethanol (4 or 8 percentage of ethanol by weight) is added into
PAO to form 4 wt % or 8 wt % Ethanol/PAO nanoemulsion fluids respectively.

2.1.1 Structural properties

Figure 2 shows the small angle neutron scattering (SANS) experimental results
of ethanol nanodroplets measured by NG7 SANS beamline at NIST Center for
Neutron Research (NCNR), and the data was reduced to extract the structural
information following the protocol provided by NCNR [71, 72]. It was found that
the ethanol nanodroplets formed inside the nanoemulsion fluids have a radius of
less than 1 nm on average.

2.1.2 Thermophysical properties

Thermal conductivity and viscosity are macroscopically observable parameters
that affect the thermal performance of the fluids. Figure 3 shows the thermal
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conductivities of the base PAO fluid and 8 wt % Ethanol/PAO nanoemulsion fluid
and their dependence upon temperature. Thermal conductivity of the pure PAO
and Ethanol/PAO nanoemulsion fluids was measured in the temperature range
from 25–75°C using the 3ω-wire method [56]. As represented in Figure 3, the
Ethanol/PAO nanoemulsion fluid experimented here exhibits a higher thermal con-
ductivity compared to pure PAO: a 3.9% increase which agrees well with the earlier
study [57]. In addition, the thermal conductivity decreases with higher temperature
but at a substantially lower rate compared to pure PAO.

Similarly, the viscosity of the Ethanol/PAO nanoemulsions was measured using
a commercial viscometer (Brookfield DV-I Prime) from 25–75°C. In general, the
viscosity is found to decrease with increasing temperature in most heat transfer
fluids, which is also observed in the proposed Ethanol/PAO nanoemulsion, that is, a
decrease from 14.3 cP to 3.05 cP as illustrated in Figure 4, which agrees well with
the authors’ previous study [57].

The thermophysical properties considered in the present study for ethanol/PAO
nanoemulsion and pure PAO fluids to conduct experimental heat transfer tests are
summarized in Table 4.

Figure 2.
Small angle neutron scattering curves for 4 wt % and 8 wt % ethanol/PAO nanoemulsion heat transfer fluids.

Figure 3.
Thermal conductivity of the pure PAO and 8 wt % ethanol/PAO nanoemulsion at temperature range of
25 � 75°C.
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2.2 Experimental apparatus

The convective heat transfer tests of nanoemulsion fluids were carried out for two
heat exchangers comprising a conventionally manufactured minichannel of 12 circu-
lar channels and an additively manufactured microchannel of 30 rectangular chan-
nels, both with the same exterior heat exchanger geometry. A schematic of the test
loop setup built to conduct experiments is shown in Figure 5. The test apparatus
consists mainly of a horizontal test section of either minichannel or microchannel
heat exchanger, three gear pumps, a fluid reservoir, a flow sight glass, preheating
section, condenser, and data acquisition system to measure and record the pressure,
temperature, and mass flow rate. In the present study, the heat transfer tests were
performed under a uniform wall heat flux applied on the top and bottom surfaces of
the minichannel and microchannel heat exchangers. A programmable DC power
supply with 0.05% power uncertainty was used to electrically heat up the test sections
in order to obtain the constant wall heat flux. Furthermore, the preheating section
was also electrically heated by a circulator, and the inlet fluid temperature is con-
trolled at a desired value before entering the test sections. The inlet and outlet fluid
temperatures were measured by two K-type thermocouples. The test section was
carefully wrapped using an insulation material with a thermal conductivity of
0:043 W= m:Kð Þ. A layer of aluminum foil was then wrapped on the outside of
thermal insulation layer. The heat losses through the insulation layer were estimated
to be lower than 2% of total heat losses and it was neglected in thermal performance
calculations in the present study. Pressure drops of the test section were measured by
two GP-50 differential pressure transducers with a working range of 0–200 kPa and
an uncertainty of 0.25%. For all the tests conducted, both minichannel and

Figure 4.
Dynamic viscosity of the pure PAO and ethanol/PAO Nanoemulsion fluids at temperature range of 25 � 75°C.

Property 4 wt % Nanoemulsion 8 wt % Nanoemulsion PAO

Density (kg=m3) 794 792 798

Conductivity (W/m-K) 0.148 0.149 0.143

Viscosity (kg/m-s) 13.8 � 10�3 14.3 � 10�3 7.34 � 10�3

Nanodroplet radius (nm) 0.5 0.8 N/A

Table 4.
Thermophysical properties of ethanol/PAO Nanoemulsion and PAO at 25°C.
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microchannel heat exchangers were placed horizontally to the ground. The liquid in
the reservoir was first preheated to a preset temperature of 75°C. The liquid flow rate
was adjusted to the desired value and monitored by a digital paddle wheel flow meter
(Micro-Flow™). Within the experiments, the fluid temperature and surface temper-
ature were automatically recorded by the data acquisition system. The test system
reached steady-state conditions while the changing rates of all the set parameters
mentioned above were less than 0.2%. The entire test rig was fully automated using
the National Instrument LabVIEW software and data acquisition devices (National
Instruments Corp., Austin, TX, USA).

Figure 6(a) and (b) depict the side-view and top-view of the test sections
respectively, in which seven thermocouples were attached to the top surface of both
minichannel and microchannel heat exchangers and were used to measure the local

Figure 5.
Schematic of the test apparatus.

Figure 6.
Schematic of the test sections (both mini- and microchannels): (a) side view, (b) top view with wall-mounted
thermocouples.
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wall temperatures as shown in Figure 6(b) where each red dot represents one wall-
mounted thermocouple.

Table 5 summarizes geometry of both test sections (minichannel and
microchannel) coupled with the operating conditions applied to conduct
experimental tests for single-phase flow and two-phase flow as well as to conduct
numerical analysis of heat transfer performance for comparison purposes.

2.2.1 Data processing

In the present study, the average heat transfer coefficient h is used and
expressed as follows:

h ¼ qwall
Ts � T f

(3)

where qwall is the local heat flux estimated by considering the local heat loss as
shown in Eqs. (4) and (5) for minichannel and microchannel respectively, Ts is the
average local surface temperature measured by the wall-mounted thermocouples
along the channel direction calculated by Eq. (6), T f is the fluid’s bulk mean
temperature calculated by Eq. (7).

qwall ¼
Q

n πDLð Þ (4)

qwall ¼
Q

n 2HLþ 2WLð Þ (5)

Ts ¼ 1
7

Xx¼7

x¼1

Tx (6)

T f ¼ 1
2

T f ,in þ T f ,out
� �

(7)

The average Nusselt number of nanoemulsion fluid can be expressed by:

Nu ¼ h Dh

k f
(8)

in which Dh is the hydrodynamic diameter for either of minichannel or
microchannel.

Geometry

Test Section Material Cross Section Orientation Channel Diameter Length

Microchannel 316 L Steel Rectangular Horizontal 640μm� 760μm 120 mm

Minichannel Aluminum Circular Horizontal 1 mm 120 mm

Operating Conditions at Inlet of Test Sections

Loop Working Fluid Tin Pin Heat Flux Mass Flux

Single-Phase Flow Nanoemulsion 75°C 159 kPa 13–44 kW/m2 1063–8504
Kg/m2-s

Two-Phase Flow Nanoemulsion 75°C 159 kPa 13–44 kW/m2 630–5037
Kg/m2-s

Table 5.
Geometry of the test sections along with operating conditions used.
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The Reynolds number of the flow can also be calculated as follows:

Re ¼ ρVD
μ

(9)

Total pressure loss along the test sections is calculated by:

ΔP ¼ ΔPfriction þ ΔPminor (10)

and the friction factor is calculated by:

f ¼ ΔPfriction
2D

ρLV2 (11)

To take the shape of the channel’s cross-section into consideration, the Poiseuille
number (Po) can be found to be only a function of microchannel’s aspect ratio:

Po ¼ f � Re ¼ 4π2 1þ ε2ð Þ
3
ffiffiffi
ε

p
1þ εð Þ (12)

in which ε ¼ H=W.

2.2.2 Uncertainty propagation

The uncertainties for different parameters involved in the experimental tests are
listed in Table 6.

An uncertainty analysis is performed from the measurement uncertainties using
calculus and the principle of superposition of errors. In general, for a variable F that
is a function of several variables such as F ¼ F a, b, c, …ð Þ, the squares of the

Parameter Uncertainty

Temperature (°C) �0:1

Flow velocity (m=s) �6%

Position of the thermocouples (m) �0:01

Dimensions of the minichannel (m) �0:002

Dimensions of the microchannel (m) �0:002

Power input (W) �0:5%

Heat flux (W/m2) �0:5%

Pressure (Pascal) �0:25%

Table 6.
Uncertainties sources for the experimental tests.

Calculated Variable Uncertainty

Heat transfer coefficient, h �6%

Nusselt number, Nu �8%

Reynolds number, Re �6%

Friction factor, f �10%

Table 7.
Uncertainties for heat transfer performance parameters.
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uncertainty in F is the sum of the square of the uncertainties due to each indepen-

dent variable, δF ¼ ∂F
∂a δa
� �2 þ ∂F

∂b δb
� �2 þ ∂F

∂c δc
� �2 þ …

h i0:5
where δa stands for the

uncertainty due to variablea. The uncertainties of the heat transfer performance
parameters are calculated and represented in Table 7.

3. Conventionally manufactured minichannel heat exchanger

Figure 7 illustrates the minichannel heat exchanger of 12 circular channels
designed and fabricated conventionally to conduct the experimental tests. The
material and geometry of the minichannel test section was shown earlier in Table 5,
coupled with the operating conditions engaged to run the experiments.

Using the PAO base fluid, the flow and heat transfer characteristics of the
minichannel test section were carefully evaluated to verify the integrity of the
experimental facility and test procedures. The experiments on the PAO base fluid
were first performed, and the test results were used as baseline data to compare
with those of Ethanol/PAO nanoemulsion fluids of 4% and 8% wt% ethanol. A
range of heat fluxes addressed earlier in Table 3 was selected as heat inputs to
simulate single-phase and two-phase flow heat transfer conditions. All the experi-
ments performed in the present study were repeated five times, and the relative
errors of test data were found to be less than 5%. The SANS measurements were
performed on the samples only prior to initiating the experiments. However, pre-
vious studies on a similar water/PAO system have demonstrated that there are no
remarkable structure changes of the nanodroplets before and after pool boiling tests
inside an enclosed system [63].

3.1 Results and discussions

3.1.1 Experimental results

3.1.1.1 Single-phase results of PAO Base fluid

Figure 8 illustrates variations of average Nusselt number with Reynolds for the
pure PAO base fluid and compares the results with the empirical heat transfer
correlations tabulated in Table 8. While Stephan correlation was used to predict

Figure 7.
Traditionally manufactured minichannel heat exchanger developed for the present comparative study.
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heat transfer characteristics within the laminar regime [73], the Gnielinski correla-
tion was exploited for fully developed turbulent flow regime [73] and modified
Gnielinski correlation [74] was used for comparison purposes within the transi-
tional flow regime. As shown by the measured data and empirical correlations in
Figure 8, the Nusselt number consistently increases with the Reynolds number,
however it starts to increase at a greater rate for Reynolds greater than 2300 (critical
Reynolds), which indicates a transition from laminar to turbulent flow regime. As
represented in this figure, the experimental heat transfer results show good agree-
ments with the empirical correlations in both laminar and transitional flow regimes.

Figure 9 shows variations of friction factor with Reynolds number for the pure
PAO base fluid and compares the results with the empirical friction factor correla-
tions listed in Table 9. The Hagen-Poiseuille correlation was used to predict flow
characteristics within the fully developed laminar flow regime inside a circular
minichannel [73] whereas the Shah correlation was used to include the entrance
effect within the hydrodynamically developing region [73]. As represented in

Figure 8.
Average Nusselt number versus Reynolds number for pure PAO fluid.

Correlation Conditions Validity Range

Stephan correlation [73]

Nu ¼ 4:364þ 0:086 RePrDLð Þ1:33
1þ0:1Pr Re DLð Þ0:83

Laminar flow in a circular pipe Re < 2300

Gnielinski correlation [73]

Nu ¼ f=8ð Þ Re�1000ð ÞPr
1þ12:7

ffiffi
f
8

p
Pr

2
3�1

� �

where f ¼ 1
1:82 log Reð Þ�1:64ð Þ2

Constant wall heat flux, fully
developed turbulent and transitional

flow

3000< Re < 5� 104

Modified Gnielinski correlation [74]

Nu ¼ f=8ð Þ Re�1000ð ÞPr
1þ12:7

ffiffi
f
8

p
Pr

2
3�1

� �

where f ¼ 3:03� 10�12∙Re 3 � 3:67 �
10�8∙ Re 2 þ 1:46� 10�4 ∙Re � 0:151

Constant wall heat flux, transitional
flow in a straight circular pipe

2300< Re <4500

Table 8.
Empirical heat transfer correlations used for comparison purposes with their validity ranges.
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Figure 9, the measured values of friction factor for the pure PAO flowing inside the
minichannel agree well with the empirical correlations during laminar flow regime.
The friction factor decreases when Reynolds number increases up to around 2000.
Afterwards, the friction factor starts to increase sharply for Reynolds greater than
2000, which indicates transition from laminar to turbulent flow regime.

3.1.1.2 Single-phase results of ethanol/PAO nanoemulsions

After confirming the integrity of the test loop using the experimental results of
pure PAO fluid, heat transfer and flow characteristics of Ethanol/PAO
nanoemulsion fluids with 4 and 8 wt% ethanol were experimentally investigated by
following a similar test procedure.

Figure 10 represents variations of average Nusselt for the base fluid and
nanoemulsion fluids against a range of Reynolds lying in the laminar and transi-
tional flow regimes. As shown in this figure, Nusselt increases with Reynolds for all
the working fluids tested in the present study within either laminar regime (Re
< 2300) or transitional regime (Re > 2300). Figure 10 also illustrates that increase
in ethanol concentration of nanoemulsion fluids does not reflect a remarkable
distinction in heat transfer performance within the laminar regime. However, when
ethanol concentration of nanoemulsions increases from pure PAO (0%) to 8 wt%
nanoemulsion, Nusselt number exhibits significant enhancements within the

Figure 9.
Friction factor versus Reynolds number for pure PAO fluid.

Correlation Conditions Validity Range

Hagen-Poiseuille correlation [73]
f ∙Re ¼ 64

Laminar flow in a circular
channel

Re < 2300

Shah correlation [73]

f ∙Re ≈ 4 3:44ffiffi
ξ

p þ
16þ0:3125ξ�3:44ffiffi

ξ
p

1þ2:12�10�4

ξ2

� �

where ξ¼ x
D

� �
=Re

Laminar flow inside
circular channel with

consideration of entrance
length

Re < 2300

Table 9.
Empirical friction factor correlations used for comparison purposes with their validity ranges.
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transitional and the early stage of turbulent flow regimes. The results show a 24%
increase in average Nusselt number for 8 wt% nanoemulsion fluid and a 11%
increase in average Nusselt for 4 wt% nanoemulsion fluid compared to that of pure
PAO at the same Reynolds number of 3400. The heat transfer enhancement in the
transitional regime can be attributed to the enhanced interaction and interfacial
thermal transport between ethanol nanodroplets and PAO base fluid, so that the
increase in density and size of nanodroplets at higher concentrations of ethanol can
contribute to a stronger mixing and mass exchange effects within the transitional
and turbulent flow regimes.

Figure 11 compares experimental heat transfer data for 8 wt% ethanol/PAO
nanoemulsion with conventional heat transfer correlations suggested in the litera-
ture for internal flow. As shown in this figure, the experimental results agree very
well with those predicted by the empirical correlations in both laminar and transi-
tional flow regimes. While the classical Gnielinski correlation overestimates the
Nusselt number for the transitional flow, the Stephan and modified Gnielinski
correlations provide a better prediction of Nusselt number for the laminar and
transitional flow regimes, respectively.

Figure 10.
Nusselt number versus Reynolds for pure PAO and nanoemulsion fluids.

Figure 11.
Nusselt number versus Reynolds for 8 wt% ethanol/PAO nanoemulsion.
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nanoemulsion fluids with 4 and 8 wt% ethanol were experimentally investigated by
following a similar test procedure.

Figure 10 represents variations of average Nusselt for the base fluid and
nanoemulsion fluids against a range of Reynolds lying in the laminar and transi-
tional flow regimes. As shown in this figure, Nusselt increases with Reynolds for all
the working fluids tested in the present study within either laminar regime (Re
< 2300) or transitional regime (Re > 2300). Figure 10 also illustrates that increase
in ethanol concentration of nanoemulsion fluids does not reflect a remarkable
distinction in heat transfer performance within the laminar regime. However, when
ethanol concentration of nanoemulsions increases from pure PAO (0%) to 8 wt%
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Figure 9.
Friction factor versus Reynolds number for pure PAO fluid.

Correlation Conditions Validity Range

Hagen-Poiseuille correlation [73]
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Laminar flow in a circular
channel
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Shah correlation [73]

f ∙Re ≈ 4 3:44ffiffi
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16þ0:3125ξ�3:44ffiffi

ξ
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=Re
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length

Re < 2300

Table 9.
Empirical friction factor correlations used for comparison purposes with their validity ranges.
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transitional and the early stage of turbulent flow regimes. The results show a 24%
increase in average Nusselt number for 8 wt% nanoemulsion fluid and a 11%
increase in average Nusselt for 4 wt% nanoemulsion fluid compared to that of pure
PAO at the same Reynolds number of 3400. The heat transfer enhancement in the
transitional regime can be attributed to the enhanced interaction and interfacial
thermal transport between ethanol nanodroplets and PAO base fluid, so that the
increase in density and size of nanodroplets at higher concentrations of ethanol can
contribute to a stronger mixing and mass exchange effects within the transitional
and turbulent flow regimes.

Figure 11 compares experimental heat transfer data for 8 wt% ethanol/PAO
nanoemulsion with conventional heat transfer correlations suggested in the litera-
ture for internal flow. As shown in this figure, the experimental results agree very
well with those predicted by the empirical correlations in both laminar and transi-
tional flow regimes. While the classical Gnielinski correlation overestimates the
Nusselt number for the transitional flow, the Stephan and modified Gnielinski
correlations provide a better prediction of Nusselt number for the laminar and
transitional flow regimes, respectively.

Figure 10.
Nusselt number versus Reynolds for pure PAO and nanoemulsion fluids.

Figure 11.
Nusselt number versus Reynolds for 8 wt% ethanol/PAO nanoemulsion.
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Figure 12 represents variations of friction factor with Reynolds number for 8 wt
% ethanol/PAO nanoemulsion, and compares the experimental results with those
predicted by the empirical correlations, in which a very similar trend can be
observed with that of the single-phase PAO base fluid as previously shown in
Figure 9. As illustrated in Figure 12, the friction factor of nanoemulsion within the
laminar regime decreases consistently with Reynolds number up to the Reynolds of
2000, indicating a slightly earlier entrance into the transitional flow regime com-
pared to that of the pure PAO. Upon entering the transitional regime, friction factor
is found to increase and then starts to flat out at Reynolds number of around 3000.
As clearly seen in this figure, the experimental data measured for friction factor of
nanoemulsion showed good agreements with those predicted by the Hagen-
Poiseuille and Shah correlations.

3.1.1.3 Two-phase results of ethanol/PAO nanoemulsions

One of the reasons to replace conventional heat transfer fluids with
nanoemulsion is to achieve significant heat transfer enhancements when the phase
changeable nanodroplets undergo nucleation. Previous studies have demonstrated a
significantly improved heat transfer coefficient and critical heat flux using
nanoemulsion with phase changeable nanodroplets undergoing the nucleate boiling
[57, 61, 62]. In the present study, the ethanol nanodroplets formed inside the
nanoemulsion are expected to function as phase change nuclei at elevated temper-
atures during the two-phase flow boiling experiments. The maximum flow rate
needs to be limited to less than 4.46 m/s (or Re = 1136) to maintain a wall temper-
ature high enough to trigger flow boiling. Accordingly, all the flow boiling data
collected and shown in the present study reflect heat transfer behavior within the
laminar flow regime.

Figure 13 represents the variations of average transient wall temperature data
for all the tested working fluids (4 and 8 wt% ethanol/PAO nanoemulsions and pure
PAO) with time, which overlapped well with each other within single-phase flow
regime. However, the wall temperatures of nanoemulsions started to deviate from
the single-phase trend line, followed by a sudden drop in the wall temperature
which indicates an increase in heat transfer coefficients due to the flow boiling.
Using the sight flow indicator located next to the outlet of the minichannel test
section, it was observed that there were bubbles coming out of the minichannel heat
exchanger, which confirms that the ethanol nanodroplets underwent nucleation

Figure 12.
Friction factor versus Reynolds number (Nanoemulsion fluid).
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and the flow lies in the state of two-phase flow boiling. Another interesting obser-
vation was the delay in nucleation boiling temperature or the onset of nucleate
boiling (ONB). As illustrated in Figure 13, the nucleation did not start until the
average surface temperature of the minichannels reached a temperature around
140°C while the boiling temperature for ethanol is 78°C. Similar findings of delayed
ONB were previously reported for pool boiling experiments of sub-cooled ethanol/
PAO nanoemulsion fluids [57]. The delayed ONB can be attributed to the inefficient
thermal transport between each surfactant molecule and its surrounding PAO fluid,
in which the PAO molecules are not packed closely near the hydrophilic head-group
of the surfactant molecule and could not provide efficient thermal pathway in
between the micelles and base fluid [59, 60].

Figure 14 shows the variations of average heat transfer coefficient with Reyn-
olds number for flow boiling of nanoemulsion fluids, and compares them with those
of single-phase flow of pure PAO and nanoemulsions. In addition to the fact that the
Ethanol/PAO nanoemulsion fluids exhibit slightly higher heat transfer coefficients
(HTCs) compared to those of pure PAO in single-phase flow due to the minor
improvement in thermophysical properties, the HTCs were found to be signifi-
cantly enhanced when the nanoemulsion fluids underwent two-phase flow boiling.
It is also apparent that the phase change of the ethanol nanodroplets is the main
contributor to the heat transfer improvement. Figure 14 also reveals that the etha-
nol concentration of nanoemulsion has a positive impact on the overall heat transfer
coefficients in both single-phase flow and two-phase flow boiling. As shown in this
figure, an average HTC enhancement of 50 � 70% was achieved with Ethanol/PAO
nanoemulsion compared to that of the PAO base fluid.

3.1.2 Simulation results

The prototype of the minichannel heat exchanger was designed using CREO
software and then the model was imported to COMSOL-Multiphysics to conduct
numerical heat transfer analysis for the same geometry and operating conditions
summarized in Table 5. The following assumptions were adopted to conduct the
simulations: no slip boundary condition, normal inflow velocity, uniform wall heat

Figure 13.
Evolution of the average wall temperature with time for pure PAO and nanoemulsions.

181

Convective Heat Transfer of Ethanol/Polyalphaolefin Nanoemulsion in Mini…
DOI: http://dx.doi.org/10.5772/intechopen.96015



Figure 12 represents variations of friction factor with Reynolds number for 8 wt
% ethanol/PAO nanoemulsion, and compares the experimental results with those
predicted by the empirical correlations, in which a very similar trend can be
observed with that of the single-phase PAO base fluid as previously shown in
Figure 9. As illustrated in Figure 12, the friction factor of nanoemulsion within the
laminar regime decreases consistently with Reynolds number up to the Reynolds of
2000, indicating a slightly earlier entrance into the transitional flow regime com-
pared to that of the pure PAO. Upon entering the transitional regime, friction factor
is found to increase and then starts to flat out at Reynolds number of around 3000.
As clearly seen in this figure, the experimental data measured for friction factor of
nanoemulsion showed good agreements with those predicted by the Hagen-
Poiseuille and Shah correlations.

3.1.1.3 Two-phase results of ethanol/PAO nanoemulsions

One of the reasons to replace conventional heat transfer fluids with
nanoemulsion is to achieve significant heat transfer enhancements when the phase
changeable nanodroplets undergo nucleation. Previous studies have demonstrated a
significantly improved heat transfer coefficient and critical heat flux using
nanoemulsion with phase changeable nanodroplets undergoing the nucleate boiling
[57, 61, 62]. In the present study, the ethanol nanodroplets formed inside the
nanoemulsion are expected to function as phase change nuclei at elevated temper-
atures during the two-phase flow boiling experiments. The maximum flow rate
needs to be limited to less than 4.46 m/s (or Re = 1136) to maintain a wall temper-
ature high enough to trigger flow boiling. Accordingly, all the flow boiling data
collected and shown in the present study reflect heat transfer behavior within the
laminar flow regime.

Figure 13 represents the variations of average transient wall temperature data
for all the tested working fluids (4 and 8 wt% ethanol/PAO nanoemulsions and pure
PAO) with time, which overlapped well with each other within single-phase flow
regime. However, the wall temperatures of nanoemulsions started to deviate from
the single-phase trend line, followed by a sudden drop in the wall temperature
which indicates an increase in heat transfer coefficients due to the flow boiling.
Using the sight flow indicator located next to the outlet of the minichannel test
section, it was observed that there were bubbles coming out of the minichannel heat
exchanger, which confirms that the ethanol nanodroplets underwent nucleation

Figure 12.
Friction factor versus Reynolds number (Nanoemulsion fluid).

180

Heat Transfer - Design, Experimentation and Applications

and the flow lies in the state of two-phase flow boiling. Another interesting obser-
vation was the delay in nucleation boiling temperature or the onset of nucleate
boiling (ONB). As illustrated in Figure 13, the nucleation did not start until the
average surface temperature of the minichannels reached a temperature around
140°C while the boiling temperature for ethanol is 78°C. Similar findings of delayed
ONB were previously reported for pool boiling experiments of sub-cooled ethanol/
PAO nanoemulsion fluids [57]. The delayed ONB can be attributed to the inefficient
thermal transport between each surfactant molecule and its surrounding PAO fluid,
in which the PAO molecules are not packed closely near the hydrophilic head-group
of the surfactant molecule and could not provide efficient thermal pathway in
between the micelles and base fluid [59, 60].

Figure 14 shows the variations of average heat transfer coefficient with Reyn-
olds number for flow boiling of nanoemulsion fluids, and compares them with those
of single-phase flow of pure PAO and nanoemulsions. In addition to the fact that the
Ethanol/PAO nanoemulsion fluids exhibit slightly higher heat transfer coefficients
(HTCs) compared to those of pure PAO in single-phase flow due to the minor
improvement in thermophysical properties, the HTCs were found to be signifi-
cantly enhanced when the nanoemulsion fluids underwent two-phase flow boiling.
It is also apparent that the phase change of the ethanol nanodroplets is the main
contributor to the heat transfer improvement. Figure 14 also reveals that the etha-
nol concentration of nanoemulsion has a positive impact on the overall heat transfer
coefficients in both single-phase flow and two-phase flow boiling. As shown in this
figure, an average HTC enhancement of 50 � 70% was achieved with Ethanol/PAO
nanoemulsion compared to that of the PAO base fluid.

3.1.2 Simulation results

The prototype of the minichannel heat exchanger was designed using CREO
software and then the model was imported to COMSOL-Multiphysics to conduct
numerical heat transfer analysis for the same geometry and operating conditions
summarized in Table 5. The following assumptions were adopted to conduct the
simulations: no slip boundary condition, normal inflow velocity, uniform wall heat

Figure 13.
Evolution of the average wall temperature with time for pure PAO and nanoemulsions.

181

Convective Heat Transfer of Ethanol/Polyalphaolefin Nanoemulsion in Mini…
DOI: http://dx.doi.org/10.5772/intechopen.96015



flux boundary conditions imposed on the top and bottom surfaces of the
minichannel heat exchanger, and thermophysical properties of the working fluids
are set to remain constant for the values addressed earlier in Table 4.

Three types of meshes were developed in the present study to examine accuracy
of simulation results as well as to confirm mesh independency of the results,
including finer, fine, and normal. The size settings for each mesh are shown in
Table 10. The finer mesh size was eventually chosen as it allows to conduct suffi-
ciently accurate analysis while still maintaining a reasonable computational time.

Figure 15 represents the variations of local Nusselt number at a certain Reynolds
number of 2500 (i.e., the beginning of transitional regime) along the minichannel
heat exchanger with the same geometry and dimensions used previously for the
experimental investigations as summarized in Table 5. As illustrated in this figure,
the local Nusselt number decreases along the minichannel at early positions and
then reaches relatively constant values of 23 and 26 for the pure PAO and 8 wt%

Figure 14.
Average heat transfer coefficient versus Reynolds for single-phase and two-phase flow of the working fluids.

Description Finer Fine Normal

Calibrate for Fluid dynamics Fluid dynamics Fluid dynamics

Maximum element size 0.148 0.212 0.4

Minimum element size 0.016 0.04 0.12

Curvature factor 0.4 0.5 0.7

Resolution of narrow regions 0.95 0.8 0.7

Maximum element growth rate 1.08 1.13 1.4

Number of elements 684,571 200,829 86,383

Mesh shape Triangle Triangle Triangle

Computational time 14 min 25 sec 3 min 19 sec 1 min 22 sec

Table 10.
Mesh types developed to conduct numerical analysis.
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Ethanol/PAO nanoemulsion, respectively, within the fully developed transitional
region. This reveals a heat transfer enhancement of around 13% at a certain Reyn-
olds number of 2500 using the 8 wt% nanoemulsion fluid compared to that of the
pure PAO inside the minichannel heat exchanger.

This is important to point out that while the simulation results in Figure 15 show
the Nusselt values of 23 and 26 for the fully developed flows of pure PAO and 8%
nanoemulsion, respectively, the experimental results of pure PAO and 8%
nanoemulsion introduced earlier in Figures 8 and 11 show the Nusselt values of
around 21 and 24 at the same Reynolds of 2500, respectively. This indicates a
relative deviation of approximately 9% between the model and experimental
results.

As also observed from the simulation results in Figure 15, there is a declining
trend of Nusselt number along the early locations of the minichannel. The signifi-
cantly higher Nusselt number at the early locations and its subsequent sharp drop is
due to the thermal entrance region at the inlet of the minichannel test section where
the internal liquid single-phase flows are still neither thermally nor hydrodynami-
cally fully developed. As a result of having a thermally developing flow in the
entrance region, the thermal boundary layer is extremely thin which causes larger
values of Nusselt and HTC compared to those of locations outside the entrance
region where both of the working fluids are fully developed.

The hydrodynamic (xfd,hyd) and thermal (xfd,th) entry lengths for an internal
flow in a circular channel can be calculated as follows, respectively [73]:

xfd,hyd
D

≈0:05 Re D (13)

xfd,th
D

≈0:05 Re DPr (14)

The hydrodynamic entry length for the transitional flows of PAO and 8%
nanoemulsion in the minichannel was found to be 25 mm. As demonstrated in
Figure 15, the local Nusselt numbers for each of the working fluids take relatively
constant values after the entry length of 25 mm where the boundary layer develops
fully across the cross section of the microchannel and appears to be independent of

Figure 15.
Variations of local Nusselt number along the minichannel at Re = 2500 for pure PAO and 8% ethanol/PAO
nanoemulsion fluids with the entrance effects
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nanoemulsion introduced earlier in Figures 8 and 11 show the Nusselt values of
around 21 and 24 at the same Reynolds of 2500, respectively. This indicates a
relative deviation of approximately 9% between the model and experimental
results.

As also observed from the simulation results in Figure 15, there is a declining
trend of Nusselt number along the early locations of the minichannel. The signifi-
cantly higher Nusselt number at the early locations and its subsequent sharp drop is
due to the thermal entrance region at the inlet of the minichannel test section where
the internal liquid single-phase flows are still neither thermally nor hydrodynami-
cally fully developed. As a result of having a thermally developing flow in the
entrance region, the thermal boundary layer is extremely thin which causes larger
values of Nusselt and HTC compared to those of locations outside the entrance
region where both of the working fluids are fully developed.
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flow in a circular channel can be calculated as follows, respectively [73]:
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Figure 15, the local Nusselt numbers for each of the working fluids take relatively
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the channel length. Since the working fluids are PAO and nanoemulsion with
Prandtl numbers greater than 1 (Pr > 1), the hydrodynamic boundary layer
develops more quickly than the thermal boundary layer xfd,th > xfd,hyd

� �
.

4. Additively manufactured microchannel heat exchanger

4.1 Additive manufacturing of microchannel prototype

While micro- and minichannels show promising potential and have been incor-
porated in a wide variety of unique, compact, and efficient cooling applications,
manufacturing of micro- and minichannels made of high temperature alloys is still a
challenging task. Recently, additive manufacturing (AM) technology has shown its
promising application in manufacturing [75–79]. The use of additive manufactur-
ing, or widely known as 3D printing technique, has revolutionized the traditional
manufacturing process, which now eliminates the traditional constrictions in
geometry design and manufacturability. AM based manufacturing technique has
opened the design potential of traditionally impossible geometries and structures.

The metal based additive manufacturing techniques, including: Selective Laser
Melting (SLM), Selective Laser Sintering (SLS), and Electron Beam Melting (EBM),
are the most widely studied. Of the aforementioned techniques, Direct Metal Laser
Sintering (DMLS) method, as a subset of the SLS process, is particularly appropriate
for building production-grade parts due to its ability to use high temperature alloys
in the process [77, 80–83].

With DMLS, thin layers of atomized fine metal powder are evenly distributed
using a coating mechanism onto a substrate plate, usually metal, that is fastened to
an indexing table that moves in the vertical (Z) axis. This takes place inside a
chamber containing a tightly controlled atmosphere of inert gas, either argon or
nitrogen at oxygen levels below 500 parts per million. Once each layer has been
distributed, each 2D slice of the part geometry is fused by selectively melting the
powder. This is accomplished with a high-power laser beam, usually an ytterbium
fiber laser with hundreds of watts. The laser beam is directed in the X and Y
directions with two high frequency scanning mirrors. The laser energy is intense
enough to permit full melting (welding) of the particles to form solid metal. The
process is repeated layer after layer until the part is complete.

One of the unique characteristics of DMLS manufacturing process is that the
surfaces of manufactured parts are intrinsically rough due to the nature of laser
sintering process [80]. While the outward-facing surfaces can be smoothed via
machining, internal surfaces cannot be post-processed easily. Stimpson et al. exam-
ined the effects of surface roughness on flow structures in DMLS parts containing
microchannels [84]. In another study, Snyder et al. [85] analyzed the effect of
building direction on flow structures in similar DMLS parts, paying particular
attention to the different roughness features generated by different printing orien-
tations. The authors of both studies [84, 85] reported relative roughness values
ranging between 20% and 38% of the channel hydraulic diameters and proved that
correlations for friction factor and heat transfer are no longer valid for surfaces with
such high roughness values. Thus, it is imperative to characterize the internal
surface of DMLS manufactured parts.

Many investigations have also been conducted to study flow behavior in
microchannels of different cross-sections such as rectangular, circular, trapezoidal,
triangular, and elliptical [86–88]. Rectangular and trapezoidal cross-sections have
been extensively studied for a wide range of applications, mainly due to practical
considerations such as fabrication techniques, cost, and ease of manufacturing.
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Most researchers have employed rectangular cross-sections for studying friction
and pressure drop in microchannels. Since microchannels length is normally long
(compared to other dimensions), inlet and exit effects have been neglected in most
works.

In the present study, the additively manufactured microchannel heat exchanger
was developed using the EOSINT M280 machine at the University of the District of
Columbia (UDC). The machine takes advantage of the DMLS technique to 3D print
the designed prototype. Figure 16 represents the EOSINTM280 machine which can
be used to seamlessly manufacture complex heat exchanger designs. The process
parameters (material scaling, layer thickness, and beam offset) applied to the
machine are listed in Table 11. Adjusting process parameters and investigating
different building directions to understand their impacts on the prototype perfor-
mance is beyond the scope of this study.

Using the aforementioned fabrication process, a rectangular cross-sectional
microchannel heat exchanger was designed and additively manufactured with 316 L
Stainless Steel. Each channel is designed to be 640μmin width and 760μmin height,
with a length of 120 mm. A total of 30 microchannels were fabricated along the
center of the heat exchanger. Flanges were manufactured on each end of the heat
exchanger to fit the existing test loop and facilitate the experimental investigations.
Figure 17 represents the additively manufactured microchannel heat exchanger
developed for the present study.

Figure 16.
EOSINT M280 machine used to develop the microchannel prototype.

Parameter Setting

Material 316 L Stainless Steel

Process Gas Nitrogen

Laser Power 400 W

Material Scaling X 0.045%

Material Scaling Y 0.16%

Beam Offset 0.11 mm

Layer Thickness 40 micrometer

Software EOSTATE Magics RP (materialize)

Table 11.
Settings applied to EOSINT M280 machine to develop the prototype.
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To characterize internal surfaces of the part including the roughness of each
surfaces and true cross-section area, a computed X-ray tomography (CT Scan) was
used. The CT scan takes a series of 2D images of an object and then incorporates
them to form a 3D reconstruction of the object using the software algorithms.
Through this method, the external and internal surfaces can be determined along
with the channel surface roughness. An arithmetic roughness average, Ra, was
calculated using the height differences between the CT scan data and the designed
channel wall surface. The results have shown that the Ra=Dhvalue is 0.23.

4.2 Results and discussions

4.2.1 Experimental results

After verifying the integrity of the experimental configuration and test proce-
dures, heat transfer and flow characteristics of the single-phase flow of pure PAO
fluid inside the additively manufactured microchannel were experimentally inves-
tigated and then compared with those of minichannel heat exchanger introduced
earlier. All the experiments conducted in the present study were repeated five
times, and the relative errors of test data were found to be less than 5%. Since
Poisueille number remains constant with variations of Reynolds in the laminar
regime, the experimental data for each set was averaged over the laminar flow
regime.

Figure 18 represents the variations of the measured average Nusselt number
with Reynolds for single-phase flow of the pure PAO within the laminar regime
(100 < Re < 2000) for both microchannel and minichannel heat exchangers. As
shown in this figure, while the Nusselt number gradually increases with Reynolds
for both microchannel and minichannel, a significant enhancement of heat transfer
is observed using the microchannel compared to the minichannel heat exchanger
under the same operating conditions. Furthermore, the experimental results were
compared with the Stephon’s correlation for internal flow. As illustrated in
Figure 18, the Stephon’s correlation underestimates the Nusselt number inside the
microchannel whereas it agrees well with the minichannel. The main reason for the
reflected deviation is attributed to the larger surface roughness of the additively
manufactured microchannel using the DMLS technique compared to that of the

Figure 17.
Additively manufactured (AM) microchannel heat exchanger developed for the present study.
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traditionally manufactured minichannel heat exchanger. Stimpson et al. [84] and
Snyder et al. [85] have investigated the effects of surface roughness and printing
orientation on flow structures in DMLS manufactured parts and proved that the
existing empirical correlations for heat transfer and friction factor are no longer
valid for the additively fabricated surfaces with high roughness values. This is also
important to point out that the non-post processed surface of the DMLS
manufactured microchannels is likely to be the main contributor to the augmented
heat transfer performance. Future study is then required to better appreciate the
possible mechanisms behind the phenomenon observed here.

Figure 19 shows the variations of friction factor with a range of Reynolds
numbers lying in the laminar regime for both the minichannel and microchannel
heat exchangers. As clearly represented in this figure, the friction factor decreases
with the increase of Reynolds number for both the test sections experimented in the
present study. It can also be observed that the average friction factor of the PAO
fluid inside the AMmicrochannel remains noticeably higher compared to that of the
minichannel, and the entrance effect is more pronounced at lower Reynolds

Figure 18.
Average Nusselt number versus Reynolds for the pure PAO fluid in both minichannel and microchannel heat
exchangers.

Figure 19.
Friction factor versus Reynolds number for the pure PAO fluid in both minichannel and microchannel heat
exchangers.
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numbers. Similar to the heat transfer measurements, the friction factor measure-
ments were compared and validated with classical empirical correlations proposed
in the literature. As illustrated in Figure 19, the friction factor of the PAO fluid
flowing inside the minichannel agrees well with the classical Hagen-Poiseuille cor-
relation within the laminar regime. Considering the relatively large dimensions of
the microchannel (H ¼ 780μm�W ¼ 640μmÞ, Baharmi model [89] underesti-
mates the frication factor, and it is likely due to the rough internal surface of the
DMLS manufactured microchannel as discussed earlier.

4.2.2 Simulation results

The prototype of the microchannel heat exchanger was designed using CREO
software and then the model was imported to COMSOL-Multiphysics to conduct
numerical heat transfer analysis for the same geometry and operating conditions
summarized in Table 5. The following assumptions were adopted to conduct the
simulations: no slip boundary condition, normal inflow velocity, uniform wall heat
flux boundary conditions imposed on the top and bottom surfaces of the
microchannel heat exchanger, and thermophysical properties of the working fluids
are set to remain constant for the values listed earlier in Table 4. To confirm mesh
independency of the simulation results and compare their accuracies, three types of
meshes were developed, including finer, fine, and normal. The finer mesh size was
ultimately chosen as it provides sufficiently accurate analysis while still sustaining a
reasonable computational time.

Figure 20 represents the variations of local Nusselt number at a certain Reynolds
number of 500 along the microchannel heat exchanger with the same geometry and
dimensions used previously for the experimental investigations as listed in Table 5.
As shown in this figure, the local Nusselt number decreases along the microchannel
at early positions and then reaches relatively constant values of 22 and 29 for the
pure PAO and 8 wt% Ethanol/PAO nanoemulsion, respectively, within the fully
developed laminar region. This reveals a heat transfer enhancement of around 32%

Figure 20.
Variations of local Nusselt number along the microchannel at Re = 500 for pure PAO and 8% ethanol/PAO
nanoemulsion fluids with the entrance effects.
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at a certain Reynolds number of 500 using the 8 wt% nanoemulsion fluid compared
to that of the pure PAO inside the microchannel heat exchanger.

This is important to note that while the simulation results in Figure 20 show a
Nusselt value of 22 for the fully developed flow of pure PAO, the experimental
results introduced in Figure 18 show a Nusselt value of almost 20 at the same
Reynolds of 500, which indicates a relative deviation of approximately 10%
between the simulation and experimental results. This deviation is mainly due to
the development of model which fails to study the effect of the DMLS
manufactured surfaces on the flow and heat transfer characteristics.

As vividly seen from the simulation results in Figure 20, there is a declining
trend of local Nusselt number along the early locations of the microchannel. The
significantly higher Nusselt number at the early locations and its subsequent sharp
drop is due to the thermal entrance region at the inlet of the microchannel test
section where the internal liquid single-phase flows are still neither thermally nor
hydrodynamically fully developed. As a result of having a thermally developing
flow in the entrance region, the thermal boundary layer is extremely thin which
causes larger values of Nusselt and HTC compared to those of locations outside the
entrance region where both of the working fluids are fully developed.

Using the Eq. (13), the hydrodynamic entry length for the laminar flows of PAO
and nanoemulsion in the microchannel was found to be 17.5 mm. As illustrated in
Figure 20, the local Nusselt numbers for each of the working fluids take relatively
constant values after the entry length of 17.5 mm where the boundary layer
develops fully across the cross section of the microchannel and appears to be
independent of the channel length. Since the working fluids are PAO and
nanoemulsion with Prandtl numbers greater than 1 (Pr > 1), the hydrodynamic
boundary layer develops more quickly than the thermal boundary layer.

5. Conclusions

In this study, the flow and heat transfer characteristics of a novel nanostructured
heat transfer fluid (i.e., ethanol/polyalphaolefin nanoemulsion) inside a
minichannel of circular cross section and a microchannel of rectangular cross sec-
tion were investigated experimentally and numerically. The experiments were
performed for single-phase flow of pure PAO and ethanol/PAO nanoemulsion
fluids of 4 wt% and 8 wt% concentrations within the laminar and transitional
regimes as well as for two-phase flow boiling of nanoemulsion fluids within the
laminar flow regime.

It was revealed that the nanoemulsion fluids thermally outperformed the pure
PAO base fluid in single-phase flow of transitional regime, however, it does not
reflect an appreciable improvement in single-phase heat transfer performance
within the laminar flow regime. The significant heat transfer enhancement achieved
at higher concentrations of nanoemulsion within the transitional regime is mainly
attributed to the enhanced interaction and interfacial thermal transport between
ethanol nanodroplets and PAO base fluid. For two-phase flow boiling, heat transfer
coefficients of ethanol/PAO nanoemulsion fluids were further enhanced once the
ethanol nanodroplets underwent phase change. A comparative study was also
conducted on the flow and heat transfer characteristics of pure PAO between the
traditionally manufactured minichannel and additively manufactured
microchannel under the same operating conditions. Despite the higher friction
factor and pressure loss, significant heat transfer enhancements were achieved
using the additively manufactured microchannel compared to the traditionally fab-
ricated minichannel heat exchanger under the same operating conditions, so that
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at a certain Reynolds number of 500 using the 8 wt% nanoemulsion fluid compared
to that of the pure PAO inside the microchannel heat exchanger.

This is important to note that while the simulation results in Figure 20 show a
Nusselt value of 22 for the fully developed flow of pure PAO, the experimental
results introduced in Figure 18 show a Nusselt value of almost 20 at the same
Reynolds of 500, which indicates a relative deviation of approximately 10%
between the simulation and experimental results. This deviation is mainly due to
the development of model which fails to study the effect of the DMLS
manufactured surfaces on the flow and heat transfer characteristics.

As vividly seen from the simulation results in Figure 20, there is a declining
trend of local Nusselt number along the early locations of the microchannel. The
significantly higher Nusselt number at the early locations and its subsequent sharp
drop is due to the thermal entrance region at the inlet of the microchannel test
section where the internal liquid single-phase flows are still neither thermally nor
hydrodynamically fully developed. As a result of having a thermally developing
flow in the entrance region, the thermal boundary layer is extremely thin which
causes larger values of Nusselt and HTC compared to those of locations outside the
entrance region where both of the working fluids are fully developed.

Using the Eq. (13), the hydrodynamic entry length for the laminar flows of PAO
and nanoemulsion in the microchannel was found to be 17.5 mm. As illustrated in
Figure 20, the local Nusselt numbers for each of the working fluids take relatively
constant values after the entry length of 17.5 mm where the boundary layer
develops fully across the cross section of the microchannel and appears to be
independent of the channel length. Since the working fluids are PAO and
nanoemulsion with Prandtl numbers greater than 1 (Pr > 1), the hydrodynamic
boundary layer develops more quickly than the thermal boundary layer.

5. Conclusions

In this study, the flow and heat transfer characteristics of a novel nanostructured
heat transfer fluid (i.e., ethanol/polyalphaolefin nanoemulsion) inside a
minichannel of circular cross section and a microchannel of rectangular cross sec-
tion were investigated experimentally and numerically. The experiments were
performed for single-phase flow of pure PAO and ethanol/PAO nanoemulsion
fluids of 4 wt% and 8 wt% concentrations within the laminar and transitional
regimes as well as for two-phase flow boiling of nanoemulsion fluids within the
laminar flow regime.

It was revealed that the nanoemulsion fluids thermally outperformed the pure
PAO base fluid in single-phase flow of transitional regime, however, it does not
reflect an appreciable improvement in single-phase heat transfer performance
within the laminar flow regime. The significant heat transfer enhancement achieved
at higher concentrations of nanoemulsion within the transitional regime is mainly
attributed to the enhanced interaction and interfacial thermal transport between
ethanol nanodroplets and PAO base fluid. For two-phase flow boiling, heat transfer
coefficients of ethanol/PAO nanoemulsion fluids were further enhanced once the
ethanol nanodroplets underwent phase change. A comparative study was also
conducted on the flow and heat transfer characteristics of pure PAO between the
traditionally manufactured minichannel and additively manufactured
microchannel under the same operating conditions. Despite the higher friction
factor and pressure loss, significant heat transfer enhancements were achieved
using the additively manufactured microchannel compared to the traditionally fab-
ricated minichannel heat exchanger under the same operating conditions, so that
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the gained heat transfer enhancement through the microchannel is more prominent
than its drawback of increased pressure loss. The non-post processed surface of the
DMLS manufactured microchannel is believed to be the main contributor to the
augmented heat transfer and pressure drop. Further studies are needed to fully
understand the possible mechanisms behind it, and also to gain a deeper insight into
the phase-change heat transfer characteristics of nanoemulsion fluids.
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Abstract

As shell and tube heat exchanger is widely employed in various field of indus-
tries, heat exchanger design remains a constant optimization challenge to improve
its performance. The heat exchanger design includes not only the architectural
geometry of either the shell and tube configuration or the additional baffles but also
the working fluid. The baffle design including the baffle angle and the baffle
distance has been understood as key parameter controlling the overall heat
exchanger effectiveness. In addition, a room of improvement is open by substitut-
ing the conventional working fluid with the nanomaterials-enriched nanofluid.
The nanomaterials, e.g. Al2O3, SiO2, TiO2, increases the thermal conductivity of the
working fluids, and hence, the more efficient heat transfer process can be achieved.
This chapter provide an insight on the performance improvement of shell and tube
heat exchanger by modifying the baffle design and utilizing nanofluids.
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1. Introduction

Heat exchanger is considered a vital component in thermal process required in a
wide range of industries. This heat exchanger is typically employed for condensa-
tion, sterilization, pasteurization, fractionation, distillation, and crystallization
[1–3]. This implies that the heat exchanger shall possess an optimized design to
yield the highest possible effectiveness while having a compact dimension. In gen-
eral, heat transfer in a heat exchanger is substantially dominated by convection and
conduction. The convection is significantly affected by the geometry of the heat
exchanger and some dimensionless numbers, including Reynolds number (Re),
Nusselt number (Nu) and Prandtl numbers (Pr) [1–7]. It should be noted that Re,
Nu and Pr are dependent on the flow rate and fluid properties including the density,
absolute viscosity, specific heat and thermal conductivity.

Practically, various heat exchangers have been developed and the shell and tube
heat exchanger has been intensively employed in industries as it shows some favor-
able features, i.e. easy maintenance, robust construction, and higher construction
reliability [8–12]. The shell and tube heat exchanger mainly comprise of shell, tubes,
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1. Introduction
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[1–3]. This implies that the heat exchanger shall possess an optimized design to
yield the highest possible effectiveness while having a compact dimension. In gen-
eral, heat transfer in a heat exchanger is substantially dominated by convection and
conduction. The convection is significantly affected by the geometry of the heat
exchanger and some dimensionless numbers, including Reynolds number (Re),
Nusselt number (Nu) and Prandtl numbers (Pr) [1–7]. It should be noted that Re,
Nu and Pr are dependent on the flow rate and fluid properties including the density,
absolute viscosity, specific heat and thermal conductivity.

Practically, various heat exchangers have been developed and the shell and tube
heat exchanger has been intensively employed in industries as it shows some favor-
able features, i.e. easy maintenance, robust construction, and higher construction
reliability [8–12]. The shell and tube heat exchanger mainly comprise of shell, tubes,

197



front head, rear head, baffles, and nozzle. For high performance shell and tube heat
exchanger, which shows high effectiveness (ε), several parameters affecting the
heat and mass transfer process should be optimized, including the working fluid
and material selection, flow rate, temperature, heat transfer rate, pressure drop,
shell and tube dimension and composition, as well as baffle distance and cut, and
pitch range [8–14]. Considering the architecture of heat exchanger, baffles
arrangement is one of the important parameters that will increase the heat transfer
and hence the effectiveness. For instance, reducing the baffle gaps could induce
high pressure drop while setting the baffle gap too far could lead to less efficient
heat transfer. In addition, improper baffle arrangement will lead to additional
mechanical vibration which can damage the heat exchanger apparatus, and hence
lower the reliability of the heat exchanger.

Other practical problem arising in industry is that the heat exchanger frequently
faces unfavorable thermal properties of its working fluid, i.e. water, ethylene glycol,
or oil, leading to the lower heat transfer effectiveness [14]. Therefore, it is necessary
to improve the thermal properties of working fluids, one of which is by adding
functional nanoparticles into the working fluid [15–17]. Recent studies have inves-
tigated the improvement of heat transfer effectiveness in nanofluids bearing vari-
ous metal oxide semiconductor nanoparticles, e.g. Al2O3, TiO2, CuO, and SiO2 [15–
26]. Among these materials, TiO2 is one of the widely exploited nanoparticles for
increasing the heat transfer effectiveness as it shows superior chemical and
thermophysical stability [18–23]. Nonetheless, it should be noted that the utilization
of high concentration of nanoparticles should be avoided since it may cause block-
age of the fluid flow as well as induce fouling [18, 19]. Still, the use of nanoparticles
in the base fluid (nanofluid) can be considered an alternative approach to improve
both the thermal conductivity of the working fluid and the long-term stability by
maintaining lower pressure drop in the system [20]. Some literature report that the
use of nanofluids enhances the heat transfer effectiveness particularly under lami-
nar flow condition by increasing both the concentration of nanoparticles in
nanofluids and the Reynolds number [15–21]. These results suggest that the use of
nanofluids increases the convection coefficient within the heat transfer process.

Considering the abovementioned facts, it is quite clear that the heat transfer
process in the heat exchanger can be improved in many ways. Particularly for
shell and tube heat exchanger, enhancing the heat exchanger effectiveness
which is discussed in this chapter can be achieved by modifying the baffle
architecture and by utilizing nanofluids with functional nanoparticles. The
baffle arrangement discussed in this chapter includes the baffle distance and the
baffle type which was investigated by experimental and numerical method using
computational fluid dynamics (CFD). Meanwhile, the effect of nanofluid substitu-
tion to the working fluid has been investigated experimentally by varying the
concentration of nanoparticles, i.e. Al2O3 in water and SiO2@TiO2 in water:
ethylene glycol.

2. Experimental and numerical approach to evaluate the effect of baffle
arrangement to the heat exchanger effectiveness

Baffle modification in this chapter includes baffle types, baffle angle and baffle
distance. Modification of baffle type and angle was investigated experimentally
using the experimental setup of laboratory scale of heat exchanger shown in
Figure 1 [11]. The baffle type was varied using helical and double segmental baffle,
whilst the baffle angle was set in the range of 5°, 6°, and 7°. The pressure drop and
the temperature difference between inlet and outlet of heat exchanger were
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recorded to determine the heat exchanger effectiveness (vide infra). The experi-
mental results here will be used for validation of the results obtained from CFD
simulation and hence, the model will be further used for the heat exchanger with
other modification.

To investigate the effect of baffle distance, both experimental and numerical
method was used for the use of segmental and disc and doughnut baffle, respec-
tively. Numerical method using computational fluid dynamics (CFD) was carried
out as experimental approach was difficult to carry out due to the experimental
complexity and high cost of experiment. For segmental baffle, the baffle distance
was varied as 4, 10, and 16 cm. For numerical method, the heat exchanger dimen-
sion however followed the existing laboratory scale of heat exchanger and the baffle
type was disc and doughnut baffles. The variation of baffle distances followed
TEMA standards, i.e. the minimum baffle distance shall be 0.2 of the shell diameters
and the maximum baffle distance shall be as large as the inner diameter of the shell.
Therefore, the baffle distance was set to 30, 60, and 90 mm.

For analysis using CFD, pre-processing, solving and post-processing were
employed. Pre-processing was carried out by building 3D model of the shell and
tube heat exchanger using ANSYS 16.0 which was discretized (meshed) using
different type of mesh types. The mesh result of was depicted in Figure 2. For grid
independence study, the number of discretized cells spans from 1 to 3 million cells
using with tetrahedral/hexahedral types. Finally, pre-processing step defined the
boundary conditions summarized in Table 1.

The operating condition of the shell and tube heat exchanger at the boundary
condition was defined as follow: Temperature of cold (Tc,in) and hot (Th,in) fluid in
the inlet was set to 80°C and of 30°C, respectively. The volumetric flow rate of hot
and cold fluid was set at 4 and 6 lpm, respectively. Having defined the boundary
condition, the solving stage was built by utilizing the governing equations, i.e.
conservation of energy, momentum and continuity. Energy conservation was
determined as follows.

Figure 1.
Schematic of heat exchanger system with modified baffle architecture: (1) baffle, (2) pressure gauge, (3)
instrument box, (4) flow meter, (5) cold flow piping, (6) shell, (7) cold fluid pump, (8) valve, (9) inlet cold
fluid reservoir, (10) outlet fluid reservoir, (11) tubing, (12) piping of hot fluid, (13) hot fluid pump, (14)
inlet hot fluid reservoir, (15) heater. Figure was adapted from Ref. [11] with permission.
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exchanger, which shows high effectiveness (ε), several parameters affecting the
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and material selection, flow rate, temperature, heat transfer rate, pressure drop,
shell and tube dimension and composition, as well as baffle distance and cut, and
pitch range [8–14]. Considering the architecture of heat exchanger, baffles
arrangement is one of the important parameters that will increase the heat transfer
and hence the effectiveness. For instance, reducing the baffle gaps could induce
high pressure drop while setting the baffle gap too far could lead to less efficient
heat transfer. In addition, improper baffle arrangement will lead to additional
mechanical vibration which can damage the heat exchanger apparatus, and hence
lower the reliability of the heat exchanger.

Other practical problem arising in industry is that the heat exchanger frequently
faces unfavorable thermal properties of its working fluid, i.e. water, ethylene glycol,
or oil, leading to the lower heat transfer effectiveness [14]. Therefore, it is necessary
to improve the thermal properties of working fluids, one of which is by adding
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ous metal oxide semiconductor nanoparticles, e.g. Al2O3, TiO2, CuO, and SiO2 [15–
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of high concentration of nanoparticles should be avoided since it may cause block-
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using the experimental setup of laboratory scale of heat exchanger shown in
Figure 1 [11]. The baffle type was varied using helical and double segmental baffle,
whilst the baffle angle was set in the range of 5°, 6°, and 7°. The pressure drop and
the temperature difference between inlet and outlet of heat exchanger were

198

Heat Transfer - Design, Experimentation and Applications

recorded to determine the heat exchanger effectiveness (vide infra). The experi-
mental results here will be used for validation of the results obtained from CFD
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employed. Pre-processing was carried out by building 3D model of the shell and
tube heat exchanger using ANSYS 16.0 which was discretized (meshed) using
different type of mesh types. The mesh result of was depicted in Figure 2. For grid
independence study, the number of discretized cells spans from 1 to 3 million cells
using with tetrahedral/hexahedral types. Finally, pre-processing step defined the
boundary conditions summarized in Table 1.

The operating condition of the shell and tube heat exchanger at the boundary
condition was defined as follow: Temperature of cold (Tc,in) and hot (Th,in) fluid in
the inlet was set to 80°C and of 30°C, respectively. The volumetric flow rate of hot
and cold fluid was set at 4 and 6 lpm, respectively. Having defined the boundary
condition, the solving stage was built by utilizing the governing equations, i.e.
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determined as follows.
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where keff is the effective conductivity which is the sum of k and kt (thermal
conductivity for the presence of turbulence). The two terms on the right side
represent the energy transfer by conduction and viscosity dissipation. Meanwhile,
the energy transfer was calculated as follow [17, 18]:

∂

∂t
ρhð Þ þ ∇: v!ρh

� �
¼ ∇: k∇Tð Þ þ Sh (2)

where ρ was the density, h was the sensible enthalpy, k was the conductivity
constant, T was the surface temperature, and Sh was the volumetric heat source.
The Eq. (1) and (2) were complemented by the continuity and conservation of
momentum:

∇:u ¼ 0 (3)

ρ
du
dt

¼ F � ∇pþ μ∇2u (4)

Figure 2.
(a) The 3D model of shell and tube heat exchanger meshed with tetrahedral/hexahedral meshing type at
different angle, and the corresponding (b) horizontal and (c) vertical cross-sectional 3D model of heat
exchanger. Figures from Ref. [27] used with permission.

No. Specification Boundary conditions

1 Inlet Mass flow inlet

2 Shell Adiabatic wall

3 Tube Convection wall

4 Baffle Adiabatic wall

5 Outlet Outflow

Table 1.
Boundary conditions of shell and tube heat exchangers.
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where p was normal pressure (N/m2), F was body force on solid region. For a
faster convergence of numerical calculation, the Boussinesq model was considered.
This model set the fluid density as a function of temperature:

ρ ¼ ρ0 1� β T � T0ð Þð Þ (5)

where β was thermal expansion coefficient (1/K), T0 dan ρ0 represented the
operational parameter. This model was accurate as long as the density changes were
small, or it was valid if satisfying for β T � T0ð Þ< < 1:.

The final step in CFD was the post processing stage including the data visuali-
zation in the form of a contour of static temperature, pressure, and velocity profile.
Data analysis was carried out to determine the temperature distribution in the shell
and tube heat exchanger with different baffle distances. The heat exchanger effec-
tiveness (ε) was calculated in every variation of baffle distance using NTU method
which considers the following steps [19]:

The rate of heat capacity (C) was calculated as

Cc ¼ _mc � Cpc (6)

Ch ¼ _mh � Cph (7)

where the smallest value Cmin considers:

Cmin ¼ > If Ch <Cc then Ch ¼ Cmin (8)

Cmin ¼ > If Cc <Ch then Cc ¼ Cmin (9)

The maximum heat transfer (qmax) was calculated as follow:

qmax ¼ Cmin � Th,in � Tc,inð Þ (10)

qin ¼ qout (11)

qh ¼ qc (12)

¼ _mh � Ch � Th,in � Th,outð Þ (13)

¼ _mc � Cc � Tc,out � Tc,inð Þ, (14)

and the effectiveness (ε) of the heat exchanger can then be calculated as follow:

ε ¼ qactual
qmax

(15)

3. Experimental approach to evaluate the effect of nanoparticles
concentration in nanofluid to the heat exchanger effectiveness

The effectiveness of heat transfer using different nanofluids was assessed in the
laboratory scale of experimental heat transfer system (automobile radiator training
kit) which includes a closed loop of hot and cold flow (Figure 3). The heat
exchanger was finned-tube cross flow heat exchanger (Suzuki). The nanoparticle
used was Al2O3 and SiO2@TiO2. The SiO2@TiO2 in a mixture of EG:water (1:1 v/v)
nanofluid was utilized as the hot fluid in the system. The concentration was varied
in the range of 0–0.025% mass fraction of SiO2@TiO2 to EG:water base fluids. The
system was functionalized with the calibrated thermocouples, flow meter and
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where p was normal pressure (N/m2), F was body force on solid region. For a
faster convergence of numerical calculation, the Boussinesq model was considered.
This model set the fluid density as a function of temperature:

ρ ¼ ρ0 1� β T � T0ð Þð Þ (5)

where β was thermal expansion coefficient (1/K), T0 dan ρ0 represented the
operational parameter. This model was accurate as long as the density changes were
small, or it was valid if satisfying for β T � T0ð Þ< < 1:.

The final step in CFD was the post processing stage including the data visuali-
zation in the form of a contour of static temperature, pressure, and velocity profile.
Data analysis was carried out to determine the temperature distribution in the shell
and tube heat exchanger with different baffle distances. The heat exchanger effec-
tiveness (ε) was calculated in every variation of baffle distance using NTU method
which considers the following steps [19]:

The rate of heat capacity (C) was calculated as

Cc ¼ _mc � Cpc (6)

Ch ¼ _mh � Cph (7)

where the smallest value Cmin considers:

Cmin ¼ > If Ch <Cc then Ch ¼ Cmin (8)

Cmin ¼ > If Cc <Ch then Cc ¼ Cmin (9)

The maximum heat transfer (qmax) was calculated as follow:

qmax ¼ Cmin � Th,in � Tc,inð Þ (10)

qin ¼ qout (11)

qh ¼ qc (12)

¼ _mh � Ch � Th,in � Th,outð Þ (13)

¼ _mc � Cc � Tc,out � Tc,inð Þ, (14)

and the effectiveness (ε) of the heat exchanger can then be calculated as follow:

ε ¼ qactual
qmax

(15)

3. Experimental approach to evaluate the effect of nanoparticles
concentration in nanofluid to the heat exchanger effectiveness

The effectiveness of heat transfer using different nanofluids was assessed in the
laboratory scale of experimental heat transfer system (automobile radiator training
kit) which includes a closed loop of hot and cold flow (Figure 3). The heat
exchanger was finned-tube cross flow heat exchanger (Suzuki). The nanoparticle
used was Al2O3 and SiO2@TiO2. The SiO2@TiO2 in a mixture of EG:water (1:1 v/v)
nanofluid was utilized as the hot fluid in the system. The concentration was varied
in the range of 0–0.025% mass fraction of SiO2@TiO2 to EG:water base fluids. The
system was functionalized with the calibrated thermocouples, flow meter and
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pressure gauges. The schematic diagram of the automobile radiator training kit is
shown in Figure 1.

Performance of heat exchanger using different concentration of SiO2@TiO2 was
evaluated by the heat transfer effectiveness. Heat transfer parameters of nanofluids
were determined by joint experimental and theoretical approach, i.e. only conduc-
tivity is directly determined from transient hot wire measurements. The other
parameters are determined as follows:

• Density of nanofluids

ρnf ¼ 1� φð Þρbf þ φρbf (16)

• Viscosity of nanofluids (Einstein equation)
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• Convection coefficient (h) of air
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Once all above parameters were determined, the overall heat transfer coefficient
(U) was estimated. For a single tube heat exchanger, U was determined as follows:

U ¼ 1
1
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þ Δx
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þ 1

ho

(23)

Finally, the heat transfer rate which involves convection and conduction was
evaluated by the following:

Q ¼ U � Α� ΔTLMTD (24)

where

ΔTLMTD ¼ Th,in � Tc,outð Þ � Th,out � Tc,inð Þ
ln
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4. Improvement of heat exchanger effectiveness

As previously mentioned, in this section effect of baffle architecture, including
type, angle, and distance, and the nanoparticle type and concentration in nanofluids
toward the heat exchange effectiveness will be discussed.

4.1 Effect of baffle arrangement

As stated in the introduction, the baffle arrangement plays significant role in the
operation of heat exchanger. All thermal properties and performance of heat
exchanger upon modification of baffle type, angle and distance are summarized in
Table 2. In general, the efficiency of heat transfer process can be indicated by the
temperature difference in either the hot or the cold fluid flow in the shell and tube
heat exchanger, which is later used to determine the effectiveness.

Regarding the baffle selection, in this work helical and double segmental baffle
were evaluated. While the baffle distance is different for both, i.e., 1.64 and 1 cm for
helical and double-segmental baffle, respectively, the baffle distance does not give
significant effect to the performance. Table 2 gives the experimental results and
indicates that the ΔTc for heat exchanger with helical baffles is higher than that with
double segmental baffles, i.e., 17.7°C vs. 14.4°C. This condition in turn yields
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effectiveness of 0.35 which is 15% higher than the effectiveness of shell and tube
heat exchanger using double segmental baffles.

As both helical and double segmental baffle show comparable performance when
used in shell and tube heat exchanger, the discussion is directed to effect of baffle
angle to the heat exchanger performance. The variation of the baffle angle also
influences the ΔTc. Smaller baffle angle tends to decrease ΔTc. This is plausibly since
more baffles leads to a lower heat transfer passing through the tube due to the flow
disturbance by the large number of baffles (see configuration Figure 4). The smaller
angle, it will absorb the heat faster so that the heat transfer from hot to cold fluid
stream becomes less efficient. As noted in Table 2, the heat exchange effectiveness
drops from 0.50 to 0.32 by changing the baffle angle from 5° to 7°. This trend is
somewhat similar to the effect of changing double segmental baffle angle from 15° to
45° which leads to decreasing ΔTc, ΔP and effectiveness quite significantly.

While smaller baffle angle is advantageous for heat exchanger, smaller baffle
distance is also preferable for heat exchanger. This is confirmed by both experi-
mental and numerical study. The effect of baffle distance in helical baffled shell and
tube heat exchanger as assessed by computational fluid dynamics (CFD) approach
shows that distancing the baffles from 30 to 90 cm decreases ΔTc from 48.0 to 9.0°
C which results in a decreasing effectiveness from 0.93 to 0.15. The CFD results can
be evaluated from the static temperature profile as displayed in Figure 5. As shown,

Baffle Modification Parameter ΔT (°C) ΔP (kPa) ε

Baffle Type Helical (distance: 164 mm) 17.7 7.36 0.35

Double Segmental (distance:
100 mm)

14.4 14.48 0.30

Baffle angle (°) (Helical baffle) 6 25.4 123.9 0.50

7 21.4 88.4 0.45

8 15.7 70.7 0.32

Baffle angle (°) (Double segmental
baffle)

15 24 183.4 0.48

30 13.7 179.5 0.27

45 4.7 178.1 0.09

Baffle Distance (cm) (Disc and
doughnut baffle)

0.3 48.0 1.95 0.93

0.6 8.0 2.98 0.20

0.9 9.0 2.21 0.15

Table 2.
Summarized parameters in heat exchanger upon baffle modification. The data was compiled from
Ref. [11, 27–29].

Figure 4.
The helical baffle angle (α) configuration in the shell and tube heat exchanger.
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it is clear that the temperature profile of the fluid flow in the heat exchanger with a
baffle distance of 30 mm is substantially different from others. The non-uniform
temperature distribution is observed in the first quarter of the heat exchanger due
to the turbulence flow as there are dead spaces and recirculation zones. Nonethe-
less, this phenomenon significantly enhances the thermo-hydraulic performance. A
more uniform temperature profile in the shell side of the heat exchangers with
baffle distance of 60 and 90 mm is observed. Taking a close look at the temperature
distribution around the arranged tubes (Figure 5, right), significant radial distribu-
tion of temperature from the outer surface of tubes is visible for heat exchanger
using 30 and 60 mm baffle distance whilst a subtle temperature changes in the
surrounding the tubes is observed for heat exchanger using 90 mm-distanced baf-
fle. At this juncture, 30 mm baffle distance is preferable for shell and tube heat
exchanger design.

Other thermophysical properties of heat exchangers with a variation of the
baffle distance can also be deduced from CFD, e.g. outflow temperature (Tout) and
Nusselt number (Nu) as shown in Figure 6. The outflow temperature (Tout) of hot

Figure 5.
Cross sectional at y-axis (left) and z-axis (right) of steady state static temperature distribution in heat
exchanger using 30, 60, and 90 mm baffle distance. The color code unit is K. figures from Ref. [27] used with
permission.

Figure 6.
Thermophysical parameters deduced from numerical calculation, including outlet temperature (Tout), and
Nusselt number (Nu).
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heat exchanger using double segmental baffles.

As both helical and double segmental baffle show comparable performance when
used in shell and tube heat exchanger, the discussion is directed to effect of baffle
angle to the heat exchanger performance. The variation of the baffle angle also
influences the ΔTc. Smaller baffle angle tends to decrease ΔTc. This is plausibly since
more baffles leads to a lower heat transfer passing through the tube due to the flow
disturbance by the large number of baffles (see configuration Figure 4). The smaller
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distance is also preferable for heat exchanger. This is confirmed by both experi-
mental and numerical study. The effect of baffle distance in helical baffled shell and
tube heat exchanger as assessed by computational fluid dynamics (CFD) approach
shows that distancing the baffles from 30 to 90 cm decreases ΔTc from 48.0 to 9.0°
C which results in a decreasing effectiveness from 0.93 to 0.15. The CFD results can
be evaluated from the static temperature profile as displayed in Figure 5. As shown,
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The helical baffle angle (α) configuration in the shell and tube heat exchanger.
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it is clear that the temperature profile of the fluid flow in the heat exchanger with a
baffle distance of 30 mm is substantially different from others. The non-uniform
temperature distribution is observed in the first quarter of the heat exchanger due
to the turbulence flow as there are dead spaces and recirculation zones. Nonethe-
less, this phenomenon significantly enhances the thermo-hydraulic performance. A
more uniform temperature profile in the shell side of the heat exchangers with
baffle distance of 60 and 90 mm is observed. Taking a close look at the temperature
distribution around the arranged tubes (Figure 5, right), significant radial distribu-
tion of temperature from the outer surface of tubes is visible for heat exchanger
using 30 and 60 mm baffle distance whilst a subtle temperature changes in the
surrounding the tubes is observed for heat exchanger using 90 mm-distanced baf-
fle. At this juncture, 30 mm baffle distance is preferable for shell and tube heat
exchanger design.

Other thermophysical properties of heat exchangers with a variation of the
baffle distance can also be deduced from CFD, e.g. outflow temperature (Tout) and
Nusselt number (Nu) as shown in Figure 6. The outflow temperature (Tout) of hot
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Cross sectional at y-axis (left) and z-axis (right) of steady state static temperature distribution in heat
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permission.

Figure 6.
Thermophysical parameters deduced from numerical calculation, including outlet temperature (Tout), and
Nusselt number (Nu).
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stream is the lowest for the utilization of 30 mm-distanced baffles while heat
exchanger using baffle distance of 60 and 90 mm shows Tout which is on par. This
result indicates that the shell and tube heat exchanger with 30 mm baffle distance
has the highest heat transfer from the hot to the cold fluid flow. Further, the Nusselt
number displays similar trend. The highest Nu is observed for the heat exchanger
using 30 mm-distanced baffles. Increasing the baffle distance from 30 mm to 60
and 90 mm lowers the Nu down to 12 and 18, respectively. It should be noted that
higher Nu reflects a more efficient convection favorable in the shell and tube heat
exchanger.

4.2 Effect of Nanofluids materials and concentration

It is already mentioned that the use of nanoparticles in nanofluid is to increase
the conductivity of the base fluid and hence, the overall thermal transfer coeffi-
cient. Here, we used both ultra-low concentration (0.002–0.025%) and typical
doping concentration (0.5–1.5%) of nanoparticles in the corresponding base fluids
for the use of Al2O3 and core-shell SiO2@TiO2, respectively [10, 15]. In general, the
heat transfer performance of nanofluids can be indirectly assessed by the dynamic
of temperature changes in either the hot (Th) or cold (Tc) fluid flow and the altered
U value upon changing the nanoparticle concentration in the base fluid. These two
parameters are summarized in Table 3.

To begin the discussion, the use of nanofluids at the lowest concentration will be
first discussed. In this work, we have employed a core-shell SiO2@TiO2 nanoparticles
enriched water-ethylene glycol (EG) mixture. The result show that the Tc of outflow
is higher with increasing concentration of SiO2@TiO2 nanofluids. This observation
indicates that the higher the concentration of nanofluids, the higher the heat is
transferred as the thermal conductivity of SiO2@TiO2 increases. Furthermore, the
addition of SiO2@TiO2 to the base fluid can result in an increase in the value of the
convection coefficient of nanofluid as shown Figure 7(a). It is also interesting to note
that changing the mass fraction of SiO2@TiO2 affects the convection coefficient of
the air blown to the heat exchanger due to increasing contact surface area during the
heat transfer process. The addition of SiO2@TiO2 nanoparticles at a concentration of
0.025% increases the heat transfer coefficient by 9.2%.

Nanofluids Nanoparticle concentration (% v/v) U (Wm�2 K�1) ΔTc (°C) ε

SiO2@TiO2 in Water-EG 0 22.76 11.4 0.203

0.002 22.78 11.6 0.208

0.008 22.82 12.8 0.218

0.010 22.84 13.4 0.222

0.016 22.86 15.0 0.224

0.020 22.88 15.4 0.238

0.025 22.90 16.9 0.246

Al2O3 in Water 0 29.93 10.7 0.178

0.5 30.14 15.0 0.261

1.0 30.19 18.4 0.350

1.5 30.31 24.7 0.422

Table 3.
Summarized parameters of the thermal properties of nanofluids and the shell and tube heat exchanger upon the
utilization of nanofluids [10, 15].
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Evaluating the total heat transfer coefficient, the results show that there is no
significant increase. Only slight increase of about 0.03–0.07% is observed for each
increment of mass fraction. At the same flow rate (8 liter per min) increasing the
concentration of SiO2@TiO2 nanoparticles up to 0.025% yields an increasing heat
transfer rate up to 18.11% (from 2168 W � m�2 to 2344 W � m�2). This heat transfer
rate is higher than that of water based nanofluid containing TiO2 nanoparticles: At a
concentration of 0.25%, the heat transfer rate is only enhanced by 11% [30]. This
further implies that the heat transfer rate of the low concentration SiO2@TiO2

nanofluids can be improved by increasing the flowrate of nanofluids in the heat
exchanger. In general, the effectiveness of heat transfer using different SiO2@TiO2

concentration is linearly increasing with increasing the mass fraction of
nanoparticles in the base fluid. It is shown that the effectiveness of heat transfer
increases by 1.6–2% for increasing mass fraction by 0.005%. Overall, there is an
increase in the effectiveness of heat exchanger by 21% (from 0.203 to 0.246) when
the water:EG base fluid is added with 0.025% SiO2@TiO2. The results indicate that
the additional nanoparticles shows better performance of heat exchanger than
another study using EG:water (3:2) based nanofluid containing only 0.02% TiO2

which shows an increase of effectiveness by 13% [22].
For higher concentration of nanoparticles, i.e., Al2O3 in the base fluid of water

shows similar trend as compared to the SiO2@TiO2 in water:EG nanofluid. Addition
of merely 0.5% Al2O3 already increases ΔTc by 5°C. Further increasing
nanoparticles concentration from up to 1.5% results in ΔTc of 24.7°C (vs. 10.7°C for
pure water as working fluid). Interestingly, the U value does not change signifi-
cantly as also observed for SiO2@TiO2 in water:EG nanofluid. The U value for base
fluid of water is known 29.93 W � m�2 � K�1 while the deployment of Al2O3 up to
1.5% volume fraction only improves U value up to 30.31 W � m�2 � K�1. Of course,
the observed effects in the Al2O3-water nanofluid can be explained by the same
phenomena as previously discussed in the SiO2@TiO2 in water:EG nanofluid.

5. Conclusion

In this chapter, we have shown that improvement of shell and tube heat
exchanger effectiveness can be achieved by optimizing the baffle architecture and
by using nanofluids to substitute the conventional working fluid. We have investi-
gated the effect of baffle type and baffle distance in the laboratory scale of shell and
tube heat exchanger using experimental and numerical approach, respectively. In

Figure 7.
(a) The estimated convection coefficient of air (ha) and SiO2@TiO2 nanofluids (hnf). (b) the overall heat
transfer coefficient (U) and heat rate (W) in heat exchanger using different concentration of SiO2@TiO2
nanofluids. Figures from ref. [15] used with permission.
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stream is the lowest for the utilization of 30 mm-distanced baffles while heat
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and 90 mm lowers the Nu down to 12 and 18, respectively. It should be noted that
higher Nu reflects a more efficient convection favorable in the shell and tube heat
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of temperature changes in either the hot (Th) or cold (Tc) fluid flow and the altered
U value upon changing the nanoparticle concentration in the base fluid. These two
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enriched water-ethylene glycol (EG) mixture. The result show that the Tc of outflow
is higher with increasing concentration of SiO2@TiO2 nanofluids. This observation
indicates that the higher the concentration of nanofluids, the higher the heat is
transferred as the thermal conductivity of SiO2@TiO2 increases. Furthermore, the
addition of SiO2@TiO2 to the base fluid can result in an increase in the value of the
convection coefficient of nanofluid as shown Figure 7(a). It is also interesting to note
that changing the mass fraction of SiO2@TiO2 affects the convection coefficient of
the air blown to the heat exchanger due to increasing contact surface area during the
heat transfer process. The addition of SiO2@TiO2 nanoparticles at a concentration of
0.025% increases the heat transfer coefficient by 9.2%.
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the additional nanoparticles shows better performance of heat exchanger than
another study using EG:water (3:2) based nanofluid containing only 0.02% TiO2

which shows an increase of effectiveness by 13% [22].
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shows similar trend as compared to the SiO2@TiO2 in water:EG nanofluid. Addition
of merely 0.5% Al2O3 already increases ΔTc by 5°C. Further increasing
nanoparticles concentration from up to 1.5% results in ΔTc of 24.7°C (vs. 10.7°C for
pure water as working fluid). Interestingly, the U value does not change signifi-
cantly as also observed for SiO2@TiO2 in water:EG nanofluid. The U value for base
fluid of water is known 29.93 W � m�2 � K�1 while the deployment of Al2O3 up to
1.5% volume fraction only improves U value up to 30.31 W � m�2 � K�1. Of course,
the observed effects in the Al2O3-water nanofluid can be explained by the same
phenomena as previously discussed in the SiO2@TiO2 in water:EG nanofluid.
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In this chapter, we have shown that improvement of shell and tube heat
exchanger effectiveness can be achieved by optimizing the baffle architecture and
by using nanofluids to substitute the conventional working fluid. We have investi-
gated the effect of baffle type and baffle distance in the laboratory scale of shell and
tube heat exchanger using experimental and numerical approach, respectively. In
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general, the heat exchanger effectiveness is affected by the baffle arrangement and
type. It is found that helical baffle is preferable than double segmental baffle which
yields 15% higher effectiveness. Larger baffle separation distance consistently
shows a significantly decreasing heat transfer rate as indicated by lower ΔT. This in
turn lowers the heat exchanger effectiveness quite substantially. In addition, angle
also quite essential to optimize. For the utilization of helical baffle, only changing 5°
to 7° already lowers the effectiveness from 0.50 down to 0.32.

The utilization of nanofluid has been demonstrated to enhance the heat transfer
process yielding higher effectiveness. Even at the extremely low concentration of
nanoparticles, i.e., 0.002 to 0.025%, the water-ethylene glycol based nanofluids
containing SiO2@TiO2 core-shell nanoparticles enable enhancement of heat
exchanger effectiveness by 20%. This finding is essential as it is not necessary to use
high concentration of nanoparticles to improve heat exchanger effectiveness while
avoiding fouling inside the tubing system of shell and tube heat exchanger. Another
set of examples has been shown that using water based working fluid using Al2O3.
Increasing volume fraction of Al2O3 nanoparticles significantly boosts the effec-
tiveness up to 0.422 which is plausibly a result of increasing thermal conductivity of
the water base fluid.
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Nomenclature

Cc, Ch Heat capacity of hot and cold fluid, W/oC
_mh, _mc mass flow rate, kg/s
Cp,h, Cp,c Specific heat of hot and cold fluid, J/kg oC
h Enthalpy, J/kg oC
qmax Maximum heat transfer (W)
qactual Actual heat transfer (W)
T Temperature, oC or K
u Velocity of the medium, m/sec.
V Volume, m3

ε heat exchanger effectiveness, n.d

Subscripts

h, c Refers to hot and cold fluid
i, o Refers to inflows and outflows
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Greek symbols

β Extinction or attenuation coefficient, m�1

θ Polar or cone angle measured from normal of surface, rad.
ρ f Density of a fluid.kg=m3

σscat Scattering coefficient, m�1

σabs Scattering coefficient, m�1

ϕ Azimuthal angle, rad.
Φ Scattering phase function
Ω Solid angle, sr
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general, the heat exchanger effectiveness is affected by the baffle arrangement and
type. It is found that helical baffle is preferable than double segmental baffle which
yields 15% higher effectiveness. Larger baffle separation distance consistently
shows a significantly decreasing heat transfer rate as indicated by lower ΔT. This in
turn lowers the heat exchanger effectiveness quite substantially. In addition, angle
also quite essential to optimize. For the utilization of helical baffle, only changing 5°
to 7° already lowers the effectiveness from 0.50 down to 0.32.

The utilization of nanofluid has been demonstrated to enhance the heat transfer
process yielding higher effectiveness. Even at the extremely low concentration of
nanoparticles, i.e., 0.002 to 0.025%, the water-ethylene glycol based nanofluids
containing SiO2@TiO2 core-shell nanoparticles enable enhancement of heat
exchanger effectiveness by 20%. This finding is essential as it is not necessary to use
high concentration of nanoparticles to improve heat exchanger effectiveness while
avoiding fouling inside the tubing system of shell and tube heat exchanger. Another
set of examples has been shown that using water based working fluid using Al2O3.
Increasing volume fraction of Al2O3 nanoparticles significantly boosts the effec-
tiveness up to 0.422 which is plausibly a result of increasing thermal conductivity of
the water base fluid.
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Chapter 11

Heat Transfer in a MHDNanofluid
Over a Stretching Sheet
Vikas Poply

Abstract

The intention behind carrying out this research work is to analyze the heat
transfer characteristics in a Magnetohydrodynamic (MHD) boundary layer
nanofluid flow over a stretching sheet. Two phase representation of nanofluid
studied the consequence of Brownian motion along with thermophoresis. The major
purpose of study is to investigate the significant role of prominent fluid parameters
thermophoresis, Brownian motion, Eckert number, Schmidt number and magnetic
parameter on profile of velocity, temperature distribution and concentration.
Runge–Kutta Fehlberg (RKF) method was adopted to numerically solve the non-
linear governing equations and the linked boundary conditions by use of shooting
technique. Over all the consequence of prominent fluid parameters are explained
via graphs, whereas distinction of several valuable engineering quantities like skin
friction coefficient, local Nusselt number and local Sherwood number are also
tabulated. The finding of present study helps to control the rate of heat transporta-
tion as well as fluid velocity in any manufacturing processes and industrial
applications to make desired quality of final product.

Keywords: heat transfer, nanofluid, stretching sheet, MHD flow

1. Introduction

In various fields of science and technology rapid progress has urged the
researchers to extend their study towards the regime of boundary layer flow over a
stretching sheet. The boundary layer flow behavior towards a linearly or non-
linearly stretching sheet plays a significant role for solving engineering problems
and possess vast applications in manufacturing and production processes including
metal spinning, rubber sheet manufacturing, production of glass fibers, wire draw-
ing, extrusion of polymer sheets, petroleum industries, polymer processing etc.
In these cases, the final product of desired characteristics depends on the rate of
cooling in the process and the process of stretching. The dynamics of the boundary
layer fluid flow over a stretching surface originated from the pioneering work of
Crane [1] and he examined the incompressible steady boundary layer fluid flow
caused by stretching sheet which moves in its own plane with linear velocity due to
the uniform stress applications. This problem is particularly interesting as Crane [1]
obtained the exact solution of 2D Navier–Stokes equations. Afterthat, Gupta and
Gupta [2] extend Crane [1] work over different mathematical geometries. Yoon
et al. [3] studied the theoretical and experimental results using Coulomb friction
model by considering punch-sheet interface. Also, Sarma and Rao [4] examined the
viscoelastic fluid flow by considering stretched sheet. In view of this, Vajravelu [5]
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studied flow and heat transfer in a viscous fluid over a nonlinear stretching sheet
without using the impact of viscous dissipation. Cortell [6] examined heat and fluid
flow transportation over a nonlinear stretching sheet for two different types of
thermal boundary conditions, prescribed surface temperature (PST) and constant
surface temperature (CST). The influence of heat transfer on the stagnation point
flow of a third-order fluid over a shrinking surface has been studied by Nadeem
et al. [7]. Recently, Prasad et al. [8] examined the mixed convection heat transfer
aspects with variable fluid flow properties over a non-linear stretching surface.

Fluid heating and cooling are important in many industries such as power,
manufacturing and transportation. Effective cooling techniques are greatly needed
for cooling any sort of high energy device. Common heat transfer fluids such as
water, ethylene glycol, and engine oil have limited heat transfer capabilities due to
their low heat transfer properties. In contrast, metals have thermal conductivities
up to three times higher than these fluids, so it is naturally desirable to combine the
two substances to produce a heat transfer medium that behaves like a fluid, but has
the thermal of a metal. Since last two decades, study of nanofluid has urged the
researcher’s attention due to their heat transportation rate. Nanofluid comes in
existence when we add a small quantity of nano-sized 10�9 � 10�7 particles to the
base fluids. Low heat transportation fluids like fluorocarbons, glycol, deionized
water, etc. have badly thermal conductivity and therefore deliberated necessary for
heat transfer coefficient surrounded by heat transfer medium and surface. The
nanoparticles are typically made up of metals (Al,Cu), nitrides (AlN, SiN), car-
bides (Sic), oxides (Al2O3), or nonmetals (carbon nanotubes, Graphite, etc.) and
the base fluid (conductive fluid) is usually water or ethylene glycol. Also, it has been
experimentally proved that rate of heat conduction of nanofluids is more than rate
of heat conduction of the base fluids. The concept of nanofluid was initially pro-
posed by Choi and Eastman [9] to indicate engineered colloids composed of
nanoparticles dispersed in a base fluid. An MIT based comprehensive survey has
been done by Buongiorno [10] for convective transportation in nanofluids by con-
sidering seven slip conditions that may produce a relative velocity within the base
fluid and nanoparticles. Only two (Brownian motion and thermophoresis) out of
these seven slip mechanisms were found to be important mechanisms. By adopting
Buogiorno’s model, Kuznetsov and Nield [11] explored the nanofluid boundary
layer uniform convecting fluid flow.

In recent years, MHD fluid flow has gained researchers attention due to its con-
trollable heat transfer rate. Magnetohydrodynamics (MHD) effect also play and
influential role in controlling the rate of cooling as well as segregation of molten
metal’s from various non-metallic impurities. Magnetohydrodynamic (MHD) fluid
flow has enormous utilization in manufacturing processes, even in the industrial areas
as well. The terminology “Magnetohydrodynamic” is combination of three elemen-
tary terms magneto that stands for magnetic field, hydro that stands for fluid/liquid
and dynamics that stands for evolution of particles. The existence of external mag-
netic field gives rise to Lorentz drag force which acts on the fluid, so potentially
altering the characteristics of fluid flow especially velocity, temperature and concen-
tration. Grouping of electromagnetism Maxwell’s equation and fluid mechanics
Navier’s stokes equations therefore provides Magnetohydrodynamic (MHD) relation
[12, 13]. Hayat et al. [14] studied the MHD fluid flow transportation over stretching
surfaces. Later, the influence of viscous and Ohmic dissipation (i.e. joule heating) in
nanofluid has been presented by Hussain et al. [15]. Vajravelu and Canon [16] studied
the flow behavior of fluid towards a non-linear stretching sheet. Further, Matin et al.
[17] analyzed the entropy effect in MHD nanofluid flow over stretching surface.
Shawky et al. [18] studied the Williamson nanofluid flow in porous medium and he
acknowledged that enhancement in non-Newtonian parameter escalates skin friction
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coefficient along with the rate of heat transfer. Basir et al. [19] examined the conse-
quences of Peclet and Schmidt number in existence of partial slip towards a stretching
surface. After that, rate of heat transfer along with partial slip condition was general-
ized by Pandey and Kumar [20]. Recently, Vinita and Poply [21] discussed MHD slip
fluid flow of nanofluid in the existence of free stream velocity or outer velocity
towards a stretching surface. Vinita et al. [22] studied MHD fluid flow with variable
slip conditions over non-linear stretching surface. Furthermore, non-linearity effect
towards the stretching surface under different physical circumstances has been
examined by researchers in [6, 23–25].

The outcomes of current study reveal that the results obtained is very significant
in the formation of quality object in various manufacturing processes like polymer
engineering, paper technology, wire and plastic industries. This study holds impor-
tant industrial application, particularly in the field of extrusion where the fluid dis-
persed with particles is used to augment the strength and durability of the material.

2. Materials and methods

In present analysis, 2-D incompressible fluid flow in MHD nanofluid over linear
stretching sheet has been considered. Linear behavior generates flow and sheet is
stretched in both direction of x axis with stretching velocity uw ¼ ax, where a and x
denotes a constant and stretching surface coordinate respectively. Tw ¼ T∞ þ T0xm

at y ¼ 0, where T0 refers to the positive constant, T∞ refers to the ambient temper-
ature attained and m refers to the physical parameter known as surface temperature
parameter. Also, by introducing m ¼ 0, we have a special case of constant surface
temperature (CST). Figure 1 represents the physical model of the current study.
The continuity, momentum, energy and concentration equations of the
incompressible nanofluid boundary layer flow are as follows [10]

∂u
∂x

þ ∂u
∂y

¼ 0 (1)

u
∂u
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Figure 1.
Physical model and coordinate system.
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2. Materials and methods

In present analysis, 2-D incompressible fluid flow in MHD nanofluid over linear
stretching sheet has been considered. Linear behavior generates flow and sheet is
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at y ¼ 0, where T0 refers to the positive constant, T∞ refers to the ambient temper-
ature attained and m refers to the physical parameter known as surface temperature
parameter. Also, by introducing m ¼ 0, we have a special case of constant surface
temperature (CST). Figure 1 represents the physical model of the current study.
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Boundary conditions are given as:

u ¼ uw, v ¼ 0,T ¼ Tw,C ¼ Cw at y ¼ 0 (5)

u ! 0,T ! T∞,C ! C∞ as y ! ∞ (6)

Here horizontal and vertical velocities are represented by u and v, respectively.

Also ν denotes kinematic viscosity, ρ is the density of fluid, τ ¼ ρcð Þp
ρcð Þ f

defines a

proportion of heat capacities, DT reflects thermophoretic diffusion coefficient, B is
the magnetic field intensity, DB denotes Brownian diffusion coefficient, σ repre-
sents electrical conductivity

The fundamental Eqs. (1)-(4) with boundary conditions (5) and (6) are
transformed using similarity variables

u ¼ ax f 0δ ξð Þ, v ¼ � ffiffiffiffiffi
aν

p
f δ ξð Þ

ϕδ ξð Þ ¼ C� C∞

Cw � C∞
, θδ ξð Þ ¼ T � T∞

Tw � T∞
, ξ ¼ y

ffiffiffi
a
ν

r (7)

Inserting Eq. (7) into Eqs. (2)–(4), the governing Eqs. (1)–(4) takes the form

f 000δ þ f δ f
00
δ �Mf 0δ � f 0δ

2 ¼ 0 (8)

1
Pr

θ00δ þ f δθ
0
δ � f 0δθδ þNbθ0δϕ

0
δ þNtθ0

2

δ þ Ec f 00δ
2 þMSc f 0δ

2 ¼ 0 (9)

ϕ00
δ þ

1
2
Sc f δϕ

0
δ þ

Nt
Nb

θ00δ ¼ 0 (10)

The relevant boundary conditions are reduced to

f δ ξð Þ ¼ 0, f 0δ ξð Þ ¼ 1, θδ ξð Þ ¼ 1 and ϕδ ξð Þ ¼ 1 at ξ ¼ 0 (11)

f 0δ ξð Þ ! 0,ϕδ ξð Þ ! 0 and θδ ξð Þ ! 0 as ξ ! ∞ (12)

where prime denotes derivative with respect to ξ and the key crucial parameters
are defined by:

M ¼ σB2

a
,Nt ¼

ρcð ÞpDT Tw � T∞ð Þ
ρcð Þ f νT∞

, Sc ¼ ν

DB
,Pr ¼ ν

α
,

Ec ¼ u2w
Cp Tw � T∞ð Þ and Nb ¼

ρcð ÞpDB Cw � C∞ð Þ
ρcð Þ f ν

(13)

Here M is the magnetic parameter, Nt is the thermophoresis parameter, Sc is the
Schmidt number, Pr is Prandtl number, Ec is the Eckert number and Nb is the
Brownian motion parameter. Also, the physical quantities of interest skin friction
coefficient, local Nusselt number and local Sherwood number are respectively
defined as:
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Cf x ¼
τw
ρu2w

,Nux ¼ xqw
k Tw � T∞ð Þ and Shx ¼ xqm

DB Cw � C∞ð Þ (14)

where τw, qw and qm are wall shear stress, local heat flux and local mass flux at
the stretching surface serially given as:

τw ¼ μax
1
2

ffiffiffi
a
ν

r
f 00δ 0ð Þ, qw ¼ �k Tw � T∞ð Þ

ffiffiffi
a
ν

r
θ0δ 0ð Þ and qm ¼ �DB Cw � C∞ð Þ

ffiffiffi
a
ν

r
ϕ0
δ 0ð Þ

(15)

3. Results and discussion

Present study finds numerical solution of differential Eqs. (8)–(10) subjected to
the boundary conditions (11) and (12) that are computed using RKF method by
applying shooting technique. The main reason behind to solve the present problem
are to determine the impact of prominent fluid parameters namely Eckert
number Ec, thermophoresis Nt, Brownian motion parameter Nb, Schmidt
number Sc and magnetic parameter M on f 0δ 0ð Þ, θδ 0ð Þ and ϕδ 0ð Þ. Table 1
demonstrate the impact of fluid parameters Nb,N t,Ec, Sc and M on skin friction
coefficient f 00δ 0ð Þ, local Nusselt number�θ0δ 0ð Þ and local Sherwood number�ϕ0

δ 0ð Þ
by taking fixed entries of fluid parameters Prandtl number, Pr as 5.0 and surface
temperature parameter m as 1.0.

Figure 2 manifests variation in fluid velocity against magnetic parameter
M 0:8, 1:0, 1:2ð Þ. This figure shows that existence of magnetic parameter M resists
the fluid particle to move freely and main reason behind the resistance is that
magnetic parameter M produces Lorentz force and this magnetism behavior can be
adopted for controlling the fluid movement. Thus, enhancement in the value of
magnetic parameter M causes the declination of velocity distribution

Nb Nt Ec Sc M f 00δ 0ð Þ �θ0δ 0ð Þ �ϕ0
δ 0ð Þ

0.1 0.2 0.4 1.5 1.0 �0.62674
�0.69140
�0.74178

0.72369
0.78127
0.82246

�0.41288
�0.55822
�0.66610

0.05
0.10
0.15

0.2 0.4 1.5 1.0 �0.69140
�0.69140
�0.69140

0.82355
0.78127
0.74045

�1.77998
�0.55822
�0.15292

0.1 0.2
0.3
0.4

0.4 1.5 1.0 �0.69140
�0.69140
�0.69140

0.78127
0.73298
0.68790

�0.55822
�0.95811
�1.28267

0.1 0.2 0.0
0.1
0.2

1.5 1.0 �0.69140
�0.69140
�0.69140

2.18627
1.83840
1.48829

�3.19235
�2.54049
�1.88419

0.1 0.2 0.4 1.1
1.4
1.7

1.0 �0.69140
�0.69140
�0.69140

0.81074
0.78800
0.76889

�0.78101
�0.60993
�0.46155

0.1 0.2 0.4 1.5 0.8
1.0
1.2

�0.65763
�0.69140
�0.72329

0.95086
0.78127
0.61783

�0.85564
�0.55882
�0.27004

Table 1.
Values of skin friction coefficient f 00δ 0ð Þ, local Nusselt number �θ0δ 0ð Þ and local Sherwood number �ϕ0

δ 0ð Þ for
crucial fluid parameters Nb,Nt,Ec, Sc and M with fixed entries of Pr ¼ 5:0 and m ¼ 1:0.
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Figure 3 examines temperature distribution variation against the fluid parame-
ter Brownian motion parameter Nb 0:05, 0:10, 0:15ð Þ. The striking of atoms or
molecules of the fluid particles with each other will create an arbitrary motion called
Brownian motion of suspended (pendulous) particles and that will enhances width
of boundary layer. Hence, fluid temperature increases for higher Brownian motion
parameter Nb and in consequence local Nusselt number decreases.

Figure 4 deliberates the impact of fluid temperature under the consequence of
thermophoresis parameter Nt 0:2, 0:3, 0:4ð Þ. Temperature gradient falls down for
higher values of thermophoresis parameter Nt that result in reduction of

Figure 2.
Impact of magnetic parameter M on velocity profile f 0δ ξð Þ:

Figure 3.
Impact of Brownian motion parameter Nb on temperature profile θδ ξð Þ.
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conduction of nanoparticles. Thus, width of boundary layer enhances due to
reallocation of ultrafine particles from hotter to colder part and hence, temperature
enhances for higher thermophoresis parameter Nt that can be seen in Figure 4.

Figure 5 demonstrate fluid temperature variation against Eckert number
Ec 0:0, 0:1, 0:2ð Þ: A dimensionless quantity Ec is the fraction of advective transpor-
tation and heat dissipation potential. As Eckert number Ec enhances, thermal
buoyancy effect raises that results in increasing temperature and that is the main
reason behind the conversion of kinetic energy into thermal energy. Hence, fluid
temperature enhances because of this conversion effect. Consequently, declination
in Nusselt number Nux is noticed that can be seen via Table 1.

Figure 4.
Impact of thermophoresis parameter Nt on temperature profile θδ ξð Þ.

Figure 5.
Impact of Eckert number Ec on temperature profile θδ ξð Þ.
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Figure 6 reflects variation of temperature distribution against magnetic param-
eter M. With an increases in magnetic parameter M, velocity profile decreases
because of generation of Lorentz force that consequently intensify the boundary
thickness and rate of heat transportation and hence fluid temperature enhances as
shown via Figure 6.

Figure 7 manifests the impact of Brownian motion parameter
Nb 0:05, 0:10, 0:15ð Þ on nanoparticle concentration ϕδ ξð Þ: With an increase in the
value of Brownian motion parameter Nb, fluid particles collides with each other
with higher speed which results in increase in the nanoparticle concentration and
consequently, local Sherwood number reduces as depicted in the Table 1.

Figure 6.
Impact of magnetic parameter M on temperature profile θδ ξð Þ.

Figure 7.
Impact of Brownian motion parameter Nb on Concentration profile ϕδ ξð Þ.
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Figure 8 portraits variation for nanoparticle volume fraction ϕδ ξð Þ against
thermophoresis parameter Nt 0:2, 0:3, 0:4ð Þ. This graph shows that with an increase
in thermophoresis parameter, nanoparticle concentration increases. Basically, in
case of thermophoresis force applied by a particle on the other particle will gener-
ates the movement of particles from hotter to colder part and hence fluid moves
from hotter to colder region and hence intensification in the nanoparticle volume
fraction is observed via Figure 8.

Figure 9 portraits the impact of Schmidt number Sc 1:1, 1:4, 1:7ð Þ on profile of
nanoparticle concentration. Intensification in the value of physical parameter Sc,

Figure 8.
Impact of thermophoresis parameter Nt on Concentration profile ϕδ ξð Þ.

Figure 9.
Impact of Schmidt number Sc on Concentration profile ϕδ ξð Þ.
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Figure 6 reflects variation of temperature distribution against magnetic param-
eter M. With an increases in magnetic parameter M, velocity profile decreases
because of generation of Lorentz force that consequently intensify the boundary
thickness and rate of heat transportation and hence fluid temperature enhances as
shown via Figure 6.

Figure 7 manifests the impact of Brownian motion parameter
Nb 0:05, 0:10, 0:15ð Þ on nanoparticle concentration ϕδ ξð Þ: With an increase in the
value of Brownian motion parameter Nb, fluid particles collides with each other
with higher speed which results in increase in the nanoparticle concentration and
consequently, local Sherwood number reduces as depicted in the Table 1.

Figure 6.
Impact of magnetic parameter M on temperature profile θδ ξð Þ.

Figure 7.
Impact of Brownian motion parameter Nb on Concentration profile ϕδ ξð Þ.
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declination in mass diffusivity is observed. Due to this effect nanoparticle
concentration decreases.

Figure 10 reflects the variation for nanoparticle concentration ϕδ ξð Þ against the
magnetic parameter M 0:8, 1:0, 1:2ð Þ. With increase in magnetic parameter M, rate
of mass transportation decreases that consequently increase nanoparticle concen-
tration and hence reduction in the value of local Sherwood number is notice as seen
in Table 1.

4. Conclusions

Present study reflects the heat, mass and flow transportation of Magnetohydro-
dynamic (MHD) nanofluid towards a sheet which is stretched linearly. Key findings
of current analysis are summarized as:

1.Skin friction coefficient elevates with increment in magnetic parameter M due
to produced Lorentz force that ultimately improves local Sherwood number
along with Nusselt number for higher magnetic parameter M.

2.Fluid temperature enhances for greater values of physical parameters Eckert
number Ec, Brownian motion parameter Nb and thermophoresis parameter Nt.

3.An enhancement in the profile of nanoparticle concentration is noticed for
greater values of thermophoresis parameter Nt,. Whereas, it declines for
Brownian motion parameter Nb and Schmidt number Sc.

Nomenclature

x, y Cartesian coordinates
B Magnetic field intensity
a Positive constant

Figure 10.
Impact of magnetic parameter M on Concentration profile ϕδ ξð Þ.
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m Surface temperature parameter
Sc Schmidt number
C Concentration
Cw Nanoparticle volume fraction
qm Mass flux
Pr Prandtl number
Nux Nusselt number
Nt Thermophoresis parameter
T∞ Ambient temperature attained
Shx Sheerwood number
v Vertical velocity
DB Brownian diffusion coefficient
Nb Brownian motion parameter
T Temperature
uw Stretching velocity
DT Thermophoresis diffusion coefficient
Tw Temperature at the sheet
qw Hass flux
C∞ Ambient nanoparticle volume fraction
u Horizontal velocity
M Magnetic parameter

Greek symbols

ν Kinematic viscosity
β Casson fluid parameter
σ Electrical conductivity
ξ Similarity variable
αm Thermal diffusivity
τ Ratio of heat capacities
θδ Non-dimensional temperature
ϕδ Non-dimensional nanoparticle concentration
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Chapter 12

Plate Heat Exchangers: Artificial 
Neural Networks for Their Design
Bayram Kılıç

Abstract

Heat exchangers are installation components in which two fluids with  different 
temperatures are separated from each other with the help of plates and these 
plates make heat transfer between two fluids. The biggest advantage of plate heat 
exchangers over other type of heat exchangers is their heat transfer efficiency. The 
thinness of the plates separating the two fluids compared to other material alterna-
tives increases the amount of heat transfer and thus reduces the heat losses that 
may occur during heat transfer. Plate heat exchangers are not only efficient but also 
prevent the formation of residue and dirt that can accumulate over time in the used 
applications. It also protects the system against excessive pressure that may occur 
in the installation. In this study, some information about plate heat exchangers is 
given such as classification, plate geometry, pressure losses, and thermal calcula-
tions. Also, the data obtained from the experimental work were used to obtain some 
relativity in order to use it in plate heat exchangers and artificial neural networks 
(ANN) method was used for this purpose. Artificial neural network method is used 
in many engineering applications. The most important advantages of this method 
are rapid formation, simple formation and high learning capacity.

Keywords: plate heat exchanger, heat transfer, artificial neural networks, 
thermodynamic

1. Introduction

One of the most common and used processes in engineering practice is the heat 
exchange between two or more fluids at different temperatures. The devices in which 
these changes are made are generally called heat exchangers (HEX) and in practice 
they are used in power plants, chemical industries, heating, air conditioning, cooling, 
vehicles, electronic devices, use of alternative energy sources, can be found in many 
places. As can be seen from the above written, HEXs that is used in various applica-
tions in practice, can be used in different structures, capacities, sizes and types 
according to the intended use. HEXs are the most important heat transfer equipments 
of the industry and they can be seen in different kinds and capacities at almost every 
stage of chemistry, power plants, cooling, heating and air conditioning processes 
under different names such as evaporator, condenser, heater and cooler. From the 
point of view of machine and chemical engineering education, the HEXs are a very 
good application for this branch of science which contains all of the basic subjects of 
these engineering branches: materials, strength, thermodynamics and heat transfer 
science. As it can be understood, HEXs are always used in daily life. Thus, the design 
ought to be followed up to the best detail, and the nearest investigation results ought 
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to be gotten by utilizing related projects, and studies ought to be directed to improve 
the designs. Decreasing the amount of heat transferred in the HEX causes the perfor-
mance of the HEX to reduce. This implies loss of performance in the energy system 
utilizing HEXs. The improvement of heat transfer permits the system dimensions to 
be kept at the proper values, thus reducing system cost and operating costs.

In the case of plate heat exchangers (PHEX), the surfaces with the basic heat 
transfer are made of thin metal plates. These metal surfaces might be level or wavy. 
They can be examined in three groups: sealed plate, spiral plate and lamellar. 
Heating, cooling and ventilation applications achieve the high efficiency, affordabil-
ity and compact design they require thanks to PHEXs. By replacing tubular HEXs 
with daytime HEXs with PHEXs, PHEXs have gained a rapidly increasing market 
share in the entire industry. The wide selection range of plates in various sizes and 
materials provides superior flexibility to PHEXs. This flexibility is a great advantage 
for many thermal process HEXs [1].

Some correlations can be obtained using the data obtained from experimental 
studies and then these correlations can be used in energy applications. Artificial 
neural networks (ANN) method is mostly used for this purpose in energy applica-
tions. Artificial neural networks estimate the output value corresponding to this 
data using, data that makes up the network. It is known that artificial intelligence 
methodologies are used in the analysis of PHEXs as in energy systems. However, an 
analysis using ANN methodology for heat transfer rate and effectiveness in PHEXs 
for different surface angles has been performed in a small number. This study 
focuses on the usability of ANN methodology for performance analysis of PHEXs.

2. Plate heat exchangers

In PHEXs, the surfaces with the basic heat transfer are made of thin metal 
plates. These metal surfaces might be level or wavy. They generally have a higher 
total heat transfer coefficient than shell-tube type HEXs. Figure 1 shows the 
structure of a PHEX.

Plate heat exchangers; They can be examined in three groups as sealed plated, 
spiral plated and lamellar [1]:

a. Heat exchangers with sealed plates; Heat exchangers with sealed plates are made 
by packing the thin metal plates into a frame and packing them. On each side 
of each metal plate there are holes for fluid to pass through. When the plates 
are assembled and packed, using appropriate seals prevents the fluids from 

Figure 1. 
The structure of the plate heat exchanger [2].
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intermixing and leaking out. The hot and cold fluids flow through the spaces 
between the plates without mixing. The plates are made wavy to provide rigidity, 
to stabilize the distance between the plates and to improve heat transfer.

b. Spiral PHEXs; Plate type heat exchangers in which heat transfer surfaces are 
formed from plates and not formed by cylindrical pipes. Spiral plate heat 
exchangers are obtained by spirally wrapping two elongated thin metal plates 
150–1800 mm wide each for a fluid, forming two spiral parallel edges. A 
uniform clearance can be maintained between the two plates. Both sides of the 
plates are covered with sealed covers. Various flow configurations are possible 
and different types of spiral heat exchangers can be manufactured depending 
on the flow configurations.

c. Lamellar heat exchangers; It is obtained by placing a bundle made of pipes 
(lamella) placed in a body. The lamella is usually held together by a point or an 
electric sewing source. One of the fluids flows through the lamellar tubes and flows 
through the other fluid lamellae. There are no surprise plates in the body. The flow 
is single-pass and the same direction or opposite flow arrangement can be used.

2.1 Design of plate heat exchangers

The heat exchangers are mainly regarded as pressure vessels. For this reason, the 
choice of design pressure, design temperature and appropriate material is crucial in 
the design of PHEXs. Once these criteria are established, the necessary calculations 
are made for the design. In the design of a PHEX, the surface A for heat transfer, the 
logarithmic mean temperature difference (ΔTm) and the total heat transfer coefficient 
(K), pressure drop, physical size and economics are significant factors.

2.2 The importance of material used in plate heat exchangers

One of the factors that enable PHEXs to work without problems for long years 
in the desired thermal conditions is that the heat exchanger material is of a certain 
quality. In order for materials to be subjected to ISO 9001 quality testing, it is 
necessary to mark each item for retrospective analysis.

2.3 Plate material

It is very important to choose the plate material according to the flow rate used 
and the maximum desired working strength. Generally, the plate materials given in 
Table 1 are used and the most commonly used material type is 1.440 / AISI 316 [2, 3].
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Figure 1. 
The structure of the plate heat exchanger [2].
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intermixing and leaking out. The hot and cold fluids flow through the spaces 
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and the maximum desired working strength. Generally, the plate materials given in 
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PHEXs are produced from different materials in today. These alternative materials 
are aluminum, carbon steel, stainless steel, nickel alloys, zirconium and titanium. For 
many chemical processes, Zirconium is a cost-effective material of construction in 
shielding process equipment systems from destructive corrosive leaks. With incredi-
bly high resistance to corrosion, Zirconium HEXs can withstand some of the harshest 
situations. This translates to decreased maintenance expense, with downtime kept 
to a minimum. Copper has many preferred specifications for thermally efficient and 
durable HEXs. Above all else, copper is an perfect conductor of heat. This means 
that copper’s high thermal conductivity allows heat to pass through it speedly. Other 
required specifications of copper in HEXs include its corrosion resistance, biofouling 
resistance, maximum allowable stress and internal pressure, creep rupture strength, 
fatigue strength, hardness, thermal expansion, specific heat, antimicrobial specifica-
tions, yield strength, high melting point, ease of fabrication, and ease of joining.

In chemical processes, the use of titanium HEXs has been found to be a cost-
effective method of resisting leaks from corrosion on a process line. Titanium 
HEXs has superior corrosion resistance, high heat transfer efficiency, non-breaking 
property and provide an extended service life compared to other materials.

2.4 Gasket material

In plate heat exchangers it is the limit factor contour. Therefore, it is very 
important to choose the ‘right’ gasket material. Various sealing types according to 
application are listed below. One of the most important points that should not be 
forgotten is that the exchanger gaskets are produced in three qualities, normal, sul-
fur and peroxide. These three quality seal materials are peroxidized when compared 
with each other, and the material always ensures the best performance in terms of 
operating conditions [4, 5].

2.5 Plate geometries used in plate heat exchangers

Almost all plates used today are of the fishermen type. Traditionally, fish hatch 
plates are now made with two arrows, one is the “high-theta” with high resistance to 
flow and the other is the “low-theta” with low resistance against flow.

These two types of plates can be combined in three different ways, each with dif-
ferent characteristics in terms of heat transfer and pressure drop.

The symmetrical plates and the primary and secondary sides are geometrically 
identical and the plate deck can best be used on only one side. A later innovation is 
the asymmetrical plaque, these two teams have arrows, one high-theta and the other 
low-theta. Plates having different plate geometries are given in Figures 2–6

These two plates can be combined in the form of six different flow channels, 
each with different heat transfer characteristics. Gasket materials commonly used 
in plate heat exchangers are given Table 2.

The asymmetric plates also provide asymmetrical plate deck formation, where 
the geometry of the primary side is different from the geometry of the second-
ary side. These two aspects can be used separately in the best way, thus reducing 
the required heat transfer surface and providing better utilization of the existing 
pressure reduction.

Plates are manufactured in different thicknesses up to 8 mm by 0.4 mm in 
accordance with the designed pressure rating and maintenance stability. Thin plates 
are not used in cleaning applications and other applications where the unit needs to 
be opened. The most commonly used materials in geothermal applications are AISI 
316, 254 SMO and commercial pure (grade 1) titanium. Other high alloy materials 
are also used where geothermal fluids are very corrosive.
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Figure 2. 
Two arrowhead chevron plates.

Figure 3. 
Three different channels by combining two symmetrical plates.

Figure 5. 
Six different flow channels combined from two different platters.

Figure 4. 
Asymmetrical high and low-theta plates.
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3. Thermodynamic analysis of plate heat exchangers

If the heat transfer in a HEX is assumed to be only between the fluids in it and 
the absence of a heat loss in the center, it can be written in the PHEX with the 
 following relation [6–9]:

Q  = Heat in the HEX (W).
= Heat given by the hot fluid (W).
= Heat received by the cold fluid (W).

K = Total heat transfer coefficient (W/m2 oK)

 = ∆

mQ K A T  (1)

The temperatures given and received during the cooling and heating of hot and 
cold fluids can be found by the mass fluxes of fluids and the enthalpy of entrances 
and exits and can be written as [10]:

 ( )i oQ m h h

= −  (2)

If the temperatures of the fluids change when the heat is taken and given, the 
amount of heat that passes is [10]:

 ( ) ( )h ph hi ho c pc co ciQ m c T T m c T T

 = − = −  (3)

After a certain period of operation, particles, metal salts or various chemical 
elements may accumulate in the fluids on the heat exchanger surfaces. Occasionally, 
due to corrosive effects, an oxidation layer may form on these surfaces. All these 

Figure 6. 
Asymmetric best use at PHE.

Nitrile (Nbr)

Hnbr

Etilen Propilen (Epdm)

Florokarbon (Fpm)

Viton Gf

PTFE Encapsulated NBR

Table 2. 
Gasket materials commonly used in plate heat exchangers.
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layers are brought to an additional thermal resistance during heat transfer. This 
contamination resistance (or factor), as indicated by the Rf symbol, can be found 
as follows, in the sense that the thermal resistances of the heat transfer surfaces are 
dirty and clean [1]:

 1 1
f

dirty clean

R
K K

= −  (4)

Due to the roughness of the metal surfaces, there is a contact resistance between 
these two surfaces due to the poor contact between the two metals. The contact 
resistance on two surfaces causes a decrease in temperature on these surfaces. In 
order to take these situations into consideration, a resistance definition can be made 
as follows [1]:

 ( )A B
t

T T
R

Q
A


−
=  (5)

Consequently, the total heat transfer coefficient at the surface of the HEX can be 
found by the following Eq. [1]:

 31 2
1 ,1 2 ,2 3 2

1 1 2 3 2

1 1 1
f t t fR R R R

K
δδ δ

α λ λ λ α− −= + + + + + + + +  (6)

In the construction of the heat calculations of the heat exchangers, the expres-
sion of the mean logarithmic temperature difference (ΔTm) is required if Eq. (1) is 
used. The mean logarithmic temperature difference value is determined by the flow 
rate in the heat exchanger. Figure 7 and Figure 8 show temperature distributions 
along the length of the HEX when the flow is parallel and opposite.

The mean logarithmic temperature difference (ΔTm) can be expressed as:

 1 2

1

2

ln
m

T TT T
T

∆ −∆
∆ =

∆
∆

 (7)

Figure 7. 
Temperature distribution in a parallel flow HEX [1].
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Figure 7. 
Temperature distribution in a parallel flow HEX [1].
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If the last equation is moved to Eq. (1):

 ( )1 2

1

2

ln

−
=
KA T T

Q T
T

∆ ∆
∆
∆

 (8)

expression is obtained.
The efficiency of HEXs can be calculated with the help of the following 

Equation [11]:

 
max

=




Q
Q

ε  (9)

h h phC m c=  and c c pcC m c=  are the thermal capacity values of hot and cold 
fluids, the actual heat transfer in the HEX can be written as [12, 13]:

 ( ) ( )h hi ho c co ciQ C T T C T T = − = −  (10)

If the Qmax value is defined as the maximum possible heat transition, it can be 
written as follows, provided that it is smaller than the Ch or Cc thermal capacity 
outputs [14, 15]:

 ( )hi ciQ C T Tmax min
 = −  (11)

3.1  Determination of heat transfer rate and effectiveness in plate heat 
exchangers using alternative an approach

Artificial Neural Network (ANN) was designed for the generalizations of 
biological nervous systems’ mathematical models. When the simplified neurons 
were introduced, the first steps were taken towards the neural networks, which are 
also known as connectionist models or parallel distributed processing. The artificial 
neurons are the main component of the process, and they are also known as simply 
neurons and nodes. In order to represent the effects of synapses in a simplified 
mathematical neuron model, the connection weights modulating the effects of 
associated input signals are utilized, while the nonlinear characteristics of neurons 
are represented by using the transfer function. Then, the impulse of neuron is 

Figure 8. 
Temperature distribution in the reverse flow HEX [1].
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calculated as the weighted sum of the input signals and transformed by the transfer 
function. The artificial neurons are provided with the capability of learning by 
adjusting the weights in accordance with the preferred learning algorithm.

The data obtained from the experimental work [16] were used to obtain some rel-
ativity in order to use it in PHEXs and ANN method was used for this purpose. ANN 
method is used in many engineering applications. The most important advantages 
of this method are rapid formation, simple formation and high learning capacity. 
Two methods are used in thermal calculations in PHEXs. These methods are mean 
logarithmic temperature difference and effectiveness-NTU methods. In this study, 
the data obtained from the experiments [16] (hot water inlet–outlet temperature, 
cold water inlet–outlet temperature, flow rate and plate surface angle) are quite suit-
able for using the mean logarithmic temperature difference method. These experi-
mental data are the input variables of the network created for the ANN method. The 
effectiveness and the heat transfer rate of the PHEX are output variables. All data 
and calculated results obtained from experimental data can be modeled with ANN 
method and can be used to obtain results depending on different variables.

MATLAB Toolbox was used for ANN methodology. In the training of the data, 
the number of neurons in the hidden layer was changed between 3 and 12. 80% of 
the 227 data obtained from the experiments were randomly selected for training 
and 20% for testing. The generated network has 4 input variables as hot water inlet 
temperature (Thi), cold water inlet temperature (Tci), fluid flow (m) and plate sur-
face angle (β). Effectiveness (ε) is output variable. The generated artificial neural 
network is shown schematically in Figure 9. In the created network, LOGSIG is 
selected as the transfer function, Forward Back Prop for the network type, and 
TRAINLM and TRAINSCG as the training function. The number of epochs used 
was 1000 values. Each network is run 10 times in order to get the best value.

To obtain the best result from ANN method, different algorithms and hid-
den neurons are used in different numbers. The values of root mean square error 
(RMSE), the coefficient of determination (R2) and coefficient of variation (cov) 
obtained for heat transfer rate and effectiveness value are given in Tables 3 and 4. 
The performance evaluation criteria obtained from the ANN model are given 
in Table 5. The best R2 value for heat transfer rate was obtained as 0.999636 for 
the TRAINLM-5 training function. For the best effectiveness value, R2 value was 
0.999565 for the TRAINLM-12 training function.

In determining the heat transfer rate and effectiveness of the PHEX, the equa-
tions obtained from the ANN method were used. In the above equations, Ei is the 
neuron summation function and Fi is the neuron activation function. In represents 
the input variables and bn represents the bias value. The coefficients used in the 
formulas represent the weight values of each neuron’s summation function of 
the hidden layer of the training network. In the above equations, hot water inlet 
temperature (Thi), cold water inlet temperature (Tc), fluid flow (m) and plate 
surface angle (β) are used in ANN as 4 input variables. The weight coefficients and 
bias values used for the determination of the heat transfer rate and effectiveness are 
given in Tables 6 and 7 respectively.

Figure 9. 
Schematic representation of artificial neural network [17].
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Heat transfer rate in the plate heat exchanger can be calculated by the follow-
ing equations depending on the hot water inlet temperature (Thi), cold water inlet 
temperature (Tc), fluid flow (m) and plate surface angle (β) [17].

 
6 1 2 3

4 5

E 112.6039F 83.284F 89.934F
70.4233F 229.4711F 107.9219

= − + −
− + −  (12)
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 (13)

Similarly, the effectiveness in the PHEX can be calculated from the following 
equations depending on the hot water inlet temperature (Thi), cold water inlet 
temperature (Tc), fluid flow (m) and plate surface angle (β) [17].
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Algorithm-Neuron RMSE cov R2

Lm-3 53.5148 0.02003 0.999618

Lm-4 52.7873 0.01975 0.999628

Lm-5 52.2255 0.01954 0.999636

Lm-6 58.6761 0.02196 0.999540

Lm-7 54.9293 0.02056 0.999597

Lm-8 63.3763 0.02372 0.999464

Lm-9 57.5448 0.02153 0.999558

Lm-10 60.1653 0.02251 0.999517

Lm-11 58.8812 0.02203 0.999537

Lm-12 129.645 0.04852 0.997758

SCG-3 95.9341 0.03590 0.998772

SCG-4 76.4545 0.02861 0.999220

SCG-5 75.8600 0.02839 0.999232

SCG-6 61.0010 0.02283 0.999503

SCG-7 71.3101 0.02669 0.999321

SCG-8 61.6170 0.02306 0.999493

SCG-9 63.3772 0.02372 0.999464

SCG-10 54.6721 0.02046 0.999601

SCG-11 62.3508 0.02333 0.999481

SCG-12 59.8349 0.02239 0.999522

The bold values are the best values of root mean square error (RMSE), the coefficient of determination (R2) and 
coefficient of variation (cov) obtained from the ANN model for to estimate of heat transfer rate and effectiveness.

Table 3. 
The statistical values of the network for predicting the heat transfer rate.
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Thermodynamic Values Method Comparison Parameters

R2 RMSE cov

Heat transfer rate ANN 0.999636 52.2255 0.01954

Effectiveness ANN 0.999565 0.0093323 0.020706

Table 5. 
Performance evaluation criteria obtained from the ANN model.

Algorithm-Neuron RMSE cov R2

Lm-3 0.0102575 0.022758 0.999475

Lm-4 0.0096802 0.021477 0.999532

Lm-5 0.0134191 0.029773 0.999101

Lm-6 0.0097002 0.021522 0.999530

Lm-7 0.0099292 0.022030 0.999508

Lm-8 0.0097623 0.021660 0.999524

Lm-9 0.0100210 0.022234 0.999498

Lm-10 0.0096225 0.021350 0.999538

Lm-11 0.0109986 0.024403 0.999396

Lm-12 0.0093323 0.020706 0.999565

SCG-3 0.0124508 0.027625 0.999226

SCG-4 0.0109349 0.024261 0.999403

SCG-5 0.0129422 0.028715 0.999164

SCG-6 0.0114423 0.025387 0.999346

SCG-7 0.0121871 0.027040 0.999258

SCG-8 0.0118729 0.026343 0.999296

SCG-9 0.0112524 0.024966 0.999368

SCG-10 0.0101688 0.022562 0.999484

SCG-11 0.0109066 0.024199 0.999406

SCG-12 0.0113416 0.025164 0.999358

The bold values are the best values of root mean square error (RMSE), the coefficient of determination (R2) and 
coefficient of variation (cov) obtained from the ANN model for to estimate of heat transfer rate and effectiveness.

Table 4. 
The statistical values of the network for predicting the effectiveness.

Neuron position
( )niw

( )hiI T1 ( )ciI T2 ( )I m3  ( )4I β nb

1 1.8443 10,5531 2.1624 −1.2641 18.7258

2 56.9616 −52.142 27.1211 −0.0728 −20.0211

3 −0.38653 0.42041 −2.0398 −5.9629 4.8897

4 −2.6099 2.2846 3.6669 8.8609 −7.3451

5 −40.8109 37.1115 −105.8138 33.7376 27.9695

Table 6. 
The weight coefficients and bias values used for the determination of the heat transfer rate.
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Neuron 
position ( )niw

( )hiI T1 ( )ciI T2 ( )I m3  ( )4I β nb

1 11.1556 11.7598 39.362 9.2238 47.3869

2 −37.921 46.173 −7.0158 −4.478 −2.4622

3 16.3938 −38.169 −35.378 −4.640 39.5329

4 13.9183 −1.3878 −10.187 13.3089 3.5955

5 92.1152 8.6141 28.7158 −49.57 −16.817

6 31.4252 −30.344 3.3642 25.2838 −23.704

7 −14.906 11.1061 −9.057 −9.2724 10.1669

8 23.2713 −4.3873 −49.1203 20.2264 4.1424

9 68.8739 −72.556 34.7909 −44.281 13.6961

10 −0.13074 3.2502 1.8366 11.4214 −8.3915

11 −10.7511 12.7919 −3.6727 13.7598 −7.913

12 35.966 58.1377 91.3142 3.7576 −46.231

Table 7. 
Weight coefficients and bias values used to determine of the effectiveness.

Temperature
Thi(°C)

Temperature
Tci(°C)

Flow rate
m (kg/s)

Plate 
surface 

angle
β(o)

Heat transfer rate
(W)

Error
(%)

Actual 
values

ANN

32.8 25 0.167 30 2167 2191 1.09

44.6 37.1 0.167 30 2167 2144 1.08

51,1 43.6 0.167 30 2167 2166 0.07

58.1 50.1 0.167 30 2377 2354 0.97

31.8 26.6 0.239 30 2195 2204 0.40

39.3 34 0.239 30 2295 2284 0.48

44.7 39.4 0.239 30 2295 2319 1.05

37.9 34.3 0.321 30 2144 2115 1.37

45.5 41.9 0.321 30 2144 2159 0.68

34.8 28.4 0.263 60 3077 3103 0.85

53.3 46.8 0.263 60 3407 3393 0.40

19.2 15.7 0.39 60 2608 2609 0.06

26.4 21.9 0.39 60 3259 3254 0.17

37.5 33.1 0.39 60 3422 3421 0.04

45.2 40.8 0.39 60 3585 3572 0.37

32.1 29 0.517 60 3023 3055 1.06

45.7 42.5 0.517 60 3455 3419 1.04

Table 8. 
Comparison of the actual values of the heat transfer rate with the estimated values obtained in the 
ANN model.
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The actual values of the heat transfer rate and the predicted values and error 
values obtained in the ANN model are given in Table 8. Eq. (16) is used in the 
calculation of error values [18].

 100
pe

e

A A
Error x

A
−

=  (16)

Where, Ae is the data obtained from experiments and Ap is the estimates 
obtained from ANN. As seen in Table 8, the highest error value is 1.37. It has been 
determined that this value is an acceptable error value.

Similarly, the actual values of the effectiveness and the predicted values and 
error values obtained in the ANN model are given in Table 9. As seen in Table 9, 
the highest error value is 1.23. This value is also determined to be an acceptable 
error value.

3.2 Pressure drop in heat exchangers

In all HEXs there is a close physical and economic relationship between heat 
transfer and pressure drop. In a heat exchanger intended to be designed for a con-
stant heat capacity, increasing fluid velocities increases the heat transfer coefficient 
and allows smaller heat exchangers (compact). In this way, a smaller size or more 

Temperature
Thi(°C)

Temperature
Tci(°C)

Flow rate
m (kg/s)

Plate 
surface 

angle
β(o)

Effectiveness Error
(%)Actual 

values
ANN

21.2 15.4 0.167 30 0.40 0,396 0.95

44.6 37.1 0.167 30 0.41 0,409 0.22

51.1 43.6 0.167 30 0.41 0,407 0.73

31.8 26.6 0.239 30 0.42 0,423 0,71

39.3 34 0.239 30 0.43 0,435 1.23

22.4 18.9 0.321 30 0.43 0,426 0.91

29.1 25.5 0.321 30 0.42 0,423 0.69

34.8 28.4 0.263 60 0.44 0,445 1.14

41.4 34.9 0.263 60 0.45 0,453 0.62

53.3 46.8 0.263 60 0.48 0,477 0.63

26.4 21.9 0.39 60 0.44 0,439 0.20

45.2 40.8 0.39 60 0.50 0,501 0.22

21.8 19.1 0.517 60 0.44 0,443 0.77

32.1 29 0.517 60 0.45 0,452 0.40

38.8 35.7 0.517 60 0.48 0,481 0.13

45.7 42.5 0.517 60 0.50 0,505 0.90

54.3 51 0.517 60 0.52 0,521 0,21

Table 9. 
Comparison of the actual values of the effectiveness with the estimated values obtained in the ANN model.
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compact heat exchanger design can be achieved at the same capacity with a lower 
investment cost. On the other hand, increasing the velocities of the fluids causes the 
pressure drop in the heat exchanger to increase. This increases the investment cost 
of the pump due to the operating costs of the system and the growth of the pump 
or fan, as it increases the power of the pump or fan. Therefore, in the design of a 
HEX, the heat transfer and pressure drop must be considered together and the most 
appropriate solution for the system should be sought.

Since the flow model is very complex even in the simplest heat exchangers, 
approximate solutions and experimental findings are utilized in the determination 
of pressure drop as well as theoretical analyzes. The total pressure drop in a HEX is 
considered in two ways, the pressure drop in the straight pipe and the local pressure 
drop. The pressure drop in the straight pipe indicates the pressure drop from the 
rubbing in the flowing fluid in the fixed section piping or conduits. The local pres-
sure drop is the loss of flow and direction changes in the flow. Unlike fluids at the 
same temperature, the natural convection caused by the temperature distribution in 
the heat exchangers may cause an additional pressure loss (or sometimes gambling).

The total pressure loss in a heat exchanger is summed separately from the pres-
sure losses in each step of the exchanger.

3.3 Local losses

Cross-sectioning, rotation, separation, or coupling of fluid as it flows through a 
channel also causes pressure losses. These are generally called local losses. Changes 
in the velocity and direction of the fluid create Eddy movements (eddies) that cause 
energy loss. Although local losses occur at very short distances, they remain effec-
tive over a long period of time throughout the flow. These losses are generally [1];

 
2

2
∆ =y

vP ρζ  (17)

form. Where ζ is called the local loss coefficient and can be found from the 
relevant sources for various local loss factors either using formulas or diagrams.

3.4 Pressure loss caused by acceleration of the fluid and lifting force

The pressure loss during the acceleration of the fluid, in fixed cross-sections,

 2 2∆ = −iv o o i iP v vρ ρ  (18)

Where vg, vç are the fluid velocity at inlet and outlet of the flow channel; ρg, ρç, 
again indicate the density of the fluid at the inlet and outlet of the channel. The 
fluid is assumed to be incompressible, and in fluid fluids this value is the order of 
magnitude that other pressure losses can be neglected.

3.5 Pressure loss in sealed plate heat exchangers

The pressure loss in this type of heat exchanger is [19];
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Turbulent flow;

 ,, Re−= 0 2521 22gasketplateλ  (20)

Due to the protrusions on the plates, turbulence can pass through the Reynolds 
numbers, which are smaller than the values given in the flow flat exit channels. 
Therefore, in the case of sealed PHEXs, the flow at values such as Re > 100–400 is 
assumed to be turbulent.

3.6 The power required to maintain fluid motion

First, the pressure losses in the HEX and the pressure losses in the piping up to 
the heat exchanger are calculated. Later, the fan or pump power required to move 
the fluid in this system by calculating the sum of the pressure losses in the heat 
exchanger up to the HEX [20],

 
( )∑

=


tm P
N

∆

ρη  (21)

can be found in the equation.

4. Conclusions

PHEXs are the most frequently used heat transfer equipments in energy applica-
tions and can be under various names such as evaporators and condensers in almost 
every stage of chemistry, petrochemical industry, power plants, cooling, heating 
and air conditioning process in various types and capacities. From the point of 
view of machine and chemical engineering education, plate heat exchangers are 
a very good application for this branch of science which contains all of the basic 
subjects of these engineering branches: materials, strength, thermodynamics and 
heat transfer science. As can be seen, PHEXs are a commonly used construction in 
our daily lives. For this reason, its design should be done in detail, analysis results 
should be obtained with analysis programs and studies should be done to improve 
the designs. Decreased the amount of heat transferred in the PHEX causes the per-
formance of the HEX to decrease. This means loss of capacity in energy system with 
plate heat exchanger. The regulation of heat transfer permits the system dimensions 
to be kept at the proper values, thus decreasing system cost and operating costs.

In this study, some equations were obtained to use in the plate heat exchangers 
by using the data obtained from the experimental work. ANN methodology was 
used for this purpose. As a result of the equations obtained for heat transfer and 
efficiency values in ANN application, approximate results were obtained at the 
value of 1.37 which is the highest error value for the real value heat transfer value 
and 1.23 for the efficiency value. When we look at the literature it is seen that these 
values are acceptable error values.
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Where vg, vç are the fluid velocity at inlet and outlet of the flow channel; ρg, ρç, 
again indicate the density of the fluid at the inlet and outlet of the channel. The 
fluid is assumed to be incompressible, and in fluid fluids this value is the order of 
magnitude that other pressure losses can be neglected.

3.5 Pressure loss in sealed plate heat exchangers

The pressure loss in this type of heat exchanger is [19];
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Turbulent flow;

 ,, Re−= 0 2521 22gasketplateλ  (20)

Due to the protrusions on the plates, turbulence can pass through the Reynolds 
numbers, which are smaller than the values given in the flow flat exit channels. 
Therefore, in the case of sealed PHEXs, the flow at values such as Re > 100–400 is 
assumed to be turbulent.

3.6 The power required to maintain fluid motion

First, the pressure losses in the HEX and the pressure losses in the piping up to 
the heat exchanger are calculated. Later, the fan or pump power required to move 
the fluid in this system by calculating the sum of the pressure losses in the heat 
exchanger up to the HEX [20],

 
( )∑

=


tm P
N

∆

ρη  (21)

can be found in the equation.

4. Conclusions

PHEXs are the most frequently used heat transfer equipments in energy applica-
tions and can be under various names such as evaporators and condensers in almost 
every stage of chemistry, petrochemical industry, power plants, cooling, heating 
and air conditioning process in various types and capacities. From the point of 
view of machine and chemical engineering education, plate heat exchangers are 
a very good application for this branch of science which contains all of the basic 
subjects of these engineering branches: materials, strength, thermodynamics and 
heat transfer science. As can be seen, PHEXs are a commonly used construction in 
our daily lives. For this reason, its design should be done in detail, analysis results 
should be obtained with analysis programs and studies should be done to improve 
the designs. Decreased the amount of heat transferred in the PHEX causes the per-
formance of the HEX to decrease. This means loss of capacity in energy system with 
plate heat exchanger. The regulation of heat transfer permits the system dimensions 
to be kept at the proper values, thus decreasing system cost and operating costs.

In this study, some equations were obtained to use in the plate heat exchangers 
by using the data obtained from the experimental work. ANN methodology was 
used for this purpose. As a result of the equations obtained for heat transfer and 
efficiency values in ANN application, approximate results were obtained at the 
value of 1.37 which is the highest error value for the real value heat transfer value 
and 1.23 for the efficiency value. When we look at the literature it is seen that these 
values are acceptable error values.
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Chapter 13

Evolutionary Design of Heat
Exchangers in Thermal Energy
Storage
Miguel Rosa Oliveira Panão

Abstract

The efficiency and ability to control the energy exchanges in thermal energy
storage systems using the sensible and latent heat thermodynamic processes
depends on the best configuration in the heat exchanger’s design. In 1996, Adrian
Bejan introduced the Constructal Theory, which design tools have since been
explored to predict the evolution of the architecture in flow systems. This chapter
reviews the fundamental knowledge developed by the application of the constructal
principle to the energy flows in the design of heat exchangers of thermal energy
storage systems. It introduces the Svelteness and scale analysis, as two constructal
tools in the evolutionary design of engineering flow systems. It also includes the
analysis on essential scales of several configurations, or energy flow architectures,
toward establishing the main guidelines in the design of heat exchangers for storing
thermal energy.

Keywords: thermal energy storage, heat exchangers, constructal theory,
phase-change materials, flow architecture

1. Introduction

Engineering systems capture a fraction of the total amount of thermal energy
available from renewable sources, and to increase the energy system reliability, the
research and development of the flow architecture in thermal energy storage sys-
tems is of paramount importance.

One of the crucial issues is the characteristic fluctuations in the availability of
energy from renewable resources and wasted energy in industrial processes. The
design of efficient thermal energy storage systems is an essential step toward meet-
ing the consumption demands of electricity and heat [1]. Therefore, there is grow-
ing attention in the development of thermal energy storage systems to produce
adequate energy savings and utilization, with a relevant impact on numerous and
diverse applications [2, 3].

There are two basic approaches to thermal energy storage. One using the sensi-
ble heat without phase-change (SHS - Sensible Heat Storage), and another using the
sensible heat and phase-change (LHS - Latent Heat Storage), as depicted in
Figure 1. The thermal balance describing each approach is given by

QSHS
st ¼ VSHSρlcp,l T f � Ti

� �
(1)
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One of the crucial issues is the characteristic fluctuations in the availability of
energy from renewable resources and wasted energy in industrial processes. The
design of efficient thermal energy storage systems is an essential step toward meet-
ing the consumption demands of electricity and heat [1]. Therefore, there is grow-
ing attention in the development of thermal energy storage systems to produce
adequate energy savings and utilization, with a relevant impact on numerous and
diverse applications [2, 3].

There are two basic approaches to thermal energy storage. One using the sensi-
ble heat without phase-change (SHS - Sensible Heat Storage), and another using the
sensible heat and phase-change (LHS - Latent Heat Storage), as depicted in
Figure 1. The thermal balance describing each approach is given by
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� �
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QLHS
st ¼ VLHS ρscp,s Tm � Tið Þ þ hsl þ ρlcp,l T f � Tm

� �� �
(2)

where V is the storage material volume, ρl, cp,l are the fluid or melted material’s
density and specific heat, respectively, hsl is the latent heat of fusion of the Phase-
Change Material (PCM), and ρs, cp,s are the PCM density and specific heat in its
solid state, Ti and T f are the initial and final temperatures of the energy storage
process and Tm corresponds to the melting temperature of the PCM in the LHS case.

In both approaches, the upper limit for the final temperature is the saturation
value associated with the vaporization of the liquid. Because of its high heat capac-
ity, water is the most used fluid for SHS. However, theoretically, Huang et al. [4]
showed the energy stored in a water-based system is one order of magnitude lower
than the energy stored in a PCM. And, experimentally, Kaygusuz [5] showed evi-
dence of a PCM system able to store up to 60% of its theoretical maximum, which
represents almost the double value of the theoretical storage capacity in water-
based systems. These results were the motivation for further investment in the
development of LHS systems. Compared to single-phase heat storage systems, LHS
systems store the same amount of energy using more compact systems, reducing
production and maintenance costs.

In LHS systems, Figure 1 on the right represents the three theoretical stages of
the storage process. Initially, the Thermal Storage Material (TSM) is in its solid-
state, and it stores (charges) energy through:

Step 1) the sensible heat until the melting temperature;
Step 2) the latent heat component until a complete phase-change of the TSM

from solid to liquid. In this stage, the time of the melting process depends on the
advancement of the solid–liquid interface (melting front), according to the
configuration of the thermal fluid circuit of the heat exchanger (HE) immersed in
the TSM;

Step 3) after the total liquefaction of the TSM, energy storage continues until the
liquid reaches the saturation temperature of the next phase-change without
compromising the volume of the Thermal Storage facility.

The storage of energy in these steps depends on the thermal properties of TSM,
and the thermodynamics of the storage process. Still, the main challenge is the
design of heat exchangers, as the engineering system that enables the flow of energy
from the sources (renewable and non-renewable) to the TSM, disregarded in recent
comprehensive reviews on thermal energy storage [6, 7]. Namely, this design has a
significant impact on the charging and discharging times, if using renewable energy
sources, given their limited time-window throughout the day.

The standard approach in the design of heat exchangers is to optimize the
thermal and hydrodynamic energy flows. It uses an iterative process based on

Figure 1.
Thermal energy storage modes based on the sensible heat (SHS - left) and latent heat (LHS - right).
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previous work, and typical working conditions, such as the amount of fouling and
pressure drop in the system, testing a significant number of trial-and-error designs
until the values for the heat transfer performance, hydrodynamic effects and lon-
gevity are within pre-established requirements. A common trait in this standard
approach is the lack of evaluation criteria grounded on the underlying physical
processes. Constructal design distinguishes from the standard approach in provid-
ing the evaluation criteria in such a way. Therefore, the purpose of this chapter is to
synthesize and present an evolutionary design approach (not optimization) using
tools based on constructal theory. Therefore, the novelty is to include the architec-
ture of thermal energy storage systems at the design stage [8] and investigate the
best way to introduce the freedom to morph to overcome the shortcomings on
charging and discharging periods due to prescribed, rigid and fixed designs when
subjected to daily and seasonal changes.

2. Design tools in constructal theory

In 1996, Adrian Bejan [9], professor at Duke University, proposed a Constructal
Theory to explain the evolution of configurations in nature stating,

“for a finite-size flow system (not infinitesimal, one particle, or sub particle) to
persist in time (to live) it must evolve with freedom such that it provides easier and
greater access to what flows.”

In practice, when using the constructal theory in engineering, one finds the best
direction for the flow structures emerging from of what facilitates movement,
designated as constructal design. And this design establishes a relation between what
flows (energy, fluids, people, etc.) and the geometry of the flow architecture, in
such a way that it becomes a global property of the engineering system. This
property, the Svelteness, is a tool in constructal design.

In thermal energy storage, there are several length and time scales competing in
the unfolding heat transfer processes, characterized by mass, momentum and
energy balances of the system. However, not all the terms correspond to the dom-
inant scales setting the overall result of charging and discharging of energy. A scale
analysis is the second tool in constructal design explored in this section, allowing a
proper definition of the relevant scales, and their implication to the heat exchanger
design.

2.1 Svelteness of flow configuration

The Svelteness (Sv) is this global geometric property of the flow space, which
guides the engineering practice in the assessment of the flow design performance.
This property corresponds to the relation between two length scales of the flow
system configuration: an external (Le); and an internal length (Li), usually associ-
ated with the volume as V1=3.

Sv ¼ Le

Li
(3)

According to Bejan and Lorente [10], the evolutionary direction is that of vascu-
larization, implying an increase of the Svelteness. Therefore, as an example applied
to TES, what is the best constructal design solution for a simple tube inside a tank?
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previous work, and typical working conditions, such as the amount of fouling and
pressure drop in the system, testing a significant number of trial-and-error designs
until the values for the heat transfer performance, hydrodynamic effects and lon-
gevity are within pre-established requirements. A common trait in this standard
approach is the lack of evaluation criteria grounded on the underlying physical
processes. Constructal design distinguishes from the standard approach in provid-
ing the evaluation criteria in such a way. Therefore, the purpose of this chapter is to
synthesize and present an evolutionary design approach (not optimization) using
tools based on constructal theory. Therefore, the novelty is to include the architec-
ture of thermal energy storage systems at the design stage [8] and investigate the
best way to introduce the freedom to morph to overcome the shortcomings on
charging and discharging periods due to prescribed, rigid and fixed designs when
subjected to daily and seasonal changes.

2. Design tools in constructal theory

In 1996, Adrian Bejan [9], professor at Duke University, proposed a Constructal
Theory to explain the evolution of configurations in nature stating,

“for a finite-size flow system (not infinitesimal, one particle, or sub particle) to
persist in time (to live) it must evolve with freedom such that it provides easier and
greater access to what flows.”

In practice, when using the constructal theory in engineering, one finds the best
direction for the flow structures emerging from of what facilitates movement,
designated as constructal design. And this design establishes a relation between what
flows (energy, fluids, people, etc.) and the geometry of the flow architecture, in
such a way that it becomes a global property of the engineering system. This
property, the Svelteness, is a tool in constructal design.

In thermal energy storage, there are several length and time scales competing in
the unfolding heat transfer processes, characterized by mass, momentum and
energy balances of the system. However, not all the terms correspond to the dom-
inant scales setting the overall result of charging and discharging of energy. A scale
analysis is the second tool in constructal design explored in this section, allowing a
proper definition of the relevant scales, and their implication to the heat exchanger
design.

2.1 Svelteness of flow configuration

The Svelteness (Sv) is this global geometric property of the flow space, which
guides the engineering practice in the assessment of the flow design performance.
This property corresponds to the relation between two length scales of the flow
system configuration: an external (Le); and an internal length (Li), usually associ-
ated with the volume as V1=3.

Sv ¼ Le
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(3)

According to Bejan and Lorente [10], the evolutionary direction is that of vascu-
larization, implying an increase of the Svelteness. Therefore, as an example applied
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Should the design be a PCM in the inner tube and having the thermal fluid flowing
through the tank (see [11]), or the opposite (see [12])?

In this example, the inner tube and tank are cylindrical with a length of L, and
diameter of d and D, respectively. Therefore, the Svelteness in both cases has L as its
external length scale. However, the volume associated to the thermal fluid depends
on the situation. When the PCM is inside the inner tube, the volume where the
thermal fluid flows is V ¼ π=4ð Þ D2 � d2

� �
L, and in the opposite case, V ¼ π=4ð Þd2L.

If Svi corresponded to the case where the energy flows inward to the PCM on the
inner tube, and Svo when it flows outward to the PCM in the tank, the relation
between Sveltenesses would be

Svo

Svi
¼ D

d

� �2

� 1

" #1=3
(4)

If a larger Svelteness points in the evolutionary design of the outward energy
flow from the thermal fluid inside the inner tube, Svo/Svi > 1, thus D2=d2 > 2, and
D2=d2 < 2 otherwise. Consider the case of choosing the best design to favor the flow
of energy inward to a PCM inside a tube, as in the work of Ghoneim [11]. What
should be the value of the void fraction ϕ, which is the ratio between the thermal
fluid volume (Vtf ) and the storage tank volume (Vst)? First, the volume of thermal
fluid is the difference between the storage tank volume and the volume of all tubes
containing the PCM energy storage material, Vtf ¼ Vt � ntVt, with nt as the number
of tubes and Vt ¼ π=4ð Þd2L as the volume of each tube. Therefore, one defines the
void fraction as

ϕ ¼ 1� ntVt

Vst
(5)

Considering D as the external diameter containing the tube diameter d, and the
thermal fluid circulating in the tank, the storage tank volume should equal the total
volume of all the tubes with the “necessary” thermal fluid volume, Vst ¼ nt π=4ð ÞD2L,
thus, using this reasoning in the void fraction implies that

D2

d2
¼ 1

1� ϕ
(6)

Considering the previous constructal analysis using the Svelteness, storing
energy with PCM material inside the tubes is only worthy when D2=d2 < 2. There-
fore, when applied to Eq. (6), it points to the need of void fraction values of ϕ<0:5.
In fact, all the LHS systems investigated using the configuration of Ghoneim [11],
choose ϕ ¼ 0:3<0:5. Constructal theory corroborates this option, but indicates that
ϕ could assume higher values, eventually leading to the insertion of more tubes with
PCM, allowing the storage of more energy.

On the other hand, recent works as that of Agyenim et al. [12], point toward
having the PCM in the tank, instead of inside the inner tubes, and in these cases
with a single tube through which circulates the thermal fluid, D2=d2 ¼ 7:35> 2.

2.2 Method of scale analysis

Scale analysis or scaling is a problem solving method useful to obtain essencial
and expedite information of several energetic processes [13]. It is not the same as a
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the dimensional analysis performed in fluid mechanics, but to assess the importance
of the order of magnitude of the parameters involved in heat transfer processes, and
extract the relevant scales from their governing equations. For more details on the
principles of scale analysis, see Bejan [13] (pp. 17–20). Here, one uses an example to
illustrate the method.

Consider the example above of an LHS system with the PCM inside a tube and
the thermal fluid circulating around it. If there is a sudden change in the thermal
fluid temperature (Ttf), how long will it take for that perturbation to reach the PCM
material at the central axis of the tube? Assuming heat transfer by diffusion in
cylindrical coordinates, and that changes in the thermal diffusivity (α) are
negligible within that time scale, the energy equation for the thermal energy storage
process is

∂T
∂t

¼ α

r
∂
2T
∂r2

(7)

Scaling means using the symbol � to establish the order of magnitude of a
differential term with the main parameters of the flow configuration. Therefore,

∂T
∂t

� ΔT
τ

(8)

α

r
∂
2T
∂r2

� α
ΔT
d=2ð Þ2 (9)

where τ corresponds to the time scale under evaluation, ΔT to the temperature
difference between the tube’s boundary and the center, and d is the tube’s diameter.
In scaling terms, Eq. (7) becomes,

ΔT
τ

� α
ΔT
d=2ð Þ2 (10)

which solved for the time scale results in

τ � d=2ð Þ2
α

(11)

Bejan [13] contains the synthesis for all the rules in a scale analysis. However, the
example above is enough to explain the procedure applied later in section 3. The
following section exemplifies the application of constructal theory as an evolution-
ary design method to develop heat exchangers in sensible and latent heat storage
engineering systems.

3. Constructal theory in thermal energy storage heat exchangers

One of the essential elements in a constructal theory analysis is the freedom to
morph of flowing configurations. Therefore, once we identify what is the flow
under analysis, one can better understand what its freedom to morph means. On the
other hand, the heat exchanger in thermal energy storage corresponds to the struc-
ture obtained after morphing through which energy flows from a source, usually
the thermal fluid, to the storage material (e.g. a solid or a phase-change material,
PCM). Depending on the storage material, the heat transfer mechanisms vary, and,
accordingly, the energy storage scales. For example, if the material is solid, the heat
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transfer mechanism is diffusion and the mode is the one on the left of Figure 1. But
if one uses a PCM, the energy storage story follows the second mode on the right,
involving natural convection, a melting process, a solid–liquid interface moving
boundary, and all these elements lead to additional complexity of the heat
exchanger, affecting the energy storage scales.

3.1 Heat exchangers in sensible heat storage

Consider an underground volume of solid with a network of channels through
which a thermal fluid transports energy for storage purposes. The storage mecha-
nism is heat diffusion from the channels outer area to the volume of solid. What
should be the structure of the channels network? Combelles et al. [14] explored this
TES system with tree-shaped configurations of 2D channels made of parallel plates
the length L1 and D1 of width within an area of 2L1 � 2L1, and 3D pipes
configurated within a solid of 2L1 � 2L1 � L1 of volume, as depicted in Figure 2.

The first step is to characterize the architecture of each configuration type (2D
or 3D) in terms of their Svelteness, as the global property of the system, which
relates the external length scale given by the total length of the flow network,
Ltotal ¼

Pn
i¼1Li, depending on its complexity (n), and the internal flow length scale

varying with the 2D or 3D nature of the flow. If the flow network is bi-dimensional,
the internal length scale corresponds to A1=2

f with A f ¼
Pn

i¼12
i�1LiDi, while in the

three-dimensional configuration, this scale is V1=3
f with V f ¼

Pn
i¼12

i�1 π
4D

2
i Li. When

one increases the complexity of the flow network, Lorente et al. [15] show the
relation between the length and diameter of one branch (i) and the next
ramification (iþ 1) follows the Hess-Murray rule. Thus,

Liþ1

Li
¼ Diþ1

Di
¼ 2�1=2 (12)

Figure 2.
2D and 3D diffusive TES tree-shape configurations.
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which developed to depend on the length and diameter of the first branch
(L1,D1), simplify to

Li ¼ L1 2�1=2
� �i�1

(13)

Di ¼ D1 2�1=2
� �i�1

(14)

The Svelteness for both general configurations, considering the relations in
Eqs. (13) and (14), depends on two major features of the configuration: its com-
plexity (ψ nð Þ); and the geometrical relation between the length and diameter of the
first channel (L1=D1).

Svk ¼ ψk nð Þ L1

D1

� �qk
with k ¼ 2D, 3Df g (15)

and

ψ2D nð Þ ¼ 1� 2�n=2

1� 2�1=2 n
�1=2 ∧ q2D ¼ 1=2

ψ3D nð Þ ¼ 2 3þ2
ffiffi
2

p
1�2�n

ffiffiffiffi
2n

p
� �1=3

1� 2�n=2� �
∧ q3D ¼ 2=3

8>><
>>:

If the Svelteness indicates the evolution of the flow configuration, one should
connect the flow architecture complexity, ψk nð Þ, and the geometry of the initial
channel, with the scales associated to the storage of energy.

The amount of energy stored depends on the material, but in this TES system,
the relevant scale is the storage time and the evolution of the temperature in the
conductive solid. Considering the solid is, initially, at T0, and the inflowing thermal
fluid is at Tin, in time, the average temperature in the solid (Tavg) evolves toward
Tin. Therefore, Combelles et al. [14] analyzes the evolution of this diffusive thermal
storage configuration with a dimensionless thermal potential as

θavg ¼
Tavg � T0

Tin � T0
(16)

This analysis focuses on the timescales of energy storage and the corresponding
effect of the configuration complexity (number of bifurcations, n). Considering the
fluid, there are two essential timescales:

• the timescale of fluid traveling the n channels;

t f ¼
Xn
i¼1

Li

Vi
¼ ψ f nð Þ L1

V1

� �
� L1

V1
(17)

since ψ f nð Þ ¼ 2�3n=2�1
23=2�1

varies between 1 and 1.55, which means ψ f nð Þ � 1 ∀n≥ 1;

• and the timescale of thermal diffusion accross the channel;

tc � D2
1

α f
(18)

Combelles et al. [14] argue that in the case where thermal diffusion in the
channel’s boundary layer is a slower process than the fluid traveling through the
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(13)
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The Svelteness for both general configurations, considering the relations in
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If the Svelteness indicates the evolution of the flow configuration, one should
connect the flow architecture complexity, ψk nð Þ, and the geometry of the initial
channel, with the scales associated to the storage of energy.

The amount of energy stored depends on the material, but in this TES system,
the relevant scale is the storage time and the evolution of the temperature in the
conductive solid. Considering the solid is, initially, at T0, and the inflowing thermal
fluid is at Tin, in time, the average temperature in the solid (Tavg) evolves toward
Tin. Therefore, Combelles et al. [14] analyzes the evolution of this diffusive thermal
storage configuration with a dimensionless thermal potential as

θavg ¼
Tavg � T0
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(16)

This analysis focuses on the timescales of energy storage and the corresponding
effect of the configuration complexity (number of bifurcations, n). Considering the
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channel’s boundary layer is a slower process than the fluid traveling through the
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channels, t f < tc, and the temperature of the fluid at exit is practically unchanged. It
is a relevant result to establish a stable boundary condition.

The third timescale, and the longer, corresponds to the time it takes to store
energy in the solid volume, ts, meaning the timescale to heat the entire volume by
thermal diffusion, expressed as

ts � L2
1

αs
(19)

From the numerical simulations, the evolution of the dimensionless thermal
potential θavg tð Þ is given by

θavg tð Þ ¼ 1� exp �C
t
τ

� �
(20)

where C is a scale parameter, and τ is the TES response time given by

τ ¼ mscp,s
_m f cp,f

(21)

with ms ¼ ρs4L
3
1 as the solid mass (and ρs its density), cp,s ¼ ks

ρsαs
is the solid

specific heat, and _mf cp,f ¼ k f

α f

� �
π
4D

2
1V1 is the thermal capacity rate of the fluid.

Considering Eq. (15), and introducing it in the TES response time results in

τ ¼ 16
π

Svk
ψk nð Þ
� �2=qk ~α

~k
t f (22)

with ~α ¼ α f=αs and ~k ¼ k f=ks. The results from the numerical simulations in
both 2D and 3D configurations reported in Combelles et al. [14] evidence the
decrease of the diffuse TES system response time with a higher complexity of the
flow network, which is consistent with the relation obtained in Eq. (22) for a fixed
Svk as considered in their simulations.

Figure 3 shows the results for the complexity degree scale (ψk nð Þ) normalized
by the value obtained for n ¼ 4: ~ψk nð Þ ¼ ψk nð Þ=ψk 4ð Þ. In a 2D configuration, one
obtains a maximum of the scale associated to the complexity degree at n ¼ 4 (which

Figure 3.
Evolution of the scale associated to the complexity degree of the flow network in relation to its maximum, ~ψk nð Þ.
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is the maximum complexity investigated in Combelles et al. [14]). In the 3D con-
figuration, ~ψ3D nð Þ shows a monotonic behavior, although for n> 10, the increase of
one level of complexity generates a variation of less than 1% in diminishing returns.
The maximum complexity explored by Combelles et al. [14] was n ¼ 4 and adding
one level of complexity would produce an increment of only 6.4% compared to
10.6% between n ¼ 3 and 4.

In absolute terms, the constructal design of heat exchangers in diffusive TES
systems suggests the choice of a 3D configuration, rather than a 2D, for a faster
energy storage, since it leads to ψ3D complexity scale factors of 1.6 to 2.3 times
higher than the 2D scale, allowing shorter charging times. However, in applications
where a 2D configuration is more appropriate, the level of complexity shoud not go
beyond 4 dendritic bifurcations.

3.2 Heat exchangers in latent heat storage

Energy storage systems using the latent heat of a certain phase-change material
(PCM) rely on the heat transfer mechanisms of diffusion and natural convection.
Initially, the PCM is in its solid state and it stores heat by diffusion close to the
channel containing the thermal fluid, or fin, until it reaches the fusion (or melting)
temperature (Tm), creating a melting frontline. Thereafter, a solid–liquid interfacial
boundary develops and the melting history consists in two distinct periods:
invasion; and consolidation.

The invasion period corresponds to the time interval until the solid–liquid interface
reaches a distance equivalent to the process characteristic length. The consolidation
period corresponds to the remaining time until all the PCM in the LHS system is in its
liquid state. These periods do not, necessarily, correspond to the timescales associated
to the diffusive and convective heat transfer processes. The charging and discharging
times of LHS depend on the heat exchanger design and the dominant heat transfer
mechanisms through which energy flows from its source to the PCM.

There are several design configurations investigated with a constructal approach
for the heat exchangers using phase-change to store energy in PCM. Figure 4
presents three configurations reported in the literature. The configurations with a
vertical pipe [15] is the less prone to morphing. The helical pipe [16] in a cylindrical
PCM enclosure is fixed, but the ability to vary the number of turns and the diameter
of each turn increases the system’s freedom to morph. Finally, an advancing heat
source line invading the PCM material aims at the theoretical design with the
greatest freedom to morph [17]. One of the novelties in constructal design of
engineering systems is determining the Svelteness as expression of its architecture,
and the system’s freedom to morph, considering an evolutionary path toward

Figure 4.
Heat exchanger configurations investigated with a constructal theory approach.
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vascularization, i.e. an increase of its Svelteness. The constructal analysis of all
designs also implies the investigation of length and timescales associated with heat
transfer mechanisms, and the possible effect of the Svelteness in these scales.

Lorente et al. [15] performed a scale analysis to analyze the latent thermal energy
storage where energy flows from the thermal fluid circulating inside a central vertical
pipe and the surrounding PCM. The dominant heat transfer mechanism is natural
convection. The Svelteness in this case would have the height of the enclosure (Le ¼ H)
as external length scale, and an internal length scale based on the volume occupied by

the thermal fluid as Li ¼ π
4 d

2H
� �1=3

, with d as the diameter of the vertical pipe. The
final outcome relating the Svelteness with the heat exchanger geometry leads to

H=d ¼ π=4ð Þ1=3 Sv3=2 (23)

The maximum energy one can store in this first TES configuration is Qmax ¼
π
4 D2 � d2
� �

Hρhsl, with ρ as the PCM density and hsl as its latent heat of fusion.
According to Lorente et al. [15], the time-scale of the melting history (τm) considers
natural convection as the dominant heat transfer mechanism where friction
dominates buoyancy forces, thus, resulting in

τm ¼ Qmax

πdkΔTCRa1=4H

(24)

The relation between the maximum amount of energy stored and this time-scale,
including Eq. (23) in (24) leads to Qmax=τm � Sv�3=2. Considering that evolution in
constructal theory occurs toward the vascularization of flow architectures, implying
the increase of their Svelteness, in this case, it leads to decreasing Qmax=τm, instead of
increasing as desired. This is an interesting result from the constructal design point of
view because it indicates that natural convection generated by the vertical pipe alone
is not the best heat transfer mechanism for a faster energy storage in LHS. However,
one should point that their simplified scale analysis, and numerical simulations,
which considers an annular moving melting front, seems unrealistic when confronted
with later experimental works such as Zhang et al. [18], with time-scales of one order
of magnitude lower than those predicted in Lorente et al. [15] – O τmð Þ � 102 h.
Nonetheless, this result points to the need of a better solution to facilitate the flow
access of energy between a surface heated by a thermal fluid and the PCM. The works
of Ogoh and Groulx [19], and Kamkari and Shokouhmand [20], are examples where
fins around the main energy source facilitate its flow to the PCM for storage during
charging, promoting heat transfer by diffusion and mitigating natural convection.

Considering the case of Ogoh and Groulx [19], Figure 5 depicts the adding of disc-
shape fins to the original vertical pipe in cylindrical PCM enclosure configuration,
where each disc-shape fin corresponds to a construct (represented on the right).

The total height of the cylinder (H), in terms of constructs corresponds to H ¼
n hþ h f
� �

, with n as the number of constructs, h the total height of the PCM inside a
construct, and h f as the fin thickness. Therefore, the interval between annular fins
becomes

h ¼ H
n
� h f (25)

Considering the Svelteness (Sv) for this construct as the ratio between the
external characteristic length based on the upper and bottom areas of the disc-shape

fin, Le ¼ π
2 D2 � d2
� �� �1=2

, and the internal characteristic length given by the annular
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disc volume, Li ¼ π
4 D2 � d2
� �

h f
� �1=3

, considering Eq. (25), one can express the ratio
between the space between fins (h) and the external diameter of the enclosure (D) as

h
D

¼ H
nD

�
ffiffiffiffiffi
2π

p

Sv3
(26)

Ogoh and Groulx [19] argue for a neglecting effect of convection between annular
fins, thus, the energy stored by phase-changing the PCM from solid to its liquid state
occur by conduction. In this sense, the most important scale characterizing the melt-
ing front (δ) departs from the annular disc fin. The balance between the conduction
heat flux (q00) supplied to the melting front and the rate of melting can be described as

q00dt ¼ ρhsldδ (27)

Assuming a linear temperature distribution across this layer where the heat
transfer occurs by diffusion, one could quantify the heat flux as q00 ¼ k ΔT

δ , which
applied in Eq. (27) results in

δ ¼ ffiffiffiffiffi
aτ

p
(28)

with a ¼ 2kΔT
ρhsl

, where ΔT ¼ Tw � Tm, with Tw as the temperature of the fin wall,
Tm the fusion temperature of the PCM, and τ corresponds to the timescale of energy
storage. To understand the evolution of the configuration based on this scale, one
could argue that the charging finishes when h � 2δ, thus, replacing this scale in
Eq. (26), and solving it as a function of the Svelteness, results in

Sv �
ffiffiffiffiffi
2π

p nD
H � 2n

ffiffiffiffiffi
aτ

p
� �

(29)

Therefore, since Sv >0, it implies H � 2n
ffiffiffiffiffi
aτ

p
>0, resulting in an upper

theoretical limit for this timescale as

τ<
H
2n

� �2 1
a
¼ τmax (30)

Figure 5.
Disc-shape fin constructs applied to a vertical pipe in cylindrical PCM enclosure.
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Figure 6 shows the results for this limit considering the properties reported
in [19].

The constructal design analysis of this heat exchanger indicates diminishing
returns of less than 10% for a number of fins above n> 18, which is coherent with
the numerical results presented by Ogoh and Groulx [19]. Applying the timescale
defined by Eq. (30) to the experimental conditions in the work of Kamkari and
Shokouhmand [20], which explore the effect of no fins with the cases of 1 and 3
fins, for the later case, τmax is roughly 1.3� the value measured for the total melting
process. In the case of the experiments with 1 fin, the results for τmax are signifi-
cantly larger, evidencing the role of natural convection in delaying the heat transfer
to the PCM.

The helical coil illustrated in Figure 4 is an alternative to the vertical pipe, and a
geometry where the freedom to morph is larger because of the ability to change the
helix diameter, number of turns and pitch angle. Alailami et al. [16] explored the
morphing ability of the system in its design stage to optimize the storage of energy
analyzing two scales. The timescale of heat penetrating the storage material from
the boundaries of the helical coil to the cylinder diameter, τc ¼ D2=α; and the
temperature difference, T tð Þ � Ttf , scaled by the initial condition, T 0ð Þ � Ttf , with
Ttf as the temperature of the thermal fluid. When Alailami et al. [16] simulated the

evolution of the scaled average temperature – T ∗
avg ¼ Tavg t ∗ð Þ�Ttf

T 0ð Þ�Ttf
– its value decreased

with the scaled time – t ∗ ¼ t=τc – meaning the average temperature of the energy
storage material approaches the temperature of the thermal fluid.

Afterward, focusing the analysis on t ∗ ¼ 0:3, and varying the helical coil diam-
eter – Dh ¼ ζD – and pitch height – Hh ¼ εH – obtained as function of the cylinder
diameter (D) and height (H), the authors reached an optimum diameter and pitch
length of the helical coil, corresponding to ζ ¼ 0:6, and ε ¼ 0:3, respectively.

Without using the work of Alailami et al. [16], Joseph et al. [21] performed an
experiment of this configuration to store energy in a PCM. The authors used
unoptimized values for the helical coil (ζ≈0:7, ε≈0:2), from the Alailami et al. [16]
point of view. However, the PCM configuration showed promising results storing
20% more energy than its equivalent mass in water. Also, the charging process in
the PCM facility was slower and the authors attribute this result to the unoptimized
heat exchanger design, justifying the need of more research on this topic.

Figure 6.
Variation of limit timescale for the energy storaged in a PCM through annular fins distributed around a vertical
pipe inside a cylindrical enclosure.
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The last geometry in Figure 4 is theoretical and corresponds to the greatest
freedom to morph through an advancing heated line that can bifurcate at some
point. The analysis performed by Bejan et al. [17] focus on the invasion (line
advances until the storage boundaries) and consolidation (all PCM melts) stages,
and introduces a tree invasion pattern with a complexity level up to n ¼ 2 branching
events. The results of this theoretical analysis point to the acceleration of the
charging times. However, the conversion of this approach into a practical applica-
tion is still a challenge, since there is no technology capable of this kind of morphing
inside a PCM solid environment.

A final comment concerns the possible contribution of constructal design to
optimize the total cost of heat exchanger design methods, which is not a direct
correlation. As shown by Azad and Amidpour [22], since the constructal design
provides an evolutionary perspective on the optimum geometric features of heat
exchangers, it can lead to a substantial reduction of the total cost, compared to more
standard design approaches. Namely, in the aforementioned work, the authors used
constructal theory to optimize shell and tube heat exchangers, and the new
approach allowed to reduce this cost by 50%. However, the application of a similar
reasoning in the development of heat exchangers for thermal energy storage is in
need of more research.

4. Conclusions

Thermal energy storage is one of the preeminent options to face the energy
challenges of this century, providing a high energy saving potential and effective
utilization. However, in these systems, the architecture of the heat exchangers
through which energy flows, during charge and discharge, is of paramount impor-
tance. While most approaches optimize heat exchanger designs, the one presented
in this chapter, based on constructal theory, follows an evolutionary design, mean-
ing that the configuration explored at the design stage is dynamic and free to
morph. It is not pre-defined, rigid, or still, but considers how it should evolve
toward the greater access of the energy currents that flow through it.

Thermal energy storage systems follow two thermodynamic processes using the
sensible heat of the energy storage material, or, besides the sensible heat, also the
latent heat, as in Phase-Change Material (PCM). After introducing the general
considerations on these systems, this chapter presents two design tools in
constructal theory: the Svelteness, as a global property of any flow system, which
tends to increase and evolve toward vascularization; and the scale analysis, as an
expedite problem solving tool that allows obtaining relevant information of the
several energetic processes involved.

Using the design tools presented, this chapter reviews and further explores the
constructal theory approach in the development of heat exchangers for sensible and
latent thermal energy storage configurations. The analysis evidences the explana-
tory potential of the constructal approach, increasing the sensibility of the engineer
to the advantages of including the freedom to morph at the design stage of heat
exchangers in thermal energy storage.
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Nomenclatures and Abbreviations

cp Specific heat [J�kg�1 K�1]
d,D Diameter [m]
H, h Height [m]
hsl Latent heat of fusion [J/kg]
k Thermal conductivity [W�m�1 K�1]
L Length [m]
m Mass [kg]
_m Mass flow rate [kg/s]
n Number of tubes or Complexity degree [�]
Qst Energy stored [J]
r radial coordinate [m]
Ra Rayleigh number [�]
Sv Svelteness [�]
T Temperature [K]
t time [s]
T f Final temperature [K]
Ti Initial temperature [K]
Tm Melting temperature [K]
V Volume [m3]

Greek Symbols

α Thermal diffusivity [m2/s]
δ Length [m]
ΔT Temperature difference [K]
ε Scale factor [�]
ζ Scale factor [�]
θ Normalized temperature difference [�]
ρ Density [kg/m3]
τ Timescale [s]
ϕ Void fraction

Subscripts

avg average
c cylinder
e external
f fluid, fin
h helical
i internal, inner
m melting
max maximum
o outward
s solid
st stored
t tube
tf thermal fluid
2D Two-dimensional
3D Three-dimensional
HE Heat Exchanger
LHS Latent Heat Storage
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PCM Phase-Change Material
SHS Sensible Heat Storage
TES Thermal Energy Storage
TSM Thermal Storage Material
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Chapter 14

Earth Air Tunnel Heat Exchanger
for Building Cooling and Heating
Nasim Hasan, Mohd Arif and Mohaideen Abdul Khader

Abstract

The computational fluid dynamic (CFD) is an influential method for measuring
Heat transfer profiles for typical meteorological years. CFD codes are managed by
numerical algorithms that may undertake fluid glide headaches. CFD offers the
numerical results of partial differential equations with main airflow and heat trans-
fer in a discretized association. The complex fluid glide and the warmth transfer
publications worried in any heat exchanger can be determined with the help of the
CFD software program (Ansys Fluent). A study states and framework which
implicitly rely on the computational fluid dynamics, which is being formulated for
computing the efficiency-related parameters of the thermal part and the capability
of the EATHE system for cooling. A CFD simulation program is being used for
modeling the system. The framework is being validated with the help of the simu-
lation set-up. A thermal model was developed to analyze thermal energy accumu-
lated in soil/ground for the purpose of room cooling/heating of buildings in the
desert (hot and dry) climate of the Bikaner region. In this study, the optimization of
EATHE design has been performed for finding the thermal performance of straight,
spiral, and helical pipe earth air tunnel heat exchanger and Heat transfer rate for
helical pipe was found maximum among all designs.

Keywords: computational fluid dynamic, straight pipe, spiral pipe, helical pipe,
heat exchanger for earth to air, design

1. Introduction

The current world scenario facing an energy crisis because of the depletion of
fossil fuels, so we are in need to find alternative sources of energy which can satisfy
future energy needs. Non-conventional sources of energy are better alternatives
that can be found abundantly on earth [1]. Air-conditioning is a commonly used
household and industrial appliance for cooling. The common working fluids used in
these devices are CFCs are hazardous to human beings and depletes the ozone layer
of the atmosphere. Alternative refrigerants are developed by scientists to overcome
the problems associated with energy consumption, environmental pollution, and
performance [2, 3]. In this regard one of the alternatives is EATHE. EATHE are
modern devices in which tubes are buried under the earth at 1.5 m to 2.5 m. the
temperature will remain constant at this depth and it is equal to the annual average
temperature. The constant temperature will remain lower in summer and it can be
utilized for cooling, similarly, it can be utilized for heating in winter conditions.
EATHE is made up of metallic, concrete, or plastic tubes which are buried under the
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earth which can utilize the heat capacities of the earth for heating and cooling
conditions. TEATHE is used as a source in the winter and sink in the summer.
EATHE can be effectively used as a cooling system if the cooling load requirements
are met or else it can assist the cooling systems by saving an enormous amount of
energy. Many researchers have found out that EATHE can reduce energy con-
sumption enormously and it can be used for building heating and cooling conditions
[4–6]. The important factors which affect the performance of the EATHE system
are surface condition, temperature, and moisture [7]. Earth to air heat exchanger
model has been developed for calculating thermal performance in cooling mode and
CFD model is compared with experimental data, 6.07% variation have found while
comparing outlet temperature of earth pipe air heat exchanger in CFD model and
experimental setup. This variation may be due to the coefficient of friction of the
material which is used in simulation taken, irregularities such as insulation, and
joints of experimental set-up [8]. CFD model of different diameters of chlorinated
polyvinyl chloride pipes has been used for finding thermal performance of heat
exchanger for the earth to air in a cooling mode where temperature fall has reduced
while decreasing pip diameter and vice versa [9]. In this work, the CFD model of
the earth air pipe heat exchanger has been used for finding thermal performance for
building heating and cooling purposes. Temperature fall has occurred in cooling
mode is 18.590 C and while heating mode, the temperature rises 12.8°C [10]. In this
work, the CFD model was validated with an experimental setup where a maximum
variance of 7% between the experimental and simulation results is founded [11].
CFD model of different diameter of chlorinated polyvinyl chloride pipes has used
for finding thermal performance of heat exchanger for earth to air in cooling
mode where temperature fall has reduced while decreasing pip diameter and
vice versa [12].

2. Methodology

2.1 Description of CFD model

CFD is an authoritative method to locating the heat and mass transfer from a
few years. Computational fluid dynamic codes are measured through numerical
algorithms which could take a look at fluid waft headaches. Computational fluid
dynamics offers numerical outcomes by the utilization of the (PDE) partial differ-
ential equations which leading airflow and heat transmission during a discretized
arrangement, complicated liquid motion, and therefore the heat transmission
guides involved in any warmth exchanger are often detected through a computa-
tional fluid dynamic software program, like FLUENT. Computational fluid dynamic
codes in fluent cover 3 elements as shown in Figure 1 [11].

• Pre-processor are containing input of a motion hassle to a CFD package with
the aid of that means of geometry of the area of interest. The CFD place
generating grid to subdivision of fluid place. The place is dividing into several
sub-areas. The sub-regions are a grid-iron (or mesh) of cells (or manage
volumes or factors), with or hint the place border.

• Solver tactics restricted the transfer capacity method for resolving the main
equations of the liquid flow and heat transmission.

• put up-processor displays results of the recreations by way of course plots,
define plots, charts, moving photographs, and many others.
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2.2 Model specifications

The present CFD EATHE model is prepared by using CATIA P3 V5R14. The
CATIA is a very important tool for preparing geometry. Since the EATHE model is
cylindrical. The model has been considering three parts via outer, middle and, inner
which are the material of soil, PVC pipe, and air (fluid) respectively. There are
three types of model straight pipe, spiral pipe, and helical pipe heat exchanger for
the earth-to-air model which is shown in Figures 2–7.

Figure 1.
CFD flow chart [11].

Figure 2.
Straight pipe heat exchanger for earth to air.
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2.3 Meshing

The next step of the pre-processing stage is the generation of mesh to be used in the
ANSYS ICEM is used for generating themesh of the geometry. The tetrahedral meshing
is used to mesh the heat exchanger for the earth-to-air model which is shown in
Figure 8. Since air enters from the one end of the pipe this is the ‘inlet’ and leaves from
the ‘outlet’ created in the model. In the present analysis, CFD simulations performed
using an unstructured grid. Themesh is used proximity and curvature-based. One of the
geometry meshing algorithms picks a different mesh method by default. The sizing
parameters are selected based on the size of the model. The ‘relevance centre’ and
‘smoothing’specification of each mesh is set to fine. The minimum element size and
maximum element size both are set to 0.011 mm and 0.15 mm respectively.

2.4 Boundary conditions

The present study is the optimization of EATHE performance. This study is
performed for the desert climate of western Bikaner Rajasthan India. The Bikaner has

Figure 3.
Model of straight pipe EATHE.

Figure 4.
Spiral pipe heat exchanger for earth to air.
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Figure 6.
Helical pipe heat exchanger for earth to air.

Figure 5.
Model of spiral pipe EATHE.

Figure 7.
Model of helical pipe EATHE [8].
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Figure 6.
Helical pipe heat exchanger for earth to air.

Figure 5.
Model of spiral pipe EATHE.

Figure 7.
Model of helical pipe EATHE [8].
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a geological area of East Longitude 28 010 and North Latitude 73 0190. Arranged at a
normal elevation of 797 Feet, Bikaner has extraordinary temperatures. As the region
lies in the betray region, outrageous warmth in summer and frosty in winter is
normal for forsaking. Both day and night temperature increments bit by bit and
achieves their most extreme esteems in April, May, and June. The temperature
fluctuates from 47°C in summer to around 0°C in winter. Climate is for the most part
dry and hot except amid the storm time frame. The dampness is most noteworthy in
August with mean day by day relative moistness is 71% in the morning and 52% at
night. The EATHE is displayed as two coupled warmth exchange forms, to be spe-
cific, convection warm exchange among air streaming in the tube and the tube inner
surface, and conduction warm exchange between the pipe external surface and the
dirt condition. The external distance across the dirt barrel encompassing the EATHE
pipe is taken as four times the pipe width. The external distance across the dirt barrel
encompassing the EATHE pipe is taken as four times the pipe width to restrict the
emphasis time. To analyze the EAHE system, the following assumptions are made.

1.The temperature of soil throughout the length and depth of pipe is constant.

2.Thermal properties and heat flux are considered to remain constant.

3.Airflow throughout the EATHE is incompressible.

4.Friction and joint losses during the air flow are neglected

5.Engineering materials used are considered homogenous and isotropic.

In this EATHE CFD designed model, air as fluid supplied to the model with
Maximum temperature of summer.

Heat gain/released by air to surroundings calculated by

Q ¼ _mCp Tout � Tinð Þ: (1)

Figure 8.
Meshing model.
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Where.
Q = heat extract or released by the soil to surrounding soil via pipe material (W).
_m = mass flow rate (kg/sec).
Cp = specific heat (W/m-K).
Tout = Temperature of air at the outlet EATHE.
Tin = Temperature of air at the inlet EATHE.
Mass conservation Law: The equation for continuity equation or mass conserva-

tion law is written as

∂u
∂x

þ ∂v
∂y

þ ∂w
∂z

¼ o (2)

Conservation Law of energy: neither the energy can be created nor destroyed, it
only changes its form which stated by the law of energy conservation. The equation
can be written as:

u
∂T
∂x

þ v
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þw
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(Newton’s second law also known asNavier–Stokes equation): the flowing is
momentum equation:

Momentum equation in X-direction:
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Momentum equation in Y-direction:

u
∂v
∂x

þ v
∂v
∂y

þ w
∂v
∂z

¼ 1
ρ

∂p
∂y

þ v
∂
2v

∂x2
þ ∂

2v
∂y2

þ ∂
2v
∂z2

� �
(5)

Momentum equation in Z-direction:
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In Eqs. (2)–(6) the velocity components in x-, y-, and z-directions are u, v, and w
and temperature and pressure are T and p of the flowing air [13].

Thermal properties of sandy and sandy soil used tor CFD EATHE which is
shown in Table 1.

Property Sandy Loam Soil

Thermal Conductivity (κ) W/m-K 1.26

Density (ρs) (kg/m3) 2215

Specific heat (Cs) J/kg-K) 1260

Table 1.
Soil properties.
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3. Result and discussion

3.1 Grid independence study

The result of CFD analysis is based upon the number of grid elements or size of
meshing. If the number of elements is increased, the computational result quality
will be good at a certain limit and if the number of elements is decreased, the
computational result quality will be poor. In the present study number of an ele-
ment is depending on the size of the element, if the size of an element increases the
number of an element is decreases and vice versa. For good quality of computa-
tional fluid dynamic result, we need to reduce the size of an element. Due to reduce
in size the resulting quality will improve at a certain size of an element. After a
certain size, the CFD result will be constant. Performance of computational fluid
dynamic evaluation at the specific variety of detail is called grid independence. For
the heat exchanger for the earth-to-air model, the grid independence study has been
executed with an exceptional quantity of mesh elements is shown in Table 2 and
Figure 9.

The maximum and minimum detail size 0.15 and 0.011 is a stander heat
exchanger for earth to air model. This size of an element is further utilized for the
earth air tunnel model optimization of the design.

Minimum size of
element (mm)

Maximum size of
element (mm)

Number of
element

Outlet temperature
of EATHE (°C)

0.11 1.5 93,750 31.36

0.0275 0.375 16,98,836 32.38

0.0157 0.214 49,54,034 32.17

0.0129 0.176 72,11,741 32.14

0.011 0.15 94,92,039 32.12

0.0095 0.13 1,22,92,650 32.12

Table 2.
Grid independence study with different number of mesh element.

Figure 9.
Graph of temperature v/s number of grids [11].
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3.2 Validation of model to experimental data

A CFD-based EATHE model was developed to forecast the thermal performance
of the EATHE system. The developed CFD model was validated using the previ-
ously published results by Bansal et al. [3]. They conducted the experiments to
determine the cooling performance of the EATHE system for the hot and dry
climate of Ajmer (Western India) with pipes of two different materials-PVC and
mild steel. Both the pipes have 0.15 m inner diameter, 23.42 m length, and were
enshrouded 2.7 m below the ground surface in the horizontal position. The proper-
ties of air, soil and PVC is shown in Table 3. Experimental and simulation temper-
ature results along the pipe length for PVC pipe at a velocity of 5 m/s are shown in
Figure 10. The temperature predicted by the CFD model at all the points, except at
the inlet point, along the pipe length is lower than the experimental results. It is also
observed that temperature deviation varies between 0% to a maximum of 7.62%,
and this deviation in temperatures may be contributed by the variation in the
coefficient of friction (from actual friction coefficient of pipe) used in a simulation
for the pipe material.

3.3 Optimizing the design of heat exchanger for earth to air

The fluid flow analysis for a different design of earth to air heat exchanger has
been evaluated by using the computational fluid dynamic fluent model for the
cooling mode of the hot and dry climate of the Bikaner region, the ambient tem-
perature of the Bikaner region is considered 47.6°C for the inlet temperature of
optimizing the design of heat exchanger for the earth to air. In this analysis, the

Figure 10.
Graph of temperature v/s length of EATHE [8].

Material Thermal conductivity (w/m K) Density (kg/m3) Specific heat capacity (j/kg K)

Air 0.0242 1.225 1006

Soil 0.52 2050 1840

PVC 0.16 1380 900

Table 3.
Physical and thermal parameters used in validation [3].
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3. Result and discussion

3.1 Grid independence study

The result of CFD analysis is based upon the number of grid elements or size of
meshing. If the number of elements is increased, the computational result quality
will be good at a certain limit and if the number of elements is decreased, the
computational result quality will be poor. In the present study number of an ele-
ment is depending on the size of the element, if the size of an element increases the
number of an element is decreases and vice versa. For good quality of computa-
tional fluid dynamic result, we need to reduce the size of an element. Due to reduce
in size the resulting quality will improve at a certain size of an element. After a
certain size, the CFD result will be constant. Performance of computational fluid
dynamic evaluation at the specific variety of detail is called grid independence. For
the heat exchanger for the earth-to-air model, the grid independence study has been
executed with an exceptional quantity of mesh elements is shown in Table 2 and
Figure 9.

The maximum and minimum detail size 0.15 and 0.011 is a stander heat
exchanger for earth to air model. This size of an element is further utilized for the
earth air tunnel model optimization of the design.

Minimum size of
element (mm)

Maximum size of
element (mm)

Number of
element

Outlet temperature
of EATHE (°C)

0.11 1.5 93,750 31.36

0.0275 0.375 16,98,836 32.38

0.0157 0.214 49,54,034 32.17

0.0129 0.176 72,11,741 32.14

0.011 0.15 94,92,039 32.12

0.0095 0.13 1,22,92,650 32.12

Table 2.
Grid independence study with different number of mesh element.

Figure 9.
Graph of temperature v/s number of grids [11].
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3.2 Validation of model to experimental data
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of the EATHE system. The developed CFD model was validated using the previ-
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Figure 10. The temperature predicted by the CFD model at all the points, except at
the inlet point, along the pipe length is lower than the experimental results. It is also
observed that temperature deviation varies between 0% to a maximum of 7.62%,
and this deviation in temperatures may be contributed by the variation in the
coefficient of friction (from actual friction coefficient of pipe) used in a simulation
for the pipe material.

3.3 Optimizing the design of heat exchanger for earth to air

The fluid flow analysis for a different design of earth to air heat exchanger has
been evaluated by using the computational fluid dynamic fluent model for the
cooling mode of the hot and dry climate of the Bikaner region, the ambient tem-
perature of the Bikaner region is considered 47.6°C for the inlet temperature of
optimizing the design of heat exchanger for the earth to air. In this analysis, the
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simulation of optimizing the design heat exchanger for the earth to air has been
carried out to for finding the temperature of air under the steady-state conditions
by keeping the soil around the pipe of the heat exchanger for the earth to air at a
constant temperature of 300°K. The fluid flow analysis of optimizing the design
heat exchanger for the earth to air system has been considered the outer surface of
the soil thickness with 200 mm which is fourth times the diameter of the heat
exchanger for the earth to air pipe. The solution of the governing equation shows
the temperature profile of fluid which is air with different pipe designs of heat
exchanger for the earth to air. Different design of heat exchanger for the earth to air
pipe like straight pipe, spiral pipe, and a helical pipe has been selected for analysis.
This all types of heat exchanger for the earth to air has been carried out for finding
the thermal performance of heat exchanger for the earth to air and find out the
optimum design of heat exchanger for the earth to air. The analysis has been
performed for hot and dry climate of Bikaner where maximum outdoor tempera-
ture was found as 47.6°C and was taken as inlet design temperature for heat
exchanger. The various material properties like thermal conductivity, density, and
specific heat capacity are used for different types of pipe material is used in
simulation which is shown in Table 4.

3.3.1 Straight pipe heat exchanger for earth to air

Heat exchanger for the earth to an air of straight pipe length, diameter, and
velocity 20 m, 0.15 m and 2 m/s respectively have been used for analysis. The
ambient temperature of the Bikaner region is 47.6°C is used for the analysis of heat
exchanger for the earth to air. There are eight temperature sensors (Tinlet, T1, T2,
T3, T4, T5, T6 and Toutlet) are inserted in a pipe at equal distance of 3.34 m to find
out temperature at a different section. Straight pipe heat exchanger for the earth to
air, air temperature falls from 47.60 C to 28.340 C.

Figure 11 represents the contour plot of temperature distribution in the air. The
fluid flow analysis of a straight pipe heat exchanger for the earth to air is evaluated
by using the computational fluid dynamic fluent model for cooling mode for the hot
and dry climate of the Bikaner region.

3.3.2 Spiral pipe heat exchanger for earth to air

Figure 12 represents the contour plot of temperature distribution in air and the
red color denotes the maximum temperature range, and the blue color shows the
minimum temperature range.

Heat exchanger for the earth to an air of spiral pipe length, diameter, and
velocity 20 m, 0.15 m, and 2 m/s respectively have been used for analysis. The
ambient temperature of the Bikaner region is 47.6°C is used for the analysis of
heat exchanger for the earth to air. There are eight temperature sensors

Material Name Density
(kg/m3)

Specific Heat Capacity
(J/kgK)

Thermal Conductivity
(W/mK)

Air 1.225 1006 0.0242

Sandy Loam Soil (Bikaner) 2215 1260 1.26

HDPE 940 2000 0.4

Table 4.
Properties of material.

274

Heat Transfer - Design, Experimentation and Applications

(Tinlet, T1, T2, T3, T4, T5, T6, and Toutlet) are inserted in a pipe at an equal distance
of 3.34 m to find out temperature at a different section. Spiral pipe heat exchanger
for the earth to air, air temperature falls from 47.60 C to 28.310 C.3.3.3.

3.3.3 Helical pipe heat exchanger for earth to air

Heat exchanger for the earth to air of helical pipe length, diameter, and velocity
20 m, 0.15 m, and 7 m/s respectively have been used for analysis. The ambient
temperature of the Bikaner region is 47.6°C is used for the analysis of heat
exchanger for earth to air. There are eight temperature sensors (Tinlet, T1, T2, T3,
T4, T5, T6 and Toutlet) are inserted in a pipe at equal distance of 3.14 m to find out
temperature at a different section. In a helical pipe heat exchanger for the earth to
air, the air temperature falls from 47.60 C to 28.230 C which is shown in Figure 13.

Figure 11.
Contour plot of temperature distribution along straight pipe.

Figure 12.
Contour plot of temperature distribution along spiral pipe.
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simulation of optimizing the design heat exchanger for the earth to air has been
carried out to for finding the temperature of air under the steady-state conditions
by keeping the soil around the pipe of the heat exchanger for the earth to air at a
constant temperature of 300°K. The fluid flow analysis of optimizing the design
heat exchanger for the earth to air system has been considered the outer surface of
the soil thickness with 200 mm which is fourth times the diameter of the heat
exchanger for the earth to air pipe. The solution of the governing equation shows
the temperature profile of fluid which is air with different pipe designs of heat
exchanger for the earth to air. Different design of heat exchanger for the earth to air
pipe like straight pipe, spiral pipe, and a helical pipe has been selected for analysis.
This all types of heat exchanger for the earth to air has been carried out for finding
the thermal performance of heat exchanger for the earth to air and find out the
optimum design of heat exchanger for the earth to air. The analysis has been
performed for hot and dry climate of Bikaner where maximum outdoor tempera-
ture was found as 47.6°C and was taken as inlet design temperature for heat
exchanger. The various material properties like thermal conductivity, density, and
specific heat capacity are used for different types of pipe material is used in
simulation which is shown in Table 4.

3.3.1 Straight pipe heat exchanger for earth to air

Heat exchanger for the earth to an air of straight pipe length, diameter, and
velocity 20 m, 0.15 m and 2 m/s respectively have been used for analysis. The
ambient temperature of the Bikaner region is 47.6°C is used for the analysis of heat
exchanger for the earth to air. There are eight temperature sensors (Tinlet, T1, T2,
T3, T4, T5, T6 and Toutlet) are inserted in a pipe at equal distance of 3.34 m to find
out temperature at a different section. Straight pipe heat exchanger for the earth to
air, air temperature falls from 47.60 C to 28.340 C.

Figure 11 represents the contour plot of temperature distribution in the air. The
fluid flow analysis of a straight pipe heat exchanger for the earth to air is evaluated
by using the computational fluid dynamic fluent model for cooling mode for the hot
and dry climate of the Bikaner region.

3.3.2 Spiral pipe heat exchanger for earth to air

Figure 12 represents the contour plot of temperature distribution in air and the
red color denotes the maximum temperature range, and the blue color shows the
minimum temperature range.

Heat exchanger for the earth to an air of spiral pipe length, diameter, and
velocity 20 m, 0.15 m, and 2 m/s respectively have been used for analysis. The
ambient temperature of the Bikaner region is 47.6°C is used for the analysis of
heat exchanger for the earth to air. There are eight temperature sensors

Material Name Density
(kg/m3)

Specific Heat Capacity
(J/kgK)

Thermal Conductivity
(W/mK)

Air 1.225 1006 0.0242

Sandy Loam Soil (Bikaner) 2215 1260 1.26

HDPE 940 2000 0.4

Table 4.
Properties of material.
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(Tinlet, T1, T2, T3, T4, T5, T6, and Toutlet) are inserted in a pipe at an equal distance
of 3.34 m to find out temperature at a different section. Spiral pipe heat exchanger
for the earth to air, air temperature falls from 47.60 C to 28.310 C.3.3.3.

3.3.3 Helical pipe heat exchanger for earth to air

Heat exchanger for the earth to air of helical pipe length, diameter, and velocity
20 m, 0.15 m, and 7 m/s respectively have been used for analysis. The ambient
temperature of the Bikaner region is 47.6°C is used for the analysis of heat
exchanger for earth to air. There are eight temperature sensors (Tinlet, T1, T2, T3,
T4, T5, T6 and Toutlet) are inserted in a pipe at equal distance of 3.14 m to find out
temperature at a different section. In a helical pipe heat exchanger for the earth to
air, the air temperature falls from 47.60 C to 28.230 C which is shown in Figure 13.

Figure 11.
Contour plot of temperature distribution along straight pipe.

Figure 12.
Contour plot of temperature distribution along spiral pipe.
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Figure 13 represents the contour plot of temperature Distribution of air along
the length of helical pipe. The fluid flow analysis of helical pipe heat exchanger for
earth to air is evaluated by using the computational fluid dynamic fluent model for
cooling mode for the hot and dry climate of the Bikaner region.

The fluid flow and heat transfer analysis for EATHE is performed using the CFD
fluent model using a different design condition. The performance is compared in
terms of temperature drop and heat transfer rate in Figure 14.

Figure 15 shows the graph of heat transfer rate versus length of earth pipe. The
heat transfer rate along the pipe length follows the same trend as the temperature
followed. The heat transfer rate is achieved in a straight, spiral, and helical pipe is
10403.86w, 10420.19w, and 10463.79w respectively.

Figure 13.
Contour plot of temperature distribution along helical pipe.

Figure 14.
Graph of temperature v/s length for straight, spiral and helical pipe EATHE.
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3.4 CFD analysis of heat exchanger for earth to air for heating space

Computational model of earth to air heat exchanger has been analyzed for space
heating of building. Warmness exchanger for earth to air consists of length, diam-
eter, pipe fabric, and airspeed 20 m, 0.15, PVC and 2 m/s respectively. This all
parameter of heat exchanger for earth to air has been executed for locating the
thermal. The ambient average temperature of the Bikaner region in the wintertime
is 12.80°C. There are 8 thermocouples are inserted in a pipe at an equal distance of
3.14 m to discover the temperature at each section. Air temperature rise in a
straight, spiral, and helical pipe is 12.81°C, 13.29°C, and 13.25°C respectively which
is shown in Figure 16. Figures 17–19 show the temperature couture plot of heat
exchanger for the earth to air for heating of building in the winter session.

Figure 15.
Graph of heat transfer rate v/s section length.

Figure 16.
Temperature couture plot of straight pipe for heating mode.
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Figure 13 represents the contour plot of temperature Distribution of air along
the length of helical pipe. The fluid flow analysis of helical pipe heat exchanger for
earth to air is evaluated by using the computational fluid dynamic fluent model for
cooling mode for the hot and dry climate of the Bikaner region.

The fluid flow and heat transfer analysis for EATHE is performed using the CFD
fluent model using a different design condition. The performance is compared in
terms of temperature drop and heat transfer rate in Figure 14.

Figure 15 shows the graph of heat transfer rate versus length of earth pipe. The
heat transfer rate along the pipe length follows the same trend as the temperature
followed. The heat transfer rate is achieved in a straight, spiral, and helical pipe is
10403.86w, 10420.19w, and 10463.79w respectively.

Figure 13.
Contour plot of temperature distribution along helical pipe.

Figure 14.
Graph of temperature v/s length for straight, spiral and helical pipe EATHE.
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3.4 CFD analysis of heat exchanger for earth to air for heating space

Computational model of earth to air heat exchanger has been analyzed for space
heating of building. Warmness exchanger for earth to air consists of length, diam-
eter, pipe fabric, and airspeed 20 m, 0.15, PVC and 2 m/s respectively. This all
parameter of heat exchanger for earth to air has been executed for locating the
thermal. The ambient average temperature of the Bikaner region in the wintertime
is 12.80°C. There are 8 thermocouples are inserted in a pipe at an equal distance of
3.14 m to discover the temperature at each section. Air temperature rise in a
straight, spiral, and helical pipe is 12.81°C, 13.29°C, and 13.25°C respectively which
is shown in Figure 16. Figures 17–19 show the temperature couture plot of heat
exchanger for the earth to air for heating of building in the winter session.

Figure 15.
Graph of heat transfer rate v/s section length.

Figure 16.
Temperature couture plot of straight pipe for heating mode.
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Figure 20 illustrates the variations of heat transfer rates along the pipe length of
heat exchanger. The heat transfer rate along the pipe length follows the same trend
as the temperature followed. The heat transfer rate is achieved in a straight, spiral,
and helical pipe is 6974.014w, 7235.335w, and 7213.558w respectively.

4. Conclusion

From the above results and discussion, the following conclusion are drawn.

• The different design variants of earth to air heat exchanger i.e. spiral pipe,
straight pipe, and the helical pipe have been analyzed for finding cooling and
heating of the building.

Figure 17.
Temperature couture plot of spiral pipe for heating mode.

Figure 18.
Temperature couture plot of helical pipe for heating mode.
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• Air temperature falls in straight, spiral, and helical pipe is 19.11°C, 19.14°C, and
19.22°C respectively.

• Air temperature rise in the straight, spiral, and helical pipe is 12.81°C, 13.29°C,
and 13.25°C respectively.

• The heat transfer rate achieved in the straight, spiral, and helical pipe are
6974.014w, 7235.335w, and 7213.558w respectively.

• The heat transfer rate is achieved in the straight, spiral, and helical pipe is
10403.86w, 10420.19w, and 10463.79w respectively.

Figure 19.
Graph of EATHE temperature v/s length.

Figure 20.
Graph of heat transfer rate v/s section length.
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as the temperature followed. The heat transfer rate is achieved in a straight, spiral,
and helical pipe is 6974.014w, 7235.335w, and 7213.558w respectively.
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From the above results and discussion, the following conclusion are drawn.

• The different design variants of earth to air heat exchanger i.e. spiral pipe,
straight pipe, and the helical pipe have been analyzed for finding cooling and
heating of the building.
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Figure 18.
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• Air temperature falls in straight, spiral, and helical pipe is 19.11°C, 19.14°C, and
19.22°C respectively.

• Air temperature rise in the straight, spiral, and helical pipe is 12.81°C, 13.29°C,
and 13.25°C respectively.

• The heat transfer rate achieved in the straight, spiral, and helical pipe are
6974.014w, 7235.335w, and 7213.558w respectively.

• The heat transfer rate is achieved in the straight, spiral, and helical pipe is
10403.86w, 10420.19w, and 10463.79w respectively.
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Graph of EATHE temperature v/s length.

Figure 20.
Graph of heat transfer rate v/s section length.
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Abstract

Thermal management of electronic equipment is the primary concern in the 
electronic industry. Miniaturization and high power density of modern elec-
tronic components in the energy systems and electronic devices with high power 
density demanded compact heat exchangers with large heat dissipating capacity. 
Microchannel heat sinks (MCHS) are the most suitable heat exchanging devices for 
electronic cooling applications with high compactness. The heat transfer enhance-
ment of the microchannel heat sinks (MCHS) is the most focused research area. 
Huge research has been done on the thermal and hydraulic performance enhance-
ment of the microchannel heat sinks. This chapter’s focus is on advanced heat 
transfer enhancement methods used in the recent studies for the MCHS. The present 
chapter gives information about the performance enhancement MCHS with geom-
etry modifications, Jet impingement, Phase changing materials (PCM), Nanofluids 
as a working fluid, Flow boiling, slug flow, and magneto-hydrodynamics (MHD).

Keywords: Microchannel heat sink (MCHS), Heat transfer enhancement, 
Jet impingement, Phase changing materials (PCM), Flow boiling, Slug flow, 
Magnetohydrodynamics

1. Introduction

Thermal management of electronic components is the major concern to make 
the efficient high powered energy system [1–3]. The modern researchers’ attention 
is on the development of efficient heat exchanging devices for thermal management 
of electronic components [4, 5]. Miniaturization has a noticeable footprint on heat 
exchanger technology and which makes the heat exchangers as compact and effi-
cient. The life and overall efficiency of a thermal energy system are highly affected 
by its heat exchanger’s efficiency. The microchannel heat sink is an inventive and 
highly compact heat dissipating device, so it is the most suitable for the applica-
tion of thermal management of electronics. The performance and the life span of 
the electronic component with high power density is highly dependent on its heat 
dissipation capacity [6]. The performance of an electronic component is enhanced 
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Figure 1. 
The increment of studies performed on the micro-channels from the year 1996 to 2019 [15].

by providing an efficient heat absorbing device like MCHS. The MCHS is also used 
in many other applications like LED cooling, fuel cells, refrigeration, combustors, 
chemical industry and food industry, etc. Huge literature availability on MCHS 
indicates the capacity of this technology.

The categorization of the microscale channels is different from the conventional 
flow channels, and it is done by considering the channel’s hydraulic diameter. So 
many classifications are available from the literature. Many authors followed the 
classification given by S.G. Kandlikar and W.J. Grande [7] and S.S. Mehendale et al. 
[8], which is produced in Table 1.

The microchannel heat sink was first developed in 1981 for electronic cooling 
applications, which has rectangular cross-sectional channels made of silicon. In this 
study, the maximum thermal resistance of 0.09 0C/W was observed at the heat flux 
of 790 W/cm2 over the 1 cm2 area [9]. Since then, noticeable work has been done to 
improve the micro-channels’ fluid flow and heat transfer performance by improv-
ing the channel geometry, surface roughness of the channel, channel aspect ratio, 
working fluid and substrate materials, etc. The thermal resistance of 0.070 C/W 
was achieved for the MCHS developed for thermal management of the diode laser 
array manufactured by Indium phosphide (InP) [10]. The hydraulic diameter and 
aspect ratio of the channel was proved to be has a noticeable impact on the thermal 
and hydraulic behavior of the M [11].

Initially, few studies claimed that the conventional correlations and theories 
are not applicable for the micro and mini channels. Eventually, researchers cleared 
about these ambiguities and concluded that the inaccuracies in the microchannel 
dimensional measurements are the main reason for the deviation of the results 
produced from the conventional correlations. The uncertainties in experiments 

S.G. Kandlikar and W.J. Grande [7] S.S. Mehendale et al. [8]

Conventional channels: Dh < 43 mm
Mini-channels: 0.2 mm < Dh < 3 mm
Micro-channels: 10 μm < Dh < 200 μm
Transitional channels: 0.1 μm < Dh < 10

Conventional channels: Dh < 46 mm
Compact passages: 1 mm < Dh < 6 mm
Meso-channels: 0.1 mm < Dh < 1 mm
Micro-channels: 1 μm < Dh < 100 μm

Table 1. 
The classification of the mini and microchannels.
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were proved to be dominated by the uncertainties in the diameter measurement, 
which may cause the 20% deviation in the measurement of Poiseuille’s number 
[12]. In this analysis, fRe (Poiseuille’s number) data for microscale stroke flow 
showed negligible deviation from the macroscale stroke flow. 3% uncertainty in the 
channel width and channel height leads to the 21% uncertainty in calculating the 
friction factor [13]. The electric double-layer effect, entrance effect, and entrance 
effect are also possible causes for the deviation of pressure drop, apart from the 
measurements’ errors. To find the possible inaccuracies and partial thermal in the 
MCHS, enhanced thermal characterization methods were developed [14]. Figure 1 
represents the increment of studies performed on the micro-channels from the year 
1996 to 2019 [15].

2. Microchannel heatsink (MCHS)

The heat sink is a heat-absorbing device that takes heat from its surroundings  
by the various modes of heat transfer by using working fluids. Miniaturization 
makes the heat sinks as efficient and compact. MCHSs have fluid flow channels in 
the size of microns. MCHS application is found in the high-powered density energy 
system with less space availability. These applications include the computer compo-
nents cooling (Storage devices, CPUs and GPUs, etc.) [16], thermal management of 
high power density electronic components (IGBTs) [17], cooling of fuel cells [18], 
diode laser arrays [19], and combustors [20], etc. Electronic cooling is the major 
application of the MCHS. Figure 2 represents the schematic diagram of the  
transistor with a liquid-cooled heat sink.

Fabrication of MCHS is the biggest hurdle to perform the experimental investiga-
tions. Laser cutting [22], dry and wet etching [23–25], micro-cutting [26], and ultra-
sonic micro-machining [27] are very expensive fabrication methods for MCHS. Most 
of the researcher’s attention is on developing a new low-cost manufacturing method 
with good surface characteristics. Kaikan Diao, Yuyuan Zhao [28] studied the perfor-
mance of the sintered Copper microchannel manufactured by a low-cost fabrication 
method. This study proved that the pressure drop in the sintered copper microchan-
nel was higher than the microchannel machined conventionally and noticeably lower 
than the porous Copper microchannel fabricated by the Lost carbonate sintering 
method (LCS). Ivel L. Collins et al. [29] performed the direct-metal-laser-sintering 

Figure 2. 
Schematic diagram of the transistor with liquid-cooled heatsink [21].
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method (DMLS) for manufacturing of two MCHS models, PMM (permeable mem-
brane MCHS) and MMC (manifold MCHS) heat-sinks shown in Figure 3.

The analysis method implemented for the study of MCHS is also plays a key 
role in the accuracy of the study. Initially, researchers and scientists depended on 
expensive experimental methods only for their research but the development of 
numerical methods has upturned the studies on microfluidics. Novel computational 
fluid dynamic (CFD) techniques have been developed for accurate analysis of the 
MCHS. 3-dimensional simulation models give an accurate result than 2-dimensional 
simulation models but computational time is less for a 2-dimensional model. Similar 
outcomes were found in the 2D and 3D simulation model studies conducted on the 

Figure 4. 
Schematic of various studies on micro-channel heatsinks (MCHS) [15].

Figure 3. 
Images of the (a, c) manifold MCHS and (b, d) permeable membrane MCHS [29].
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microchannel fluid micro-mixing [30]. S. A. Si Salah et al. [31] implemented the 
control-volume FEM (CVFEM) to study microchannel flow, which has the advan-
tages of both finite element method and the finite volume method. The slug flow 
in the microchannel of serpentine shape was studied using a Coupled-level-set and 
volume of fluid (CLSVOF) method, which accurately predicted heat transfer and 
fluid flow performance liquid–liquid 2-Phase flow [32]. J. Rostami and A. Abbassi 
[33] implemented the Eulerian–Lagrangian method to analyze the Al2O3-water fluid 
flow in the wavy channeled heat sink. Shuzhe Li et al. [34] and Zhibin Wang et al. 
[35] were also used the coupled level set and volume of fluid method for their study 
on coalescence between the moving liquid and the droplets in the microchannel. 
A flexible coupled-level-set and volume of fluid (flexCLV) method [36], Lattice 
Boltzmann method (LBM) [37, 38]. The coupled LBM [39] was also implemented 
for the accurate prediction of complex problems. Figure 4 shows the schematic of 
types of studies performed on the microchannel heat sinks.

3. Thermal performance-enhancing techniques

It is clear from the studies in the literature that MCHS has an eminent future in 
the field of thermal management of electronic equipment. The work performed on 
the micro-channel heat sink by Tuckerman and Pease [9] attracted the researchers 
towards the MCHS. Researchers and scientists have been working on MCHS to develop 
new ways to enhance heat transfer in micro-channels. The details of the few thermal 
performance-enhancing techniques developed for MCHS are produced in this section.

3.1 Geometric improvements

The microchannel geometry has a major impact on its heat transfer and fluid 
flow performance. The improvement of the microchannel geometry is a possible 
technique to decrease the pressure drop with a significant increase of the heat 
transfer. Various cross-sectional shapes of micro-channels used for the analysis 
are presented in Figure 5. Microchannel with a Trapezoidal-shaped cross-section 
has a good thermal performance than the rectangular channel [41]. The effect of 
the different parameters like aspect ratio (AR) [42], hydraulic diameter, channel 
spacing [31], channel width, channel height, etc., on the heat transfer behavior of 
microchannel, were also studied.

An experimental analysis performed on the rectangular microchannel with the 
working fluids FC770 and water proved that the critical Reynolds number (Re) 
increases to 2400 from 1700 with a reduction of aspect ratio (AR) to 0.25 From 1 [43]. 
The reduction of friction factor with increasing the AR was also noticed initially, 
and then it started increasing. The increase of both the Nusselt number (Nu) and the 
pressure loss with the channel height reduction was observed in the numerical study 
on MCHS with transfer channels [44]. The flow channel size shows a noticeable effect 
on the hydraulic performance as it was decreasing from the macro scale to the micro-
scale. The effect on the hydraulic behavior of the microchannel was negligible as the 
space between the micro-channels decreases from 50 μm to 0.5 μm [31]. The Nu and 
Poiseuille number are found to be raised with rising the AR and side angle [45].

Some studies on MCHS have introduced the ribs, internal fins into the flow chan-
nels and changes the shape of the passage so that the area of heat transfer increased. 
A considerable decrease of pressure drop was noticed when the rectangular-shaped 
ribs and the sinusoidal cavities are provided to the MCHS [46]. In the various category 
of offset ribs on the channel sidewalls, the best performance was observed with the 
forward triangular ribs and the rectangular ribs showed the worst behavior at the Re 
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less than 350 [47]. The increase of heat transfer was also observed by providing the 
internal fins with the increase of pressure drop, as a cumulative effect, the microchan-
nel performance was increased. The proximity from the wall of the large row of pin 
fins showed the greatest effect on the velocity field, distribution of flow, temperature 
distribution, and streamline structure. As the gap between the pin-fins increases, 
the heat transfer is noticed to increase first and then decrease. The fin structured 
microchannel with equal gap and diameter shows better thermal performance [48]. 
A schematic model of finned MCHS is produced in Figure 6. The effect of proximity 
from the sidewall on the thermal performance is represented in Figure 7.

Figure 5. 
Various cross-sections of micro/mini channels used for studies [40].

Figure 6. 
Schematic model of finned MCHS, (a) physical model and (b) boundary conditions [48].
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The large heat transfer (HT) enhancement was found in the periodically converg-
ing and the diverging and periodically expanded and constrained MCHS. 46.8–
160.2% improvement in HT was noticed in the converging and the diverging MCHS 
(Figure 8) [49]. 50–117% improvement of heat transfer was found in the periodically 
expanded and constrained MCHS (Figure 9) in the range of Re from 150 to 820 [50].

An experimental study on periodic jetting and throttling MCHS (Figure 10) has 
concluded that the mean temperature and maximum temperature in the throttling 

Figure 7. 
The influence of proximity from the sidewall on the thermal performance of MCHS [48].

Figure 8. 
Physical model of periodic converging–diverging microchannel [49].

Figure 9. 
Design of the periodic expanded and constrained MCHS [50].
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MCHS are less than the jetting MCHS with huge pressure loss [51]. The heat transfer 
rate in the trapezoid cross-sectional MCHS with grooved structure was noticed to 
be improved by 28% because of the breaking and regeneration of the thermal and 
hydrodynamic boundary layer [41].

Huan-ling Liu et al. [52] developed new annular MCHS designs, MRNH and MRSH 
presented in Figure 11, and concluded that the consistency of the substrate temperature 
of the interleaved structure was better than the sequential structure. The increase of the 
total thermal resistance was noticed with rising the slant angle in the MRSH design. The 
variation of the average Nu with the pumping power is represented in Figure 12.

Some of the researchers [53–55] investigated the effect of the channel surface-
roughness on the thermal performance of MCHS. Their work disclosed that the 
HT in MCHS was augmented for rough-surfaced channels and its effect is very 
significant at high Re. Yan Ji et al. [56] analyzed the low Knudsen number (Kn) gas 

Figure 11. 
Schematic design of MCHS, (a) MRNH (b) MRSH configuration [52].

Figure 10. 
Physical model of (a) jetting MCHS (b) throttling MCHS [51].
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flow in rough channels and observed a decrease of local heat flux with increasing 
the relative roughness for rarefied and compressible flow. The variation Nu with the 
roughness is shown in Figure 13.

Secondary flow in MCHS is an effective method to reduce the pressure drop, 
which is a major limitation in the above-discussed models. One of the secondary 
flow MCHS models is shown in Figure 14. The maximum enhancement in heat 
transfer in secondary flow MCHS was obtained by optimizing the ratio of the 
parameters of secondary channel width to the main channel width (𝞪𝞪), the ratio of 
secondary channel half-pitch to the main channel width (𝞫𝞫), and tangent value of 
the angle of the secondary channel (𝞬𝞬) [57].

Figure 12. 
The variation average nu with pumping power at three slant angles [52].

Figure 13. 
Variation of nu with the relative roughness [56].
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Figure 11. 
Schematic design of MCHS, (a) MRNH (b) MRSH configuration [52].

Figure 10. 
Physical model of (a) jetting MCHS (b) throttling MCHS [51].
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A novel MCHS model namely, permeable membrane MCHS (PMM) and mani-
fold microchannel heatsink (MMC) manufactured by Direct metal laser sintering 
method using an aluminum alloy was studied experimentally and noticed the better 
performance of the PMM heat sink [29]. Figure 3 shows the images of PMM and 
MMC heat sinks.

3.2 Jet impingement arrangement

A microchannel heat sink with a jet impingement arrangement is an active 
heat sink with high heat transfer coefficients. Jet impingement in the flow of a 
fluid using liquid coolants produces very high heat transfer coefficients and it 
is more significant in the stagnation region [58–60]. Substantial work has been 
performed on the jet impingement, with various working fluids, at various 
nozzle configurations, standoff distances, and lengths. Jet impingement in heat 
sinks shows uniform temperature distribution for both micro-scale and macro-
scale applications. Microscale jet impingement is most suitable for dissipating 
the heat from high-powered electronic systems [61]. Hybrid MCHS with micro 
jet impinging developed for photovoltaic solar cell cooling was enhanced the 
solar cell electrical efficiency by 39.7% [62]. The numerical study conducted 
on the hybrid MCHS with a slot-jet module and various channel cross-sections 
revealed that the trapezoidal channel shows the better cooling effect [63]. The 
decreasing order of the pressure drop in the various channels at the fixed flow 
rate was circular cross-section, a trapezoidal cross-section, and rectangular 
cross-section. The rectangular channel was not favorable for impingement jet 
to produce vorticities, so it has a low-pressure loss. Afzal Husain et al. [64] 
modeled a new hybrid MCHS with impingement and pillars (Figure 15). It 
was noticed that the MCHS model with the low jet pitch to diameter ratio 
produces a greater heat transfer coefficient. The hybrid MCHS design with the 
ratio of standoff (distance between jet impingement surface and nozzle exit) 
to the diameter of the jet close to 2 and 3 results in low thermal resistance and 
 pumping power.

P. Naphon et al. [65] applied the ANN model (Figure 16) of the Levenberg–
Marquardt Backward propagation (LMB) training algorithm and Computational 

Figure 14. 
Design of (a) secondary flow MCHS (b) computational domain [57].
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fluid dynamics to study the jet impingement of Nanofluids in the MCHS. The 
maximum deviation of the predicted results from the measured data was found 
to be 1.25%. With increasing the nozzle level, the heat transfer from the heat sink 
module to Nanofluid was tended to decrease, which causes the high fins tip tem-
perature. Generally, there are two different jet impingement arrangements: the 
free-surface and submerged jet-arrays [66]. The schematic model of the free surface 
and submerged jet arrays are produced in Figure 17.

The heat transfer was also enhanced effectively by introducing various shapes 
of dimples on the HT surface with impinging jets [67]. Convex dimple arrangement 

Figure 15. 
Schematic model of the hybrid MCHS with pillars and jet impingement [64].

Figure 16. 
Optimal ANN model proposed by P. Naphon et al. [65].
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has superior overall performance among the three arrangements studied and it has 
a high heat transfer rate and lowest pressure loss. The single nozzle with a convex 
dimple arrangement is presented in Figure 18.

3.3 Nanofluid as the working fluid

Thermo-physical properties of the Nanofluids are superior among vari-
ous working fluids, so which are suitable for high heat transfer applications. 

Figure 18. 
Schematic diagram of single nozzle with convex dimple arrangement [67].

Figure 17. 
Schematic model of (a) free-surface jet-arrays and (b) submerged jet-arrays [66].
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Significant research has been done on MCHS with Nanofluids using experimen-
tal and single and multi-phase CFD models. Multi-phase methods are noticed 
to be more precise compared to the single-phase numerical methods [68]. The 
inaccuracy of the 2-phase mixture method and the 1-phase methods for 1% 
Nanofluid compared to the experimental results were found to be 11.39% and 
32.6% respectively [69].

Ayoub Abdollahi et al. [70] proved that the water-based SiO2 Nanofluid has 
the best performance among the four water-based SiO2, CuO, Al2O3, and ZnO 
Nanofluids. In a similar study conducted on the hexagonal channeled MCHS using 
various water-based Nanofluids, it was observed that Al2O3-water Nanofluid has the 
highest heat transfer coefficient [71]. The analysis on CuO-Water Nanofluid flow 
in trapezoidal channeled MCHS proved that the thermal performance of heat sink 

Figure 19. 
The variation of average nu with Reynolds for various nanofluid volume fractions [72].

Figure 20. 
Distribution of nanofluid thermal conductivity at the outlet with various mass Flux (i) 0.0001 kg/s, (ii) 0.0003 
kg/s [75].
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was enhanced by increasing the Nanofluid volume fraction with a penalty of high 
pumping power [72]. The variation of Average Nu with the Reynolds number (Re) 
is shown in Figure 19.

The numerical investigation on the Nanofluid-based triangular and trapezoidal 
grooved MCHS revealed that the water-based Al2O3 Nanofluid was the best cool-
ant for the trapezoidal grooved MCHS [73, 74]. In a numerical study conducted 
on Al2O3-water Nanofluid-based MCHS, the rise of Nanoparticles’ concentration 
at the walls and non-uniform distribution of thermal conductivity was observed 
with increasing Discharge [75]. Figure 20 shows the distribution of the Nanofluid 
thermal conductivity at the outlet.

Few studies used the advantages of both the geometries and the Nanofluids in 
the MCHS. Water-based Diamond Nanofluid has the best performance among the 
various Nanofluids used in the analysis of the wavy channeled MCHS [76]. M.M. 
Sarafraz et al. [77] witnessed a 76% improvement in the heat transfer performance 
of MCHS with a 20% increase in the pumping power at the Re higher than 1376. 
The variation of the Nu obtained from the experiments and existing correlations is 
shown in Figure 21.

The efficiency of an energy system can understand by finding its entropy genera-
tion. Some studies investigated the entropy generation of the MCHS to analyze its 
performance using various working fluids. In the first and second law thermody-
namic analysis of offset strip-fin MCHS with CuO Nanofluid as coolant, it was found 
that the thermal characteristics of the MCHS improved with Re but the frictional 
entropy generation was also increased [78]. The rate of entropy generation of MCHS 
in the flow direction concerning the number of fins is presented in Figure 22.

3.4 Magneto-hydrodynamics (MHD) influence

MHD is an interdisciplinary subject that has been used in various engineering prob-
lems like the design of MHD pumps and flows meters and cooling of nuclear reactors 
etc. In the field of microfluidics, MHD pimping is very favorable because of its uncom-
plicated design and less power consumption [79–82]. In the starting, conventional heat 

Figure 21. 
The variation of the nu obtained from the experiments and existing correlations [77].
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exchangers with magnetic fluid are investigated to know its performance by apply-
ing it. The proportionality of friction factor and Nusselts number with the applied 
magnetic field was noticed in the study of the MHD effect on circular tube flow of 
Fe3O4-Water Nanofluid [83]. Variation of Nusselt number with Magnetic field effects 
is presented in Figure 23. The working fluid velocity was observed to be reduced with 
Lorentz force generated because of magnetic flux applied. The increase of the local 
heat transfer coefficient was witnessed experimentally when an external magnetic 
field was applied to the W-40 (magnetic Nanofluid) flow in a rectangular duct [84].

Few research studies about the MHD effect on micro-channels noticed the 
improvement of their hydraulic and thermal behavior. The decrease of the gradient of 
velocity at the wall with a rise in the index of Power-law flow was observed in the flow 
of non-Newtonian fluid flow in a microchannel under a transfer magnetic field [85]. 
The increment of the gradient of velocity near the wall and reduction of maximum 
velocity was found with the rising Hartmann number. The increase in the Joule heating 
and the viscous dissipation was observed to decrease the Nusselt number. Chunhong 
Yang et al. [86] studied the thermal behavior of an incompressible MHD flow in a 
rectangular microchannel by taking the combined influence of the viscous dissipation 

Figure 22. 
The entropy generation of MCHS in the flow direction with the number of fins [78].

Figure 23. 
The nu variation with the magnetic field (a) in the range Re, (b) along the channel [83].
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and the Joule heating. This analysis shows the decrease of normal velocity with incre-
ment in the Hartmann number (Ha) without any applied lateral electric field. The 
increasing-decreasing trend of Velocity and temperature profiles was noticed with the 
rising the Hartmann number under the applied lateral electric field. The generation of 
entropy in the MCHS was diminished as the influence of the Lorentz force generated 
by the injected electric current and magnetic field applied transversely [87].

3.5 Flow boiling in MCHS

Flow boiling in the MCHS can vanish the heat fluxes in the range of 30 to 
100 W/cm2 with the acceptable channel surface temperatures [88]. The flow boiling 
implemented MCHSs were used for a variety of applications, like cooling of PEM 
fuel cells, thermal management of the IGBTs (insulated gate bipolar transistors), 
refrigeration systems, etc. [89]. Most of the researchers’ attention is on estimating 
the impact of the mass flow rate, heat flux, vapor quality, and surface characteristics 
on the boiling heat transfer [90, 91]. Stable flow boiling is also one of the best way 
to enhance the heat transfer in the MCHS. The experimental analysis done by John 
Mathew et al. [92] on the copper hybrid MCHS with flow boiling revealed that the 
local heat transfer coefficient is consistent increases with the heat flux and becomes 
sensitive to the heat flux. The pressure loss was also found to increase in the 2-phase 
flow with heat flux under all mass flow rate conditions. Figure 24 shows the varia-
tion of upstream heat transfer coefficient in the microchannel concerning the 
effective heat flux. A numerical study of Yang Luo et al. [93] on manifold MCHS 
with subcooled two-phase flow boiling proved that heat flux and the manifold ratio 
significantly influence the pressure drop and thermal resistance (Rth) of the micro-
channel. The authors suggested that the manifold ratios should be between 1 and 2 
for low-pressure drop and the better thermal performance of the manifold heatsink.

The impact of the surface characteristics on the flow boiling of regasified and 
deionized water micro-channel was experimentally studied and found that the 
characteristics of the Cu microchannel surface are transient [88]. The heat transfer 
coefficients of the aged Cu microchannel surface were unchanged and even enhanced 

Figure 24. 
Variation of upstream HT coefficient in the microchannel with respect to the heat flux with the images of flow 
visualization [92].
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after proper cleaning. Hongzhao Wang et al. [94] examined the wettability patterned 
microchannel and homogeneous hydrophilic microchannel and found a 22% higher 
heat transfer coefficient for wettability patterned microchannel. The heat transfer coef-
ficient was noticed to be improved for the wettability patterned channel with the mass 
flux. The transient variation of Heaters’ temperature variation is shown in Figure 25.

The experimental and simulation analysis on microchannel with 2-phase con-
tinuous boiling revealed that heat transfer was improved at the fixed heat flux with 
increment in mass flux but it may tend to unstable boiling [95]. For the unstable 
boiling in a microchannel, the oscillation amplitude was observed to be influenced by 
the structural parameters of the microchannel and the thermal conductivity. In the 
experimental investigation on 2-phase flow regimes in a microchannel, the formation 
of the wave on the liquid film was observed in film flow regimes [96] and the wave-
length of the waves on the liquid film is depending on flow rate of the gas and liquid.

Along with the MCHS performance improvement methods discussed above, a 
few other inventive methods were noticed in the literature. C.J. Ho et al. [97] exam-
ined the microencapsulated PCM (MEPCM) based MCHS under the sudden pulsed 
heat flux and disclosed that the layer of MEPCM layer not effective in controlling 
the temperature rise in the MCHS. At the high amplitude of heat flux pulse, the 
MEPCM layer has the improved cooling performance. Soumya Bandyopadhyay, 
Suman Chakraborty [98] investigated the thermophoretic force effect and the 
interfacial tension by studying Newtonian fluid dynamics in a microchannel with 
the consideration of temperature dependency of viscosity. Linda Arsenjuk et al. 
[99] investigated the slug flow in parallelized microchannel and obtained static 
fluid distribution with high-pressure loss. Zan Wu et al. [100] analyzed the slug 
flow in a square microchannel and correlated the velocity of the slug in terms of the 
Capillary number using bulk velocity and continuous phase viscosity.

4. Conclusions

The advancements in the thermal performance enhancement methods for 
microchannel heat sinks are discussed so far. Each method is selected based on 

Figure 25. 
Transient variation of heaters’ temperature (lines represents the average temperature) [94].
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heatsink application, the heat flux needs to be dissipated, space availability, etc. The 
primary conclusions drawn from this chapter are,

• The accuracy of the solution depends on the numerical method implemented 
to solve the fluid flow problem. The lattice Boltzmann method was considered 
an efficient numerical method to solve the fluid flow problems coupled with 
heat transfer in complex geometry.

• The geometry modification of the heat sink by adding the fins, changing 
the channel shape, flow pattern, etc., is the basic heat transfer enhancing 
technique but with increasing the complexity of the geometry the fabrication 
becomes difficult and expensive.

• The large pressure drop is also one of the disadvantages with the complex 
geometry of the heat sink.

• The microchannel heat sink developed with the phase changing process is well 
suited for the heat dissipation application where large fluctuations in the heat 
flux are involved.

• The flow boiling and jet impingement in the microchannel heat sink is con-
sidered the best methods to dissipate the large heat fluxes generated in the 
electronic components with the penalty of a large pressure drop.

5. Existing lacuna and future scope

The major observations from the present chapter are

• Efficient Phase changing materials (PCM) based MCHS has to be developed 
and its influence on the heat transfer has to be analyzed thoroughly.

• High-pressure loss is the main limitation for the microfluidic systems, heat 
sinks with the low-pressure drop has to be developed
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Chapter 16

Heat Pipes Heat Exchanger for 
HVAC Applications
Anwar Barrak

Abstract

With increasing global demands for energy (especially in developing countries), 
energy production will increase, the wasted energy will increase, and the emission 
and pollution will increase also. That makes the researchers focus on recovering 
the wasted heat and enhancing the recovery devices to improve the energy-saving 
amount. Heat pipe technology is one of the promising methods of transfer heat 
efficiently between two species. There are three common types of heat pipe; con-
ventional heat pipe, thermosyphon, and oscillating heat pipe. Each type contains 
three sections: evaporator, adiabatic, and condenser section. The heat pipe as a heat 
exchanger was investigated and experimentally used by many authors to recover the 
wasted energy in many engineering applications.

Keywords: heat transfer, heat exchanger, heat recovery, heat pipe, pulsating heat pipe

1. Introduction

The energy consumption of many countries has been increased mostly in grow-
ing countries. A rise in energy-consuming has been recognized because of the main 
developments in different sectors [1]. It is expected that energy-consuming even 
has a quicker increase in equatorial (hot) countries in comparison with the other 
countries. The energy side and global warming are the principal matters now and 
one of the main challenges for scientists and policymakers. One of the main pro-
cesses that participate in the emissions lowering is an application of a heat recovery 
system to improve the thermal performance in the expression of energy-consuming. 
Air conditioning units are one of the important energy consumers, and commonly 
the running electrical cost of air conditioning systems accounts for about 50% of 
whole energy bills [2]. The heat will recover if the energy recovery applications are 
combined with air conditioning units to decrease the energy required of air condi-
tioning units [3].

Figure 1 shows the use of a heat recovery device in the HVAC system, a high 
temperature (hot) and humid inlet air is required in an occupied building. The 
return air (cold) can be used to precool the incoming outdoor (hot) air by employ-
ing a heat recovery coil. Conventional heat recovery coils include stationary finned 
or plate-type air-to-air heat exchangers or rotary heat wheels [4]. Heat pipe heat 
exchanger (HPHX) suggested as an efficient heat exchanger is for this purpose [3].

The advantages of using the heat recovery device in HVAC systems are:

1. Energy reduction and, thus, primary energy consumption, which led to reduce 
emission production.
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2. Reduction in energy requirements and amounts of coolants used for the air 
conditioning system.

3. The operating costs are reduced [5].

The purpose of a heat pipe heat exchanger for heat recovery in hot and cold 
climates is widely known. The heat pipe exchanger offers a low air pressure drop, 
related to possible by loop configurations, and heat recovery applications can 
be extended to milder climates and still pay for themselves. A new possibility is 
‘cooling’ recovery in the summertime, which is now economical enough to be 
considered. The application of heat pipe as a heat exchanger to recover wasted heat 
is participated to enhance the dehumidification capacity of a conventional cooling 
coil is one of the most attractive applications. The used heat pipe heat exchanger in 
HVAC systems as a dehumidifier device can decrease 10% the air relative humidity 
that leads to resulting in a remarkable enhancement of the quality of fresh air and a 
decrease in power demand. The heat pipe is a promising technology to enhance the 
quality of fresh air, and at the same time help save energy.

The objectives of this chapter are to view heat pipe technology, the mechanism 
of heat and mass transfer, and assess the performance of heat-pipe heat recovery 
units for the HVAC system. This chapter presents the updated development status 
of the heat pipe used as a heat exchanger used in the HVAC system to recover the 
wasted heat. In this chapter, the experimental and theoretical investigations of the 
heat pipe, Thermosyphon, and OHP are systematically summarized.

2. Heat pipe (HP)

The heat pipe is a very efficient passive device used to transfer heat. Heat pipes 
let height transfer rates over large space, with minimum temperature differences, 
simple structure, and easy control, and no required to pump [6]. Heat pipes consist 
of locked channels that are partially filled by a suitable working fluid. Heat pipes 
classify as a traditional heat pipe (HP), Thermosyphon heat pipe, and a pulsating/
oscillating heat pipe (OHP) [7].

2.1 Conventional heat pipe (HP)

A heat pipe is a tube containing a wick structure filled partially with fluid at 
the saturated state is lined on the inner surface. It is divided into three sections, 

Figure 1. 
Air conditioning system with precool and reheat coils [4].
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as shown in Figure 2. An evaporator portion, where the heat is added and the liquid 
phase changes to vapor phase, a condenser region at the other end, where the heat 
is dissipated, and the condensation process occurs, and an adiabatic (insulated) 
zone in between, where no heat in or out in this section of the heat pipe and the two 
phases of working fluid (liquid and vapor) flow in contrary directions through the 
core and the wick [8].

In the conventional heat pipe (HP), the condensed (liquid phase) goes back 
to the evaporator region by the capillary effect of the wick in the HP [7]. Figure 3 
shows the operation of a conventional heat pipe (HP).

1. Heat pipes have some advantages features compared to other conventional 
 approaches to transfer heat like a finned heat sink.

2. In steady-state operation, a heat pipe can have an extremely high thermal 
 conductance.

3. A heat pipe can transfer a high amount of heat over a relatively long distance 
with a comparatively small temperature differential.

4. Heat pipe with liquid metalworking fluids can have a higher thermal conduc-
tance in comparison to the best solid metallic conductors, silver or copper.

2.2 Thermosyphon heat pipe

Thermosyphon is a simple two-phase closed heat pipe but an effective heat 
transfer device. It is a wickless heat pipe with a small amount of liquid reservoir 
at the bottom. The best description of Thermosyphon is by dividing it into three 
sections, as shown in Figure 4. Heat input through the evaporator section will 
convert the liquid into vapor. The vapor rises and moves across the adiabatic region 
to the condenser section. The vapor condenses and gives up its latent heat in the 
condenser section. The liquid was then forced to back to the evaporator section as a 
liquid film by gravity force [10].

Thermosyphon is a wickless heat pipe, therefore gravity is the major driving 
force for condensate to return to the evaporator section, so the capillary limit is 
generally of no concern in the operation of the Thermosyphon. Figure 4 shows the 
closed two-phase heat pipe (thermosyphon) [9].

Figure 2. 
Conventional heat pipe [7].
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3. Oscillating heat pipe (OHP)

Oscillating heat pipe (OHP) or pulsating heat pipe (PHP) is a relatively new 
development that was proposed by Akachi in the field of the heat pipe in cooling 
technology [11].

OHP is characterized by the following basic features (see Figure 5):

1. The structure of OHP is manufactured from a bending tube comprised of 
serpentine channel capillary dimensions with many turns, filled partially by a 
working fluid [13].

2. The OHPs are classified into three main types. Figure 5a illustrates the first 
type of OHP, which is a closed-loop oscillating heat pipe (CLOHP). The name 

Figure 4. 
Schematic operation of a thermosyphon heat pipe [9].

Figure 3. 
Schematic operation of a conventional heat pipe [9].
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became from its long capillary tube forming a closed loop. While Figure 5b de-
picts the second type, which is a CLOHP with check valves; it is manufactured 
from a long capillary pipe with the joining ends to configure a closed loop. The 
closed-loop heat pipe/check valves contain one or more direction-control one-
way check valves in the loop to make the working fluid circulate in one direc-
tion only. A closed-end oscillating heat pipe is a third type of heat pipe, which 
is manufactured from a long capillary tube with closed at both ends, as shown 
in Figure 5c [12].

3. No internal wick structure (simple manufacturing).

4. At least one heat-receiving section (evaporator), heat-dissipating section 
( condenser), and an optional in-between adiabatic section are present [13].

3.1 Operation of oscillating heat pipe (OHP)

When the evaporator section receives heat, the temperature in the evaporator 
region increases, which will lead to a rise in the vapor pressure in the channel, and 
causes the growth of bubbles size in the evaporator section, then bubbles move to 
the condenser zone by the difference between the pressure of the evaporator and 
condenser. During the movement of the vapor plug to the condenser section, which 
is under low temperature, so the condensation process occurs, and the vapor plug 
collapses. Then, the slug-train in the condenser section is pushed to the adjoining 
vapor plug, and the liquid slug moves to the evaporator section for nucleation. 

Figure 5. 
Types of oscillating heat pipes [12].
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At nucleation locations, dispersed bubbles generate and coalesce to grow in size as 
bubbles are continuously heated. The formation and growth of dispersed bubbles 
happen continuously when supplying the heat at the evaporator zone because the 
temperature of the inner wall of the tube was higher than the saturated temperature 
of the working fluid [11].

As the condenser cools, the pressure reduces, and a condensation process of 
bubbles accrues. This process pumps the working fluid again to the evapora-
tor region and continuous between both sections and resulting in oscillating 
motion. The cycle gets completed in this way, and the same cycle is repeated 
again and again for heat transportation from the evaporator region to the 
condenser region.

3.2 Advantages of oscillating heat pipe (OHP)

OHP is a highly effective thermal conductivity, thus resulting in a high level of 
temperature uniformity from the evaporator to the condenser. The operation of 
OHP can start at a low temperature to a high temperature, where the liquid and 
vapor phases can coexist. The manufacturing of OHP is almost by any shape. The 
OHP has some advantages and unique operating characteristics in comparison to a 
traditional heat pipe:

1. Part of the heat input at the evaporator zone of OHP will convert to the  
kinetic energy of the working fluid to maintain the oscillating/pulsating  
motion.

2. The liquid and vapor phases move in the same direction, and both phases do 
not interfere inside the OHP.

3. The evaporating and condensing heat transfer is significantly enhanced 
because liquid plugs that thermally driven in capillary tubes or channels that 
effectively produce thin films.

4. Oscillating/pulsating flows of working fluid inside capillary tubes/channels 
significantly improve the heat transfer by forced convection and the phase 
change (mass transfer).

5. The heat transferability of the OHP dramatically grows as the input power 
increases.

6. Wickless formations and low manufacturing expense.

7. The design of OHP can be independent of gravity [14].

4. Heat pipe heat exchanger (HPHX)

A wide range of research investigations had been done to explain and under-
stand the thermal performance and operational behavior of heat pipes technol-
ogy when it is used as a heat exchanger for recovering the heat that is wasted in 
HVAC and other engineering applications. The literature studied many factors 
that affected the operating behavior and thermal performance of heat pipe heat 
exchanger (HPHX) like working fluid, heat input, inlet air temperature, and veloc-
ity, pipes geometry, and arrangement style.

317

Heat Pipes Heat Exchanger for HVAC Applications
DOI: http://dx.doi.org/10.5772/intechopen.95530

4.1 Review of heat pipe heat exchanger (HPHX)

This part will review the literature that investigated the recovering heat by using 
HPHX.

The heat pipe heat exchanger with staggered and inline arrays arrangement was 
investigated [15]. The heat pipe included sections with a height of 150 mm for the 
evaporator and condenser and 50 mm for the adiabatic zone. The heat pipe was 
fabricated from steel with a 20 mm inner diameter. They used 48 heat pipes put in 
an arrangement of eight rows. The results showed the effect of tube configuration, 
and the rate of heat transfer will increase by using a staggered configuration.

Noie [16] study experimentally and theoretically the influence of heat input, 
air temperature, and velocity on the performance of thermosyphon HPHX under 
steady-state operating conditions. The heat exchanger is comprised of six rows of 
90 finned thermosyphon. The heat pipe had a length of 600 mm for the evaporator 
and condenser section and 100 mm for the adiabatic section and filled partially 
with water by 60% (from evaporator volume) filling ratio. The evaporator sec-
tion was heated by air with temperature (100–250) oC & velocity (0.5–5.5) m/s, 
and the air was used to cool the condenser section at 25°C. The effectiveness-NTU 
method was used in the simulation program was developed to predict the outlet 
temperature. The results showed that the experimental and theoretical results were 
close. The results suggested avoiding the equal air velocity at the evaporator and 
condenser zones duo to the minimum effectiveness of heat pipe [16].

By using a heat exchanger with eight rows of thermosyphon in an HVAC system, 
Yau (2007) investigated experimentally the effect of the inlet air conditions on 
the sensible heat ratio (SHR). The results concluded that the SHR decreased by 
using HPHX with the HVAC system. These meant that the cooling coil capability 
for removing moisture with HPHX was enhancing, and it strongly recommended 
to install heat pipe heat exchangers with an HVAC system for moisture removal 
enhancement [17].

El-Baky and Mohamed [18] examined a heat pipe heat exchanger to recover 
heat by connecting it with ducts of inlet and return air streams. They investigated 
the influence of flow rate ratio, and inlet air temperature (32–40) oC. To help the 
liquid back from the condenser to the evaporator section, the heat pipes have 4 
layers of the brass screen with a 0.125 mm wire diameter. The findings manifest that 
the effectiveness will be high as the inlet air temperature was near to the operating 
temperature of working fluid inside the heat pipe. The results revealed that increas-
ing the inlet air temperature led to enhance the heat transfer rate and effectiveness 
for the evaporator and condenser section.

A loop type of heat pipe (LHP) was integrated into the window type air-
conditioning system [19] to introduce and perform a possible reheat process in the 
system. This configuration presented an enhancement in the COP of the system 
with a reduction in energy consumption. The author concluded that the loop heat 
pipe could de enhance the thermal performance for the large capacity units due to 
the double effect LHP in the system.

Yau and Ahmadzadehtalatapeh [20] carry out an experimental investigation 
to study the thermal performance of a horizontal heat pipe heat exchanger. They 
used two rows of copper heat pipe filled partially with R134a as working fluid. 
They examined the influence of the inlet air velocity and variation of inlet air 
temperature (27–35°C). The mathematical simulation was used to predict the 
thermal resistance for one heat pipe and then compared with experimental findings 
that gave a good agreement between the experimental and theoretical results with 
increasing air velocity. The findings deduced that the sensible effectiveness for heat 
pipe decreased with increasing air velocity.
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At nucleation locations, dispersed bubbles generate and coalesce to grow in size as 
bubbles are continuously heated. The formation and growth of dispersed bubbles 
happen continuously when supplying the heat at the evaporator zone because the 
temperature of the inner wall of the tube was higher than the saturated temperature 
of the working fluid [11].

As the condenser cools, the pressure reduces, and a condensation process of 
bubbles accrues. This process pumps the working fluid again to the evapora-
tor region and continuous between both sections and resulting in oscillating 
motion. The cycle gets completed in this way, and the same cycle is repeated 
again and again for heat transportation from the evaporator region to the 
condenser region.

3.2 Advantages of oscillating heat pipe (OHP)

OHP is a highly effective thermal conductivity, thus resulting in a high level of 
temperature uniformity from the evaporator to the condenser. The operation of 
OHP can start at a low temperature to a high temperature, where the liquid and 
vapor phases can coexist. The manufacturing of OHP is almost by any shape. The 
OHP has some advantages and unique operating characteristics in comparison to a 
traditional heat pipe:

1. Part of the heat input at the evaporator zone of OHP will convert to the  
kinetic energy of the working fluid to maintain the oscillating/pulsating  
motion.

2. The liquid and vapor phases move in the same direction, and both phases do 
not interfere inside the OHP.

3. The evaporating and condensing heat transfer is significantly enhanced 
because liquid plugs that thermally driven in capillary tubes or channels that 
effectively produce thin films.

4. Oscillating/pulsating flows of working fluid inside capillary tubes/channels 
significantly improve the heat transfer by forced convection and the phase 
change (mass transfer).

5. The heat transferability of the OHP dramatically grows as the input power 
increases.

6. Wickless formations and low manufacturing expense.

7. The design of OHP can be independent of gravity [14].

4. Heat pipe heat exchanger (HPHX)

A wide range of research investigations had been done to explain and under-
stand the thermal performance and operational behavior of heat pipes technol-
ogy when it is used as a heat exchanger for recovering the heat that is wasted in 
HVAC and other engineering applications. The literature studied many factors 
that affected the operating behavior and thermal performance of heat pipe heat 
exchanger (HPHX) like working fluid, heat input, inlet air temperature, and veloc-
ity, pipes geometry, and arrangement style.
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4.1 Review of heat pipe heat exchanger (HPHX)

This part will review the literature that investigated the recovering heat by using 
HPHX.

The heat pipe heat exchanger with staggered and inline arrays arrangement was 
investigated [15]. The heat pipe included sections with a height of 150 mm for the 
evaporator and condenser and 50 mm for the adiabatic zone. The heat pipe was 
fabricated from steel with a 20 mm inner diameter. They used 48 heat pipes put in 
an arrangement of eight rows. The results showed the effect of tube configuration, 
and the rate of heat transfer will increase by using a staggered configuration.

Noie [16] study experimentally and theoretically the influence of heat input, 
air temperature, and velocity on the performance of thermosyphon HPHX under 
steady-state operating conditions. The heat exchanger is comprised of six rows of 
90 finned thermosyphon. The heat pipe had a length of 600 mm for the evaporator 
and condenser section and 100 mm for the adiabatic section and filled partially 
with water by 60% (from evaporator volume) filling ratio. The evaporator sec-
tion was heated by air with temperature (100–250) oC & velocity (0.5–5.5) m/s, 
and the air was used to cool the condenser section at 25°C. The effectiveness-NTU 
method was used in the simulation program was developed to predict the outlet 
temperature. The results showed that the experimental and theoretical results were 
close. The results suggested avoiding the equal air velocity at the evaporator and 
condenser zones duo to the minimum effectiveness of heat pipe [16].

By using a heat exchanger with eight rows of thermosyphon in an HVAC system, 
Yau (2007) investigated experimentally the effect of the inlet air conditions on 
the sensible heat ratio (SHR). The results concluded that the SHR decreased by 
using HPHX with the HVAC system. These meant that the cooling coil capability 
for removing moisture with HPHX was enhancing, and it strongly recommended 
to install heat pipe heat exchangers with an HVAC system for moisture removal 
enhancement [17].

El-Baky and Mohamed [18] examined a heat pipe heat exchanger to recover 
heat by connecting it with ducts of inlet and return air streams. They investigated 
the influence of flow rate ratio, and inlet air temperature (32–40) oC. To help the 
liquid back from the condenser to the evaporator section, the heat pipes have 4 
layers of the brass screen with a 0.125 mm wire diameter. The findings manifest that 
the effectiveness will be high as the inlet air temperature was near to the operating 
temperature of working fluid inside the heat pipe. The results revealed that increas-
ing the inlet air temperature led to enhance the heat transfer rate and effectiveness 
for the evaporator and condenser section.

A loop type of heat pipe (LHP) was integrated into the window type air-
conditioning system [19] to introduce and perform a possible reheat process in the 
system. This configuration presented an enhancement in the COP of the system 
with a reduction in energy consumption. The author concluded that the loop heat 
pipe could de enhance the thermal performance for the large capacity units due to 
the double effect LHP in the system.

Yau and Ahmadzadehtalatapeh [20] carry out an experimental investigation 
to study the thermal performance of a horizontal heat pipe heat exchanger. They 
used two rows of copper heat pipe filled partially with R134a as working fluid. 
They examined the influence of the inlet air velocity and variation of inlet air 
temperature (27–35°C). The mathematical simulation was used to predict the 
thermal resistance for one heat pipe and then compared with experimental findings 
that gave a good agreement between the experimental and theoretical results with 
increasing air velocity. The findings deduced that the sensible effectiveness for heat 
pipe decreased with increasing air velocity.
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Jouhara and Merchant [21] preferred an experimental and theoretical study of 
the performance and saving energy of a tilted heat pipe heat exchanger (thermosy-
phons) in the HVAC system. The heat exchanger consisted of nine thermosyphons 
in arrangement inline configuration with fines at evaporator and condenser sec-
tions and filled partially with water. The investigation showed the impact of the 
heat input and inclination angles on the thermal performance of the system. They 
developed a simulation model to predict the thermal performance of the heat pipe. 
At 90 tilt angle, the results depicted that the HPHX had high performance and 
optimum effectiveness.

An experimental and theoretical analysis of heat pipe heat exchanger is pre-
sented [22]. The horizontal heat exchanger consisted from 6-row of finned heat 
pipe aimed to heat recovery in HAVAC system. The experimental test examined 
friendly substitutes as working fluid, and the results presented the alternative 
working fluid HFC152a had interesting heat transfer capabilities.

A study was conducted to investigate the effect of heat pipes rows on the thermal 
performance of heat exchanger experimentally and theoretically [23]. The heat 
exchanger was with three, six, and nine rows of the heat pipe, with four heat pipes 
in each row. The authors arranged heat pipes as a staggered configuration, and they 
investigated the effect of variation of inlet air temperature and velocity. In the theo-
retical part, the ε-NTU method applied to estimate the temperature of air exiting 
the evaporator and the effectiveness and heat recovery. The results showed that the 
maximum effectiveness was 62.6% and achieved at the maximum number of rows 9 
with inlet air conditions 45°C and 2 m/s.

4.2 Review of oscillating heat pipe heat exchanger (OHPHX)

An oscillating heat pipe (OHP) is one of the promising heat pipe technologies. 
Compared with a traditional heat pipe, no wick structure inside the heat pipe, low 
cost, sensitive to low-temperature difference, and fast thermal response.

The operation of OHP does not need any power and there is no pump, so OHP 
considers as a passive device. The capillary effect plays an important role in the 
circulation fluid inside OHP between the evaporator and condenser section of OHP.

The principle of heat transporting by oscillating heat pipe depends on the 
pulsation phenomenon and the oscillation movement of working fluid in OHP. This 
phenomenon occurred because of the evaporation and condensation process (phase 
change) in the heat source (evaporator) and heat sink (condenser).

An OHP is a vacuum closed and a serpentine capillary tube (turns) and divided 
into the evaporator section (where the heat is added), condenser (where heat is 
rejected) section, and in-between adiabatic section. The OHP must have enough 
small inner diameter to let the liquid columns and vapor bubbles to coexist. The 
operation of an OHP begins when the evaporator section of OHP is subjected to 
heat, therefore, the evaporation process of working fluid starts, and the pressure 
of the vapor phase increases. So, the vapor bubble grew and pushed liquid plugs 
toward the condenser section (low-temperature region).

The condensation process at the condenser section induced a rise in the pressure 
variation between the evaporator section and the condenser section of OHP. Thus, 
the working fluid motion increased between hot and cold ends that lead to the heat 
transfer increased [24].

S. Rittidech et al. [25] used a prototype closed-end OHP made from copper with 
an inner diameter of 2 mm and 6 m total length of the tube. The eight turns OHP 
comprised only evaporator and condenser sections with a height of 190 mm for 
each one. They used 32 rows of OHP and used water and R123 as working fluid. The 
hot gas produced by a burner at a controlled velocity of 3.3 m/s with temperature 
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60, 70, 80°C. They noticed that the heat transfer rate and the thermal effectiveness 
increased by using R123 as a working fluid.

Oscillating heat pipe with check valve (OHP/CV) used in drier system [26]. 
CLOHP/CV with 20 turns made from copper filled partially by R134a with inner 
diameter 2 mm, evaporator, adiabatic, and condenser are 0.19 m, 0.08 m, and 
0.19 m, respectively. The results showed that air humidity could be reduced from 
range (89–100) % to range (54–72) %.

An OHP was used to extend the tube surface of the heat exchanger instead of 
wire metal to overcome this limitation problem [27]. The copper OHP with 17 turns 
and 2.5 mm inner diameter is attached to both sides of the tubes. The working fluids 
were Acetone, R123, and Methanol by a 30% filling ratio. Furthermore, OHP with 
no working fluid was investigated to be a reference case that gives the same effect 
of wire metal features. The wind tunnel used to supply air at 25°C & rang (0.2–1.5) 
kg/s and the inlet temperature of water range (45 to 85) oC. The results revealed that 
the heat transfer and thermal performance of the OHPHX increased when the tem-
perature of the inlet air increased. The using Methanol, R123, and acetone working 
fluids had higher thermal performance than the reference case by 10%.

Pracha et al. [28] used closed-loop OHP as the condenser for the vapor compres-
sion refrigeration system. The copper OHP was used with inner diameter 2.03 mm, 
the number of turn 250, and 80, 90, 100 mm as a length of the evaporator, con-
denser, and adiabatic sections respectively, and water as working fluid. The experi-
mental work consists of two parts; the condenser unit and the OHP condenser part. 
For the same heat condition, the results showed that the OHP condenser system 
saved more electrical power, and the energy efficiency ratio (EER) increased by 
18.9, 6.1, 13.4%, respectively. While for all cases, the coefficient of performance 
(COP) of the conventional condenser system is higher than the OHP condenser.

An OHP/CV is used as a heat recovery device in the drying chamber [29]. The 
cooper OHP/CV with inner diameter 2 mm, the length of the evaporator, adiabatic, 
and condenser section are 180, 200, and 180 mm, respectively. The working fluid 
was water by a 50% filling ratio. The result observed that the ratios of energy-saving 
were 56.66% and 28.13% for thermal and electrical energy, respectively.

Supirattanakul et al. [30] tested the different inlet air temperature at 50% 
relative humidity for the system with and without OHP/CV. The OHP/CV is made 
from copper with 56 turns, 2.03 mm inner diameter, and 220, 190, and 220 mm as 
a length of the evaporator, adiabatic, and condenser section, respectively, and the 
working fluid was R134a. The results revealed that energy is saved by 3.6% when 
OHP/CV was used in the system.

Pramod R and Ashish M [31] developed a closed-loop oscillating heat pipe by 
using a copper tube with a 2 mm inner diameter and bent to 10 turns. The lengths of 
the evaporator section, adiabatic section, and condenser section were 50 mm. The 
evaporator zone is heated by the oil path, while the condenser zone is cold by the 
water tank. Water, Acetone, Methanol, and Ethanol used as pure working fluids, 
and binary mixtures of (water/Acetone, water/Methanol, and Water/Ethanol) 
working fluids used by a filling ratio of 50%. The results of the study indicated that 
the thermal resistances smoothly decreased with rising heat input for both pure and 
binary (1:1 by volume) working fluid. The study also revealed that the temperature 
of working fluid (water/Methanol) at the evaporator section is low in high input 
heat, which gives a better performance of OHP than other binary working fluids.

The effects of putting fins in OHP were investigated [32]. They tested the 
finned and unfinned structure of OHP. The copper OHP was manufactured from 
a meandering tube by eight turns with a 2.5 mm inner diameter, and the lengths 
of the evaporator, adiabatic, and condenser sections were 50, 120, and 80 mm, 
respectively. They used copper wires by a 1 mm as fins, and the working fluids were 
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Jouhara and Merchant [21] preferred an experimental and theoretical study of 
the performance and saving energy of a tilted heat pipe heat exchanger (thermosy-
phons) in the HVAC system. The heat exchanger consisted of nine thermosyphons 
in arrangement inline configuration with fines at evaporator and condenser sec-
tions and filled partially with water. The investigation showed the impact of the 
heat input and inclination angles on the thermal performance of the system. They 
developed a simulation model to predict the thermal performance of the heat pipe. 
At 90 tilt angle, the results depicted that the HPHX had high performance and 
optimum effectiveness.

An experimental and theoretical analysis of heat pipe heat exchanger is pre-
sented [22]. The horizontal heat exchanger consisted from 6-row of finned heat 
pipe aimed to heat recovery in HAVAC system. The experimental test examined 
friendly substitutes as working fluid, and the results presented the alternative 
working fluid HFC152a had interesting heat transfer capabilities.

A study was conducted to investigate the effect of heat pipes rows on the thermal 
performance of heat exchanger experimentally and theoretically [23]. The heat 
exchanger was with three, six, and nine rows of the heat pipe, with four heat pipes 
in each row. The authors arranged heat pipes as a staggered configuration, and they 
investigated the effect of variation of inlet air temperature and velocity. In the theo-
retical part, the ε-NTU method applied to estimate the temperature of air exiting 
the evaporator and the effectiveness and heat recovery. The results showed that the 
maximum effectiveness was 62.6% and achieved at the maximum number of rows 9 
with inlet air conditions 45°C and 2 m/s.

4.2 Review of oscillating heat pipe heat exchanger (OHPHX)

An oscillating heat pipe (OHP) is one of the promising heat pipe technologies. 
Compared with a traditional heat pipe, no wick structure inside the heat pipe, low 
cost, sensitive to low-temperature difference, and fast thermal response.

The operation of OHP does not need any power and there is no pump, so OHP 
considers as a passive device. The capillary effect plays an important role in the 
circulation fluid inside OHP between the evaporator and condenser section of OHP.

The principle of heat transporting by oscillating heat pipe depends on the 
pulsation phenomenon and the oscillation movement of working fluid in OHP. This 
phenomenon occurred because of the evaporation and condensation process (phase 
change) in the heat source (evaporator) and heat sink (condenser).

An OHP is a vacuum closed and a serpentine capillary tube (turns) and divided 
into the evaporator section (where the heat is added), condenser (where heat is 
rejected) section, and in-between adiabatic section. The OHP must have enough 
small inner diameter to let the liquid columns and vapor bubbles to coexist. The 
operation of an OHP begins when the evaporator section of OHP is subjected to 
heat, therefore, the evaporation process of working fluid starts, and the pressure 
of the vapor phase increases. So, the vapor bubble grew and pushed liquid plugs 
toward the condenser section (low-temperature region).

The condensation process at the condenser section induced a rise in the pressure 
variation between the evaporator section and the condenser section of OHP. Thus, 
the working fluid motion increased between hot and cold ends that lead to the heat 
transfer increased [24].

S. Rittidech et al. [25] used a prototype closed-end OHP made from copper with 
an inner diameter of 2 mm and 6 m total length of the tube. The eight turns OHP 
comprised only evaporator and condenser sections with a height of 190 mm for 
each one. They used 32 rows of OHP and used water and R123 as working fluid. The 
hot gas produced by a burner at a controlled velocity of 3.3 m/s with temperature 
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60, 70, 80°C. They noticed that the heat transfer rate and the thermal effectiveness 
increased by using R123 as a working fluid.

Oscillating heat pipe with check valve (OHP/CV) used in drier system [26]. 
CLOHP/CV with 20 turns made from copper filled partially by R134a with inner 
diameter 2 mm, evaporator, adiabatic, and condenser are 0.19 m, 0.08 m, and 
0.19 m, respectively. The results showed that air humidity could be reduced from 
range (89–100) % to range (54–72) %.

An OHP was used to extend the tube surface of the heat exchanger instead of 
wire metal to overcome this limitation problem [27]. The copper OHP with 17 turns 
and 2.5 mm inner diameter is attached to both sides of the tubes. The working fluids 
were Acetone, R123, and Methanol by a 30% filling ratio. Furthermore, OHP with 
no working fluid was investigated to be a reference case that gives the same effect 
of wire metal features. The wind tunnel used to supply air at 25°C & rang (0.2–1.5) 
kg/s and the inlet temperature of water range (45 to 85) oC. The results revealed that 
the heat transfer and thermal performance of the OHPHX increased when the tem-
perature of the inlet air increased. The using Methanol, R123, and acetone working 
fluids had higher thermal performance than the reference case by 10%.

Pracha et al. [28] used closed-loop OHP as the condenser for the vapor compres-
sion refrigeration system. The copper OHP was used with inner diameter 2.03 mm, 
the number of turn 250, and 80, 90, 100 mm as a length of the evaporator, con-
denser, and adiabatic sections respectively, and water as working fluid. The experi-
mental work consists of two parts; the condenser unit and the OHP condenser part. 
For the same heat condition, the results showed that the OHP condenser system 
saved more electrical power, and the energy efficiency ratio (EER) increased by 
18.9, 6.1, 13.4%, respectively. While for all cases, the coefficient of performance 
(COP) of the conventional condenser system is higher than the OHP condenser.

An OHP/CV is used as a heat recovery device in the drying chamber [29]. The 
cooper OHP/CV with inner diameter 2 mm, the length of the evaporator, adiabatic, 
and condenser section are 180, 200, and 180 mm, respectively. The working fluid 
was water by a 50% filling ratio. The result observed that the ratios of energy-saving 
were 56.66% and 28.13% for thermal and electrical energy, respectively.

Supirattanakul et al. [30] tested the different inlet air temperature at 50% 
relative humidity for the system with and without OHP/CV. The OHP/CV is made 
from copper with 56 turns, 2.03 mm inner diameter, and 220, 190, and 220 mm as 
a length of the evaporator, adiabatic, and condenser section, respectively, and the 
working fluid was R134a. The results revealed that energy is saved by 3.6% when 
OHP/CV was used in the system.

Pramod R and Ashish M [31] developed a closed-loop oscillating heat pipe by 
using a copper tube with a 2 mm inner diameter and bent to 10 turns. The lengths of 
the evaporator section, adiabatic section, and condenser section were 50 mm. The 
evaporator zone is heated by the oil path, while the condenser zone is cold by the 
water tank. Water, Acetone, Methanol, and Ethanol used as pure working fluids, 
and binary mixtures of (water/Acetone, water/Methanol, and Water/Ethanol) 
working fluids used by a filling ratio of 50%. The results of the study indicated that 
the thermal resistances smoothly decreased with rising heat input for both pure and 
binary (1:1 by volume) working fluid. The study also revealed that the temperature 
of working fluid (water/Methanol) at the evaporator section is low in high input 
heat, which gives a better performance of OHP than other binary working fluids.

The effects of putting fins in OHP were investigated [32]. They tested the 
finned and unfinned structure of OHP. The copper OHP was manufactured from 
a meandering tube by eight turns with a 2.5 mm inner diameter, and the lengths 
of the evaporator, adiabatic, and condenser sections were 50, 120, and 80 mm, 
respectively. They used copper wires by a 1 mm as fins, and the working fluids were 
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Methanol and Ethanol with a 50% filling ratio. The results revealed that Methanol 
had better thermal performance (lower thermal resistance) than Ethanol, and 
finned – inserted OHP presented lower thermal resistance than unfinned one.

The effect of using OHP/CV as a heat exchanger on energy-consuming in 
the split air unit was investigated [33]. They used HPHX to recover the wasted 
heat in an HVAC system. The authors made the ten turns OHP from copper tube 
with1.65 mm inner diameter, and tested the OHP dry and with n-pentane by 70% 
filling ratio. At the evaporator section, the heat input was at a constant temperature 
of 45°C, while at the condenser section, the dissipation at 6°C with a constant volu-
metric ratio of 0.19 m3/s. The finding concluded that the OHP was able to regain 
wasted heat up to 240 W.

A. S. Barrak et al. [34] examined experimentally and theoretically the thermal 
performance of the oscillating heat pipe (OHP). The copper OHP had seven turns 
with 3.5 mm an inner diameter, and 300 mm as the lengths of the condenser and 
evaporator, and 210 mm for adiabatic section. The water was working fluid of the 
OHP a filling ratio of 50%. The evaporator region is heated by hot air (35, 40, 45, 
and 50) oC with various face velocity (0.5, 1, and 1.5) m/s. The condenser section 
is cold by air at a temperature of 15°C. They developed a turbulent approach based 
on the k- ε model by using the volume of fluid (VOF) method to simulate heat and 
mass transfer inside OHP. The results revealed that the minimum thermal resistance 
was 0.2312°C/W at maximum heat input 107.75 W and maximum thermal resis-
tance was 1.036°C/W at lower heat input 13.75 W. The simulation model showed a 
good agreement with experimental results with a maximum deviation of 15%.

Three working fluids (water, methanol, and binary solution) were used in 
OHPHX to improve the humidity removal of the cooling coil [35, 36]. They mixed 
water with methanol (binary fluid) by a ratio of 50:50 by volume and used it as 
working fluid in the OHP. The findings revealed that the dehumidification process 
was enhanced by 17% for water, 25% for methanol, and 21% for binary fluid. 
Authors notice 16% an enhancement in energy-saving ratio and an improvement in 
the thermal effectiveness of the OHPHX about 14% by using the binary fluid as a 
working fluid instead of water.

OHP was proposed as fins on the heat exchanger to enhance the heat transfer 
rate by increasing the surface area [37]. OHP was manufactured from copper with 
3 mm inner diameter and R 134 s as a working fluid. The results showed 310 and 
263% the enhancement by using OHP in the overall heat transfer coefficient for 
natural and forces convections.

The thermal effectiveness and thermal resistance of OHPHX were investigated 
[38]. The inner diameter of OHP was 5 mm and filled by HFE-7000 with a 35% and 
50% filling ratio. The results presented that the behavior of OHP as a thermosiphon 
due to the inner diameter was not small enough to form the oscillating phenomena 
by vapor plugs and liquid slugs.

5. Conclusions

Heat pipe heat exchanger is a new member of the heat recovery device in the 
HVAC system. The heat pipe has many advantages make it one of the promising 
device to enhance the value of energy saving in many engineering system and 
important research topics in the heat transfer area like simple structure, low cost, 
high heat transferability. The heat transfer performance of heat pipe is greatly 
influenced by many parameters, such as inner diameter, tilt angle, working fluids 
and filling ratio, and a turn’s number for OHP, and many kinds of research have 
been done by investigating the heat transfer characteristics of the heat pipe.
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Many experimental and theoretical investigations were conducted to study the 
heat and mass transfer in the heat pipe, and the thermal performance for the heat 
pipe and the system. The experimental part focused on the effect of certain param-
eters on the thermal performance and operation of the heat pipe heat exchanger, 
while the theoretical part focused on simulation and modeling the mechanism of 
mass and heat transfer operations.

From all those studies, the following conclusions are obtained:

1. The heat pipe heat exchanger as a heat recovery device has been successfully 
applied in conjunction with the HVAC system to enhance the energy-saving, 
cooling coil capacity, and dehumidification capability.

2. Despite the achievements gained from the theoretical studies, the mechanism 
of mass and heat transfer in the operation of OHP still has not been fully 
 understood.

3. There are some questions and subjects that still need more investigations like; 
the chaotic behaviors in the OHP, the hydrodynamic and thermodynamic 
effects on the thermal performance, and the formation mechanism and transfer 
of heat and mass between the liquid plugs and vapor slugs. Finally, the Design 
techniques for the OHP heat exchange at present there is no reliable method.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
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Methanol and Ethanol with a 50% filling ratio. The results revealed that Methanol 
had better thermal performance (lower thermal resistance) than Ethanol, and 
finned – inserted OHP presented lower thermal resistance than unfinned one.

The effect of using OHP/CV as a heat exchanger on energy-consuming in 
the split air unit was investigated [33]. They used HPHX to recover the wasted 
heat in an HVAC system. The authors made the ten turns OHP from copper tube 
with1.65 mm inner diameter, and tested the OHP dry and with n-pentane by 70% 
filling ratio. At the evaporator section, the heat input was at a constant temperature 
of 45°C, while at the condenser section, the dissipation at 6°C with a constant volu-
metric ratio of 0.19 m3/s. The finding concluded that the OHP was able to regain 
wasted heat up to 240 W.

A. S. Barrak et al. [34] examined experimentally and theoretically the thermal 
performance of the oscillating heat pipe (OHP). The copper OHP had seven turns 
with 3.5 mm an inner diameter, and 300 mm as the lengths of the condenser and 
evaporator, and 210 mm for adiabatic section. The water was working fluid of the 
OHP a filling ratio of 50%. The evaporator region is heated by hot air (35, 40, 45, 
and 50) oC with various face velocity (0.5, 1, and 1.5) m/s. The condenser section 
is cold by air at a temperature of 15°C. They developed a turbulent approach based 
on the k- ε model by using the volume of fluid (VOF) method to simulate heat and 
mass transfer inside OHP. The results revealed that the minimum thermal resistance 
was 0.2312°C/W at maximum heat input 107.75 W and maximum thermal resis-
tance was 1.036°C/W at lower heat input 13.75 W. The simulation model showed a 
good agreement with experimental results with a maximum deviation of 15%.

Three working fluids (water, methanol, and binary solution) were used in 
OHPHX to improve the humidity removal of the cooling coil [35, 36]. They mixed 
water with methanol (binary fluid) by a ratio of 50:50 by volume and used it as 
working fluid in the OHP. The findings revealed that the dehumidification process 
was enhanced by 17% for water, 25% for methanol, and 21% for binary fluid. 
Authors notice 16% an enhancement in energy-saving ratio and an improvement in 
the thermal effectiveness of the OHPHX about 14% by using the binary fluid as a 
working fluid instead of water.

OHP was proposed as fins on the heat exchanger to enhance the heat transfer 
rate by increasing the surface area [37]. OHP was manufactured from copper with 
3 mm inner diameter and R 134 s as a working fluid. The results showed 310 and 
263% the enhancement by using OHP in the overall heat transfer coefficient for 
natural and forces convections.

The thermal effectiveness and thermal resistance of OHPHX were investigated 
[38]. The inner diameter of OHP was 5 mm and filled by HFE-7000 with a 35% and 
50% filling ratio. The results presented that the behavior of OHP as a thermosiphon 
due to the inner diameter was not small enough to form the oscillating phenomena 
by vapor plugs and liquid slugs.

5. Conclusions

Heat pipe heat exchanger is a new member of the heat recovery device in the 
HVAC system. The heat pipe has many advantages make it one of the promising 
device to enhance the value of energy saving in many engineering system and 
important research topics in the heat transfer area like simple structure, low cost, 
high heat transferability. The heat transfer performance of heat pipe is greatly 
influenced by many parameters, such as inner diameter, tilt angle, working fluids 
and filling ratio, and a turn’s number for OHP, and many kinds of research have 
been done by investigating the heat transfer characteristics of the heat pipe.
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Many experimental and theoretical investigations were conducted to study the 
heat and mass transfer in the heat pipe, and the thermal performance for the heat 
pipe and the system. The experimental part focused on the effect of certain param-
eters on the thermal performance and operation of the heat pipe heat exchanger, 
while the theoretical part focused on simulation and modeling the mechanism of 
mass and heat transfer operations.

From all those studies, the following conclusions are obtained:

1. The heat pipe heat exchanger as a heat recovery device has been successfully 
applied in conjunction with the HVAC system to enhance the energy-saving, 
cooling coil capacity, and dehumidification capability.

2. Despite the achievements gained from the theoretical studies, the mechanism 
of mass and heat transfer in the operation of OHP still has not been fully 
 understood.

3. There are some questions and subjects that still need more investigations like; 
the chaotic behaviors in the OHP, the hydrodynamic and thermodynamic 
effects on the thermal performance, and the formation mechanism and transfer 
of heat and mass between the liquid plugs and vapor slugs. Finally, the Design 
techniques for the OHP heat exchange at present there is no reliable method.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Chapter 17

EMbaffle® Heat Transfer
Technology Step-Up in CO2
Reduction
Marco Rottoli, Daniele Agazzi, Marcello Garavaglia
and Fabio Grisoni

Abstract

EMbaffle® is a proprietary shell and tube heat exchanger technology, designed
to improve performance by pressure drops control, with suppressed tube vibra-
tions. Developed to minimize fouling accumulation in crude oil units, the technol-
ogy has proved to be effective in Gas treatment and Petrochemical, supporting the
increase in gas–gas and cooling water flow rate per-unit demand, and in Renewable
CSP, where Molten Salt units get a primary role in thermal storage and power
efficiency. Diamond shape and baffle-grids number are the instruments for the
design engineer to exploit exchanger efficiency against pressure drops, aimed to the
desired performance with the optimized power consumption. Further to introduce
the base of the technology, this work will also address the design of higher compact
units by combining the grids performance with the improved exchanger tube sur-
face. Experimental data to support the grid life under critical working conditions
and actual performances with fluids density and viscosity are reported.

Keywords: shell&tube heat exchanger, increased thermo-hydraulic performance,
reduced maintenance costs, improved plant reliability, energy efficiency & CO2
reduction

1. Introduction

Shell & tube (S&T) heat exchangers are among the main process equipment
involved in oil refineries, power industry and chemical plants. They are made of a
pressure vessel in which is inserted a bundle of tubes. One fluid pass inside the
tubes, while the other passes outside them. Tubes are generally supported by
segmental baffles.

Although conventional segmental-baffles units prove well in the wide majority
of the services, in several cases performances are not outstanding with negative
impacts on maintenance costs and exchanger life, especially in case where large
flow rates have to be processed, which can induce tube vibration issues.

If a dirty fluid is processed, fouling can be accumulated in the stagnation zones
that are inherently created by segmental baffle geometry.

A possible remedy is the application of a longitudinal flow at the shell side.
EMbaffle® technology promotes longitudinal flow at shell side, supporting the
tubes with expanded metal grids.
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1. Introduction

Shell & tube (S&T) heat exchangers are among the main process equipment
involved in oil refineries, power industry and chemical plants. They are made of a
pressure vessel in which is inserted a bundle of tubes. One fluid pass inside the
tubes, while the other passes outside them. Tubes are generally supported by
segmental baffles.

Although conventional segmental-baffles units prove well in the wide majority
of the services, in several cases performances are not outstanding with negative
impacts on maintenance costs and exchanger life, especially in case where large
flow rates have to be processed, which can induce tube vibration issues.

If a dirty fluid is processed, fouling can be accumulated in the stagnation zones
that are inherently created by segmental baffle geometry.

A possible remedy is the application of a longitudinal flow at the shell side.
EMbaffle® technology promotes longitudinal flow at shell side, supporting the
tubes with expanded metal grids.
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The following paragraphs describes this technology, from general features to its
inherent advantages, pressure drop and heat transfer characteristics.

Finally some technical advancements are reported, together with some design
cases related to services where EMbaffle® technology proves its advantages over
conventional segmental exchangers.

2. Longitudinal type heat exchanger technology

Conventional S&T heat exchangers, widely used in Oil&Gas, Petrochemical,
Chemical and Power Plants, are of the “segmental baffle” type, where the baffles
support the tubes and govern the cross/longitudinal ratio of the shell flow direction
through the bundle. The turbulent motion originated by the cross direction, normal
to the exchanger tubes, determines the shell side heat transfer coefficients (HTC),
that in many configurations controls the global value, and the consumed pressure
drops. Decades of operational experience led to a widespread know-how in design
and manufacture of safe, high performing and long-life segmental baffles heat
exchangers, driving, at the same time, to claim for alternate design concepts in
order to overcome the few critical limits of the technology.

Two matters in particular have been deeply addressed, depending on process
flow rates and fluid nature (clean or dirty) [1, 2]:

• potential vibrations, induced by the cross component of high flow rates, may
affect the exchanger tubes reliability;

• the flow recirculation, at the dead areas formed by the baffle outer diameter
with the shell inner diameter, may induce, with dirty fluids, to progressive
fouling accumulation, thus reducing the heat transfer surface and leading to
potential tube local overheating and corrosion issues.

Further, the lowest design temperature approach, (typical for example of
the very few degrees in Power generation pre-heaters), is limited because of the
cross-flow component.

Helical and pure longitudinal flow design concepts have been exploited and
exchangers have been developed to overcome some of the above criticalities.

In longitudinal flow solutions, design aims to reduced, up to the total suppression,
the dead areas and the cross-flow component of a non-cross type Shell&Tube
exchanger (Figure 1). The associated reduced drift and hydraulic resistance lead to
significantly reduced pressure drops and the reduced span of tubes support elements
grants a bundle compact assembly preventing potential vibration phenomena.

Among the longitudinal flow type heat exchangers, the Rod-Baffle is the pioneer.
Conceived to suppress vibration issues by reducing the baffles span in shell side high
flow rate and pure cross flow applications, in this technology, the tubes are
supported by a repeated series of four regularly spaced-apart rod lines welded to a
peripherical ring. The rod lines are disposed in alternate horizontal and vertical
directions (one set of parallel rod lines at any single baffle), to form a square support,
so that four baffles are required to fully confine the tube. The large free flow area left
by the baffle determines a pure-like longitudinal flow in non-cross flow type HE.

It is the intent of this technology to govern a low value of pressure drops to
suppress vibrations, accepting the resulting total Heat Transfer Coefficient as a
consequent outcome.

Rod baffle basic concept was initially replicated by making use of strips in place
of rods; only more recently solutions aimed to further reinforce the tubes
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confinement but taking care at the same time of the heat transfer performance have
been developed.

3. EMbaffle® development

Aiming to grant all tubes confinement at any individual baffle, the EMbaffle®
longitudinal flow type heat exchanger was then conceived and developed. Rods and
strips are replaced by a patented Expanded Metal grid, (that’s where EMbaffle name
comes from). By making best use of the available shell side pressure drops, the
unsupported tubes span can be easily managed to design the most stiff cage solution
today available in the S&T heat exchangers market (Figure 2).

Initially thought to eliminate the dead areas in fouling applications, the grid geom-
etries and baffles span impacts on fluid flow paths have been progressively explored,
by both CFD analysis and experimental measurements, to establish design criteria
aimed to maximize the shell side HTCmaking best use of the available pressure drops.

Two significant improvements in the longitudinal baffle technology are so
achieved:

• Tubes full support at any baffle makes the technology ready to replace the Rod
Baffle and “No Tube in the window” TEMA designs in most applications where

Figure 1.
Longitudinal vs. conventional S&T heat exchanger.

Figure 2.
EMbaffle® design – One baffle fully supporting each individual tube.
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and manufacture of safe, high performing and long-life segmental baffles heat
exchangers, driving, at the same time, to claim for alternate design concepts in
order to overcome the few critical limits of the technology.

Two matters in particular have been deeply addressed, depending on process
flow rates and fluid nature (clean or dirty) [1, 2]:

• potential vibrations, induced by the cross component of high flow rates, may
affect the exchanger tubes reliability;

• the flow recirculation, at the dead areas formed by the baffle outer diameter
with the shell inner diameter, may induce, with dirty fluids, to progressive
fouling accumulation, thus reducing the heat transfer surface and leading to
potential tube local overheating and corrosion issues.

Further, the lowest design temperature approach, (typical for example of
the very few degrees in Power generation pre-heaters), is limited because of the
cross-flow component.

Helical and pure longitudinal flow design concepts have been exploited and
exchangers have been developed to overcome some of the above criticalities.

In longitudinal flow solutions, design aims to reduced, up to the total suppression,
the dead areas and the cross-flow component of a non-cross type Shell&Tube
exchanger (Figure 1). The associated reduced drift and hydraulic resistance lead to
significantly reduced pressure drops and the reduced span of tubes support elements
grants a bundle compact assembly preventing potential vibration phenomena.

Among the longitudinal flow type heat exchangers, the Rod-Baffle is the pioneer.
Conceived to suppress vibration issues by reducing the baffles span in shell side high
flow rate and pure cross flow applications, in this technology, the tubes are
supported by a repeated series of four regularly spaced-apart rod lines welded to a
peripherical ring. The rod lines are disposed in alternate horizontal and vertical
directions (one set of parallel rod lines at any single baffle), to form a square support,
so that four baffles are required to fully confine the tube. The large free flow area left
by the baffle determines a pure-like longitudinal flow in non-cross flow type HE.

It is the intent of this technology to govern a low value of pressure drops to
suppress vibrations, accepting the resulting total Heat Transfer Coefficient as a
consequent outcome.

Rod baffle basic concept was initially replicated by making use of strips in place
of rods; only more recently solutions aimed to further reinforce the tubes

326

Heat Transfer - Design, Experimentation and Applications

confinement but taking care at the same time of the heat transfer performance have
been developed.

3. EMbaffle® development

Aiming to grant all tubes confinement at any individual baffle, the EMbaffle®
longitudinal flow type heat exchanger was then conceived and developed. Rods and
strips are replaced by a patented Expanded Metal grid, (that’s where EMbaffle name
comes from). By making best use of the available shell side pressure drops, the
unsupported tubes span can be easily managed to design the most stiff cage solution
today available in the S&T heat exchangers market (Figure 2).

Initially thought to eliminate the dead areas in fouling applications, the grid geom-
etries and baffles span impacts on fluid flow paths have been progressively explored,
by both CFD analysis and experimental measurements, to establish design criteria
aimed to maximize the shell side HTCmaking best use of the available pressure drops.

Two significant improvements in the longitudinal baffle technology are so
achieved:

• Tubes full support at any baffle makes the technology ready to replace the Rod
Baffle and “No Tube in the window” TEMA designs in most applications where

Figure 1.
Longitudinal vs. conventional S&T heat exchanger.

Figure 2.
EMbaffle® design – One baffle fully supporting each individual tube.
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vibration issues govern, with performance increasing under increased process
flow rates within the same shell diameter constraints.

• Further, by making use of the reduced fouling accumulation and so the better
use of the available pressure drops to improve global Heat Transfer Coefficient,
the technology can replace in several processes different standard TEMA
segmental baffle exchangers granting same/improved performances with
reduced capex/opex costs.

Plant data and case studies will be proposed to offer a general view of EMbaffle
design performance advantages when replacing traditional TEMA solutions.

4. Principles of EMbaffle® technology

To overcome the lower performance in heat transfer, intrinsic of the longitudi-
nal flow design when compared to cross flow, EMbaffle® technology makes use of
the rhombus-like shape of the expanded metal baffle mesh to promote turbulence.
The two tube pitches defined by the layout are named “long way of the diamond”
(LWD) and “short way of the diamond” (SWD) (Figures 3 and 4).

Essentially, the baffle grids generate a local turbulence whose longitudinal
extension and amplitude, other than by the fluid properties, are determined by the
peculiar geometry of the grid mesh (Figure 5).

In Figures 6 and 7, the turbulence kinetic energy, as a measurement of the
turbulence grade, is shown for different type of grid mesh shape with a specified
grid span. The turbulence amplitude and extension are quite different for the
different grids type.

Imposing a higher order of magnitude to the tube side heat transfer coefficient,
the effect of the grids on the global heat transferred is studied by CFD analysis. As
reported in Figure 8 the heat transfer coefficient development substantially repli-
cates the local turbulence peak at the grid, but the decay slope is significantly lower
granting the maintenance of a quite homogeneous value from grid to grid.

Figure 3.
EMbaffle® –typical tube layout.
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Grid mesh shape also allows for different tube count to be allocated within the
same shell diameter, determining the total available heat exchange surface and the
mean average flow velocity that governs the longitudinal contribution to the HTC.

Finally, increase or reduction in baffles span contributes, further to stronger or
lighter tubes confinement, to the overall shell side HTC, with reversed impact on
pressure drops.

The selection of grid type and grids span shall therefore be guided by the
relevant boundary conditions as higher turbulence means higher pressure drops and
overall HTC, while lower turbulence means lower pressure drops and lower total
heat transferred.

Figure 4.
EMbaffle® – Typical rhombus-like shape of grid mesh [3].

Figure 5.
EMbaffle® – Local flow velocity profile governed by the grid mesh shape induced turbulence.

Figure 6.
CFD analysis of turbulent kinetic energy generated by different grid types, gas case [3].
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vibration issues govern, with performance increasing under increased process
flow rates within the same shell diameter constraints.

• Further, by making use of the reduced fouling accumulation and so the better
use of the available pressure drops to improve global Heat Transfer Coefficient,
the technology can replace in several processes different standard TEMA
segmental baffle exchangers granting same/improved performances with
reduced capex/opex costs.

Plant data and case studies will be proposed to offer a general view of EMbaffle
design performance advantages when replacing traditional TEMA solutions.

4. Principles of EMbaffle® technology

To overcome the lower performance in heat transfer, intrinsic of the longitudi-
nal flow design when compared to cross flow, EMbaffle® technology makes use of
the rhombus-like shape of the expanded metal baffle mesh to promote turbulence.
The two tube pitches defined by the layout are named “long way of the diamond”
(LWD) and “short way of the diamond” (SWD) (Figures 3 and 4).

Essentially, the baffle grids generate a local turbulence whose longitudinal
extension and amplitude, other than by the fluid properties, are determined by the
peculiar geometry of the grid mesh (Figure 5).

In Figures 6 and 7, the turbulence kinetic energy, as a measurement of the
turbulence grade, is shown for different type of grid mesh shape with a specified
grid span. The turbulence amplitude and extension are quite different for the
different grids type.

Imposing a higher order of magnitude to the tube side heat transfer coefficient,
the effect of the grids on the global heat transferred is studied by CFD analysis. As
reported in Figure 8 the heat transfer coefficient development substantially repli-
cates the local turbulence peak at the grid, but the decay slope is significantly lower
granting the maintenance of a quite homogeneous value from grid to grid.
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EMbaffle® –typical tube layout.
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Grid mesh shape also allows for different tube count to be allocated within the
same shell diameter, determining the total available heat exchange surface and the
mean average flow velocity that governs the longitudinal contribution to the HTC.

Finally, increase or reduction in baffles span contributes, further to stronger or
lighter tubes confinement, to the overall shell side HTC, with reversed impact on
pressure drops.

The selection of grid type and grids span shall therefore be guided by the
relevant boundary conditions as higher turbulence means higher pressure drops and
overall HTC, while lower turbulence means lower pressure drops and lower total
heat transferred.

Figure 4.
EMbaffle® – Typical rhombus-like shape of grid mesh [3].

Figure 5.
EMbaffle® – Local flow velocity profile governed by the grid mesh shape induced turbulence.

Figure 6.
CFD analysis of turbulent kinetic energy generated by different grid types, gas case [3].
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5. Heat transfer in EMbaffle® technology

An important feature to design a S&T heat exchanger is the average temperature
driving force ΔTm that can be calculated from the general global heat transfer
equation:

Q ¼ UAΔTm (1)

Where Q is the duty or heat transferred per unit time, U the overall heat transfer
coefficient and A the heat transfer surface.

In general, ΔTm is determined by the approach temperatures, fluid properties
and fluid arrangement. It can be calculated from the logarithmic mean temperature
difference applying a correction factor:

ΔTm ¼ ΔTlmFt (2)

Ft is the correction factor and it depends on the S&T exchanger geometry
(number of shell/tube passes and flow orientation), and distortion of the shell and
tube fluid temperatures profile (thermal leakage through the longitudinal baffle,
close approaches, temperature cross, bypass streams).

Figure 7.
CFD analysis of turbulent kinetic energy generated by different grid spans, liquid case [3].

Figure 8.
From turbulence to heat transfer – Plot of HTC generated by different grid types [3].
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The correction factor Ft ranges from 0 to 1. Typically, values smaller than 0.8
indicate close temperature approaches and therefore an inadequate design for the
given process conditions; the design may be easily improved by increasing the
correction factor Ft switching to a counter-current type exchanger.

EMbaffle® allows to achieve a 100% counter-current configuration thanks to its
pure longitudinal flow, maximizing the correction factor Ft to 1 and making the
exchanger extremely performing where very tight temperature approaches are
specified.

5.1 Heat transfer correlations

In EMbaffle® technology, the shell-side HTC is calculated using the following
correlations for the Nusselt number in case of laminar and turbulent flow respectively:

Nu ¼ CLReh0:6Pr0:4
μb
μw

� �0:14

(3)

Nu ¼ CTReh0:8Pr0:4
μb
μw

� �0:14

(4)

The geometry coefficient functions, CL and CT, account for the enhancement
due to the cross flow at the shell entrance and exit conditions. The Reynolds number
is calculated as follows:

Reh ¼ ρVSDh

μb
(5)

where VS is the shell-side velocity and Dh is the characteristic diameter.
The shell-side velocity is calculated with the continuity equation, using the

following expression for the shell-side flow area:

As ¼ π

4
Ds

2 �NTDo
2� �

(6)

The characteristic diameter is four times the nominal flow area divided by the
wetted perimeter:

Dh ¼
4 1

2 LWD� SWDð Þ � π
4Do

2� �
πDo

(7)

Figure 9.
Measured Nusselt number as a function of Reynolds number.
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The correction factor Ft ranges from 0 to 1. Typically, values smaller than 0.8
indicate close temperature approaches and therefore an inadequate design for the
given process conditions; the design may be easily improved by increasing the
correction factor Ft switching to a counter-current type exchanger.

EMbaffle® allows to achieve a 100% counter-current configuration thanks to its
pure longitudinal flow, maximizing the correction factor Ft to 1 and making the
exchanger extremely performing where very tight temperature approaches are
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5.1 Heat transfer correlations
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The above factors offer a large range of parameter options to provide the best
solution in the light of the design constraints requested by the specific application.

Experimental tests had been conducted by different Institutions in order to
validate the general heat transfer correlations and the coefficient CL and CT for
different grid types. In Figure 9 the measured Nusselt number A as a function of
Reynolds Number is represented. The shift in prediction curve follows the change
of Reynolds exponential dependence.

6. Pressure drops in EMbaffle® technology

Given the peculiar shape of the grids and the longitudinal flow patterns,
EMbaffle® is characterized by reduced hydraulic resistance compared to conven-
tional technologies. Due to this feature, in all cases where limited pressure drops are
available EMbaffle® can still achieve low pressure drops for widely used TEMA
types like E and F, while conventional segmental designs are forced to switch to
“Low pressure drop” TEMA-types (G-, H-, J- or X). This results in a definitely more
compact and thermo-hydraulically optimized design.

In EMbaffle® technology, shell-side pressure drop is the sum of the longitudinal
flow component and the baffle flow component:

ΔP ¼ ΔPL þ ΔPB (8)

The expression for the longitudinal component is:

ΔPL ¼ 2ρ f FLTVS
2

DP
(9)

where DP is the characteristic diameter, f F the Fanning friction factor and LT

the length of the tubes. The characteristic diameter is calculated as follows:

Dp ¼
4 π

4 Ds
2 �NTDo

2� �� �
πDo

(10)

The friction factor is calculated with the following expression:

f F ¼

16
Rep

,Rep < 1189

0:079
Rep0:25

,Rep ≥ 1189

8>>><
>>>:

(11)

The baffle pressure drop is calculated using the baffle velocity VB and a baffle
loss coefficient KB:

ΔPB ¼ KBNB
ρVB

2

2
(12)

NBis the number of the baffles. The baffle velocity is determined using the
continuity equation with the following definition of the baffle flow area:

AB ¼ AS � AR � AEM (13)

ARis the ring area, while AEM is the projected area of the EMbaffle grid.
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KB is the correlation factor accounting for the effect of entrance and exit cross
flow, depending on the ratio AB=AS and the shell length and diameter ratio.

Experimental measurements have been conducted by different Institutions and
heat exchangers Manufacturers to validate the above correlations.

The global measured pressure drops are strongly influenced by the entrance and
exit cross flow, especially with short experimental heat exchangers, requiring the
cross check of different experimental data.

In general, the correlations do not fit properly for very high viscous fluids and
for extremely high Reynolds number, while fits with proper margin for low viscos-
ity liquid and gases in Reynolds ordinary range of design (Figure 10).

In a straight comparison between a conventional S&T heat exchanger and the
equivalent EMbaffle® heat exchanger under the same duty, EMbaffle® design
often results in significant shell-side lower pressure drops, allowing in several
experienced cases to sensibly increase the flow rate without asking for increased
pump or compressor consumption.

7. Vibrations in EMbaffle® technology

Flow-induced vibrations are determined by the interaction of a cross flow with a
physical body; this produces the shedding of alternating vortices, that transfers
mechanical energy to the body. If one of the natural frequencies of the body is
matched, such a configuration starts to vibrate. Vibration can be mechanical vibra-
tion of the tubes or acoustic resonance of the exchanger shell.

In all gas services and high flow-rate cooling services, prevent vibration is a
relevant issue for equipment design. While demand of higher and higher flow-rates
to be processed is growing, No-Tubes-In-Window (NTIW) design (i.e. the cut
portion of the baffles do not accommodate exchanger tubes) with intermediate
supports is often the conventional design solution adopted. The same solution
approach can also be adopted when low pressure drops are available at the shell
side.

However, removing tubes from the windows ends up in a larger shell diameter
with impact on the capital cost; furthermore, NTIW heat exchangers are usually
prone to acoustic vibrations, frequently imposing the adoption of a not desired

Figure 10.
Measured pressure drops as a function of Reynolds number.
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The above factors offer a large range of parameter options to provide the best
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of Reynolds exponential dependence.
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Given the peculiar shape of the grids and the longitudinal flow patterns,
EMbaffle® is characterized by reduced hydraulic resistance compared to conven-
tional technologies. Due to this feature, in all cases where limited pressure drops are
available EMbaffle® can still achieve low pressure drops for widely used TEMA
types like E and F, while conventional segmental designs are forced to switch to
“Low pressure drop” TEMA-types (G-, H-, J- or X). This results in a definitely more
compact and thermo-hydraulically optimized design.
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flow component and the baffle flow component:

ΔP ¼ ΔPL þ ΔPB (8)
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continuity equation with the following definition of the baffle flow area:
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ARis the ring area, while AEM is the projected area of the EMbaffle grid.
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KB is the correlation factor accounting for the effect of entrance and exit cross
flow, depending on the ratio AB=AS and the shell length and diameter ratio.

Experimental measurements have been conducted by different Institutions and
heat exchangers Manufacturers to validate the above correlations.

The global measured pressure drops are strongly influenced by the entrance and
exit cross flow, especially with short experimental heat exchangers, requiring the
cross check of different experimental data.

In general, the correlations do not fit properly for very high viscous fluids and
for extremely high Reynolds number, while fits with proper margin for low viscos-
ity liquid and gases in Reynolds ordinary range of design (Figure 10).

In a straight comparison between a conventional S&T heat exchanger and the
equivalent EMbaffle® heat exchanger under the same duty, EMbaffle® design
often results in significant shell-side lower pressure drops, allowing in several
experienced cases to sensibly increase the flow rate without asking for increased
pump or compressor consumption.

7. Vibrations in EMbaffle® technology

Flow-induced vibrations are determined by the interaction of a cross flow with a
physical body; this produces the shedding of alternating vortices, that transfers
mechanical energy to the body. If one of the natural frequencies of the body is
matched, such a configuration starts to vibrate. Vibration can be mechanical vibra-
tion of the tubes or acoustic resonance of the exchanger shell.

In all gas services and high flow-rate cooling services, prevent vibration is a
relevant issue for equipment design. While demand of higher and higher flow-rates
to be processed is growing, No-Tubes-In-Window (NTIW) design (i.e. the cut
portion of the baffles do not accommodate exchanger tubes) with intermediate
supports is often the conventional design solution adopted. The same solution
approach can also be adopted when low pressure drops are available at the shell
side.

However, removing tubes from the windows ends up in a larger shell diameter
with impact on the capital cost; furthermore, NTIW heat exchangers are usually
prone to acoustic vibrations, frequently imposing the adoption of a not desired

Figure 10.
Measured pressure drops as a function of Reynolds number.
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detuning longitudinal plate to suppress the phenomenon (this is typical for shell
side Gas service heat exchangers).

Thanks to the strong bundle consistency and the full confinement of all tubes at
any grid, EMbaffle® makes use of the full tube layout ensuring the filling of the
complete shell section with consequent reduction of the equipment diameter and/or
improved heat exchanger performance, while suppressing the risk of acoustic
vibrations due to his longitudinal flow design (Figure 11).

The unsupported tubes span of the conventional TEMA heat exchanger is
governed by the balance between longitudinal and cross flows, limiting the
minimum value that can be reached.

The natural frequency of the tubes depends on the tube diameter and thickness,
tube material and unsupported tube span, according to the following formula [4]:

f N ¼ 0:04944C
EIgc
WeL4

� �0:5
(14)

In an EMbaffle® exchanger, each tube is fully supported at every grid with a
typical span ranging between 200 and 300 mm. This very close tube span significantly
increases the natural frequency of the tubes, suppressing the risk of a frequency match
and consequent vibration.

EMbaffle® is prone to good performances in condensing and boiling services
too, e.g. cross-flow condensers, kettle-type reboilers, etc. where heat transfer coef-
ficient is not substantially depending by the flow rate. Allowing the unrestricted
shell-side flow thanks to the open structure, potential vibrations phenomena
induced by phase transition are prevented, again allowing for a possible increase of
shell side flow rate within the same exchanger constrains.

Concerns may apply to the shell-side fluid entrance region: here the flow
suddenly changes from radial to longitudinal direction (vice versa at fluid exit),
potentially stressing the tubes, specifically at bundle periphery as no annular space
is left. Reducing the grids span in correspondence of the inlet/outlet nozzles, stron-
ger tubes confinement can be configured as required to guarantee no vibrations.

The use of an annular chamber to distribute the flow entrance in homogeneous
way through the full bundle circumference, further to provide an impingement
protection to the directly exposed tubes, ensures at the same time the development
of the longitudinal flow through the complete shell section since the first baffle pass.

Figure 11.
EMbaffle® exploiting of the full shell area in comparison to NTIW in gas applications.
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Dedicated CFD analysis has been performed to study different annular distribu-
tor configurations aimed to optimize the fluid-dynamics through the distributor
and reduce the relevant correlated pressure drops (Figure 12).

Several geometries were modeled in order to analyze the flow distribution and
the performances of each case. The flow velocity distribution at the inlet nozzle is
showing a large area of the annular distributor to be interested by flow
recirculation, addressing the flow to concentrate on lateral and bottom sides, trend
accentuated by clearance reduction.

Decreased Top to Bottom exchanger slots size, contrary to what it could be
expected, seems to address to a better uniform flow speed trend, but the dispersion
of the flow rates at the entrance cannot be avoided. The average pressure drops are
not significantly impacted by the shape of the cut and this supports the simplest and
cheapest construction solution of the annular inner shell.

Thanks to all above provisions, no relative motion between tube and grid is
permitted and, therefore, no wearing nor fretting is observed and reported after
years of continuous operations in potential vibration services.

8. Fouling in EMbaffle®

EMbaffle technology was originally conceived to enhance the shell side heat
transfer by reducing fouling in heat exchange specific applications in refineries and
petrochemical plants. By creating a uniform flow in the bundle, dead zones are
omitted. By supporting the tubes using expanded metal grid the boundary layer is
continuously interrupted thanks to the local increased velocity. By this approach the
balance between fouling disposition and removal results at a lower fouling layer
than in conventional heat exchangers.

EMbaffle® technology has then been applied to a variety of processes, where
complexity of fouling mechanisms does not allow a predictable behavior. Further to
the preliminary experimental results coming from authoritative Bodies, the actual
performances in fouling reduction are finding systematic confirmation by the out-
comes from a number of units installed and operating for several years.

Detailed monitoring of fouling development and study of growing rate had been
originally concentrated on crude oil application, where fouling is strongly impacting
the thermal and hydraulic performances of the exchangers. The overall heat trans-
fer coefficient over time of a segmental baffle type heat exchanger and the same

Figure 12.
Flow velocity distribution at EMbaffle® annular distributor – Top to bottom increased slot size case [5].
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detuning longitudinal plate to suppress the phenomenon (this is typical for shell
side Gas service heat exchangers).

Thanks to the strong bundle consistency and the full confinement of all tubes at
any grid, EMbaffle® makes use of the full tube layout ensuring the filling of the
complete shell section with consequent reduction of the equipment diameter and/or
improved heat exchanger performance, while suppressing the risk of acoustic
vibrations due to his longitudinal flow design (Figure 11).

The unsupported tubes span of the conventional TEMA heat exchanger is
governed by the balance between longitudinal and cross flows, limiting the
minimum value that can be reached.

The natural frequency of the tubes depends on the tube diameter and thickness,
tube material and unsupported tube span, according to the following formula [4]:

f N ¼ 0:04944C
EIgc
WeL4

� �0:5
(14)

In an EMbaffle® exchanger, each tube is fully supported at every grid with a
typical span ranging between 200 and 300 mm. This very close tube span significantly
increases the natural frequency of the tubes, suppressing the risk of a frequency match
and consequent vibration.

EMbaffle® is prone to good performances in condensing and boiling services
too, e.g. cross-flow condensers, kettle-type reboilers, etc. where heat transfer coef-
ficient is not substantially depending by the flow rate. Allowing the unrestricted
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potentially stressing the tubes, specifically at bundle periphery as no annular space
is left. Reducing the grids span in correspondence of the inlet/outlet nozzles, stron-
ger tubes confinement can be configured as required to guarantee no vibrations.

The use of an annular chamber to distribute the flow entrance in homogeneous
way through the full bundle circumference, further to provide an impingement
protection to the directly exposed tubes, ensures at the same time the development
of the longitudinal flow through the complete shell section since the first baffle pass.

Figure 11.
EMbaffle® exploiting of the full shell area in comparison to NTIW in gas applications.
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expected, seems to address to a better uniform flow speed trend, but the dispersion
of the flow rates at the entrance cannot be avoided. The average pressure drops are
not significantly impacted by the shape of the cut and this supports the simplest and
cheapest construction solution of the annular inner shell.

Thanks to all above provisions, no relative motion between tube and grid is
permitted and, therefore, no wearing nor fretting is observed and reported after
years of continuous operations in potential vibration services.

8. Fouling in EMbaffle®

EMbaffle technology was originally conceived to enhance the shell side heat
transfer by reducing fouling in heat exchange specific applications in refineries and
petrochemical plants. By creating a uniform flow in the bundle, dead zones are
omitted. By supporting the tubes using expanded metal grid the boundary layer is
continuously interrupted thanks to the local increased velocity. By this approach the
balance between fouling disposition and removal results at a lower fouling layer
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complexity of fouling mechanisms does not allow a predictable behavior. Further to
the preliminary experimental results coming from authoritative Bodies, the actual
performances in fouling reduction are finding systematic confirmation by the out-
comes from a number of units installed and operating for several years.

Detailed monitoring of fouling development and study of growing rate had been
originally concentrated on crude oil application, where fouling is strongly impacting
the thermal and hydraulic performances of the exchangers. The overall heat trans-
fer coefficient over time of a segmental baffle type heat exchanger and the same
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exchanger with EMbaffle replacement bundle, have been monitored, adjusting shell
side velocity and pressure drops in order to reproduce close process parameters for
the two measurement campaigns.

Figures 13 and 14 report the plotted measurements and the related fitted distri-
butions showing, over the constantly higher value, the quicker decay of the OHTC as
a clear indication of the higher fouling grow rate of the segmental baffle exchanger.

From the measurements, the overall fouling factors can be extrapolated by using
the following model:

U tð Þ ¼ U∞ þ U0 � U∞ð Þe�
t�t0
t f

h i
(15)

The fouling rate is derived from:

R tð Þ ¼ 1
U tð Þ �
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Di

� �
� 1
ho
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The large variation in the early phase of both the segmental as of the EMbaffle
run is reflected in the first part of the fouling plot. On the longer run the fouling of
the EMbaffle is increasing relatively slow (Figure 15).

In order to assign the right value to exchanger performances, the method of
optimum clean out time is used, where the optimum run time of the heat exchanger
is based on cost evaluation, i.e. cost of decreased performance versus the cost of a
clean-out (Figure 16).

Figure 13.
OHTC plot for the segmental baffle heat exchanger bundle [6].

Figure 14.
OHTC plot for the EMbaffle® heat exchanger bundle [6].
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The following equation is used to calculate the maximum economic benefit
connected with the ratio between the run time and number of cleaning steps

obj ¼ CE

ðtF
0
QEdt�NcCcl (17)

Integral is calculated for the selected operating time.
In Figure 17, the economic benefit for a real case evaluated by comparing

EMbaffle® performance with a parallel conventional unit on a base of 48 months
operation is represented. Similar figures are of help in developing the best shut-
down time at the light of the global plant configuration and performance.

Figure 15.
Overall fouling factors plot for the EMbaffle® and segmental baffle heat exchanger bundles [6].

Figure 16.
Comparison of overall heat duty performance of the EMbaffle® (dashed line) and the segmental baffle (solid
line) heat exchanger bundles [7].
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In order to assign the right value to exchanger performances, the method of
optimum clean out time is used, where the optimum run time of the heat exchanger
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Integral is calculated for the selected operating time.
In Figure 17, the economic benefit for a real case evaluated by comparing

EMbaffle® performance with a parallel conventional unit on a base of 48 months
operation is represented. Similar figures are of help in developing the best shut-
down time at the light of the global plant configuration and performance.
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line) heat exchanger bundles [7].
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9. Advancement in EMbaffle® design

Finned tubes are widely used when equipment size and weight reduction play an
important role. EMbaffle® developed a dedicated low fin “enhanced tube” helical
profile (profile and finning process under patenting), conceived to fit longitudinal
flow design aimed to increase the heat transfer based on two mechanisms: increase of
active external tube surface and promotion of turbulence.

Two interesting cases of fin application have been addressed and will be
presented in following paragraphs: gas cooling and oil to molten salts heat transfer
in CSP applications.

9.1 Gas cooling

Several experimental measurements have been taken to check the EMbaffle®
correlations precision in predicting the global heat transfer coefficient for gas
cooling with plain tubes.

Water flow rate at the tube side has been sized to grant a ten times higher tube
side coefficient with respect to the predictable shell side coefficient, so that changes
in exchanger performance can be attributed to shell side heat transfer only.

In Figure 18, the correspondence between the correlations predictions and the
experimental measures is reported: the theoretical curve fits perfectly with the
measured temperature values, with predicted outlet temperatures differing less
than 1%.

In Figure 19, experimental data to compare finned against plain tubes heat
transfer performances are reported. In test case, the outlet air temperature reduces
from 51 °C of the plain tubes case to 43 °C for the finned case, showing a significant
improvement in heat transfer and global duty.

In the finned tubes test case, the air outlet temperature recorded for the plain
tubes case has been reached at approx. 70% of the total tube length, showing a
potential 30% tube length reduction.

These data allow to perform a design of the exchanger making use of the finned
tube standard correlations to predict the temperature distribution profile and vali-
date the global heat transferred.

Figure 17.
Comparison of energy recovered (US$) using EMbaffle® vs. segmental S&T in a crude preheating unit [7].
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Achieving a further significant reduction in the overall required tubes number
and therefore of the equipment dimensions, the EMbaffle® finned tubes exchanger
design is expected to prove successfully especially in offshore applications where
compactness and lightness are of the essence.

More in general, the technology has a relevant impact on equipment costs
containment for almost gas–gas and gas cooling processes and further tests shall be
conducted to grant the continuous improvement of the performances in all gas
applications.

Where tube-side can be the limiting factor, the use of enhanced features
(inserts, inner surface micro-fins, etc.), to be applied in combination with shell side
EMbaffle® grids, further to enhance the heat transfer, may also contribute to
mitigate the fouling deposition on tubes side. The benefit of this combined

Figure 18.
Experimental data for gas cooling application: Comparison between experimental data versus correlations
prediction for plain tubes.

Figure 19.
Experimental data for gas cooling application: Comparison between EMbaffle® proprietary low fin tubes
design vs. plain tubes.
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In Figure 18, the correspondence between the correlations predictions and the
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measured temperature values, with predicted outlet temperatures differing less
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from 51 °C of the plain tubes case to 43 °C for the finned case, showing a significant
improvement in heat transfer and global duty.

In the finned tubes test case, the air outlet temperature recorded for the plain
tubes case has been reached at approx. 70% of the total tube length, showing a
potential 30% tube length reduction.

These data allow to perform a design of the exchanger making use of the finned
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Achieving a further significant reduction in the overall required tubes number
and therefore of the equipment dimensions, the EMbaffle® finned tubes exchanger
design is expected to prove successfully especially in offshore applications where
compactness and lightness are of the essence.

More in general, the technology has a relevant impact on equipment costs
containment for almost gas–gas and gas cooling processes and further tests shall be
conducted to grant the continuous improvement of the performances in all gas
applications.

Where tube-side can be the limiting factor, the use of enhanced features
(inserts, inner surface micro-fins, etc.), to be applied in combination with shell side
EMbaffle® grids, further to enhance the heat transfer, may also contribute to
mitigate the fouling deposition on tubes side. The benefit of this combined
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Experimental data for gas cooling application: Comparison between EMbaffle® proprietary low fin tubes
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approach is therefore not only the increased heat recovery but also prolonged
exchanger operating time through the reduction of fouling progress on both shell
and tube sides.

For applications such as LNG vaporization, the combination between
EMbaffle® and tube inserts is expected to be quite effective. On shell side, the
EMbaffle® open structure will prevent the formation of dead zones guaranteeing,
with the selection of proper grids span, the required tubes support, while inserts can
mitigate the vaporizing issues at tubes inner surface by increasing the radial mixing.

9.2 Oil to molten salts in CSP

A test campaign was carried out on the molten salt/thermal oil case to compare
the performance between the use of bare tubes with finned tubes.

A heat exchanger based on EMbaffle technology with finned tubes was installed
at the Concentrating Solar Platform centre in Almeria (Spain), the largest develop-
ment and test center in Europe for molten salt application in CSP.

A test campaign was carried out using molten salt and thermal oil as media. A
comparison has been made between the field test and an equivalent plain tube case
calculated with the correlations.

Results shows an average 8% reduction in the overall heat transfer resistance.
The consequent increase in performances is significant, even if not so high in
absolute value: application of low fin tubes for this process shall be carefully
evaluated.

9.3 Mechanical performance test

The use of baffles made with “metal grid” instead of the more common “metal
plate” suggests the need to verify their mechanical strength characteristics, espe-
cially in cases finned tubes are used and in the presence of processes with repeated
thermal transients.

The different temperature distribution between the bundle support cage and the
tubes during thermal transient brings to sliding of the tube inside the grid mesh,
which could result mechanically harmful especially in the case of finned tubes.

In addition to the FEA for checking the static and dynamic stresses due to the
accelerations induced on the tubes and on the grid, an experimental test was carried
out to verify the consequences onto the grid subjected to the periodic longitudinal
displacement of finned tubes in the most stringent conditions.

Two vertical baffles were positioned inside a horizontal cylindrical chamber and
a finned tube was passed through them; weight and dimensions of tube were
representative of the real exchanger conditions. A servomotor and a screw-nut type
transmission were used to move the tube by operating a mechanical arm designed to
transfer only a horizontal movement, minimizing any vertical thrust. The cylindri-
cal chamber was filled with molten salts kept liquid with a system of heating
resistances to maintain a temperature constantly above 380 °C.

Horizontal oscillatory movements (5 mm) equivalent to a 10-years working
period of a exchanger with two daily transients were simulated to evaluate the
effects of the relative wearing between the exchanger tube fin diameter and contact
support points of the baffle grid diamond.

At the end of the test period the measurements of the outer diameter of the
finned surface did show variation in height of the fins within 5% while no evidence
of surface defect was registered on the contact profile of the grid mesh. Such a result
is of extreme importance.
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Other than confirming the good corrosion resistance of grid material in critical
ambient conditions registered with standard corrosion tests formerly performed, it
gives solid confirmation to the mechanical strength of the grid excluding at the
same time any potential erosion defect on exchanger tubes surface in all EMbaffle
technology application. This is of course further supported by the several years of
service of the EMbaffle exchangers in different process services without reporting
grids and/or tubes defect.

10. EMbaffle® design cases

Few design cases are presented in this paragraph as examples of how the appli-
cation of EMbaffle® technology brings evident benefits.

10.1 DesignCase-1: overhead gas cooler

Two identical units (each one with two exchangers in parallel) have been
installed in a platform. Using Sea water, the Overhead Gas Coolers were designed to
cool high pressure acid natural gas from 110 °C down to 33 °C.

For this process the temperature approach between the fluids dictated a pure
countercurrent arrangement, and the high water flow rate on the shell side did not
allow the use of an F-shell TEMA type. Consequently a conventional segmental
design in this case would have resulted in a much bigger and not-optimized geom-
etry. A single pass for both tube and shell side exchanger would have been applied,
with straight tubes and two tube sheets per exchanger.

The very limited shell-side available pressure drop in combination with the
ability to accommodate large flow rates made this application very suitable for
EMbaffle®, making possible the use of a F-shell TEMA type (Figure 20). The result
was an optimized design, able to achieve a pure counter current arrangement with
the application of U-tubes, which granted a single tube sheet per exchanger, reduc-
ing the weight. During the design stage a higher OHTC has been also exploited, with
a consequent reduction in required heat transfer surface. Given the off-shore appli-
cation, the reduction in size and weight obtained for the exchangers was particu-
larly beneficial.

Figure 20.
EMbaffle® overhead gas cooler.
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approach is therefore not only the increased heat recovery but also prolonged
exchanger operating time through the reduction of fouling progress on both shell
and tube sides.
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EMbaffle® and tube inserts is expected to be quite effective. On shell side, the
EMbaffle® open structure will prevent the formation of dead zones guaranteeing,
with the selection of proper grids span, the required tubes support, while inserts can
mitigate the vaporizing issues at tubes inner surface by increasing the radial mixing.
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A test campaign was carried out using molten salt and thermal oil as media. A
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calculated with the correlations.

Results shows an average 8% reduction in the overall heat transfer resistance.
The consequent increase in performances is significant, even if not so high in
absolute value: application of low fin tubes for this process shall be carefully
evaluated.

9.3 Mechanical performance test

The use of baffles made with “metal grid” instead of the more common “metal
plate” suggests the need to verify their mechanical strength characteristics, espe-
cially in cases finned tubes are used and in the presence of processes with repeated
thermal transients.

The different temperature distribution between the bundle support cage and the
tubes during thermal transient brings to sliding of the tube inside the grid mesh,
which could result mechanically harmful especially in the case of finned tubes.

In addition to the FEA for checking the static and dynamic stresses due to the
accelerations induced on the tubes and on the grid, an experimental test was carried
out to verify the consequences onto the grid subjected to the periodic longitudinal
displacement of finned tubes in the most stringent conditions.

Two vertical baffles were positioned inside a horizontal cylindrical chamber and
a finned tube was passed through them; weight and dimensions of tube were
representative of the real exchanger conditions. A servomotor and a screw-nut type
transmission were used to move the tube by operating a mechanical arm designed to
transfer only a horizontal movement, minimizing any vertical thrust. The cylindri-
cal chamber was filled with molten salts kept liquid with a system of heating
resistances to maintain a temperature constantly above 380 °C.

Horizontal oscillatory movements (5 mm) equivalent to a 10-years working
period of a exchanger with two daily transients were simulated to evaluate the
effects of the relative wearing between the exchanger tube fin diameter and contact
support points of the baffle grid diamond.

At the end of the test period the measurements of the outer diameter of the
finned surface did show variation in height of the fins within 5% while no evidence
of surface defect was registered on the contact profile of the grid mesh. Such a result
is of extreme importance.
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Other than confirming the good corrosion resistance of grid material in critical
ambient conditions registered with standard corrosion tests formerly performed, it
gives solid confirmation to the mechanical strength of the grid excluding at the
same time any potential erosion defect on exchanger tubes surface in all EMbaffle
technology application. This is of course further supported by the several years of
service of the EMbaffle exchangers in different process services without reporting
grids and/or tubes defect.

10. EMbaffle® design cases

Few design cases are presented in this paragraph as examples of how the appli-
cation of EMbaffle® technology brings evident benefits.

10.1 DesignCase-1: overhead gas cooler

Two identical units (each one with two exchangers in parallel) have been
installed in a platform. Using Sea water, the Overhead Gas Coolers were designed to
cool high pressure acid natural gas from 110 °C down to 33 °C.

For this process the temperature approach between the fluids dictated a pure
countercurrent arrangement, and the high water flow rate on the shell side did not
allow the use of an F-shell TEMA type. Consequently a conventional segmental
design in this case would have resulted in a much bigger and not-optimized geom-
etry. A single pass for both tube and shell side exchanger would have been applied,
with straight tubes and two tube sheets per exchanger.

The very limited shell-side available pressure drop in combination with the
ability to accommodate large flow rates made this application very suitable for
EMbaffle®, making possible the use of a F-shell TEMA type (Figure 20). The result
was an optimized design, able to achieve a pure counter current arrangement with
the application of U-tubes, which granted a single tube sheet per exchanger, reduc-
ing the weight. During the design stage a higher OHTC has been also exploited, with
a consequent reduction in required heat transfer surface. Given the off-shore appli-
cation, the reduction in size and weight obtained for the exchangers was particu-
larly beneficial.

Figure 20.
EMbaffle® overhead gas cooler.
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Table 1 reports a comparison between a conventional S&T exchanger and the
EMbaffle® type exchanger for this case.

The improvement described above are clearly depicted: EMbaffle® design is
able to exploit the same duty of the conventional case with a 25% reduction of the
installed surface area, providing the same shell-side pressure drop.

10.2 DesignCase-2: cycle gas cooler

Figure 21 depicts a Cycle Gas Cooler, installed in a large chemical plant in North
America. The function of the exchanger is to use Cycle water to cool the hot gas
(placed at the tube side) from 100 °C to 40 °C.

Water flow rate was huge (more than 4000 tons per hour) and simply could not
be accommodated in a single conventional baffle equipped heat exchanger. Two
conventional units operating in parallel would have been necessary in order to
guarantee a vibration-free design.

From the pressure drops point of view also, the single conventional unit would
not have been an option resulting in pressure drops far above the allowable ones. In
Table 2 the straight comparison between the two designs is reported.

Overhead Gas Cooler Conventional design EMbaffle® design Units

TEMA type BEM [8] BFU [8] —

Number of equipments 2 in parallel 2 in parallel —

Shell ID 1780 1610 mm

Tube length 10000 7315 mm

Baffle arrangement NTIW EMbaffle —

Installed area 3530 2609 m2

SS pressure drop 0.3 0.3 bar

Duty 50800 50800 kW

Duty / Installed area 14.4 19.5 kW/m2

Weight 118.2 73.3 tons

Table 1.
Design comparison between EMbaffle® and conventional S&T for an overhead gas cooler.

Figure 21.
EMbaffle® cycle gas cooler.
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10.3 CO2-based power generation plants

Challenge to avoid/reduce emission of carbon dioxide in power generation
industry has been addressed in many ways, being its use as working fluid in power
production plants one of the most promising.

Figure 22 illustrates the supercritical Brayton-cycle and the relevant heat trans-
fer units. High pressures involved and typically large gas flow rates may suggest
adoption of S&T heat exchanger, being EMbaffle® one of the promising layout in
consideration of the benefits envisaged in Gas Treatment and Purification chapter.
Technology usually proves either as Gas Regenerator (path 2–3, 5–6), even in
consideration of typical low temperature approach and pure countercurrent layout,
and Gas Cooler (path 6–1); whereas large compression factors have to be achieved
multistage Gas Intercoolers (not represented in the figure, along the path 1–2) are
adopted. Depending on the application, Gas Heater design may rely on S&T layout
or onto other piece of equipment (WHRU as example) depending onto the heat
source medium.

Table 3 reports a comparison between technologies for Gas Regenerator.

Cycle Gas Cooler Conventional design EMbaffle® design Units

TEMA type BEM [8] BEM [8] —

Number of equipments 2 in parallel 1 —

Shell ID 1740 1800 mm

Tube length 9760 11200 mm

Baffle arrangement NTIW EMbaffle —

Installed area 3173 2335 m2

SS pressure drop 0.7 0.7 bar

Duty 69400 69400 kW

Duty / Installed area 21.9 29.7 kW/m2

Weight 126.6 79.2 tons

Table 2.
Design comparison between EMbaffle® and a conventional S&T for a cycle gas cooler.

Figure 22.
Basic regenerative Brayton cycle for CO2-based power production plant.
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Water flow rate was huge (more than 4000 tons per hour) and simply could not
be accommodated in a single conventional baffle equipped heat exchanger. Two
conventional units operating in parallel would have been necessary in order to
guarantee a vibration-free design.

From the pressure drops point of view also, the single conventional unit would
not have been an option resulting in pressure drops far above the allowable ones. In
Table 2 the straight comparison between the two designs is reported.

Overhead Gas Cooler Conventional design EMbaffle® design Units

TEMA type BEM [8] BFU [8] —

Number of equipments 2 in parallel 2 in parallel —

Shell ID 1780 1610 mm

Tube length 10000 7315 mm

Baffle arrangement NTIW EMbaffle —

Installed area 3530 2609 m2

SS pressure drop 0.3 0.3 bar

Duty 50800 50800 kW

Duty / Installed area 14.4 19.5 kW/m2

Weight 118.2 73.3 tons

Table 1.
Design comparison between EMbaffle® and conventional S&T for an overhead gas cooler.

Figure 21.
EMbaffle® cycle gas cooler.
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10.3 CO2-based power generation plants

Challenge to avoid/reduce emission of carbon dioxide in power generation
industry has been addressed in many ways, being its use as working fluid in power
production plants one of the most promising.

Figure 22 illustrates the supercritical Brayton-cycle and the relevant heat trans-
fer units. High pressures involved and typically large gas flow rates may suggest
adoption of S&T heat exchanger, being EMbaffle® one of the promising layout in
consideration of the benefits envisaged in Gas Treatment and Purification chapter.
Technology usually proves either as Gas Regenerator (path 2–3, 5–6), even in
consideration of typical low temperature approach and pure countercurrent layout,
and Gas Cooler (path 6–1); whereas large compression factors have to be achieved
multistage Gas Intercoolers (not represented in the figure, along the path 1–2) are
adopted. Depending on the application, Gas Heater design may rely on S&T layout
or onto other piece of equipment (WHRU as example) depending onto the heat
source medium.

Table 3 reports a comparison between technologies for Gas Regenerator.

Cycle Gas Cooler Conventional design EMbaffle® design Units

TEMA type BEM [8] BEM [8] —

Number of equipments 2 in parallel 1 —

Shell ID 1740 1800 mm

Tube length 9760 11200 mm

Baffle arrangement NTIW EMbaffle —

Installed area 3173 2335 m2

SS pressure drop 0.7 0.7 bar

Duty 69400 69400 kW

Duty / Installed area 21.9 29.7 kW/m2

Weight 126.6 79.2 tons

Table 2.
Design comparison between EMbaffle® and a conventional S&T for a cycle gas cooler.

Figure 22.
Basic regenerative Brayton cycle for CO2-based power production plant.
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Nomenclature

Symbol Description Units

A Heat transfer area [m2]
AB Baffle flow area [m2]
AEM EMbaffle grid projected area [m2]
AR Ring area [m2]
As Shell flow area [m2]
C Tube span constant [-]
Ccl Cost of cleaning [US$/unit]
CE Cost of energy [US$/J]
CL Laminar heat transfer geometry function [-]
CT Turbulent heat transfer geometry function [-]
Dh Characteristic diameter for Nu and Reh [m]
Di Tube internal diameter [m]
DP Characteristic diameter for ReP [m]
DS Shell inner diameter [m]
Do Tube outer diameter [m]
E Modulus of elasticity of tube material [Pa]
f F Fanning friction factor [-]
Ft Correction factor depending on exchanger

arrangement and approaches temperatures
[-]

f N Natural frequency [Hz]
gc Conversion constant [-]
h Film transfer coefficient [W/m2K]
hi Inner heat transfer coefficient [W/m2K]
ho Outer heat transfer coefficient [W/m2K]
I Moment of inertia of tube [m4]
Kb Hydraulic loss coefficient of baffle [-]
L Unsupported tube span [m]
LWD Long way of diamond [m]
NB Number of baffles [-]
NC Number of cleaning events [-]
NT Number of tubes [-]

CO2 Regenerator Conventional design EMbaffle® design Units

TEMA type BEM [8] BEM [8] —

Number of equipments 1 1 —

Shell ID 2040 1600 mm

Tube length 23500 23500 mm

Baffle arrangement NTIW EMbaffle® —

Installed area 5279 4324 m2

SS pressure drop 1.5 1.5 bar

Duty 48190 48190 kW

Duty / Installed area 9,1 11,1 kW/m2

Weight 207,1 124,4 tons

Table 3.
Design comparison between EMbaffle® and a conventional S&T for a CO2 regenerator.
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Nu Nusselt number [-]
obj Objective function value [US$]
Pr Prandtl number [-]
Q Heat transferred [W]
QE Total accumulate heat exchanged [MW]
R tð Þ Actual fouling resistance at a specified time [m2K/W]
Reh Heat transfer Reynolds number [-]
Rep Longitudinal flow Reynolds number [-]
SWD Short way of diamond [m]
t Time [s]
t0 Time the heat exchanger has just been cleaned out

or installed
[s]

t f Operating campaign time [s]
VB Baffle velocity calculated from Ab [m/s]
Vs Shell-side velocity calculated form As [m/s]
U Overall heat transfer coefficient [W/m2K]
U∞ Overall heat transfer coefficient at equilibrium [W/m2K]
U0 Overall heat transfer coefficient, initial [W/m2K]
We Effective mass per unit length [kg/m]
ΔTlm Logarithmic mean temperature difference [K]
ΔTm Average temperature driving force [K]
ΔP Pressure Drop [Pa]
ΔPB Baffle flow pressure drop [Pa]
ΔPL Longitudinal flow pressure drop [Pa]
λ Wall thermal conductivity [W/m K]
μb Bulk viscosity [Pas]
μw Wall viscosity [Pas]
ρ Mass density [kg/m3]
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Chapter 18

Managing Heat Transfer Issues in
Thermoelectric Microgenerators
Marc Salleras, Inci Donmez-Noyan, Marc Dolcet,
Joaquin Santander, Denise Estrada-Wiese, Jose-Manuel Sojo,
Gerard Gadea, Alex Morata, Albert Tarancon
and Luis Fonseca

Abstract

This chapter deals with heat transfer challenges in the microdomain. It focuses
on practical issues regarding this matter when attempting the fabrication of small
footprint thermoelectric generators (μTEGs). Thermoelectric devices are designed
to bridge a heat source (e.g. hot surface) and a heat sink (e.g. ambient) assuring that
a significant fraction of the available temperature difference is captured across the
active thermoelectric materials. Coexistence of those contrasted temperatures in
small devices is challenging. It requires careful decisions about the geometry and
the intrinsic thermal properties of the materials involved. The geometrical chal-
lenges lead to micromachined architectures, which silicon technologies provide in a
controlled way, but leading to fragile structures, too. In addition, extracting heat
from small systems is problematic because of the high thermal resistance associated
to heat exchanged by natural convection between the surrounding air and small
bare surfaces. Forced convection or the application of a cold finger clearly shows the
usefulness of assembling a heat exchanger in a way that is effective and compliant
with the mechanical constraints of micromachined devices. Simulations and char-
acterization of fabricated structures illustrate the effectiveness of this element inte-
gration and its impact on the trade-off between electrical and thermal behavior of
the active materials in device performance.

Keywords: thermoelectricity, silicon technology, micromachining,
silicon nanowires, heat exchangers

1. Introduction

It is quite evident that extending or improving human senses has enabled human
societies to prosper by acquiring information from their surroundings and gaining
knowledge from it. Internet of Things (IoT) embody this trend today combining
distributed sensing with high connectivity so that wise decisions and actions follow
information gathering and analysis [1, 2]. Trillion Sensors is another paradigm onto
which IoT is further exploited on the basis that the more extensive or intensive the
deployment of sensor networks is, the more fruitful the knowledge that can be
derived from them would be [3, 4].
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Small dimensions (nanometers to micrometers) are appropriate in the sensitive
part of sensors when they need to interact with phenomena or entities equally
characterized by such small dimensions (light, molecules, living cells… ). An overall
small size for the sensors themselves is not devoid of interest either. The smaller
they are, the more sustainable their fabrication is in terms of materials and energy,
and the more cost-effective they become. Small size is also enabling in itself, e.g.
medical implants, as well as convenient, e.g. payloads.

Sensing requires energy. A certain provision of energy autonomy is needed for
sensors to be deployed in remote locations, harsh environments, or where they need
to remain temporary unattended. Batteries is a common way to provide such
autonomy, but their charge is finite impeding long-term autonomy scenarios.
Moreover, their recharge, replacement and disposal imply a logistic and environ-
mental burden that will not be affordable when IoT gets to its full extent mobilizing
tens of billions of devices and an even larger number of sensors.

Secondary batteries can be kept recharged by coupling them with energy har-
vesters able to draw energy present in the environment [5]. Heat is abundant in
natural scenarios, and waste heat is also abundant in human-made scenarios due to
laws of thermodynamics and our profuse use of thermal machines. When such heat
gives rise to temperature gradients (a situation as simple as a hot surface exposed to
air), thermoelectricity is a convenient way to extract electric energy from them [6, 7].

For that extraction to be optimum, the external thermal gradient needs to be
fully transposed into the thermoelectric generator itself. Physical interaction of
small devices with their environment may exploit profitably some scale factors
when going down in dimensions, but, sometimes, small sizes pose a handicap or
challenge for such interaction, too. This is the case when trying to cool down locally
a part of a small device by exchanging heat with the surrounding air. This chapter
tries to illustrate this point by sharing the issues and strategies the authors have
dealt, and are dealing with, in their quest for silicon-based miniaturized thermo-
electric generators.

2. Silicon-based thermoelectric generators

Silicon technology has been developed around an enabling and highly abundant
semiconductor material. It is a mature technology apt to mass-production of devices
with economy of scale and it is the champion technology of miniaturization. Not
surprisingly, it boosted microelectronics in the XX century and nanoelectronics in
the XXI century. In addition to the set of techniques that allow the fabrication of
integrated circuits by depositing and patterning thin films on a silicon wafer, silicon
technologies also developed micromachining techniques that allow carving and
shaping the silicon wafers into structures that are able to interact with the environ-
ment. Sensors and actuators belong to the latter category. Since energy harvesters
are environmental interacting devices and, application-wise, they should not be
much larger than the sensors they will feed, it is only logical that their fabrication
will similarly benefit from the silicon technologies toolbox. These technologies do
not only excel in miniaturization but also in integration capabilities. This is an
important aspect as well. Traditional thermoelectric generators are assembled from
couples of semiconductor pellets, various millimeters in side, that are arranged
electrically in series and thermally in parallel together with additional connecting
strips and appropriate thermal elements. When going down in dimensions,
assembly becomes harder and offers much less latitude for process automation.
In this way, resourcing to technologies that inherently offer integration capabilities
is convenient, if not a must.
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2.1 Micro thermal device architecture

The traditional thermoelectric generators mentioned above feature a π-architec-
ture, where the π symbol gives a visual clue about how each thermocouple is built
assembling vertically two semiconductor pellets (aka legs) of different polarity (to
add-up the contribution of both electrons and holes) and connecting them electri-
cally with a horizontal conductive strip. Several of those thermocouples are then
connected in 1D or 2D arrangements [8]. Such disposition is well adapted to exploit
vertically occurring gradients: the bottom part is placed in contact with the heat
source while the top part contacts the heat sink and the thermoelectric material in
between translates the heat flowing through it (or the temperature difference
spanning across it) into magnitudes of electrical relevance, V and I, and therefore
power (V�I).

Silicon technologies are of planar nature. They enable massive parallelism at x
and y directions for shaping laterally devices made from the superposition of several
active thin films. Such shaping also involves patterning in the z direction, but the
accumulated depth of the films is much lower than the lateral dimensions at play,
leading to aspect ratios that are opposite to those that characterize π –shape
thermocouples.

The main objective when defining the architecture and the technological route
for amicro thermoelectric device is to obtain two areas of contrasted temperature in
the surface of the chip since the thermoelectric materials will be arranged laterally.
An architecture that translates an external vertical gradient into an internal lateral
one is called transversal, and to make it possible a thermal isolated platform is
defined.

The platform consists of a thin silicon area fabricated by eliminating the silicon
beneath it. In order to preserve its thermal isolation from the surrounding bulk
silicon, the physical connections between them should be minimized. Such connec-
tions are the mechanical supports that keep the platform in place (e.g. ancillary
silicon bridges) and the thermoelectric materials themselves (and whatever sup-
ports they may need). In order to minimize the thermal conduction of these ele-
ments, they must be produced with low thermal conductance either by resourcing to
low thermal conductivity materials, when available and technologically feasible, or
by acting on their geometrical dimensions making them long and thin.

Figure 1 shows the schematics for such a device. Any hot surface in which this
device is placed will act as a heat source. The top surface will be exposed to air
acting as heat sink and will exchange heat with it. Due to their different thermal
mass, the bulk rim area will hardly cool down, thus being the hot part of the device,
while the platform will experience a larger decrease of temperature becoming the
cold(er) part of it.

With respect to the thermoelectric material, the depicted device follows a uni-
leg approach. Two thermoelectric materials are still at play, but a metal one replaces
one of the semiconductor legs in order to close the circuit. Some thermoelectric
performance is sacrificed because metals behave poorly thermoelectrically (they
have higher thermal conductivities and close to zero Seebeck coefficients), but for
the architecture presented and to keep processing simple, the use of a metal leg is
technologically convenient.

Regarding the semiconductor thermoelectric material, one distinct feature of our
approach is resourcing to silicon materials, namely arrays of silicon nanowires (Si
NWs). The rationale behind this option is to attempt the fabrication of all-silicon
microgenerators, thus leveraging the full potential of silicon technologies. Thermo-
electric performance of bulk silicon at ambient or moderate temperatures is bad
because of its high thermal conductivity. Incidentally, this is the reason why it is
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while the platform will experience a larger decrease of temperature becoming the
cold(er) part of it.
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removed under the platform in the first place. However, nanostructuration of
silicon in at least one dimension was shown to significantly lower its thermal
conductivity when such spatial constraint is in the order or lower than the mean
free paths of heat carriers (phonons) [9, 10].

Moreover, arrays of Si NWs can be conveniently grown as a post-process using a
bottom-up method, known as CVD-VLS, which is mediated by previously deposited
catalytic gold nanoparticles [11]. Following this procedure, this material can spon-
taneously fill the lateral void between the platform and the surrounding bulk silicon
rim. Moreover, the NWs are attached quasi-epitaxially to the giving and receiving
silicon walls minimizing any thermal and electrical contact resistance that could
appear at those connection points [12]. Such minimization of parasitic resistances is
an advantage of micro-integration when compared to macro-assembly. Further
details on how Si NWs are grown and integrated in the proposed architecture can be
found in our earlier published work [13–16].

The metal leg cannot be integrated in the same self-standing way. It is deposited
as a thin film, so it needs a physical support. These ancillary supports need to be
thermally optimized since they bridge the hot and cold areas. The nature of these
supports has evolved across the different generations of our devices: from long and
thin silicon bridges (400 μm x 100 μm x 15 μm) to wide and very thin Si3N4

membranes (100 μm x 1000 μm x 0.3 μm). Since thermal conductivity of Si3N4 is
two orders of magnitude lower than the one of silicon, there is a net gain in thermal
conductance, while enabling a shorter and wider (and less electrically resistive)
metal leg.

The thermal impact on platform isolation of the active thermoelectric material, Si
NWs, can be modulated by the nanowire length. The longer the nanowires are, the

Figure 1.
From left to right and top to bottom: 3D sketch of an integrated planar micro-thermocouple; SEM image of a
fabricated device; schematic cross-section of the device identifying the thermally isolated platform and other
relevant elements, and the expected heat flow from hot to cold areas in a transversal architecture. The typical
area for the platform of the devices discussed is 1 mm2.
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higher their thermal resistance is. This leads to a platform better isolated from the
bulk silicon rim and a larger resulting temperature difference (ΔT). Growing longer
nanowires requires longer processing times, so a clever way of obtaining arbitrarily
long nanowires in a reasonable time is to divide the span to be bridged by them into
a number of consecutive trenches (see Figure 1). We usually cover lateral voids of
several tens of microns by dividing them into 10 or 15 μm wide trenches (as shown
in the sketch of Figure 1). It must be noted that increasing the length of the NWs
has a linear impact on their thermal conduction, but a sublinear impact on the
overall thermal conductance of the device. NWs are just one of the several concur-
ring heat leak paths across the platform and rim (metal legs, metal leg supports,
platform mechanical supports, air itself), so increasing their length beyond the
point where their thermal conductance starts competing with those of others makes
no sense. Of course, another way to affect the thermal conduction of the thermo-
electric material is choosing materials with lower thermal conductivity. In our case,
and without moving beyond silicon compatible materials, SiGe NWs, which can be
grown in a similar way, but exhibit better thermal properties, have been success-
fully integrated producing ΔTs significantly larger than Si NWs, specially under
natural convection and the absence of heat exchangers [17].

As said, longer NWs generally imply larger ΔT and, thus, a larger
thermovoltage. However, a resulting larger voltage is not necessarily associated to a
larger power. Power (P) goes as V2/R, and since increasing the length of the NWs
will also increase the electrical resistance of the device, a trade-off is established.
Beyond certain NW length, V may still increase but P will decrease. The value at
which this happens will not only depend on the balance of the thermal and electrical
properties of the thermoelectric material, but also on the thermal relevance of the
thermoelectric material in the thermal design of the overall device. This is of
particular significance for this chapter as the way the platform exchanges heat with
the ambient is an important element of the thermal resistance of the whole device
and determines the corresponding internal ΔT distribution. As commented, the
goal of the thermal design of the device is to transpose most of the external
gradient available to the active internal hot and cold areas. For that, the thermal
resistance across platform and bulk silicon rim should be larger than the other
two thermal resistances in series: the one of the hot part with the heat sink and
the one of the cold part with the surrounding air. Being a solid–solid interface in
usual application scenarios, keeping the former small poses no great problem;
however, reducing the latter is much more challenging. As will be shown, the
degree to which that reduction can be achieved would affect the tipping point of
the thermal and electrical trade-off and impact also on materials and dimensional
choices.

It must be noted that the heat transfer issues discussed in this chapter revolve
about the challenge of exchanging heat in planar micromachined structures
exhibiting very small exchange surfaces [18–22], while the particular nature of the
thermoelectric material employed (e.g. NWs) is of no significance: the same con-
clusions will apply if silicon membranes, silicon-based thin films, or any other
thermoelectric films of interest were considered instead.

2.2 Optimization considerations (load matching)

When considering the optimum design for a thermoelectric microgenerator
(μTEG) the generated power is the parameter which needs to be maximized. It is
well known that for a given μTEG with its own internal resistance, the power that is
transferred to the load is maximized when the internal resistance and the load
resistance are equal. This case is usually known as load matching condition [23].
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goal of the thermal design of the device is to transpose most of the external
gradient available to the active internal hot and cold areas. For that, the thermal
resistance across platform and bulk silicon rim should be larger than the other
two thermal resistances in series: the one of the hot part with the heat sink and
the one of the cold part with the surrounding air. Being a solid–solid interface in
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resistance are equal. This case is usually known as load matching condition [23].
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Considering the electrical circuit diagram shown in Figure 2, which represents a
μTEG, formed by a voltage source (VOC) and its internal electrical resistance
(RTEG), connected to a load resistance (RL), it is straightforward to evaluate the
total dissipated power at the load as:

PL ¼ VL � IL ¼ I2L � RL ¼ Voc

RTEG þ RL

� �2

� RL (1)

Finding the value of RL which maximizes PL implies after a few calculations the
load matching condition, RTEG = RL. It is important to notice that the only parame-
ter allowed to change in this optimization is the load resistance. Therefore, one can
write the maximum power as:

PL,max ¼ V2
oc

4RL
¼ V2

oc

4RTEG
(2)

As can be seen in Figure 3, where the output power of a μTEG is plotted versus
load resistance for three different internal resistances, each curve has a maximum
for the load matching condition. But now the influence of the internal resistance is
highlighted, where the lower its value, the greater the power output. In Figure 3,
for example, halving the internal resistance can double the power output at the load
matching condition. This highlights the importance of reducing the internal resis-
tance when designing a μTEG.

Some publications discussing load matching focus on the need to modify the
internal resistance, increasing it, in order to match the load resistance [22].
According to Figure 3, this is in fact an error. It is always a better approach to
minimize the internal resistance in order to increase the power output even further.
Once the internal resistance is the minimum possible, then the load matching
condition can be applied to maximize the power output. Actually, many integrated
circuits exist which efficiently implement maximum power point tracking (MPPT)
algorithms to extract the maximum power from a power source by modifying its
load resistance.

This load matching approach can be analogously applied to the temperatures
involved in the μTEG and is known as thermal matching. A simplified conductance
network describing the μTEG (KTEG) in parallel with KLK accounting for parasitic
thermal leakages and in series with KS representing the conductance to ambient (to
both heat source and heat sink) is shown in Figure 4.

To explore which is the KTEG value that maximizes Pmax, as was done in the
electrical case, Eq. (2) can be rewritten as:

Figure 2.
Equivalent circuit of a μTEG, formed by a voltage source (VOC) and its internal resistance (RTEG), connected in
series with a load resistance (RL).
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PL,max ¼ V2
oc

4RTEG
¼ S � ΔTð Þ2

4RTEG
(3)

Where S is the Seebeck coefficient and ΔT is the temperature difference across
the μTEG, or Thot-Tcold from Figure 4. Therefore:

ΔT ¼ ΔTA
KS

KTEG þ KLK þ KSð Þ (4)

Where ΔTA is the total available temperature difference, Tamb-Thot. KTEG is
the internal thermal conductance of the μTEG and KS represents the thermal
conductance to the ambient.

When decreasing RTEG, as deemed appropriated in the previous paragraphs, it is
important to keep in mind that KTEG is bound to increase, as they are inversely
proportional. This is because of the implicit assumption that changing KTEG implies a
geometry modification, not a material property change and the geometry change
affects both electrical resistance and thermal conductance of the μTEG. Ignoring any
leakage contribution (KLK = 0W/K) in Eq. (4), the power output (solid) and ΔT

Figure 3.
Power output of a μTEG versus load resistance for different RTEG values.

Figure 4.
Simplified thermal conductance network describing the μTEG with parallel and series thermal conductances.

355

Managing Heat Transfer Issues in Thermoelectric Microgenerators
DOI: http://dx.doi.org/10.5772/intechopen.96246



Considering the electrical circuit diagram shown in Figure 2, which represents a
μTEG, formed by a voltage source (VOC) and its internal electrical resistance
(RTEG), connected to a load resistance (RL), it is straightforward to evaluate the
total dissipated power at the load as:

PL ¼ VL � IL ¼ I2L � RL ¼ Voc

RTEG þ RL

� �2

� RL (1)

Finding the value of RL which maximizes PL implies after a few calculations the
load matching condition, RTEG = RL. It is important to notice that the only parame-
ter allowed to change in this optimization is the load resistance. Therefore, one can
write the maximum power as:

PL,max ¼ V2
oc

4RL
¼ V2

oc

4RTEG
(2)

As can be seen in Figure 3, where the output power of a μTEG is plotted versus
load resistance for three different internal resistances, each curve has a maximum
for the load matching condition. But now the influence of the internal resistance is
highlighted, where the lower its value, the greater the power output. In Figure 3,
for example, halving the internal resistance can double the power output at the load
matching condition. This highlights the importance of reducing the internal resis-
tance when designing a μTEG.

Some publications discussing load matching focus on the need to modify the
internal resistance, increasing it, in order to match the load resistance [22].
According to Figure 3, this is in fact an error. It is always a better approach to
minimize the internal resistance in order to increase the power output even further.
Once the internal resistance is the minimum possible, then the load matching
condition can be applied to maximize the power output. Actually, many integrated
circuits exist which efficiently implement maximum power point tracking (MPPT)
algorithms to extract the maximum power from a power source by modifying its
load resistance.

This load matching approach can be analogously applied to the temperatures
involved in the μTEG and is known as thermal matching. A simplified conductance
network describing the μTEG (KTEG) in parallel with KLK accounting for parasitic
thermal leakages and in series with KS representing the conductance to ambient (to
both heat source and heat sink) is shown in Figure 4.

To explore which is the KTEG value that maximizes Pmax, as was done in the
electrical case, Eq. (2) can be rewritten as:

Figure 2.
Equivalent circuit of a μTEG, formed by a voltage source (VOC) and its internal resistance (RTEG), connected in
series with a load resistance (RL).

354

Heat Transfer - Design, Experimentation and Applications

PL,max ¼ V2
oc

4RTEG
¼ S � ΔTð Þ2

4RTEG
(3)

Where S is the Seebeck coefficient and ΔT is the temperature difference across
the μTEG, or Thot-Tcold from Figure 4. Therefore:

ΔT ¼ ΔTA
KS

KTEG þ KLK þ KSð Þ (4)

Where ΔTA is the total available temperature difference, Tamb-Thot. KTEG is
the internal thermal conductance of the μTEG and KS represents the thermal
conductance to the ambient.

When decreasing RTEG, as deemed appropriated in the previous paragraphs, it is
important to keep in mind that KTEG is bound to increase, as they are inversely
proportional. This is because of the implicit assumption that changing KTEG implies a
geometry modification, not a material property change and the geometry change
affects both electrical resistance and thermal conductance of the μTEG. Ignoring any
leakage contribution (KLK = 0W/K) in Eq. (4), the power output (solid) and ΔT

Figure 3.
Power output of a μTEG versus load resistance for different RTEG values.

Figure 4.
Simplified thermal conductance network describing the μTEG with parallel and series thermal conductances.

355

Managing Heat Transfer Issues in Thermoelectric Microgenerators
DOI: http://dx.doi.org/10.5772/intechopen.96246



(dotted) versus KTEG can be seen in Figure 5. Three different KS cases have been
considered to highlight the fact that, the larger KS, the larger the power output, even
for a constant KTEG. It can be seen that when KTEG = KS, the maximum power
condition when KLK = 0, then the temperature drop across the μTEG is 50% of the
available temperature difference.

Similar to the electrical case, many papers discussing thermal matching focus on
reaching a temperature drop in the μTEG equal to the temperature drop across KS

[5, 24, 25]. When this KS represents a heat exchanger, some authors suggest a low
KS heat exchanger to match KTEG and therefore maximize the power output
according. While this approach assures operation at the mathematical local maxi-
mum for a given KS, it is a bad practice because it ignores the absolute maximum,
which takes place at larger KS values for a given KTEG.

Looking at Figure 5, if KTEG = 1W/K, this reasoning would imply that KS = 1W/K
would be necessary, and 50% of the total available temperature difference would drop
across the μTEG. However, with a better heat exchanger, KS = 10W/K or even
KS = 100W/K, then ΔT will asymptotically approach ΔTA, and the power output will
asymptotically reach:

PL,max ¼ S � ΔTAð Þ2
4RTEG

(5)

In conclusion, both load matching and thermal matching are conditions that are
mathematically true, but from a practical point of view, care must be taken when
designing a μTEG to maximize its power output. First of all, its electrical internal
resistance (RTEG) must be minimized, and after that, power output can be maxi-
mized by connecting a load which matches that of the μTEG, or simply an IC
implementing an MPPT algorithm. On the thermal side, as RTEG is minimized, the
thermal conductance (KTEG) is consequently maximized. Then, as the μTEG is
already optimized, and it is not possible to further increase KTEG, the only option is
to act on the external components, which in this case is the heat exchanger, and to
choose one with an as large as possible KS, so that almost all of the available ΔT will
be internally transferred to the μTEG.

Figure 5.
Pmax (left, blue curves) and ΔT/ΔTA (right, red curves) versus KTEG for different KS values. For KTEG = 1,
thermal matching conditions would call for KS = 1, but larger Pmax values are possible for larger values of KS.
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3. Decreasing the platform thermal resistance

As mentioned before, the performance of μTEG devices depends on the tem-
perature difference ‘seen’ by the thermocouples. Therefore, minimizing thermal
resistances in series with those elements would improve the performance of the
device. In this section, such improvement is demonstrated by decreasing the ther-
mal resistance between the suspended platform and the ambient, usually the cold
part, by favoring the heat flow locally. Two methods have been used to increase
such heat exchange: (i) by forcing heat convection onto the platform and (ii) by
contacting it with a cold mass. The promising results obtained from the experiments
described in the next two subsections call for optimizing this effect through the
development of a procedure to integrate a heat exchanging structure, which will be
shown in section 4.

3.1 Forced convection experiments

As the working scenario for the μTEG devices is dominated by a temperature
difference between the hot and the cold parts, heat convection could play also an
important role on how these temperatures are established. Convection is a mecha-
nism of heat flux originated from the movement of the surrounding fluid, which
will be typically air for the usual applications of the presented devices. Depending
on how this movement is induced, convection can be classified as natural or forced.

Natural convection is based on the warming up of the air that is close to a heat
source that, due to the lowering of its density, tends to move upwards, giving its
place to colder air and so promoting the heat exchange. In forced convection, air is
forced to move and then renew by an external force.

In order to demonstrate the improvement in the performance of the device,
three different sets of experimental measurements have been performed on a device
at three different convection conditions. The first one corresponds to natural con-
vection, which occurs when the device is operated by letting it rest on top of a hot
surface exposed to ambient at room conditions. The second and third sets of mea-
surements correspond to forced convection regimes. In the second case, this is
accomplished by the use of a standard CPU fan (see Figure 6) placed over the
device, while in the third, an air jet, obtained through a syringe connected to the
compressed air line in the laboratory, is directed towards the device. More details
are available at [26].

Such experimental measurements have been performed on two different
devices, featuring 30 and 60 μm long silicon NWs (by filling 3 and 6 trenches as
described in section 2.1). Consequently, each one of the devices has different elec-
trical and thermal resistances.

The obtained experimental results are shown in Figure 7. The devices have been
measured at different temperatures of the hot plate (from 50 to 200 °C in 25 °C
steps).

The measurement results show a very clear improvement in the performance as
a result of forced convection. The maximum output power obtained when the
device is mounted under the fan is multiplied by 3 when compared with the natural
convection regime, while when under the more directed and higher flow air jet, the
performance increases nearly three orders of magnitude: from a few nW to almost
0.7 μW. Moreover, the more performant air convection is, the less relevant become
the thermal properties of the thermoelectric material. In natural and air forced
convection cases, the larger output power corresponds to the longest nanowires,
whereas in the air jet forced convection the opposite is true. This happens because
the longer nanowires also have a larger electrical resistance, and its larger thermal
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resistance is not significant in this case where the platform to ambient thermal
resistance is enough to assure a large ΔT.

3.2 Cold finger approach

In the previous subsection, it has been experimentally demonstrated how
important a good thermal connection with the surrounding ambient is in order to
improve the overall performance of μTEG devices. Nevertheless, forced convection
scenarios are not always available and artificially forcing them needs additional
energy consuming devices. Therefore, in order to explore a passive strategy to
diminish the thermal resistance to the surrounding ambient, the effect of contacting
the microplatform with a metallic probe has been assessed. With this experiment,
the feasibility of the addition of a heat exchanging structure as a general strategy for
the reduction of the thermal resistance to the ambient will be demonstrated.

The experimental setup consists of a metallic probe dipped in thermally
conducting paste, which is carefully positioned on the micro-platform by the use of
a micro-manipulator.

Figure 7.
Maximum power versus chip surface temperature for three different heat convection regimes and on two
different devices (adapted from [26]).

Figure 6.
Experimental setup used for the thermoelectrical characterization of μTEG devices under a forced convection
regime induced by a CPU fan located on the top. The device is mounted on the thermal chuck of a Linkam
station.
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The performance improvement obtained by means of this approach can be
observed in Figure 8, which shows a plot of the Seebeck voltage output of the
device placed on a hot plate at 150 °C when the cold finger is being attached. It can
be observed that the voltage increases rapidly after contact, and it rises even more
when the applied force to the cold finger is increased slightly, so demonstrating the
reduction of the thermal resistance when the physical contact is improved.

Figure 8.
Voltage evolution while the cold finger is being attached and detached.

Figure 9.
Power curves for a device, with and without the cold finger, on a hot plate at 250 °C.
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In Figure 9 the power curves obtained from the same device at a hot plate
temperature of 250 °C with and without the cold finger are shown. It can be seen an
important improvement in the performance of two orders of magnitude, from 1.3 to
142 nW, so proving the effectiveness of the cold finger approach as a proof of
concept validating the further development of more effective heat exchanging
structures.

4. Heat exchanger

The previous section highlights the importance of physically contacting the
platform in order to improve heat extraction, and thus cooling it more efficiently.
According to section 2.2 and the results shown in section 3.2, the need for a heat
exchanger has been proven. In this section, we study the implementation of such
component on the μTEG. This poses several problems from the technological point
of view, especially considering the starting device architecture used to expose the
thermoelectric material to a thermal gradient. The thermally isolated platform is a
fragile structure and physically contacting it without caution might break it. A
proper methodology with auxiliary components needs to be developed components
to provide such contact safely.

The approach implies to have a thermally conductive piece contacting the plat-
form and interfacing this part of the device with a heat exchanger of appropriate size.
For this reason, such piece will be dubbed as ‘adapter’. The contact needs to be
compliant to absorb any excess vertical displacement with deformation. The compli-
ant part of this contact will be a certain amount of silver paste. A rigid spacer
(PMMA), sitting both on the silicon bulk rim and the platform, will also be necessary
to limit the maximum excursion of the adapter over the platform so that pressure
between the heat exchanger on top and the platform below can be applied in a safe
way. Finally, the heat exchanger itself, a commercial one of similar footprint is
assembled onto our chip. In this case, our chip is 7x7 mm2 and the smallest commer-
cial heat exchanger found is 8x8 mm2. A PCB with a through-hole, to insert a copper
plate improving the thermal conductance from the hot surface to the bulk silicon rim,
and a slightly larger partial etch to fit the chip and facilitate the wire bonding to
auxiliary copper traces, are included in the assembly as shown in Figure 10.

4.1 Modeling results

The feasibility of the approach has been first tested building a physical model
and solving finite element simulations (COMSOL) to evaluate the expected

Figure 10.
Isometric, cross section and detailed view of the proposed approach to safely contact the thin silicon platforms.

360

Heat Transfer - Design, Experimentation and Applications

improvement on performance. The thermal and electrical properties of the mate-
rials used in the model are listed in Table 1.

The model boundary conditions include a constant hot temperature at the bot-
tom (Thot = 100 °C) and natural convection on the vertical and horizontal walls of
the heat exchanger through a heat exchange coefficient directly calculated in
COMSOL for an air ambient temperature of 27 °C. When such element is not
present, the heat exchange coefficient is applied directly on the platforms surface.
Figure 11 shows the temperature distribution for the whole model under such
conditions. As it can be seen, even with a heat exchanger, the lowest temperature
reached in the cold part is slightly below 70 °C although the ambient temperature is
27 °C. This is because the thermal resistance from the heat exchanger to the ambient
is approximately one third of the total thermal resistance while the thermal resis-
tance from the bottom of the PCB (actually most of this is from the silicon chip) to
the heat exchanger is approximately two thirds of it.

κ (W�m�1�K�1) σ (S�m�1) S (V�K�1)

Silicon 150 12�103

Silicon oxide 1.4 —

Silicon nitride 30 —

Silicon NWs 25 (1) 12�103 (1) 250�10�6

Tungsten 174 7.76�106 (2)

Thermal paste 5 —

Copper 401 —

FR4 (PCB) 0.3 —

Spacer (PMMA) 0.2 —

(1)Silicon NWs are modeled as a block, not individual nanowires, and the block material properties assume an
occupation of only 5% of the total area with nanowires, while the remaining 95% has air material properties.
(2)Tungsten electrical conductivity is different from the bulk literature values. The sheet resistance on a real device has
been measured to obtain this value.

Table 1.
Thermal and electrical properties of the materials used in the model.

Figure 11.
Temperature distribution for the whole model with Thot = 100 °C.
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improvement on performance. The thermal and electrical properties of the mate-
rials used in the model are listed in Table 1.

The model boundary conditions include a constant hot temperature at the bot-
tom (Thot = 100 °C) and natural convection on the vertical and horizontal walls of
the heat exchanger through a heat exchange coefficient directly calculated in
COMSOL for an air ambient temperature of 27 °C. When such element is not
present, the heat exchange coefficient is applied directly on the platforms surface.
Figure 11 shows the temperature distribution for the whole model under such
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reached in the cold part is slightly below 70 °C although the ambient temperature is
27 °C. This is because the thermal resistance from the heat exchanger to the ambient
is approximately one third of the total thermal resistance while the thermal resis-
tance from the bottom of the PCB (actually most of this is from the silicon chip) to
the heat exchanger is approximately two thirds of it.
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(1)Silicon NWs are modeled as a block, not individual nanowires, and the block material properties assume an
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been measured to obtain this value.
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The internal temperature distribution for chips with four platforms with NW
lengths of 10, 20, 30 and 40 μm (T1 to T4) has been analyzed for the cases with or
without heat exchanger. The difference is significant as shown in Figure 12. The
temperature difference across the NWs in the best case reaches about 25 °C of the
total 73 °C externally available, when the heat exchanger is in place (right). This
means the thermal resistance of the nanowires is approximately twice the thermal
resistance from the platform to the ambient through the heat exchanger.

On the other hand, for the case without heat exchanger (left), the temperature
differences across the nanowires do not reach beyond 2 °C. In this case, the thermal
resistance to the ambient is much larger than the nanowires thermal resistance, and
a very small temperature drop develops across the active thermoelectric material.

If the temperature solution from the finite element model is coupled to an
electrical model through the Seebeck coefficient of the nanowires, the I-V curves
and power output for each platform considering both scenarios can be obtained.

These results are shown in Figure 13, where the power output has been plotted
as power density considering a device area of 2 mm2, large enough to contain the
whole platform (approximately 1 mm2) and space for additional contacts.

Clearly, a much larger power is obtained when the heat exchanger is in place due
to the much higher ΔT perceived by the NWs. In addition, the behavior of the four
platforms evolve differently. Without the heat exchanger, voltage and power scale
with the length of nanowires since their thermal resistance is the dominant part of
the total device thermal resistance and such length is directly determining the

Figure 12.
Temperature distribution for each platform (from T1 to T4) without heat exchanger (left) and with heat
exchanger (right).

Figure 13.
I-V curves (solid lines), and power output (dotted lines), versus current for T1-T4 devices, without (left) and
with heat exchanger (right).
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attained ΔT. However, when the presence of the heat exchanger secures most of
ΔT, the positive effect of the lower thermal conductance of longer nanowires,
which is still there, rapidly saturates and even reverse (see T4 vs. T3) because the
detrimental impact of the increasing electrical resistance becomes dominant.

4.2 Manual assembly and impact on measurements

The significant increase in the generated power when applying a forced convec-
tion or a cold finger and the results from the simulations including a heat exchanger
directed our efforts to the construction of the previously described heat exchanger
assembly on our μTEGs (see Figure 10).

The preparation sequence of the required components is given in Figure 14a.
A heat exchanger adapter is made from four Cu wires (one per on-chip a device),
with diameter similar to the size of the suspended platform (which they will contact
after the assembly) inserted in a square brass piece and machined to the appropriate
length. The tips of the wires are dipped with thermal paste (Figure 14b) to fill the
gap between the Cu wires and the suspended platforms to guarantee good thermal
contact (Figure 14c). A PMMA spacer with a thickness appropriately matching the
length of the protruding Cu wires is then assembled between the heat exchanger
adapter and the μTEG, and finally, the aluminum heat exchanger is placed on top of
adapter using a thermal paste (Figure 14d). Further details can be found in [27]
from which Figures 14–17 have been adapted.

Figure 14.
(a) Steps of the construction of the heat sink adapter. Optical microscope images of (b) the Cu wire dipped in
thermal paste and (c) the footprint left on the platform of the test device. (d) An image of the final assembly.
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Through the described integration scheme, a first evaluation of the performance
improvement brought by a heat exchanger to the μTEG is enabled. In this study
harvesting measurements with and without heat exchanger were performed by plac-
ing the assembled devices on a Linkam THMS 350 V heating stage at various tem-
peratures in a natural convection environment. Three different cases were measured:
without heat sink, with heat sink and with heat sink + pressing, where for the latter a
force is applied on top of the assembly to reduce the thermal resistance of the thermal
paste. Chips with different thermoelectric materials were measured: Si NWs, Si-Ge
NWs and Si microbeams. At the current stage of technology maturity, a rather low
number of devices has been measured, but the results shown in the next subsections
correspond to significant devices of each category. In terms of measurement
uncertainties, the most important source are thermal fluctuations that due to the
thermoelectric nature of the device introduce variations in the measured V and I,
which have been estimated to be below 10 μV and 1 μA, respectively.

4.2.1 Measurements with Si NWs

The Seebeck voltage vs. hotplate temperature curves for the Si NWs-based
μTEGs with different number of trenches are shown in Figure 15. As anticipated, all
the devices presented output voltages that scaled with the number of trenches (i.e.
length of NWs). However, the reduction of the thermal resistance between the cold
side (suspended platform) and the ambient when a heat exchanger is integrated
resulted in a large increase of ΔT across the NWs and hence higher overall voltages.

In terms of power, the maximum power densities obtained at hot plate temper-
atures of 100 °C without the heat exchanger were in the range of 0.05–0.1 μWcm�2.

Figure 15.
Seebeck voltage vs. hot plate temperature for Si NWs-based μTEGs with different number of trenches (T1-T4)
with and without heat exchanger.
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As expected, a tremendous increase in power density was observed after the inte-
gration of the heat exchanger + pressing, and values in the range 7–42 μWcm�2

were observed. No clear trends were observed with the number of trenches.

4.2.2 Measurements with SiGe NWs

For devices with SiGe NWs, considerable higher Seebeck voltages were observed
when compared to Si NWs (Figure 16), due to the higher thermal resistance
resulting from the lower intrinsic thermal conductivity of the former. With and
without heat exchanger, the devices performed better with increasing number of
trenches. Also, power densities rose considerably with the integration of the heat
exchanger. As already observed for the Si NWs, the voltage and generated power
improved further when a slight pressure was applied to the heat exchanger, It is
worth noticing that the maximum power thus obtained does not differ much for Si
and SiGe NWs: 41.6 μWcm�2 vs. 45.2 μWcm�2, respectively, considering a T3
device on a hotplate at 100 °C. This points to the dilution of the effect of better
starting thermal properties when the heat exchanger is present.

4.2.3 Measurements with Si microbeams

Si microbeams devices were fabricated to compare the performance of bulk Si
with Si NWs. After the integration of the heat exchanger + pressing, the results
presented in Figure 17 show a remarkable three orders of magnitude increase in the
generated power from �650 pW to �690 nW for a T1 device, i.e. from 32.5
nWcm�2 to 34.5 μWcm�2. This result evidences again that once the heat exchanger

Figure 17.
I-V and power curves for the Si microbeams based μTEGs without heat exchanger (left) and with heat
exchanger and pressing (right) for a hot plate temperature of 100 °C.

Figure 16.
Seebeck voltage vs. hot plate temperature for SiGe NWs-based μTEGs with different number of trenches (T1-
T3) with and without heat exchanger.
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is in place, the thermal properties of the thermoelectric material become second
order. Hence, by optimizing their electrical properties and ensuring a good ΔT with
the aid of a heat exchanger, it is possible to obtain high power densities even with
high thermal conductivity thermoelectric materials such as Si microbeams.

4.3 Semiautomatic assembly with integration density

In order to translate the promising power densities of a single structure into
useful absolute power levels, a certain number of thermocouples needs to be inte-
grated and connected. The μTEGs design was modified to attain a higher integration
density by reducing the number of active sides. The new thermocouple has a
rectangular shape with one side featuring the membrane providing mechanical
support and metallic connection, and the opposite side composed of the trenches to
be filled with NWs. In Figure 18, a 3D schematic of the new unitary thermocouple
is shown. The same cross-section profile of Figure 1 still applies. With this new
design, many elements can be integrated in the same chip: up to fifty thermocouples
(each with an approximate size of 5 x 0.6 mm2) fit in series or series–parallel
configuration in a 49 mm2 chip, as shown in Figure 19. Both configurations would
lead to the same harvested power, but the series one will scale up voltage while the
parallel one will scale up current.

This compact design requires new components and a novel and more efficient
approach for the integration of the heat exchanger in order to boost their thermal
performance. A micromachined Si adapter (substituting the Cu wires, brass plate
and PMMA spacer of the previous section) is necessary for the distribution of the
force exerted on the platform by the heat exchanger, and different designs featuring
the corresponding serial or parallel arrangements were fabricated. Figure 20 (left)
depicts the Si adapter designs where the central columns contact the platform of
each thermocouple in the chip and the ones at the corners act as force distributers.
Similar to the previous section, a commercial Al mini heat exchanger will be placed
on top of the Si adapter to help the circulation of heat from the Si rim of the μTEG
(warm side) through the thermoelectric material to the platform (cold side) to
achieve the desired larger ΔT. The heat flux representation through the assembly is
shown in Figure 20 (right).

To achieve a good thermal contact, which is key for a maximum generated
power, a thermal interface material (TIM) needs to be placed between the thermo-
couple and the adapter. To this aim, an inkjet printer (Dimatix) was chosen to
deposit a controlled amount of TIM only on the columns of the adapter.

Figure 18.
3D schematic of the new thermocouple design (left) and an optical microscope image of the fabricated
micromachined platform.
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After dispensing the TIM, the adapter is placed face-down onto the thermocou-
ple chip already wirebonded on a PCB. This is done with the help of a pick & place
machine (Finetech) that enables proper chip alignment and attachment with a
controlled gentle force (0.1 N). A holder with a removable lid for the adequate
handling of the Si adapter during the process has been designed and 3D-printed. It
allows accessing the corresponding side of the adapter, first to the inkjet printer,
and then to the pick & place machine. The whole assembly process is depicted in
Figure 21.

This is a still ongoing process. Two different inks are being tested to act as TIM
between the adapter and the suspended platforms: a conductive silver nanoparticle
ink (Agfa Orgacon SI-J20X) and a SU8 based polymeric ink (Micro Chem Prielex).
The tests involve the assessment of the adequacy of the viscosity and adhesion of
the TIM and the evaluation of the endurance of the μTEGs platforms during the
assembly. Other TIM materials already used for the mainstream attachment of heat
exchangers onto microprocessors can be also evaluated, as well as other ways of
locally dispensing them, such as stamping. In any case, the goal is to obtain an
integration route for the heat exchanger, without which no workable ΔT would be
possible in such miniaturized devices, that is prone to the automatic handling of the

Figure 19.
Layout of the new compact design featuring 50 thermocouples in serial connection (left) and serial connection of
10 arrangements of 5 thermocouples in parallel configuration (right).

Figure 20.
Schematic of the different designs of the micromachined Si adapter (left). Heat flux through a parallel type
μTEG, the adapter and the heat exchanger (right).
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is in place, the thermal properties of the thermoelectric material become second
order. Hence, by optimizing their electrical properties and ensuring a good ΔT with
the aid of a heat exchanger, it is possible to obtain high power densities even with
high thermal conductivity thermoelectric materials such as Si microbeams.

4.3 Semiautomatic assembly with integration density

In order to translate the promising power densities of a single structure into
useful absolute power levels, a certain number of thermocouples needs to be inte-
grated and connected. The μTEGs design was modified to attain a higher integration
density by reducing the number of active sides. The new thermocouple has a
rectangular shape with one side featuring the membrane providing mechanical
support and metallic connection, and the opposite side composed of the trenches to
be filled with NWs. In Figure 18, a 3D schematic of the new unitary thermocouple
is shown. The same cross-section profile of Figure 1 still applies. With this new
design, many elements can be integrated in the same chip: up to fifty thermocouples
(each with an approximate size of 5 x 0.6 mm2) fit in series or series–parallel
configuration in a 49 mm2 chip, as shown in Figure 19. Both configurations would
lead to the same harvested power, but the series one will scale up voltage while the
parallel one will scale up current.

This compact design requires new components and a novel and more efficient
approach for the integration of the heat exchanger in order to boost their thermal
performance. A micromachined Si adapter (substituting the Cu wires, brass plate
and PMMA spacer of the previous section) is necessary for the distribution of the
force exerted on the platform by the heat exchanger, and different designs featuring
the corresponding serial or parallel arrangements were fabricated. Figure 20 (left)
depicts the Si adapter designs where the central columns contact the platform of
each thermocouple in the chip and the ones at the corners act as force distributers.
Similar to the previous section, a commercial Al mini heat exchanger will be placed
on top of the Si adapter to help the circulation of heat from the Si rim of the μTEG
(warm side) through the thermoelectric material to the platform (cold side) to
achieve the desired larger ΔT. The heat flux representation through the assembly is
shown in Figure 20 (right).

To achieve a good thermal contact, which is key for a maximum generated
power, a thermal interface material (TIM) needs to be placed between the thermo-
couple and the adapter. To this aim, an inkjet printer (Dimatix) was chosen to
deposit a controlled amount of TIM only on the columns of the adapter.

Figure 18.
3D schematic of the new thermocouple design (left) and an optical microscope image of the fabricated
micromachined platform.
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After dispensing the TIM, the adapter is placed face-down onto the thermocou-
ple chip already wirebonded on a PCB. This is done with the help of a pick & place
machine (Finetech) that enables proper chip alignment and attachment with a
controlled gentle force (0.1 N). A holder with a removable lid for the adequate
handling of the Si adapter during the process has been designed and 3D-printed. It
allows accessing the corresponding side of the adapter, first to the inkjet printer,
and then to the pick & place machine. The whole assembly process is depicted in
Figure 21.

This is a still ongoing process. Two different inks are being tested to act as TIM
between the adapter and the suspended platforms: a conductive silver nanoparticle
ink (Agfa Orgacon SI-J20X) and a SU8 based polymeric ink (Micro Chem Prielex).
The tests involve the assessment of the adequacy of the viscosity and adhesion of
the TIM and the evaluation of the endurance of the μTEGs platforms during the
assembly. Other TIM materials already used for the mainstream attachment of heat
exchangers onto microprocessors can be also evaluated, as well as other ways of
locally dispensing them, such as stamping. In any case, the goal is to obtain an
integration route for the heat exchanger, without which no workable ΔT would be
possible in such miniaturized devices, that is prone to the automatic handling of the

Figure 19.
Layout of the new compact design featuring 50 thermocouples in serial connection (left) and serial connection of
10 arrangements of 5 thermocouples in parallel configuration (right).

Figure 20.
Schematic of the different designs of the micromachined Si adapter (left). Heat flux through a parallel type
μTEG, the adapter and the heat exchanger (right).
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involved chips and it is compatible with their dimensional and mechanical endur-
ance constraints.

5. Conclusions

With this chapter, the authors have tried to show the challenges to sort out when
fabricating microgenerators (μTEGs) with planar silicon technologies. Such tech-
nologies offer a cost effective way of mass-production of miniaturized devices.
However, the very nature of such technologies, the high thermal conductivity of
bulk silicon and the typical thickness of the layers involved advises using silicon
micromachining to enable areas of lateral thermal contrast. Such transversal archi-
tectures helps to translate naturally occurring vertical thermal gradients into inter-
nal lateral ones. In this way, a temperature difference will develop across a
horizontally and self-standing laid thermoelectric material whose length is a design
parameter. A material properties trade-off ensues: the longer the material, the
higher its thermal resistance, increasing the attainable ΔT and the obtained Seebeck
voltage, but the larger will be its electrical resistance, reducing the power obtainable
from that voltage. In addition, it has been shown that the overall attainable ΔT is
heavily influenced by the very poor heat exchange capabilities with the environ-
ment of small bare surfaces. Simulations and experiments show that the presence of
a heat exchanger largely increase the effective ΔT, but brings into play interesting
heterogeneous integration challenges still to be fully solved in terms of an effective

Figure 21.
New assembly route of the heat exchanger Si adapter onto the encapsulated μTEGs chip.
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but gentle attachment of an intermediate adapter that needs to be designed ad hoc
for proper heat flow handling. The presence of the heat exchanger also affects the
tilting point of the previously mentioned thermal/electrical trade-off, and thus on
the final choice of materials. In the examples given, silicon-based materials have
been used (silicon microbeams, silicon and silicon germanium nanowires), but
similar structures could be devised for instance for any thermoelectric material in
thin film form.
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Transient Thermal Analysis of 
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Abstract

Proper knee movement is essential for accomplishing the mobility daily tasks 
such as walking, get up from a chair and going up and down stairs. Although the 
technological advances in active knee actuators for prostheses and exoskeletons 
to help impaired people in the last decade, they still present several usage limita-
tions such as overweight or limited mechanical power and torque. To address such 
limitations, we developed the Active Magnetorheological Knee (AMRK) that 
comprises a Motor Unit (MU), which is a motor-reducer (EC motor and Harmonic 
Drive) and a MR clutch, that works in parallel to a magnetorheological (MR) 
brake. Magnetorheological fluids, employed in the MR clutch and brake, are smart 
materials that have their rheological properties controlled by an induced magnetic 
field and have been used for different purposes. With this configuration the 
actuator can work as a motor, clutch or brake and can perform similar movements 
than a healthy knee. However, the stability, control, and life of magnetorheologi-
cal fluids critically depend on the working temperature. By reaching a certain 
temperature limit, the fluid additives quickly deteriorate, leading to irreversible 
changes of the MR fluid. In this study, we perform a transient thermal analysis 
of the AMRK, when it is used for walking over-ground, to access possible fluid 
degradation and user’s discomfort due overheating. The resulting shear stress in 
the MR clutch and brake generates heat, increasing the fluid temperature during 
the operation. However, to avoid overheating, we proposed a mode of operation 
for over-ground walking aiming to minimize the heat generation on the MR clutch 
and brake. Other heat sources inside the actuator are the coils, which generate the 
magnetic fields for the MR fluid, bearings, EC motor and harmonic drive. Results 
show that the MR fluid of the brake can reach up to 31°C after a 6.0 km walk, so the 
AMRK can be used for the proposed function without risks of fluid degradation or 
discomfort for the user.
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1. Introduction

The gait is severely affected by lower-limb amputation and neuromotor diseases 
and to compensate the lost limb or impaired legs additional movements are required 
[1]. Walking and other daily activities, such as going up and down stairs, getting up and 
sitting down, can be severely impaired, reducing the mobility of the patient [2]. Over 
the years, researchers seek to develop suitable actuators for assistive lower-limb devices 
such as prosthesis and exoskeletons [3, 4]. In general, this kind of actuators can be 
divided into three major groups: passive, semi-active, and active [5, 6]. Passive devices 
do not require a power source for operation, they are designed for each type of applica-
tion and do not allow performance adjustments [6]. Semi-active devices only dissipate 
energy through controllable dampers [7]. Active-type devices, on the other hand, are 
capable of supplying and dissipating energy in a controlled way [6, 8, 9]. Despite the 
disadvantages of semi-active and passive prostheses, the number of active prostheses 
is still small and only the Power Knee™ (PK, Ossur, Iceland) is available on the market. 
In addition, exoskeleton knee actuators still need to be improved to properly reproduce 
the knee gait kinematics for low energy consumption. Filho et al. [10], Garcia et al. [11], 
and Martinez-Villalpando and Herr [6] propose the use of linear actuators with a serial 
elastic element (SEA) between the femur and the tibia. This configuration has charac-
teristics such as impact tolerance, low mechanical output impedance and passive stor-
age of mechanical energy [12, 13]. However, they are heavy devices with high energy 
consumption, making it difficult to be used in prostheses or exoskeletons [9, 14].

On the other hand, magneto-rheological fluids (MR) are colloidal solutions 
composed by up to 50% of their volume of magnetically polarized micro particles 
mixed with an inert oil, usually mineral-based or silicone-based [15]. When the 
fluid is subjected to an external magnetic field, its particles begin to form columnar 
structures parallel to the magnetic flux lines; this behavior changes the rheologi-
cal properties of the fluid, such as yield stress and others, in a reversible and 
proportional way to the induced magnetic field [16]; the response time is in order 
of milliseconds [17]. Due to these characteristics, MR fluids are used to develop 
devices for many applications in engineering and industry: vehicle suspensions [18], 
clutches [19], brakes [20], structural vibration damping [21], intelligent prosthesis 
[5, 22–24] and others. MR devices usually present low energy consumption and high 
torque-to-weight ratio [25, 26], which is important to increase the energy efficiency 
and reduce the weight of prostheses and exoskeletons’ actuators [27].

Although the advances in actuators technology, the active actuators used in 
robotic devices are still heavy and bulky [28], and the passive and semi-active 
ones cannot properly reproduce the movement of a healthy knee. To address the 
shortcomings of the knee actuators, we developed the Active Magneto-Rheological 
Knee (AMRK) [29, 30]. The actuator employs a motor-unit (MU), composed by an 
EC 60 flat motor (Maxon Motors, Switzerland), harmonic drive CSG-14-100-2a 
(Harmonic Drive AG, Germany) and MR clutch, that works in parallel to a MR 
Brake. With this configuration the actuator has multifunctional working conditions 
and can reproduce movements similar to a healthy knee with low energy consump-
tion [25, 26]. The system is assembled in a lightweight and compact structure and 
can be used as a prosthetic knee, a knee actuator for exoskeletons and in robotic 
functions [30].

The MR Clutch and MR Brake of the AMRK present multi-disc configuration 
to improve the torque-to-mass ratio and compactness. With this configuration, the 
systems can work in full-slip and non-slip conditions. In the full-slip regime, there 
is a relative movement between the input and output and the torque is transmitted 
by the shear stress of the MR fluid [31], which is responsible for high heat genera-
tion. When in non-slip condition, there is no relative movement between the input 
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and output and the system works as a solid unit [32]. In this case, the heat genera-
tion is due just by Joule effect on the coil. The properties of the MR fluid strongly 
depend on the temperature, for this reason, the fluid shows different performances 
with the temperature variation [33]. The viscosity of the fluid changes with tem-
perature variation, which results in a change in its shear stress. Moreover, MR fluids 
use additives to decrease sedimentation and increase the dispersion of particles, 
and such additives are also sensitive to temperature variation, some of it decompose 
when reaching about 100°C [34]. Moreover, cyclic operation under high and low 
temperatures can lead to irreversible changes in the MR fluid. It can run-out its 
rheological properties, leading to uncontrolled shear stress due to the influence of 
material agglomeration under magnetic field conditions [33]. Since high tempera-
ture deteriorates the MR fluid, the full-slip operation is the most critical working 
condition for the MR clutch and MR brake [35]. Some works in the literature 
present methodologies to evaluate how these properties change with temperature 
[36]. Chen et al. [33] proposed an experimental setup to evaluate an MR transmis-
sion under different temperatures, obtaining a set of torque and temperature curves 
with different current inputs. Zipster et al. [37] proposed an experimental setup 
that analyzes the MR fluid in flow mode, under different temperatures. Wang et al. 
[34] made a complete characterization of the MR fluid under different tempera-
tures. Here we present a transient thermal analysis of the AMRK under over-ground 
working conditions to evaluate if the heat generation can deteriorate the MR fluid 
or be dangerous for the user. Since the full-slip operation increases heat production, 
we proposed an operating mode for the AMRK that minimizes the heat dissipation 
on the MR clutch and brake to avoid high working temperatures.

2. The active MR knee

The AMRK configuration is presented in Figure 1. The system consists of a 
motor unit (MU) (EC 60 flat motor, harmonic reducer CSG-14-100-2a and MR 
clutch) mounted in parallel to an MR brake, and can work as a motor, clutch and 
brake. This configuration allows the actuator to be controlled independently by 
the MU or by the brake MR, exploring thereby the advantages of each subsystem. 
The device is supported by two main structures: The external structure connects 
to the upper part of the prosthesis/exoskeleton, the internal one connects to the 
lower part of the prosthesis/exoskeleton through adapters. A pair of thin section 
bearings allows relative movement between the external and internal structures. 
The structures are made of 7075 aluminum alloy [5], as shown in Figure 1(a). 
Figure 1(b) displays the configuration of the MR clutch and MR brake. The 
dynamic model of the AMRK is presented in Figure 1(c), and the proposed  actuator 
operating modes for over-ground walking are shown in Figure 1(d).

The MR brake is housed between the external and internal structures and 
dissipates energy just when the knee joint should exert negative work during 
over-ground walking, operating mode I in Figure 1(d). The MR brake is designed 
with a multi-disc configuration and hollow iron core to reduce mass and increase 
torque capacity [38], as displayed in Figure 1(b). The output disks are connected to 
the aluminum cover, which is attached to the external structure of the actuator. The 
output disks are assembled interlayered with the input disks, which are attached to 
the iron core that is coupled to the internal structure. The MR fluid fills the space 
between disks. The magnetic field induced by the coil controls the yield stress of the 
MR fluid; in this way, the MR fluid can behave as a semi-solid or a Newtonian fluid 
depending on the action of the magnetic field. Consequently, the resistive torque of 
the brake is controlled by the input current on the brake coil [39].
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Active torque of the AMRK is required just when the knee exerts positive work, 
operating mode II in Figure 1(d), and it is produced by the MU that comprises an 
EC motor, a harmonic drive (HD) and an MR clutch. The motor and HD stators are 
attached to the internal structure and the HD output is connected to the iron core 
of the MR clutch. The MR clutch has the same working principle as the MR brake, 
that is, when the magnetic field is activated, the MR fluid yield stress increases and 
prevents the relative movement between input and output disks. Thus, the torque 
produced by the motor-reducer is transferred to the external structure of the actua-
tor controlled by the input current on the clutch coil. During swing phase, the knee 
rotates freely achieving high angular velocity. It can be accomplished by the AMRK 
as long as the MU is deactivated and the MR brake exerts low resistive torque to 
stabilize the joint, operating mode III in Figure 1(d).

The torque supported by the MR brake and clutch follows the shear equation of a 
fluid between disks with relative angular movement [40], as shown below:

 
ro

MR D
ri

T r dA= ∫τ  (1)

where τMR is the shear stress of the MR fluid, rD is the radius of the disks, and 
A is the effective contact area between disks and MR fluid. The contact area can 
be described in terms of the number of gaps (N) filled by the MR fluid, and the 
internal (ri) and external (ro) radii of the disks. In addition, MR fluids behave like 
an ideal plastic fluid or Bingham plastic when subjected to magnetic field. Then the 
previous equation can be rewritten as:

Figure 1. 
The AMRK configuration and operation modes. (a) Cutaway view of the actuator. (b) configuration of the 
MR clutch and MR brake. (c) Dynamic model of the system. (d) Operating mode for over-ground walking used 
in the transient thermal analysis.
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where τy is the yield stress of the MR fluid, which is a function of the mag-
netic field strength and can be obtained from the manufacturer’s catalog, μMR is 
the MR fluid viscosity, h is the gap thicknesses and ω is the angular velocity of 
the disks.

As the magnetic circuit is composed by a set of elements in series, the magnetic 
flux is uniform throughout the circuit [41]. As the desired value for the magnetic 
flux density in the MR fluid area (BMR) is a design parameter, the magnetic flux can 
be described as follows:

 ( )o i MRr r B= −2 2ϕ π  (3)

Similarly, the magnetic flux of a given circuit can also be described as a function 
of the number of coil’s turns (Nb), the current (I) and the equivalent reluctance of 
the circuit (Req) [41]:

 b

eq

N I
R

=ϕ  (4)

It worth noting that Eqs. (3) and (4) are just valid as long as there is no magnetic 
saturation in any elements of the magnetic circuit.

Eqs. (1)–(4) are used to construct a parametrized model to optimize the design 
variables (see [5]) for more details). Table 1 presents the optimized value of the 
design variables after optimization process.

Variable Optimal Value

MR Brake MR Clutch

T [N m] 35.0 55.4

ro [mm] 54

ri [mm] 48.5

N [gaps] 14 20

BMR [T] 0.45 0.50

I [A] 2.1 1.8

Nt [turns] 164 226

τy [kPa] 27.3 30.3

Rc [ohm] 4.34 6.05

P [W] 19.2 19.6

M [kg] 0.37 0.46

Table 1. 
MR brake and MR clutch variables.
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3. Thermal model of the actuator

In this section we present the procedure adopted to build the thermal model for 
the AMRK to carry out a transient temperature simulation across a long walk over 
the ground. We set up a model for each element that comprises the actuator: EC 
motor, harmonic drive, MR clutch, MR brake, bearings and housing. The detailed 
method used is described in the following subsections.

3.1 Motor-reducer model

According to Maxon’s Key Information for DC and EC motors [42], the losses of 
efficiency in the motor are divided into losses due to friction, Pmec, and due to the 
Joule effect, PJ, of the winding, which has resistance Ra. The energetic balance can 
be treated as:

 el mec JP P P= +  (5)

where Pel is the electrical power of the motor. The dissipation of power due Joule 
effect is given by:

 J a aP R I= 2·  (6)

where Ia is the input current in the motor armature.
The thermal properties of the motor are given by the supplier catalog. We con-

sidered the EC 60 flat model 411,678 for the analysis. The temperature of the motor 
housing can be predicted when the free surfaces are submitted to air as in [43]:

 S
J

th

T TP
R

∞−
=

2

 (7)

where TS is the surface temperature, T∞ is the environment temperature (25°C), 
and Rth2 is the thermal resistance between the surface and the environment, 
which is given by the supplier catalog, and can also be described by the following 
 equation [43]:

 th
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R
h A
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where hcomb is the combined heat transfer coefficient for convection and radiation 
and AS is the heat transfer surface area. By rearranging Eq. (8), and considering the 
motor assembled in a plastic plate to reproduce the standard cooling conditions, as 
described in [44], the coefficient hcomb = 1.72x10E-5 W/(mm2 °C) is obtained.

In order to validate the EC 60 motor thermal model to be used in the actuator, a 
transient simulation of the motor’s temperature is shown in Figure 2. The external 
surface of the motor reaches a maximum temperature of 51.12°C in about 7200 s, 
which is very close to the temperature obtained by the Eq. (7) (51.15°C), thereby 
validating the used method.

As previously described, the motor is used just when positive work of the knee 
joint is required. For intermittent work, the supplier recommends using the average 
input current, IRMS, in the motor armature during the cycle operation. The input 
current variation for the proposed working modes (Figure 1(d)) is presented in 
Figure 3.
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We carried out a simulation considering the input current in the motor for the 
intermittent operating condition due to the gai cycle. A constant temperature of 
28.86°C was obtained after 2 hours.

Regarding the harmonic drive, the heat generation (PHD) occurs basically due 
friction between its movable parts and it can be calculated as follows:

 HD fP N=τ ω  (9)

Figure 2. 
Simulation of the motor’s external temperature in nominal operating conditions. The highlighted color map 
represents the steady state temperature of the motor’s surface.

Figure 3. 
Input current in the motor armature during the gait cycle.
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3. Thermal model of the actuator

In this section we present the procedure adopted to build the thermal model for 
the AMRK to carry out a transient temperature simulation across a long walk over 
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motor, harmonic drive, MR clutch, MR brake, bearings and housing. The detailed 
method used is described in the following subsections.
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 el mec JP P P= +  (5)

where Pel is the electrical power of the motor. The dissipation of power due Joule 
effect is given by:

 J a aP R I= 2·  (6)

where Ia is the input current in the motor armature.
The thermal properties of the motor are given by the supplier catalog. We con-

sidered the EC 60 flat model 411,678 for the analysis. The temperature of the motor 
housing can be predicted when the free surfaces are submitted to air as in [43]:
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where TS is the surface temperature, T∞ is the environment temperature (25°C), 
and Rth2 is the thermal resistance between the surface and the environment, 
which is given by the supplier catalog, and can also be described by the following 
 equation [43]:
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where hcomb is the combined heat transfer coefficient for convection and radiation 
and AS is the heat transfer surface area. By rearranging Eq. (8), and considering the 
motor assembled in a plastic plate to reproduce the standard cooling conditions, as 
described in [44], the coefficient hcomb = 1.72x10E-5 W/(mm2 °C) is obtained.

In order to validate the EC 60 motor thermal model to be used in the actuator, a 
transient simulation of the motor’s temperature is shown in Figure 2. The external 
surface of the motor reaches a maximum temperature of 51.12°C in about 7200 s, 
which is very close to the temperature obtained by the Eq. (7) (51.15°C), thereby 
validating the used method.

As previously described, the motor is used just when positive work of the knee 
joint is required. For intermittent work, the supplier recommends using the average 
input current, IRMS, in the motor armature during the cycle operation. The input 
current variation for the proposed working modes (Figure 1(d)) is presented in 
Figure 3.
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where τf is the friction torque that can be gathered from the supplier datasheet 
(Harmonic Drive AG, Germany), and ω is the angular velocity of the knee joint, as 
shown in Figure 1(d), and N is the HD reduction ratio (N = 100). The presented 
intermittent working conditions for the CSG-14-100-2a, results in a RMS heat 
generation of 1.04 W.

3.2 MR clutch and MR brake

The proposed operating modes for the AMRK during over-ground walking 
consider that the MR clutch works in non-slip condition when the magnetic field is 
activated and in full-slip condition when no transmitting torque is required. Since 
the power is dissipated as heat in the MR fluid region and it is a function of the 
torque and the angular velocity between disks, the MR clutch does not present heat 
generation in the fluid area. On the other hand, the MR brake is always subjected 
to the full-slip operation and generates heat in the MR fluid region. However, the 
brake just works when braking torque or joint stabilization is required, thereby 
minimizing the heat generation.

The fluid used in the prototype is the MRF-140 CG, which has a recommended 
working temperature between −40°C and 130°C, according to the manufacturer. 
However, Chen et al. [33] reported that there is a reduction in the yield stress of the 
MR fluid at temperatures around 100°C, due to the deterioration of some additives. 
For this reason, it is safe to limit the working temperature of the MR fluid to 100°C. 
Heat generation due to the sliding condition is given by [35]:

 d
f

T
V

Φ =

ω  (10)

where dΦ  is the volumetric generation of heat in the fluid, T and ω are the 
torque and angular velocity of the knee, respectively, and Vf is the volume of 
the fluid.

The loss of electrical power due to the Joule effect on the coil can be written as [35].
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where CΦ  is the volumetric generation of heat in each coil, I is the electric 
current in the coil, RC is the resistance of the coil, and Vc is the volume of the coil. 
The electrical current variation in the MR clutch/brake coils during the gait cycle 
for the proposed working modes is shown in Figure 4.

The other components to be modeled are the bearings and the convection coef-
ficient on the free surfaces of the actuator. According to the NTN bearing catalog 
[45], bearing friction becomes a cause of heat generation that must be considered. 
Eq. (12) describes the heat generation applied to the bearings.
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V

−× ∆
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2



µ ω  (12)

where BΦ  is the volumetric heat generation in the bearing, μ is the friction 
coefficient given by the manufacturer’s datasheet, P is the load to which the bearing 
is subjected, ω is the knee joint angular velocity, d is the inner diameter of the 
bearing, and VB is the volume of the bearing.
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Natural convection and radiation are also considered for the components whose 
surfaces are exposed to the air. The heat transfer coefficient, hT, composed by radia-
tion and natural convection, is given by:

 T c rh h h= +  (13)

where hc is the natural convection coefficient and hr is the heat radiation 
 coefficient. Here we considered hT = 9.7x10E-6 W/(mm2 °C) [35].

3.3 FEM analysis

The 3D modeling of the AMRK is shown in Figure 5. Since the actuator presents 
an axisymmetric configuration, a part corresponding to 1/360 of the actuator was 

Figure 4. 
Input current on the MR Clutch and MR Brake coils during the gait cycle.

Figure 5. 
AMRK Discretized model reduced to 1/360 to improve time processing.
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simulated, to reduce the processing time. Unstructured tetrahedral elements were 
used for the model’s mesh. Considering the dimensional differences of the actuator 
components, after a heuristic analysis of the actuator’s mesh, different mesh sizes 
were adopted to obtain an acceptable precision of the results with reduced process-
ing time. Mesh size for the MR fluid regions was 0.25 mm and for the other compo-
nents we used mesh size of 2 mm.

To perform the transient thermal analysis, the AMRK is subjected to the operat-
ing modes presented in Figure 1(d) for 10,000 seconds, which represents 10.0 km 
walk, to reach the steady state condition. In such a simulation when the MU is 
activated, operating mode II, the EC motor, HD, MR clutch coil and bearings are 
the heat sources. When the MR brake is activated, operating mode I and III, the MR 
fluid and the brake coil and the larger bearings are the heat sources. The values of 
the boundary conditions are given in Table 2.

4. Results and discussion

After build the thermal model of the AMRK, we carried out a transient thermal 
analysis considering the actuator is subjected to over-ground walking for a long 
period of time. The initial temperature of the actuator and environment was 25°C. 
Figure 6(a) presents the temperature color map for the steady state condition and 
Figure 6(b) shows the temperature variation across time in each component of the 
actuator.

After 6000 s of simulation, which represents a 6.0 km walk, the AMRK reached 
the steady state temperature distribution, Figure 6(b). The simulation ran up to 
10,000 s, but no change in the temperature distribution was observed, as presented 
in Figure 6(a). The MR fluid is considered the most sensible element of the actua-
tor to temperature rise and must be carefully evaluated. Moreover, for safe opera-
tion, it is important that the temperature of the copper wire does not exceed 150°C 
and the actuator’s housing surface temperature does not exceed 43°C, so it does not 
cause injury to the user [46].

The maximum temperature observed after the simulation time was 30.86°C in 
the MR fluid region of the MR brake. As previously mentioned, the MR brake works 
in full-slip condition and dissipate energy as heat in the MR fluid region. The full-
slip operation is the most critical condition for heat generation in MR fluid-based 

Variable Value

Motor heat generation 7.83E-6 W/mm3

Harmonic drive heat generation 3.83E-5 W/mm3

MR Brake coil heat generation 1.81E-4 W/mm3

MR Clutch coil heat generation 2.22E-5 W/mm3

Large bearings heat generation 3.98E-7 W/mm3

Small bearing heat generation 4.51E-7 W/mm3

MR fluid heat generation (MR brake) 1.03E-3 W/mm3

Motor heat transfer coefficient1 1.72E-5 W/mm2 °C

Heat transfer coef. remaining components1 9.70E-6 W/mm2 °C
1Room temperature = 25°C.

Table 2. 
Boundary conditions for the transient thermal analysis simulation.
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devices and can lead to critical temperatures [41]. However, unlike the common 
applications of shear transmissions, the proposed operating modes for the AMRK 
just activate the MR brake, which works in full-slip condition, when the knee is 
subjected to negative work, thereby reducing the heat generated. The MR clutch, 
as previously mentioned, works in non-slip condition and the heat is generated by 
Joule effect in the coil and not in the fluid area. Compared to previous applications 
of MR fluid-based transmissions, such as the shear transmission of Chen et al. [33] 
and the MR clutches proposed in Wang et al. [35, 41] and Leal-Junior et al. [36], 
where the temperature reached more than 120°C in full-slip condition, the tem-
perature reached by the AMRK while working with the proposed operating modes, 
is not critical to the MR fluid integrity. On the other hand, from a braking torque 
control point of view, a more careful analysis should evaluate if this temperature 
increase can affect torque capacity of the MR brake. To improve the braking torque 
control in a rising temperature scenario a temperature-dependent shear stress, as 
proposed in [35], should be taken in to account.

Figure 6. 
Transient thermal analysis of the AMRK. (a) Temperature color map for steady state condition. 
(b) Temperature variation of actuator’s components over time.
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The maximum temperature reached in the motor and harmonic drive was 
29.94°C and 29.92°C, respectively, which are within the working limit temperature 
recommended by the supplier’s catalog, up to 125°C and 120°C, respectively. The 
maximum temperature reached on the surface of the actuator was 30.68°C, which 
is not harmful to human skin [46]. These results validate the purpose usage of the 
AMRK as an actuator for knee replacement/assistance for over-ground walking.

5. Final remarks

This work presented the thermal analysis of the Active Magneto-Rheological 
Knee actuator (AMRK) for lower-limb prostheses and exoskeletons. The AMRK is 
composed by a motor unit (EC motor, harmonic drive, and MR clutch), responsible 
for generating positive work, that works in parallel to a MR brake, used to dissipate 
energy when the knee is subjected to negative work conditions. The proposed 
configuration is designed to perform a proper walk with low energy consumption  
[25, 26]. The thermal model for the components of the MR actuator was presented. 
EC motor, harmonic drive, MR clutch, MR brake, and bearings were modeled to 
assess the thermal behavior of the knee when subjected to a long walk over the 
ground. The results indicate that the proposed operating modes are effective to 
avoid actuator overheating. The maximum temperatures reached in each compo-
nent are within the tolerances established by the suppliers and no damage is caused 
to the system, as well as to the MR fluid. The external steady state temperature of 
the actuator is about 31°C, which does not represent risk for the user. Future work 
will consider evaluating the temperature of the system under more severe working 
conditions, such as going up and down stairs.
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Chapter 20

Experimental Approaches to 
Measurement of Vapor Quality of 
Two-Phase Flow Boiling
Mehdi Kabirnajafi and Jiajun Xu

Abstract

Vapor quality is one of the crucial parameters substantially affecting the flow 
boiling heat transfer coefficient. Hence, the reliability and accuracy of vapor quality 
measurements is of a great significance to accurately investigating the effect of 
vapor quality on the local flow boiling heat transfer coefficients. In the present 
study, various experimental approaches are represented to measure and control 
local vapor quality for flow boiling tests. Experimental approaches are classified 
based on the type of thermal boundary conditions imposed on the tube wall, that 
is, known constant wall heat flux and constant wall temperature (unknown vari-
able wall heat flux). In addition, in-situ techniques are also investigated to measure 
local vapor quality regardless of the governing thermal boundary conditions within 
two-phase flow experiments. Finally, the experimental methodologies are com-
pared based on their level of reliability and accuracy in measurement, costliness 
and affordability, and simplicity in execution to address their potential merits and 
demerits.

Keywords: vapor quality measurement, experimental methodologies,  
two-phase flow boiling, thermal boundary conditions

1. Introduction

Vapor quality is a crucial parameter which affects the flow boiling heat transfer 
behavior [1, 2]. Figure 1 shows flow development inside a vertical tube under a 
constant wall heat flux, where the fluid moves in the upward direction. The figure 
also depicts various two-phase flow regimes in a vertical tube on the left and typical 
variations in local boiling heat transfer coefficient versus vapor quality on the 
right. From Figure 1, it can be inferred that flow boiling heat transfer coefficient 
is typically maximized in the range of vapor quality between 50% and 85%, while 
the smallest heat transfer coefficients tend to appear in the vapor forced convec-
tion region due to the low thermal conductivity of vapor as compared to that of the 
liquid. Accordingly, the accuracy of vapor quality measurements plays a significant 
role in properly investigating the impact of vapor quality on the local flow boiling 
heat transfer coefficient. On the other hand, in order to develop more efficient 
two-phase flow heat transfer systems, a specific range of vapor qualities should 
be targeted in design of thermal systems to achieve a higher range of boiling heat 
transfer coefficients. This also clearly highlights the significance of accurate vapor 
quality measurements at both the inlet and outlet of a test section.
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Vapor quality is one of the crucial parameters substantially affecting the flow 
boiling heat transfer coefficient. Hence, the reliability and accuracy of vapor quality 
measurements is of a great significance to accurately investigating the effect of 
vapor quality on the local flow boiling heat transfer coefficients. In the present 
study, various experimental approaches are represented to measure and control 
local vapor quality for flow boiling tests. Experimental approaches are classified 
based on the type of thermal boundary conditions imposed on the tube wall, that 
is, known constant wall heat flux and constant wall temperature (unknown vari-
able wall heat flux). In addition, in-situ techniques are also investigated to measure 
local vapor quality regardless of the governing thermal boundary conditions within 
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1. Introduction

Vapor quality is a crucial parameter which affects the flow boiling heat transfer 
behavior [1, 2]. Figure 1 shows flow development inside a vertical tube under a 
constant wall heat flux, where the fluid moves in the upward direction. The figure 
also depicts various two-phase flow regimes in a vertical tube on the left and typical 
variations in local boiling heat transfer coefficient versus vapor quality on the 
right. From Figure 1, it can be inferred that flow boiling heat transfer coefficient 
is typically maximized in the range of vapor quality between 50% and 85%, while 
the smallest heat transfer coefficients tend to appear in the vapor forced convec-
tion region due to the low thermal conductivity of vapor as compared to that of the 
liquid. Accordingly, the accuracy of vapor quality measurements plays a significant 
role in properly investigating the impact of vapor quality on the local flow boiling 
heat transfer coefficient. On the other hand, in order to develop more efficient 
two-phase flow heat transfer systems, a specific range of vapor qualities should 
be targeted in design of thermal systems to achieve a higher range of boiling heat 
transfer coefficients. This also clearly highlights the significance of accurate vapor 
quality measurements at both the inlet and outlet of a test section.
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Hardik and Prabhu [3] performed experiments to investigate the heat transfer 
and pressure drop of a diabatic two-phase water flow boiling in horizontal thin 
walled stainless steel tubes with different inner diameters under uniform wall heat 
flux conditions. To investigate the impact of vapor quality on the local boiling heat 
transfer coefficient, they measured vapor quality at the outlet of test section using 
a known range of uniform wall heat fluxes directly supplied by electrical heating 
tapes wrapped around the test sections. The effect of inlet vapor quality was not 
investigated in their study since a saturated liquid flow was provided at the inlet of 
test sections. In their study, the heat losses from the heating tapes were estimated 
using theoretical calculations of convective and radiative heat losses from the 
surface of test sections to the surroundings, and no single-phase experiments were 
conducted to empirically estimate heat losses at the same mass flux range of flow 
boiling tests.

A similar approach to measurement of outlet vapor quality was adopted by Yan 
et al. in two different studies [4, 5] to investigate the influence of crucial param-
eters, consisting of heat flux, mass flux, and vapor quality on the heat transfer 
performance of water flow boiling in a uniformly heated vertical nickel alloy tube 
as well as in a vertical 304 stainless steel (SS304) tube with twisted tape inserted 
under high heat flux conditions.

Although many experimental studies have been conducted to date to investi-
gate the impact of local vapor quality on boiling heat transfer performance, major-
ity of these studies have taken the similar approach to measure local vapor quality 

Figure 1. 
Typical variations in heat transfer coefficient with vapor quality for forced-convection flow boiling in a  
tube [1].
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only at the outlet of test section mainly under uniform wall heat flux boundary 
conditions using electrical heating [6–12]. There are limited studies investigating 
the effect of local vapor quality for other thermal boundary conditions [13, 14], 
while their techniques to measure local vapor quality are not reported clearly. 
Hence, there is a considerable gap in the literature concerning vapor quality 
measurement under other thermal boundary conditions (e.g. uniform wall 
temperature and unknown boundary conditions) than the uniform wall heat flux 
using electrical heating.

The measurement and control of local vapor quality for uniform wall heat flux 
conditions using heating tapes wrapped around the test section is simpler than 
that for uniform wall temperature or variable wall heat flux conditions where the 
latent heat for two-phase flow boiling is supplied by a hot-side fluid at test section. 
In the latter case, there is no opportunity for a direct control of vapor quality at test 
section unless using in-situ measurements of local density through the existing 
instruments with a currently low accuracy.

Concerning the existing gaps in the literature addressed above, the present study 
aims to investigate various experimental approaches to measure and control vapor 
qualities at both the inlet and outlet of a typical test section under different thermal 
boundary conditions imposed on a test section during two-phase flow boiling heat 
transfer process, including uniform wall temperature, uniform wall heat flux, and 
unknown boundary conditions. The experimental techniques are then compared 
based on their level of accuracy and overall uncertainty, costliness, as well as 
simplicity in implementation.

2. Heat loss considerations

Measurements of local vapor quality of a saturated boiling flow can strongly be 
affected by accuracy in estimating the heat losses and calibrating the latent heat 
supplies. This is due to the existence of latent heat during a boiling process with a 
constant saturation temperature of fluid while enthalpy increases with the increase 
of local vapor quality as a result of heat acquisition [1, 2]. This is therefore evident 
that inaccurate estimation of heat losses and imprecise calibration of latent heat 
supplies would pose unreliability in collected heat transfer data and large errors in 
results as well.

Although different theoretical and experimental approaches have been engaged 
to date to estimate heat loss during flow boiling, majority of these methods are 
based on the estimation of heat loss from single-phase flow [6, 9–15]. Indeed, 
single-phase experiments were conducted to estimate heat loss percentages for a 
range of mass fluxes and heat fluxes. Then, the same heat loss percentages derived 
from the single-phase flow were directly used for two-phase flow at the same mass 
fluxes [6, 9–11]. Alternatively, the heat losses extracted from single-phase flow for a 
range of mass and heat fluxes were developed for flow boiling over another range of 
mass and heat fluxes using either interpolation or extrapolation [12, 13, 15].

In this commonly applied methodology, the amounts of heat experimentally 
supplied for the test section ( supplQ ) to increase the temperature of single-phase 
flow from a known value of Tsp, in at the inlet to another known value of Tsp, out at 
the outlet are monitored and recorded for a range of flow rates. On the other hand, 
the actual amounts of heat transferred to the fluid ( )transfQ  can be calculated by the 
following energy balance for a range of flow rates:

  ( ), ,transf sp out sp inQ mCp T T= −   (1)
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Hardik and Prabhu [3] performed experiments to investigate the heat transfer 
and pressure drop of a diabatic two-phase water flow boiling in horizontal thin 
walled stainless steel tubes with different inner diameters under uniform wall heat 
flux conditions. To investigate the impact of vapor quality on the local boiling heat 
transfer coefficient, they measured vapor quality at the outlet of test section using 
a known range of uniform wall heat fluxes directly supplied by electrical heating 
tapes wrapped around the test sections. The effect of inlet vapor quality was not 
investigated in their study since a saturated liquid flow was provided at the inlet of 
test sections. In their study, the heat losses from the heating tapes were estimated 
using theoretical calculations of convective and radiative heat losses from the 
surface of test sections to the surroundings, and no single-phase experiments were 
conducted to empirically estimate heat losses at the same mass flux range of flow 
boiling tests.

A similar approach to measurement of outlet vapor quality was adopted by Yan 
et al. in two different studies [4, 5] to investigate the influence of crucial param-
eters, consisting of heat flux, mass flux, and vapor quality on the heat transfer 
performance of water flow boiling in a uniformly heated vertical nickel alloy tube 
as well as in a vertical 304 stainless steel (SS304) tube with twisted tape inserted 
under high heat flux conditions.

Although many experimental studies have been conducted to date to investi-
gate the impact of local vapor quality on boiling heat transfer performance, major-
ity of these studies have taken the similar approach to measure local vapor quality 

Figure 1. 
Typical variations in heat transfer coefficient with vapor quality for forced-convection flow boiling in a  
tube [1].
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only at the outlet of test section mainly under uniform wall heat flux boundary 
conditions using electrical heating [6–12]. There are limited studies investigating 
the effect of local vapor quality for other thermal boundary conditions [13, 14], 
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section unless using in-situ measurements of local density through the existing 
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boundary conditions imposed on a test section during two-phase flow boiling heat 
transfer process, including uniform wall temperature, uniform wall heat flux, and 
unknown boundary conditions. The experimental techniques are then compared 
based on their level of accuracy and overall uncertainty, costliness, as well as 
simplicity in implementation.
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of local vapor quality as a result of heat acquisition [1, 2]. This is therefore evident 
that inaccurate estimation of heat losses and imprecise calibration of latent heat 
supplies would pose unreliability in collected heat transfer data and large errors in 
results as well.

Although different theoretical and experimental approaches have been engaged 
to date to estimate heat loss during flow boiling, majority of these methods are 
based on the estimation of heat loss from single-phase flow [6, 9–15]. Indeed, 
single-phase experiments were conducted to estimate heat loss percentages for a 
range of mass fluxes and heat fluxes. Then, the same heat loss percentages derived 
from the single-phase flow were directly used for two-phase flow at the same mass 
fluxes [6, 9–11]. Alternatively, the heat losses extracted from single-phase flow for a 
range of mass and heat fluxes were developed for flow boiling over another range of 
mass and heat fluxes using either interpolation or extrapolation [12, 13, 15].

In this commonly applied methodology, the amounts of heat experimentally 
supplied for the test section ( supplQ ) to increase the temperature of single-phase 
flow from a known value of Tsp, in at the inlet to another known value of Tsp, out at 
the outlet are monitored and recorded for a range of flow rates. On the other hand, 
the actual amounts of heat transferred to the fluid ( )transfQ  can be calculated by the 
following energy balance for a range of flow rates:

  ( ), ,transf sp out sp inQ mCp T T= −   (1)
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The difference between supplQ  and transfQ  reveals the heat losses 
( )loss suppl transfQ Q Q= −  . A correlation is then developed by plotting the variations of 
heat transferred to the fluid ( )transfQ  versus heat supplied ( )supplQ , which can be 
used for calibrating the heat supplies as an imperative step to further measure vapor 
qualities within the flow boiling tests.

3.  Experimental approach for known uniform wall heat flux boundary 
conditions

After estimating heat losses and calibrating heat supplies for any of electrical 
heater units in a test setup, local vapor qualities at the inlet and outlet of a test 
section can be measured by energy balance on the enthalpy change of vaporiza-
tion. Figure 2 depicts the schematics of a typical setup to conduct measurements 
of vapor qualities under known constant wall heat flux boundary conditions using 
the electrical heating either through the direct resistance heating of the test tube or 
with the heating tapes wrapped around the tube.

As shown in Figure 2, while inlet vapor quality can be controlled using the 
heat-supplying unit located right before the test section (called Pre-Heater), local 
vapor quality at the outlet of test section may be controlled from the heat-supplying 
unit at the test section (called TS-Heater). The subcooled liquid at a certain pressure 
of Psat with a bulk temperature of Tsp is warmed up by a heat-supplying unit (i.e. 
SP-Heater) in order to reach the state of saturated liquid (x = 0%) at the saturation 
temperature of Tsat corresponding to the system pressure of Psat. Using the Pre-
Heater located right before the test section, the saturated liquid therefore reaches a 
certain vapor quality at the inlet of the test section (xin) and is afterwards exposed 
to a known constant wall heat flux supplied by the TS-Heater at the test section to 
reach a two-phase flow of higher vapor quality at the outlet (xout), and then keeps 
recirculated.

To ensure the state of saturated liquid, the subcooled liquid is warmed up by the 
SP-Heater to reach a temperature infinitesimally lower than the saturation tempera-
ture of Tsat targeted for the flow boiling experiments. Using the sight glass shown 
in Figure 2, the state of saturated liquid is also directly observed in order to check 
whether or not there is any vapor bubble in the saturated liquid flow.

Figure 2. 
The experimental approach to measuring vapor qualities for uniform wall heat flux boundary conditions.
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As represented in Figure 2, the inlet vapor quality is measured and controlled by 
adjusting the calibrated heat supplied by the Pre-Heater to take the saturated liquid 
(x = 0) to the two-phase flow with a desired inlet quality of xin as follows:

  ( ) [ ] ( )( )0calib pre suppl pre loss pre f xx inQ Q Q m h h− − − == − = −   (2)

where hx accounts for the enthalpy at vapor quality of x, _suppl preQ  is the heat 
experimentally supplied by the Pre-Heater, loss preQ −  is the corresponding heat loss 
from this heat-supplying unit, and calib preQ −  stands for the calibrated heat which is 
actually transferred to the boiling flow. Having the enthalpy of saturated liquid  
(hf (x=0)) known, the only unknown parameter in Eq. (2) is the enthalpy at the inlet 
of the test section from which the inlet vapor quality can simply be derived at the 
operating saturation temperature and pressure.

After having the inlet vapor quality known, the outlet vapor quality can be 
measured from the calibrated heat at the test section (TS-Heater) as follows:

  ( ) [ ] [ ]( )calib ts suppl ts loss ts x out x inQ Q Q m h h− − −= − = −   (3)

where suppl tsQ −  is the heat experimentally supplied by the heating unit at the test 
section, loss tsQ −  is the corresponding heat loss from this heat-supplying unit, and 

calib tsQ − stands for the calibrated heat which is actually transferred to the boiling 
flow. Having the inlet quality already measured, the only unknown parameter in  
Eq. (3) is the enthalpy at the outlet of the test section ( [ ]x outh ) from which the outlet 
vapor quality can be extracted at the operating saturation temperature and 
pressure.

This is important to point out that the outlet vapor quality derived from the test 
section contains an accumulated error arisen from earlier measurement of the inlet 
vapor quality. As clearly shown in Eq. (2), the inlet vapor quality can be measured 
and controlled by obtaining the enthalpy at the inlet of test section ( [ ]x inh ), which 
contains the uncertainties in measurement of mass flow rate ( m ), bulk fluid 
temperature (Tsat), and calibrated heat supplies by the Pre-Heater ( calib preQ − ). This 
measured value of inlet vapor quality ( [ ]x inh ) is used as a known parameter in  
Eq. (3) to obtain the vapor quality at the outlet of test section ( [ ]x outh ). The mea-
sured value of outlet vapor quality, in turn, contains uncertainties in measurement 
of bulk fluid temperature and calibrated heat supplies by the test section heater 
( suppl tsQ − ) in addition to the earlier measurement error imposed by the value of inlet 
vapor quality, which eventually leads to the accumulation of more errors in mea-
surement of outlet vapor quality through Eq. (3) as compared to that of inlet vapor 
quality.

4.  Experimental approaches for unknown variable heat flux or constant 
wall temperature boundary conditions

In the case of constant wall temperature boundary conditions for the test sec-
tion, the wall heat flux is subject to change. The measurement and control of local 
vapor quality at the outlet of a test section under uniform wall temperature bound-
ary conditions is more challenging than that of uniform wall heat flux boundary 
conditions. In a single loop of internal flow boiling, the outlet vapor quality is 
typically measured and controlled by directly monitoring the constant amounts 
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The difference between supplQ  and transfQ  reveals the heat losses 
( )loss suppl transfQ Q Q= −  . A correlation is then developed by plotting the variations of 
heat transferred to the fluid ( )transfQ  versus heat supplied ( )supplQ , which can be 
used for calibrating the heat supplies as an imperative step to further measure vapor 
qualities within the flow boiling tests.

3.  Experimental approach for known uniform wall heat flux boundary 
conditions

After estimating heat losses and calibrating heat supplies for any of electrical 
heater units in a test setup, local vapor qualities at the inlet and outlet of a test 
section can be measured by energy balance on the enthalpy change of vaporiza-
tion. Figure 2 depicts the schematics of a typical setup to conduct measurements 
of vapor qualities under known constant wall heat flux boundary conditions using 
the electrical heating either through the direct resistance heating of the test tube or 
with the heating tapes wrapped around the tube.

As shown in Figure 2, while inlet vapor quality can be controlled using the 
heat-supplying unit located right before the test section (called Pre-Heater), local 
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Heater located right before the test section, the saturated liquid therefore reaches a 
certain vapor quality at the inlet of the test section (xin) and is afterwards exposed 
to a known constant wall heat flux supplied by the TS-Heater at the test section to 
reach a two-phase flow of higher vapor quality at the outlet (xout), and then keeps 
recirculated.

To ensure the state of saturated liquid, the subcooled liquid is warmed up by the 
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ture of Tsat targeted for the flow boiling experiments. Using the sight glass shown 
in Figure 2, the state of saturated liquid is also directly observed in order to check 
whether or not there is any vapor bubble in the saturated liquid flow.
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The experimental approach to measuring vapor qualities for uniform wall heat flux boundary conditions.
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As represented in Figure 2, the inlet vapor quality is measured and controlled by 
adjusting the calibrated heat supplied by the Pre-Heater to take the saturated liquid 
(x = 0) to the two-phase flow with a desired inlet quality of xin as follows:

  ( ) [ ] ( )( )0calib pre suppl pre loss pre f xx inQ Q Q m h h− − − == − = −   (2)

where hx accounts for the enthalpy at vapor quality of x, _suppl preQ  is the heat 
experimentally supplied by the Pre-Heater, loss preQ −  is the corresponding heat loss 
from this heat-supplying unit, and calib preQ −  stands for the calibrated heat which is 
actually transferred to the boiling flow. Having the enthalpy of saturated liquid  
(hf (x=0)) known, the only unknown parameter in Eq. (2) is the enthalpy at the inlet 
of the test section from which the inlet vapor quality can simply be derived at the 
operating saturation temperature and pressure.

After having the inlet vapor quality known, the outlet vapor quality can be 
measured from the calibrated heat at the test section (TS-Heater) as follows:

  ( ) [ ] [ ]( )calib ts suppl ts loss ts x out x inQ Q Q m h h− − −= − = −   (3)

where suppl tsQ −  is the heat experimentally supplied by the heating unit at the test 
section, loss tsQ −  is the corresponding heat loss from this heat-supplying unit, and 

calib tsQ − stands for the calibrated heat which is actually transferred to the boiling 
flow. Having the inlet quality already measured, the only unknown parameter in  
Eq. (3) is the enthalpy at the outlet of the test section ( [ ]x outh ) from which the outlet 
vapor quality can be extracted at the operating saturation temperature and 
pressure.

This is important to point out that the outlet vapor quality derived from the test 
section contains an accumulated error arisen from earlier measurement of the inlet 
vapor quality. As clearly shown in Eq. (2), the inlet vapor quality can be measured 
and controlled by obtaining the enthalpy at the inlet of test section ( [ ]x inh ), which 
contains the uncertainties in measurement of mass flow rate ( m ), bulk fluid 
temperature (Tsat), and calibrated heat supplies by the Pre-Heater ( calib preQ − ). This 
measured value of inlet vapor quality ( [ ]x inh ) is used as a known parameter in  
Eq. (3) to obtain the vapor quality at the outlet of test section ( [ ]x outh ). The mea-
sured value of outlet vapor quality, in turn, contains uncertainties in measurement 
of bulk fluid temperature and calibrated heat supplies by the test section heater 
( suppl tsQ − ) in addition to the earlier measurement error imposed by the value of inlet 
vapor quality, which eventually leads to the accumulation of more errors in mea-
surement of outlet vapor quality through Eq. (3) as compared to that of inlet vapor 
quality.

4.  Experimental approaches for unknown variable heat flux or constant 
wall temperature boundary conditions

In the case of constant wall temperature boundary conditions for the test sec-
tion, the wall heat flux is subject to change. The measurement and control of local 
vapor quality at the outlet of a test section under uniform wall temperature bound-
ary conditions is more challenging than that of uniform wall heat flux boundary 
conditions. In a single loop of internal flow boiling, the outlet vapor quality is 
typically measured and controlled by directly monitoring the constant amounts 
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of surface heat flux provided by heating tapes wrapped around the test section. 
However, the use of hot fluid heating rather than electrical heating to generate 
constant wall temperature conditions does not allow the direct control of outlet 
vapor quality due to the unknown variable surface heat flux exchanged between the 
hot-side fluid (e.g. external condensation of steam or single-phase hot liquid) and 
the cold-side fluid (i.e. internal flow boiling).

4.1 Approach I: auxiliary after-heater

Figure 3 illustrates a typical case of constant temperature boundary conditions 
imposed by external condensation of steam on the test tube. The test section shown 
in this case is the place where external condensation and internal flow boiling occur 
simultaneously. The test section therefore functions as a cross flow heat exchanger 
whose both sides are manipulated with phase-change heat transfer processes. The 
test apparatus for this arrangement is to consist of two closed loops, including: 
external condensation loop (i.e. steam condensation over a horizontal tube) and 
internal boiling loop (i.e. two-phase flow boiling inside the tube).

Within the external condensation loop, saturated vapor of water at saturation 
temperature and pressure of Tsat,steam and Psat,steam is provided by a steam generator 
and then enters the test chamber. After condensation of steam on the horizontal test 
tube due to the temperature difference between the saturated vapor and the tube 
surface (called subcooling), the condensate is driven by gravity and collected in a 
condensate reservoir to feed the steam generator and set a steady flow circulation 
in the external condensation loop. Regarding the internal boiling loop, the fluid is 
warmed up by the SP-Heater in order to reach the saturated liquid state (x = 0) at 
the saturation temperature and pressure of Tsat and Psat, respectively (Tsat < Tsat,steam). 
Using the Pre-Heater located right before the test section, the saturated liquid 
therefore reaches a certain vapor quality at the inlet of the test section (xin) and is 
afterwards exposed to the latent heat released from the external condensation side 
to reach an unknown higher vapor quality at the outlet (xout).

The unknown outlet vapor quality can be measured by adding a calibrated 
heat-supplying unit (After-Heater) with power controller installed right after the 
test section in order to take the two-phase flow with unknown outlet quality to the 
known state of saturated vapor (i.e. x = 100%) at the same saturation temperature 
of Tsat. In this case, the energy balance is dictated as follows:

  ( ) ( ) [ ]( )1calib after suppl after loss after g x x outQ Q Q m h h− − − == − = −   (4)

where suppl afterQ −  stands for the heat experimentally supplied by the After-Heater, 
loss afterQ −  is the corresponding heat loss from this heat-supplying unit, and calib afterQ −

accounts for the calibrated heat which is actually transferred to the boiling flow. 
Having the enthalpy of saturated vapor (hg (x=1)) known, the only unknown param-
eter in Eq. (4) is the enthalpy at the outlet of the test section ( [ ]x outh ) from which the 
outlet vapor quality can be extracted at the operating saturation temperature and 
pressure. Similar to the case of constant wall heat flux boundary conditions stated 
earlier, the inlet vapor quality can independently be measured and controlled by 
adjusting the calibrated heat supplied by the Pre-Heater using the Eq. (2).

In this approach, to ensure the state of saturated vapor, the After-Heater located 
after the test section is adjusted to supply the required latent heat for the two-phase 
flow with a certain outlet quality to reach a temperature slightly higher than the 
constant saturation temperature, which would be the starting point of the super-
heated vapor state. As shown in Figure 3, using the sight glass installed after the 
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After-Heater, the state of saturated vapor is also directly observed in order to check 
whether or not there is any liquid droplet and/or humidity in the gas stream at the 
beginning of superheated state. Unlike the earlier approach to measuring local 
vapor quality at the outlet of test section under uniform wall heat flux conditions, 
this approach does not contain any accumulated errors arising from earlier mea-
surements of inlet vapor qualities.

4.2 Approach II: auxiliary heat exchanger

In the second methodology for variable wall heat flux conditions, a tube-in-tube 
or shell-and-tube heat exchanger installed at the test section may be used for mea-
suring and controlling local vapor quality at the outlet of test tube. Analogous to the 
earlier cases, the inlet vapor quality is measured and controlled by monitoring the 
calibrated heat supplied by the Pre-Heater using the Eq. (2).

As represented in Figure 4, a hot liquid single-phase flow with known mass flow 
rates and known temperatures and pressures at the inlet and outlet passes through 

Figure 4. 
The experimental approach to measuring vapor qualities for variable wall heat flux boundary conditions.

Figure 3. 
The experimental approach to measuring vapor qualities for uniform wall temperature boundary conditions.
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of surface heat flux provided by heating tapes wrapped around the test section. 
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hot-side fluid (e.g. external condensation of steam or single-phase hot liquid) and 
the cold-side fluid (i.e. internal flow boiling).
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imposed by external condensation of steam on the test tube. The test section shown 
in this case is the place where external condensation and internal flow boiling occur 
simultaneously. The test section therefore functions as a cross flow heat exchanger 
whose both sides are manipulated with phase-change heat transfer processes. The 
test apparatus for this arrangement is to consist of two closed loops, including: 
external condensation loop (i.e. steam condensation over a horizontal tube) and 
internal boiling loop (i.e. two-phase flow boiling inside the tube).

Within the external condensation loop, saturated vapor of water at saturation 
temperature and pressure of Tsat,steam and Psat,steam is provided by a steam generator 
and then enters the test chamber. After condensation of steam on the horizontal test 
tube due to the temperature difference between the saturated vapor and the tube 
surface (called subcooling), the condensate is driven by gravity and collected in a 
condensate reservoir to feed the steam generator and set a steady flow circulation 
in the external condensation loop. Regarding the internal boiling loop, the fluid is 
warmed up by the SP-Heater in order to reach the saturated liquid state (x = 0) at 
the saturation temperature and pressure of Tsat and Psat, respectively (Tsat < Tsat,steam). 
Using the Pre-Heater located right before the test section, the saturated liquid 
therefore reaches a certain vapor quality at the inlet of the test section (xin) and is 
afterwards exposed to the latent heat released from the external condensation side 
to reach an unknown higher vapor quality at the outlet (xout).

The unknown outlet vapor quality can be measured by adding a calibrated 
heat-supplying unit (After-Heater) with power controller installed right after the 
test section in order to take the two-phase flow with unknown outlet quality to the 
known state of saturated vapor (i.e. x = 100%) at the same saturation temperature 
of Tsat. In this case, the energy balance is dictated as follows:

  ( ) ( ) [ ]( )1calib after suppl after loss after g x x outQ Q Q m h h− − − == − = −   (4)

where suppl afterQ −  stands for the heat experimentally supplied by the After-Heater, 
loss afterQ −  is the corresponding heat loss from this heat-supplying unit, and calib afterQ −

accounts for the calibrated heat which is actually transferred to the boiling flow. 
Having the enthalpy of saturated vapor (hg (x=1)) known, the only unknown param-
eter in Eq. (4) is the enthalpy at the outlet of the test section ( [ ]x outh ) from which the 
outlet vapor quality can be extracted at the operating saturation temperature and 
pressure. Similar to the case of constant wall heat flux boundary conditions stated 
earlier, the inlet vapor quality can independently be measured and controlled by 
adjusting the calibrated heat supplied by the Pre-Heater using the Eq. (2).

In this approach, to ensure the state of saturated vapor, the After-Heater located 
after the test section is adjusted to supply the required latent heat for the two-phase 
flow with a certain outlet quality to reach a temperature slightly higher than the 
constant saturation temperature, which would be the starting point of the super-
heated vapor state. As shown in Figure 3, using the sight glass installed after the 
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After-Heater, the state of saturated vapor is also directly observed in order to check 
whether or not there is any liquid droplet and/or humidity in the gas stream at the 
beginning of superheated state. Unlike the earlier approach to measuring local 
vapor quality at the outlet of test section under uniform wall heat flux conditions, 
this approach does not contain any accumulated errors arising from earlier mea-
surements of inlet vapor qualities.

4.2 Approach II: auxiliary heat exchanger

In the second methodology for variable wall heat flux conditions, a tube-in-tube 
or shell-and-tube heat exchanger installed at the test section may be used for mea-
suring and controlling local vapor quality at the outlet of test tube. Analogous to the 
earlier cases, the inlet vapor quality is measured and controlled by monitoring the 
calibrated heat supplied by the Pre-Heater using the Eq. (2).

As represented in Figure 4, a hot liquid single-phase flow with known mass flow 
rates and known temperatures and pressures at the inlet and outlet passes through 

Figure 4. 
The experimental approach to measuring vapor qualities for variable wall heat flux boundary conditions.

Figure 3. 
The experimental approach to measuring vapor qualities for uniform wall temperature boundary conditions.
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the outer tube (shell side), while the boiling flow of a known inlet vapor quality 
with a saturation temperature (Tsat) lower than that of the heating liquid (Th) enters 
the inner tube of the counter-flow heat exchanger. After latent heat acquisition 
from the hot-side fluid, the internal boiling flow undergoes an unknown increase in 
vapor quality at the outlet of test tube whereas the heating liquid in the shell side 
experiences a temperature reduction as a result of sensible heat rejection yet its 
temperature at the outlet remains higher than the constant saturation temperature 
of internal boiling flow. The vapor quality at the outlet of the test tube can therefore 
be controlled by adjusting the mass flow rate of the hot liquid single-phase 
flow ( )hm



 at the shell side of the counter-flow heat exchanger.

The amounts of heat exchanged between the internal boiling flow and the heat-
ing liquid can be measured by writing down an energy balance as follows:

  ( ) [ ] [ ]( ).

, , rejected p h in h out gained x out x inhQ C T T Q m h hm= − = = −   (5)

Aside from [ ]x outh , all the other parameters in Eq. (5) are known. The enthalpy 
at the outlet of the test section ( [ ]x outh ) can thus be calculated and the vapor quality 
at the outlet of the test tube can be measured and controlled subsequently. Similar 
to the approach engaged to the uniform wall heat flux boundary conditions, the 
outlet vapor quality derived from this approach contains an accumulated error 
arisen from earlier measurement of the inlet vapor quality.

To keep the boiling fluid recirculated, this is evident that other components 
are required for the internal boiling loop, which are not shown in Figures 2–4. 
Subsequent to the test section or the After-Heater, the two-phase flow with a certain 
outlet quality or the saturated vapor is required to be condensed in a heat exchanger 
to reach the state of saturated liquid which is followed by a drop in temperature and 
pressure after passing through an expansion valve to reach the state of subcooled 
liquid prior to entering the pump in order to avoid the cavitation phenomenon. The 
liquid flow is then squeezed by a gear pump up to the desired saturation pressure to 
enter the SP-Heater.

5. In-situ measurement for any thermal boundary conditions

Regardless of the type of thermal boundary conditions governed on the test sec-
tion, the local vapor quality of a two-phase flow boiling may be obtained through 
in-situ measurements.

Using the experimental approaches and/or instruments introduced here, first, 
the local density of two-phase flow at either of the inlet or outlet of a test section 
can be measured in-situ for any thermal boundary conditions that might be 
imposed on the test section. After obtaining the density, two independent thermo-
dynamic properties of the flow at either inlet or outlet are known (i.e. density and 
either of saturation temperature or corresponding pressure) in order to look up the 
enthalpy of the two-phase flow at either inlet or outlet ( [ ]x inh  or [ ]x outh ). Having the 
local enthalpies known, the local vapor quality (x) can be readily obtained via 

( )0x fgf xh h x h== +  as the only unknown parameter left here. However, this is 
important to note that the accuracy of this approach is lower than those of the 
earlier approaches described so far in the present study due to the less accuracy of 
the limited experimental methodologies [16] and instruments [17–19] introduced to 
date to measure density of a two-phase flow.

Interest in the determination of two-phase flow density has brought about the 
design and development of various instruments to measure density in cryogenic flow 
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systems. The more promising of the methods suggested are based on either (i) mea-
surements of the average dielectric constant or capacitance of the two-phase fluid or (ii) 
measurements of the nuclear radiation attenuation properties of the two-phase fluid. In 
principle, both of these measurable quantities are associated with the fluid density.

Turney and Snyder [17] used a capacitance density meter to measure the density 
of liquid and two-phase hydrogen flow. Most of their measured and calculated 
values of density exhibited a deviation up to ±15% of the full-scale density. The 
advanced Coriolis meters have also been investigated for measurement of two-
phase flow density [18, 19]. In this context, Reizner [18] has addressed the issues 
concerned to metering two-phase flow using the Coriolis meters. Technically, this 
is hard to retain flow-tube oscillations within two-phase flow due to the high and 
rapid damping of oscillations which is, by far, up to three orders of magnitude 
higher than that of the single-phase flow. Once the transmitter is not capable of 
maintaining the oscillations, the Coriolis meter is found to be “stalled”, and no 
measurements are provided. Even in the case of averting the stalling, large errors in 
measurements of mass flow and density are induced.

Although there is no specific instrument to accurately measure density of a 
two-phase flow, the technique(s) recently introduced by Boltenko [16] can measure 
the density with a reasonable accuracy. The range of uncertainty reported for his 
technique(s) is between 3% and 5%.

The following is a brief explanation of the proposed techniques to measure local 
density of a two-phase flow:

i. Gamma-raying Technique: The method of Gamma-raying makes it possible 
to measure density of a two-phase flow both in steady and transient flow 
regimes as well as makes it possible to carry out ongoing record of ρ(t) with 
averaging over the time intervals which are remarkably shorter than the typi-
cal duration of an unsteady process (τ > 0.1 s) [20].

Figure 5. 
Schematic of the hydrostatic method to determine density of a two-phase flow [16].
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
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ii. Hydrostatic Technique: The hydrostatic method to determine the density of a 
two-phase flow is performed by the measurement of static pressures at two 
points of a channel. After measuring the static pressure difference between 
these two pressure tapping points, the average density of the two-phase flow 
can be obtained by the following correlation [21]:

  
( )st hydP P

g H
ρ

∆ −∆
=   (6)

in which g is the gravitational acceleration, H is the pipe diameter, ΔPhyd 
accounts for the hydraulic resistance between the pressure tap points, and ΔPst 
stands for the hydrostatic pressure difference between the pressure tap points.

As can be seen from Eq. (6), it is possible to obtain ρ  only if ΔPhyd is known. 
Hence, the hydrostatic technique may be employed to measure ρ  for test sections 
with horizontal orientation. In the case of horizontal test tube ΔPhyd = 0, and then 
Eq. (6) reduces to:

  stP
g H

ρ
∆

=   (7)

Figure 5 depicts schematics of the hydrostatic technique to measure the average 
density of a two-phase flow in a horizontal pipe.

6. Merits and demerits

In this section, the experimental approaches are sought to be compared based on 
their level of accuracy in measurement, affordability, and simplicity in implementa-
tion. Remarks, including merits and demerits, are expressed for each experimental 
technique described in the earlier sections in sequence.

6.1 Remarks on the approach for uniform wall heat flux conditions

The approach described in Section 3 is restricted to the investigation of the 
impact of local vapor quality on the heat transfer performance under known 
constant wall heat flux boundary conditions. Although the method is very afford-
able and simple to be implemented, accuracy of this methodology to measure 
local vapor quality is reliant heavily on the accuracy in estimating heat losses and 
calibrating heat supplies. Furthermore, it is important to note that the measurement 
of local vapor quality at the outlet of test section using this technique contains an 
accumulated error arisen from earlier measurement of local vapor quality at the 
inlet according to Eq. (3).

On the other hand, the measurement of flow boiling heat transfer data for hori-
zontal test tubes using electrical heating has always been a subject of debate [22], 
where hot fluid heating is preferred to be used. In this regard, the following con-
cerns are needed to be addressed: (i) for different types of stratified flow pattern, 
hot fluid heating induces practically uniform wall temperature boundary conditions 
for the tube perimeter, whereas electrical heating contributes to the circumferential 
heat conduction for the tube perimeter from the hot, dry-wall conditions at the top 
to the colder, wet-wall conditions at the bottom of the tube, leading to unknown 
thermal boundary conditions, (ii) for annular flow pattern with partial dryout 
at the top of the tube, electrical heating is not also advised due to the axial heat 
conduction along the tube.
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6.2 Remarks on the approach I for constant wall temperature conditions

Using the approach I described in Section 4.1, higher accuracy and lower uncer-
tainty in vapor quality measurements can be achieved by conducting accurate esti-
mation of heat losses as well as accurate calibration of heat supplies. Furthermore, 
measurement of local vapor quality at the outlet of test section using this technique 
does not contain any accumulated errors arising from earlier measurements of inlet 
vapor quality as represented in Eq. (4). This is while the approach is very affordable 
and simple in execution.

Taking advantage of the After-Heater located after the test section, this 
technique does not interfere with heat transfer data collected from the test sec-
tion and does not pose the issues of circumferential and axial heat conduction 
caused by electrical heating for stratified and annular flow patterns within the 
test section.

6.3 Remarks on the approach II for variable wall heat flux conditions

The approach II described in Section 4.2 is more expensive than the earlier 
techniques presented. The method is also not as simple as the earlier techniques in 
implementation. Using this approach, there is still accumulated error in measure-
ment of outlet vapor quality arisen from the earlier measurement of inlet vapor 
quality, according to Eq. (5).

Moreover, the main drawback is that the methodology is likely to pose a higher 
overall uncertainty in measuring the local vapor qualities as compared to the earlier 
techniques described in Sections 3 and 4.1 since there will be higher number of 
points to be measured for temperature, pressure, and mass flow rate as indicated 
in Eq. (5). In this technique, five more precision instruments are required to be in 
service in order to measure flow rate of the hot-side fluid (one flow sensor), pres-
sures (two pressure transducers), and temperatures (two thermocouple probes) at 
the inlet and outlet of the shell side of heat exchanger.

6.4 Remarks on the approaches for any thermal boundary conditions

The major drawback of the in-situ measurements is that the techniques and/
or instruments introduced to date pose a low accuracy to measure local density of 
a two-phase flow, which ultimately makes the overall uncertainty for vapor qual-
ity measurements undesirable. In addition, very accurate and expensive pressure 
transducers and/or expensive advanced Coriolis meters are required to be procured 
to implement this technique properly.

7. Conclusions

Vapor quality plays a key role in flow boiling heat transfer behavior and can 
noticeably affect the local flow boiling heat transfer coefficient. To accurately inves-
tigate the effect of vapor quality on flow boiling behavior, accurate measurement of 
local vapor quality is critical.

In the present study, various experimental techniques were presented to measure 
and control vapor quality for flow boiling tests and were classified based on the 
type of thermal boundary conditions induced on the test tube wall. Moreover, in-
situ measurements and techniques were also investigated to measure local density 
of two-phase flow and subsequently local vapor quality regardless of the governing 
thermal boundary conditions.
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does not contain any accumulated errors arising from earlier measurements of inlet 
vapor quality as represented in Eq. (4). This is while the approach is very affordable 
and simple in execution.

Taking advantage of the After-Heater located after the test section, this 
technique does not interfere with heat transfer data collected from the test sec-
tion and does not pose the issues of circumferential and axial heat conduction 
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implementation. Using this approach, there is still accumulated error in measure-
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quality, according to Eq. (5).
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